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Editorial on the Research Topic 
Plasma waves in space physics: Carrying on the research legacies of Peter Gary and Richard Thorne


The importance of plasma waves to the evolution of the solar wind and to the evolutions and interactions of the multiple particle populations of the Earth’s magnetosphere is overwhelming. Two giants in the field of plasma-wave physics recently passed -- Peter Gary and Richard Thorne (cf. Figure 1). Peter and Richard largely established the complexities of plasma waves, plasma instabilities, wave-particle interactions, and the dissipation of turbulence. They opened the eyes of the space-research community to the impact of plasma waves in the solar wind and in the Earth’s magnetosphere. Seminal publications are (Thorne et al., 1973; Thorne, 2010; Thorne et al., 2013; Gary et al., 1984; Gary 1991; Gary and Smith, 2009) and the textbook Gary (1993). They both collaborated widely both nationally and internationally, a key factor that made them world leaders. The Frontiers Research Topic “Plasma Waves in Space Physics: Carrying On the Research Legacies of Peter Gary and Richard Thorne” was designed to honor their hard work, their accomplishments, and their leadership and to extend their research legacies into the future.
[image: Figure 1]FIGURE 1 | Photographs of Peter Gary (top) and Richard Thorne (bottom).
The goals of the Research Topic were 1) to celebrate the scientific achievements of Richard Thorne, Peter Gary, and the entire space-plasma-physics research community, 2) to showcase state-of-the-art research findings, and 3) to take an assessment (a) of the present state of knowledge and (b) of where the research community goes in the future.
From this Frontiers Research Topic 14 papers on plasma waves, wave-particle interactions, plasma-wave instabilities, and plasma turbulence are contained in this electronic book. Synopses of the 14 papers are as follows, ordered by papers that focus on 1) plasma waves, 2) wave-particle interactions, 3) plasma-wave instabilities, and 4) plasma turbulence.
Hartinger et al. (2022) review the progress made by the “ULF Wave Modeling, Effects, and Applications” GEM focus group. This review article makes the connection of modern UL F wave research to the ULF wave research of Peter Gary and Richard Thorne.
Albert et al. (2022) examine the equations of motion for test particles encountering field-aligned whistler-mode waves. The investigation focuses on which approximations in the equations of motion capture phase trapping and phase bunching as functions of particle pitch angle.
Haas et al. (2022) examine the pitch-angle distribution of ∼10 keV electrons in the ring-current region of the Earth’s magnetosphere finding that wave-particle interactions are a minor contributor for moderate storms but an important contributor for strong (Kp > 6) storms. They investigate the use of the Kp index as a proxy (predictor) of the flux of electrons in the ring current region of the Earth’s magnetosphere.
Lejosne et al. (2022) review different physical processes that lead to the energization of radiation-belt electrons. They specifically compare radial-diffusion acceleration versus chorus-wave energization, pointing out the insightful contributions of Richard Thorne in focusing on whistler-mode-chorus wave-particle interactions. The Lejosne et al. review highlights the existing challenges in discerning the relative importance of the two processes (radial diffusion versus whistler-mode wave-particle energization) for radiation-belt electron acceleration.
Smirnov et al. (2002) extensively examine the evolution of outer-radiation-belt electron pitch-angle distributions during 129 geomagnetic storms, versus the energy range of the electrons and verses dayside/nightside. They find that the pitch-angle distributions of lower-energy electrons show little evolution through a storm but that higher-energy electrons show distinct evolution through the various phases of a storm.
Borovsky (2021) discusses a system-science view of diverse ion and electron populations interacting via wave-particle interactions, both in the solar wind and in the Earth’s magnetosphere. An important point is that the diverse ions and electrons are co-located because of their confinement by the magnetic field.
Verscharen et al. (2022) review multiple electron plasma-wave instabilities in the solar wind driven by non-equilibrium electron distributions as a function of distance from the sun. The review importantly discusses unsolved questions about electron-driven instabilities in the solar wind.
Zenteno-Quinteros and Moya (2022) examine the whistler-heat-flux instability in the solar wind driven by the high-energy tails of the solar-wind electron distribution functions. They use a “core-strahlo” description of the electron distribution with a skewed kappa distribution of the strahl population.
Winske and Wilson (2002) focus on Peter Gary’s contributions to the understanding of electromagnetic ion-beam instabilities driving ULF waves in the Earths foreshock. The discussion focuses on theory, ISEE-spacecraft observations, and subsequent unsolved Research Topic.
Le et al. (2003) examine the resonant right-hand ion-beam instability in the Earth’s foreshock driven in the solar-wind plasma by ions reflected from the Earth’s bow shock. Using hybrid computer simulations and spacecraft observations they find that plasma-wave modes with a variety of propagation angles are excited.
Birn et al. (2022) examine the statistics of test electrons in MHD simulations of magnetotail dipolarization events to examine expected electron anisotropy distributions which could drive plasma waves via micro-instabilities. They confirm that the dynamics of the electrons are chiefly governed by betatron and first-order Fermi acceleration.
Narita et al. (2002) overview the legacy of Peter Gary, who made large contributions to the picture of short-wavelength plasma turbulence. In the kinetic range of turbulence two pathways for energy cascade are discussed, one involving Alfven waves and the other involving magnetosonic waves.
Cui et al. (2022) use particle-in-cell simulations to explore the various roles that the whistler-anisotropy instability play in whistler turbulence. They find that the whistler-anisotropy instability may act as a regulation mechanism for turbulence in the kinetic range via wave-particle interactions.
Allanson et al. (2022) use a Markovian approach to examine charged-particle dynamics for electromagnetic waves propagating parallel to or antiparallel to a uniform magnetic field. They derive quasilinear diffusion coefficients are derived using this physically intuitive approach.
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Building upon the research legacies of Peter Gary and Richard Thorne, this perspective discusses a plasma-system picture wherein multiple ion and electron populations interact with each other via multiple types of plasma waves. The two cases discussed are 1) the Earth’s magnetosphere with ion and electron populations trapped in the closed flux tubes of the magnetic dipole and 2) the solar wind with ion and electron populations expanding away from the Sun in open magnetic flux tubes. For the magnetosphere, internal convection drives particle populations into stronger magnetic fields, leading to particle anisotropies; for the solar wind the expansion of the plasma away from the Sun results in the particle populations moving into weaker magnetic fields, leading also to particle anisotropies. In both cases, the anisotropies of the diverse ion and electron populations produce kinetic instabilities resulting in the production of diverse types of plasma waves and wave-particle interactions. Following the extensive research of Richard Thorne, web diagrams of plasma-wave interactions are laid out for the multiple ion and electron populations of the magnetosphere and following the extensive research of Peter Gary web diagrams of plasma-wave interactions are laid out for the multiple ion and electron populations of the solar wind. The advantages of a systems-analysis approach to these two plasma systems is discussed.
Keywords: magnetosphere, solar wind, system science, plasma waves, plasma instabilities
INTRODUCTION
The Earth’s magnetosphere and the solar wind provide two valuable opportunities to bring systems science into the field of plasma physics. Both the magnetospheric system and the solar-wind system are comprised of multiple electron and ion populations with interactions between the populations occurring largely via plasma waves. Many of the plasma-wave interactions of the magnetosphere were uncovered and quantified by Richard Thorne in over 4 decades of research (e.g. Thorne, 1968; Thorne et al., 2017) and many of the plasma-wave interactions of the solar wind were uncovered and quantified by Peter Gary in over 4 decades of research (e.g. Gary, 1974; Gary et al., 2020). Without theses two visionary researchers, these two coherent plasma-systems pictures could not be created.
Both the magnetosphere and the solar wind exhibit multiple populations of ions and electrons that are co-located (i.e. that reside on the same magnetic-field lines) so that the multiple populations easily interact with each other. The evolution of magnetized plasmas often leads to anisotropies giving rise to instabilities and wave-particle interactions: for the magnetosphere the particle anisotropies arise from solar-wind-driven magnetospheric internal convection pushing particle populations into the strong magnetic field of the dipolar regions and for the solar wind the particle anisotropies arise from the solar-wind expansion into weaker magnetic fields away from the Sun. For every plasma-wave instability, wave-particle interactions act in two fashions: in driving the waves and in dissipating the waves. In this manner two diverse particle populations can interact with each other.
In this perspective article the plasma system science of the magnetosphere and the plasma system science of the solar wind will be briefly outlined. The magnetosphere is a driven closed system (more or less), with the multiple particle populations trapped in dipolar (or stretched) magnetic flux tubes. The solar wind is an open system with multiple particle populations born in the solar corona and moving outward at different speeds from the Sun in open magnetic flux tubes.
This paper is organized as follows. In The Magnetospheric System Section the magnetospheric plasma system is described. In The Solar-Wind System Section the solar-wind plasma system is described. Discussion Section contains discussions of 1) previous system-science analysis that has been done for the magnetosphere and the solar wind, 1) the availability of data for future studies, and 3) some advantages that systems analysis may provide.
THE MAGNETOSPHERIC SYSTEM
The Earth’s magnetosphere is a system of multiple trapped particle populations with free energy added from the solar wind, which drives internal convection. Convection of particle populations into the stronger field of Earth’s dipole drives particle anisotropies and free energy for plasma waves. The resulting multiple plasma instabilities gives rise to multiple couplings between the diverse particle populations, resulting in a complex evolution of those diverse particle populations. A thorough review of the Earth’s magnetosphere as a system wherein the multiple ion and electron populations interact via plasma waves appears in Borovsky and Valdivia (2018).
The key to the interaction of the different particle populations is the fact that they are co-located on the same magnetic field lines. There are three major regions in the Earth’s magnetosphere and the three regions contain differing particle populations. The first region is the stretched-field “magnetotail” on the nightside of the Earth. The major particle populations of the magnetotail are the ion plasma sheet, the electron plasma sheet, the cusp-mantle (ions and electrons), and the polar wind (ions and electrons). The second region is the “outer dipole”: this region contains the ion plasma sheet (ions), the electron plasma sheet (electrons), substorm-injected ions, substorm-injected electrons, the electron radiation belt, the ion radiation belt, cloak ions, cloak electrons, and polar-wind ions and electrons. The third region is the “inner dipole” closest to the Earth: this region contains the plasmasphere (ions and electrons), the ion plasma sheet, substorm-injected ions, the electron radiation belt, and the ion radiation belt. The boundary between the inner and outer dipole regions is the plasmapause, which is the outer boundary of the dense, cold plasmasphere.
As an example of the co-location of multiple particle populations, Figure 1 provides a sketch of the distribution functions of the ions and electrons in the inner dipolar region at local midnight. The plot is a log-log plot, sketching each particle distribution as a Maxwellian, which in general they are not. (The hotter populations often have anisotropies and biteouts). The populations range in energy from the ionosphere (Ti ≈ Te ∼ 0.1 eV) and plasmasphere (Ti ≈ Te ∼ 0.5 eV) to the ion radiation belt (which has a tail of particles in the 1-MeV range of energies) and the electron radiation belt (which has a tail of particles in the 10-MeV range).
[image: Figure 1]FIGURE 1 | A sketch of the distribution functions of 5 ion populations and 3 electron populations on the same magnetic field line in the inner-dipole region of the nightside magnetosphere.
The plasma populations of the magnetosphere interact via plasma waves. The typical types of plasma waves observed depend on the region of the magnetosphere and the ion and electron populations in that region that can drive the waves. Figure 2 is a classic sketch from Thorne (2010) that has been reproduced in numerous scientific publications: the sketch depicts the equatorial plane of the Earth’s magnetosphere and the major types of plasma waves that impact the electron radiation belt observed in the various regions. The types of plasma waves seen inside the plasmapause (inner dipole) differ from the types seen outside the plasmapause (outer dipole), with drastically different consequences for the particle populations in those two regions. Critical to the evolution of the electron radiation belt, Figure 2 depicts that whistler-mode chorus waves exist outside of the plasmasphere (outer dipole), whistler-mode hiss waves exist inside of the plasmasphere (inner dipole), and electromagnetic ion-cyclotron (EMIC) waves tend to exist inside the plasmasphere (inner dipole).
[image: Figure 2]FIGURE 2 | A reproduction of the classic Figure 1 of Thorne (2010) that sketches in the equatorial plane of the Earth’s magnetosphere the major types of plasma waves observed in the different regions of the magnetosphere. The viewing is from above the north pole of the Earth: the Sun is at the top of the sketch, dawn is to the right, and dusk is to the left.
In the interactions of co-located particle populations via plasma waves in the Earth’s magnetosphere, typically a warm (keV) population of particles with medium density is the driver for the waves and typically a very-energetic populations (100’s of keV) with a very-low-density is the absorber of the wave energy. And often there is a high-density cold population of ions or electrons that regulates the plasma-wave dispersion relation, determining what waves can be driven and determining the resonance conditions for those waves (cf. Delzanno et al., 2021).
In Figure 3 a map is displayed of the basic web of interactions between the multiple electron and ion populations of the Earth’s magnetosphere and the type of plasma wave that mediates each interaction. (The various plasma waves in Figure 3 are elaborated upon in Section 6 of Borovsky and Valdivia (2018).). In the map of Figure 3 the direction of each arrow indicates the transfer of wave action: from the driving population to the receiving population. For the receiving population, the waves can lead to energization and/or to pitch-angle scattering, with pitch-angle scattering often leading to scattering into the atmospheric loss cone where the scattered ions or electrons are lost from the magnetospheric system into the atmosphere. Note in Figure 3 that a number of “circular” wave interactions are indicated: here one portion of a single population will drive waves that affect another portion of the same population. This often produces pitch-angle scattering into the atmospheric loss cone, resulting in a loss from the magnetospheric system and perhaps producing aurora in the upper atmosphere.
[image: Figure 3]FIGURE 3 | A sketch of the web of plasma-wave interactions between the major ion and electron populations of the Earth’s magnetosphere.
The complicated system of instability-driven wave-particle interactions that drive the evolution of the multiple ion and electron populations of the Earth’s magnetosphere were largely worked out by Richard Thorne. Focused review articles on these various interactions can be found in Thorne and Kennel (1971), Thorne et al., (1973, 1979, 2010, 2013, 2017), Thorne (1974, 2010), Thorne and Summers (1991), and Thorne and Horne (1992, 1994).
One hallmark of a “complex system” is that the system exhibits “emergence”, new things “emerge”, i.e. the system creates something from nothing. Examples of emergence are given in Borovsky and Valdivia (2018). On example of emergence in the Earths magnetospheric system is the electron radiation belt: here the system takes medium-energy short-lifetime substorm-injected electrons and, via a complex web of interactions, creates a population of high-energy long-lifetime relativistic electrons.
THE SOLAR-WIND SYSTEM
The magnetic structure of the solar-wind plasma resembles a spaghetti of magnetic flux tubes with strong current sheets forming the boundaries between adjacent flux tubes (Michel, 1967; Bruno et al., 2001; Borovsky, 2008; Greco et al., 2008; Pecora et al., 2019). The field of most of the solar wind is “open”, with field lines magnetically connecting the Sun to the distant heliosphere. The multiple solar-wind particle populations are born in the solar corona and move outward (at different speeds) along the magnetic field in the open flux tubes. Note, however, that many of the details of the physical processes in the corona that are acting in the birth of the solar wind are not known (cf. Cranmer et al., 2017).
The solar-wind plasma in the inner heliosphere has 7 major particle populations: protons, alpha particles, highly charged heavy ions, an antisunward proton beam, core electrons, halo electrons, and a field-aligned energetic electron strahl. Minor populations can include a sunward streaming proton beam.
As the fast energetic strahl electrons move outward from the Sun they produce an ambipolar electric field that pulls ions outward from the Sun against the Sun’s gravity (Jockers, 1970; Lemaire, 2010). This magnetic-field-aligned electrostatic “interplanetary electric field”, in part, accelerates the solar wind to high velocities. (A similar process occurs on the sunlit ionosphere of Earth where multi-eV photoelectrons from the atmosphere produce an ambipolar electric field that pulls sub-eV ions out against the Earth’s gravity: this is the “polar wind” (Schunk, 2007).) The field-aligned potential drop from the Sun to infinity is on the order of 1 kV, with most of that drop occurring between the Sun and the orbit of Mercury. As the ion and electron populations of the solar wind move outward from the Sun (at different speeds), they interact and evolve. Some of the plasma-wave interactions between the major particle populations are mapped out in Figure 4.
[image: Figure 4]FIGURE 4 | A sketch of the web of plasma-wave interactions between the major ion and electron populations of the solar wind. (This interaction map is an update of Figure 8 of Viall and Borovsky (2020), which was assembled by the author with critical guidance from Peter Gary).
Free energy sources for the system evolution are (cf. Borovsky and Gary, 2014; Smith and Vasquez, 2021) 1) electron heat flux, 2) large-amplitude Alfvén waves, 3) the relative drift between alpha particles and protons, and 4) anisotropies driven by the changing magnetic-field strength. Well beyond 1 AU other sources are interplanetary shocks (Smith et al., 1985) and interstellar pickup ions (Lee, 2018).
It is thought that whistle-mode scattering of the field-aligned strahl electrons gives rise to the quasi-isotropic energetic electron halo population (Gary and Saito, 2007): as evidence, with distance from the Sun the strahl population becomes fractionally less dense and the halo population becomes fractionally more dense (Stverak et al., 2009).
A key source of energy in the solar wind resides in outward propagating Alfvénic fluctuations from the corona. About half of the solar wind at 1 AU is Alfvénic, with strong correlations between the vector changes in the magnetic field and the vector changes in the proton flow velocity. In the Alfvénic solar wind, it is observed that the magnetic structure moves en masse relative to the proton plasma at a speed of about 0.7 vA (Borovsky, 2020a; Nemecek et al., 2020), where vA is the measured Alfvén speed. In the reference frame of the magnetic structure, to within measurement error all proton flows v are parallel to the local magnetic-field direction B; with v⊥ = 0 there is (to within measurement error) no time evolution of the magnetic structure as it moves outward through the inner heliosphere. This is an example of the Chadrasekhar dynamic equilibrium (“CDE”) (cf. Fig. 7.1 of Parker (1979)) where a nonlinear tangle (spaghetti) of magnetic field will propagate en masse without evolution provided that the flow is everywhere parallel to the local field. The alpha particles of the solar wind (and perhaps also the heavy ions) reside nearly at rest in the reference frame of the magnetic structure (Nemecek et al., 2020): it is not known why. The outward-propagating Alfvénic structure interacts with the particle populations 1) via parametric instabilities (e.g. Malara et al., 2001; Vasquez and Hollweg, 1996) and 2) via an MHD-turbulence cascade where the Alfvén waves transfer energy into electrons and ions via mode conversion (Gary and Smith, 2009; Gary et al., 2020) followed by kinetic (cyclotron or Landau) damping (Leamon et al., 1998; Gary and Borovsky, 2004, 2008).
Because of the relative motion of the alpha particles with respect to the proton population, ion-ion streaming instabilities can couple the two populations (Gary, 1991; Gary et al., 2000a). In particular, the alpha-proton magnetosonic instability acts to heat both populations in a fashion such that the protons and alpha particles both have the same thermal speed (Gary et al., 2000b), which is observed in the solar wind (Feynman, 1975).
As the particle populations move outward from the Sun into weaker magnetic fields, conservation of the particle first adiabatic invariants v2perp/B decreases the perpendicular temperatures of the populations and leads to anisotropy. For the protons the firehose instability driven by Tparallel > Tperp acts to return the proton population toward isotropy (Gary et al., 1998, 2001). Similar instabilities act on the alpha-particle anisotropy (Gary et al., 2003) and on the electron anisotropy (Gary and Nishimura, 2003).
Core electrons originate from the low-energy portion of the strahl population (e.g. Boldyrev et al., 2020). The core electrons are locally trapped along the magnetic field (Marsch, 2006): 1) moving toward the Sun the core electrons mirror as the interplanetary magnetic field gets stronger nearer to the Sun and 2) moving away from the Sun the interplanetary electric field pulls them back. The core-electron temperature reflects the local potential of the plasma with respect to infinity (away from the Sun) (Feldman et al., 1975).
Review articles on the diverse types of solar-wind plasma waves and their impact on the solar-wind particle populations can be found in Gary (1991, 1992, 1999), Gary et al. (1975a,b, 1976, 1984, 1994, 1999, 2000a), and Gary and Karimabadi (2006) and in the monograph Gary (1993).
Here we see the system, with the strahl driving the interplanetary potential that drives the solar wind outward. As the populations move through each other at different speeds (all moving outward), they interact via plasma waves (cf. Figure FF03).
The magnetic-field structure of the solar wind resembles a spaghetti of magnetic flux tubes separated by current sheets. The diameters of the flux tubes vary, but a typical flux tube at 1 AU has a diameter of about 4 × 105 km, and a spacecraft crosses from one flux tube to the next every 10 or 20 min. From tube to tube there can be differences in the plasma properties: proton specific entropy, ion composition, magnetic-field strength, plasma beta, etc. Important for this system-science picture, the strahl intensity (Borovsky, 2020b) and the electron temperature (Borovsky et al., 2021) can vary from tube to tube with sudden jumps in the values as the current-sheet wall between flux tubes is crossed. The electron-temperature jumps indicate that the interplanetary electric potential differs from flux tube to flux tube. This implies that each flux tube is an independent evolving system, and that as a solar-wind spacecraft crosses from tube to tube it is measuring different realizations of system evolution. This opens the possibility of statistical plasma system science.
DISCUSSION
This section discusses previous system-science analysis that has been done for the magnetosphere and the solar wind, the availability of quality data for future studies, and the advantages that systems analysis may provide.
Plasma Systems Science and Data Availability
Reviews of magnetospheric system-science work can be found in Valdivia et al., [2005, 2013], Vassiliadis (2006), Stepanova and Valdivia, 2016, and Borovsky and Valdivia (2018). Early magnetospheric system science began with two-variable correlation studies between near-Earth solar-wind measurements and measures of the strength of magnetospheric activity (Snyder et al., 1963; Clauer et al., 1981; McPherron et al., 2015): those studies yielded critical information about the processes by which the solar wind drives magnetospheric activity and important information about the multiple reaction times of the magnetospheric system to changes in the solar wind. Later, vector-vector correlation studies (Borovsky and Osmane, 2019) yielded information about multiple modes of reaction of the magnetospheric system to the solar wind. Information-transfer studies (Wing and Johnson, 2019) have further refined our knowledge about solar-wind driving and in future can be used to examine the causality pathways through the multiple ion and electron populations of the magnetosphere as they undergo the web of interactions (cf. Figure 3). Toy mathematical models (Smith et al., 1986; Goertz et al., 1993; Vassiliadis et al., 1993; Klimas et al., 1997; Freeman and Morley 2004; Spencer et al., 2018) have also been constructed and used to gain understandings of the dynamical behaviors of the solar-wind-driven magnetospheric system. In contrast, for the solar-wind plasma system very little system analysis has been performed. Most of the data analytics applied to the solar wind has focused on investigating the nature of the MHD fluctuations in the wind (e.g. Burlaga and Klein, 1986; Marsch and Tu, 1997; Wawrzaszek et al., 2019), not on the particle-population evolution. Here again, information-transfer analysis may be helpful for uncovering and gauging the importance of the various intercouplings of the particle populations with distance from the Sun.
For magnetospheric systems science diverse measurements of the magnetosphere-ionosphere system have been available for over 5 decades, as are measurements of the solar wind at Earth that drives the system. For solar wind system science quality spacecraft data throughout the inner heliosphere from about 15 solar radii to 1 AU (215 solar radii) and beyond are available from multiple spacecraft. For the most part this spacecraft data is centralized and publically available, but with effort more plasma data from the spacecraft of diverse government agencies could be made publically available for scientific purposes.
Advances That Could be Made With a Systems Science Approach
For the Earth’s magnetosphere, global simulations codes cannot build in all of the diverse ion and electron populations, all of the kinetic wave processes, and the huge span of important spatial scales. Ring-current-subsystem codes (Jordanova et al., 2001, 2012; Gamayunov et al., 2009) and radiation-belt-subsystem codes (Varotsou et al., 2005; Shprits et al., 2008a,b; Jordanova et al., 2018) resort to using diffusion coefficients or particle lifetimes to represent the action of waves (energization, pitch-angle scattering, and radial diffusion) acting upon the particle populations, typically with diffusion coefficients based on statistical pictures of plasma-wave observations parameterized by magnetospheric-activity levels. Systems analysis examines the behavior of the actual measured system that includes all of these attributes, extracting information about the behavior of the true, fully realized system. This perspective article encourages the development of systems science methodologies specifically for the critical science challenge of understanding the time-evolving solar-wind-driven magnetosphere-ionosphere system, where physics-based simulations are a long way from containing the physics necessary to simulate the coupled system. The situation is similarly difficult for the evolving solar wind: in the near future simulation codes will not be able to capture all of the diverse ion and electron populations and kinetic wave-particle processes that act as the solar wind evolves from the solar corona outward into the heliosphere. System science analysis of the actual system will be needed.
A systems science analysis can yield unique information about the behavior of a system, including the uncovering of hidden or unnoticed modes of behavior. Systems science analysis works even before all of the physics is identified or understood. It can find couplings and feedback loops in the operation of a system. This information has the potential to guide reductionist data analysis, to guide the development of simulation techniques, and to guide the design of new instruments and new measurement techniques. Systems analysis can be used to test the veracity of simulation codes: performing the same systems analysis on simulation data as on the actual system can compare the statistical behavior of the simulations and the actual system.
Systems science tools that may be developed specifically for the multiple interacting plasmas of the magnetospheric system or the solar-wind system may be generalizable to other problems: laboratory plasma experiments, fusion machines, solar physics, and plasma astrophysics. The tools developed for the solar-wind-driven magnetospheric system may also be useful for other driven systems, such as biological organisms and economic systems.
An integration of magnetospheric systems science into the broader research field of “Earth systems science” could enhance the scientific and societal impact of plasma physics (Thorne, 1977, 1980; Tinsley 2000; Georgieva et al., 2005; Rycroft et al., 2012; Sinnhuber et al., 2012; Clilverd et al., 2016; Lam and Tinsley 2016).
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We derive weak turbulence and quasilinear models for relativistic charged particle dynamics in pitch-angle and energy space, due to interactions with electromagnetic waves propagating (anti-)parallel to a uniform background magnetic field. We use a Markovian approach that starts from the consideration of single particle motion in a prescribed electromagnetic field. This Markovian approach has a number of benefits, including: 1) the evident self-consistent relationship between a more general weak turbulence theory and the standard resonant diffusion quasilinear theory (as is commonly used in e.g. radiation belt and solar wind modeling); 2) the general nature of the Fokker-Planck equation that can be derived without any prior assumptions regarding its form; 3) the clear dependence of the form of the Fokker-Planck equation and the transport coefficients on given specific timescales. The quasilinear diffusion coefficients that we derive are not new in and of themselves, but this concise derivation and discussion of the weak turbulence and quasilinear theories using the Markovian framework is physically very instructive. The results presented herein form fundamental groundwork for future studies that consider phenomena for which some of the assumptions made in this manuscript may be relaxed.
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1 INTRODUCTION
Quasilinear diffusion theory forms the basis of much of the modeling and interpretation of particle transport and energization due to interactions with electromagnetic waves; at terrestrial (Horne et al., 2005; Summers, 2005; Thorne, 2010) and planetary (Woodfield et al., 2014; Kollmann et al., 2018) radiation belts; in the solar atmosphere and solar wind (Steinacker and Miller, 1992; Vocks et al., 2005; Vocks, 2012; Verscharen and Chandran, 2013; Jeong et al., 2020); and for the dynamics of cosmic rays (Schlickeiser, 1989; Mertsch, 2020).
The classic derivations of quasilinear theory (Drummond and Pines, 1962; Vedenov et al., 1962; Kennel and Engelmann, 1966; Lerche, 1968; Lyons, 1974; Summers, 2005) not only provide the form of the Fokker-Planck equation to describe the particle dynamics, but also the diffusion coefficients that encode the effect of the resonant wave-particle interactions as a function of the background magnetic field strength, plasma refractive index, and electromagnetic wave spectral properties. It is also possible to derive the diffusion coefficients due to resonant wave-particle interactions via a different technique, i.e., a Hamiltonian analysis of single particle interactions with given wave modes (e.g., see Albert (2001); Albert (2010)). Furthermore, Lemons (2012) has demonstrated a quite general method to derive both the form of the Fokker-Planck equation itself, as well as the transport coefficients that apply in a particular circumstance.
The method presented by Lemons (2012) (building on work presented in Lemons et al. (2009)) is in principle quite general and could be applied to a wide range of phenomena, but was applied to a particular restricted case in that paper, namely particle pitch-angle dynamics due to interactions with a stationary transverse magnetic field only. Using a Markovian analysis [e.g., see Wang and Uhlenbeck (1945); Reif (2009); Zheng et al. (2019); Allanson et al. (2020)] Lemons (2012) derives a theory to describe both the weak turbulence and quasilinear regimes. Despite the fact that the electromagnetic perturbation considered is a stationary magnetic field only, the equations derived by Lemons (2012) do in fact reproduce the standard form for pitch-angle diffusion by field-aligned propagating electromagnetic waves using the quasilinear theory - for the particular case of pitch-angle diffusion only. This corresponds to the subset of plasma environments in which the plasma frequency is significantly larger than the gyrofrequency (fpe ≫ fce, e.g., see Eq. 8 in Summers and Thorne (2003)).
In this paper, we study relativistic particle dynamics due to interactions with travelling electromagnetic waves, and therefore build upon the work by Lemons (2012) who considered time-invariant magnetic fields. This addition allows us to study both energy and pitch-angle dynamics, and is therefore applicable in regions with any value of fpe/fce. Some of the most important expressions in this paper may not be new in and of themselves (e.g. the quasilinear theory for field-aligned waves). However, this concise self-consistent derivation and discussion of both the weak turbulence and quasilinear theories by using the Markovian framework is physically very instructive. We emphasize that the methods presented herein do allow in principle for the derivation of not only the transport (drift and diffusion) coefficients, but also the very form of the transport (Fokker-Planck) equation itself, based upon prescribed electromagnetic waves and some sensible physical assumptions.
In Section 2 we present the derivation of the general Fokker-Planck equation in energy and pitch-angle space, using the Chapman-Kolmogorov equation as a starting point, and we indicate its relationship to the most basic form (i.e., the non-bounce-averaged and two-dimensional form in e.g., Glauert and Horne (2005); Summers (2005)) of the energy and pitch-angle diffusion equation as is employed in radiation belt studies (although typically after a bounce-averaging procedure (Glauert et al., 2014)). In Section 3 we calculate the exact relativistic equations of motion for particle position, gyrophase, pitch-angle and kinetic energy, due to interactions with field-aligned electromagnetic waves. In Section 4 we present the main calculations and results of this paper, namely the derivation of the weak turbulence and quasilinear diffusion coefficients. We conclude and discuss future possible directions in Section 5, which may include the relaxing of some assumptions as presented in this manuscript.
2 FOKKER-PLANCK EQUATION DERIVED USING MARKOV THEORY
Consider a spatially uniform (or equivalently, a spatially averaged) collisionless particle distribution function, gs = gs(p, t), for particle species s, normalized according to
[image: image]
where ∫d3p is taken to be the integral over all relativistic momentum space ( − ∞ < px, py, pz < ∞), and ns is the number density (such that Vns = Ns, with Ns the total number of particles in a spatial volume V). The relativistic momentum is defined as p = γm0sv, with v the velocity, [image: image], m0s the rest mass, and c the speed of light in a vacuum. Under the assumption of a gyrotropic distribution function (gs(p, t) = gs(p∥, p⊥, t)), we can reduce the triple integration to a double integration according to,
[image: image]
where p∥ = p ⋅B0/|B0| and p⊥ = |p ×B0|/|B0|, for B0 the local background magnetic field, and we assume that B0 = |B0| > 0 without loss of generality. The relativistic momentum and kinetic energy, E, are related by p2c2 = E(E + 2ERs) (Glauert and Horne, 2005), for ERs = m0sc2 the rest-mass energy. To clarify, E is the relativistic kinetic energy only, and not the total relativistic energy. Furthermore, the particle pitch angle, 0 < α < π, is defined by p∥ = |p| cos α and p⊥ = |p| sin α. Using these definitions and the Jacobian relation, dp⊥dp∥ = c−2(E + ERs)dEdα, we can rewrite the integrals so that
[image: image]
where we have made the association gs(p∥, p⊥, t) = fs(E, α, t). From hereon in we will dispense with the s subscript for brevity. We will now derive the general form of the equation that evolves f in time, as is consistent with Markovian stochastic particle dynamics in energy and pitch-angle space.
2.1 Fokker-Planck Equation in a General Form
Markovian dynamics are a special example of a stochastic/random process, and are essentially characterized by the requirement that the conditional probability of a given future state (at an immediately successive time t = t0 + Δt) only depends on the current state (at t = t0) (Wang and Uhlenbeck, 1945; Zheng et al., 2019). The Markovian stochastic formalism is appropriate to use in this paper since we are seeking a solution of particle motion in a statistical sense (i.e., the evolution of a particle distribution function), and not a deterministic sense (i.e., the exact dynamics of a very large number of particles).
The Chapman-Kolmogorov equation is the basic equation for Markov theory, and is also sometimes known as the Einstein-Smoluchowski equation, (e.g., see Wang and Uhlenbeck (1945); Einstein (1956); Reif (2009); Zheng et al. (2019)). The Chapman-Kolmogorov equation for f, adapted to be written in energy and pitch-angle space, is
[image: image]
Here, Ψ(E, α; E′, α′, Δt) is the transition probability density that a particle located at (E′, α′) at time t will reach (E, α) at time t + Δt. Using a standardized procedure based on so-called “Kramers-Moyal” theory (essentially using Taylor series, and as described in e.g. Wang and Uhlenbeck (1945); Einstein (1956); Walt (1994); Reif (2009); Roederer and Zhang (2013); Lemons (2012); Zheng et al. (2019)), we derive the following Fokker-Planck equation
[image: image]
for [image: image] and G2(α) =  sin α, and the drift and diffusion coefficients defined as
[image: image]
where ⟨…⟩ denotes a suitable statistical or ensemble average, and the set notation {…} is used only to write the definitions in a compact manner. The denominator in the transport coefficients, Δt = t − t0, is a ‘suitable’ timescale over which to consider the drift/diffusion, and helps to define the increments Δα = α(t0 + Δt) − α(t0), ΔE = E(t0 + Δt) − E(t0) (e.g., see Liu et al. (2010); Liu et al. (2012)); Lemons (2012); Allanson et al. (2019); Allanson et al. (2020) for discussions regarding ensemble averages and timescales). Note that here we are using the same formal definitions of transport coefficients as in e.g., Lemons (2012); Glauert et al. (2014), such that [image: image], [image: image], [image: image], [image: image], and [image: image], have units of s−1, Js−1, s−1, Js−1 and J2s−1, respectively.
Equation 1 is the Fokker-Planck equation that describes particle transport (diffusion and drift) in relativistic kinetic energy and pitch-angle space, under the assumption of Markovian stochastic dynamics and a uniform background magnetic field. It is currently written in a very general form, and an investigation of the particle dynamics in a given system (i.e., a given set of background and perturbative forces and considered timescales) may reveal the exact form of the diffusion and drift coefficients, their relationship, and thus the exact form of Eq. 1 itself.
2.2 Fokker-Planck Equation Reduced to a More Familiar Form
Equation 1 can be re-written as
[image: image]
Examination of the particle dynamics in a given system can reveal the relationship between the drift and diffusion coefficients, sometimes known as the “drift-diffusion relation” (e.g. see Lemons (2012)). As one specific example, consider that the following drift-diffusion relations could be satisfied,
[image: image]
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then Eq. 1 reduces to the following transport equation for energy and pitch angle diffusion
[image: image]
Equation 4 is exactly consistent with the standard relativistic quasilinear equation as derived via a different approach (see discussion of derivations and regions of applicability in Sections 1 and 5), used to describe energy and pitch-angle dynamics due to wave-particle interactions in the resonant diffusion quasilinear theory (Glauert and Horne, 2005; Summers, 2005) prior to ‘bounce-averaging’.
Equation 4 (or some variant thereof that may also include dynamics in real/radial space, and/or a so-called ‘bounce-/drift-averaging’ procedure) is often known as ‘the diffusion equation’ in the terrestrial and planetary magnetospheric communities. This reflects the fact that one can only see diffusion coefficents “[image: image]” playing a role in the dynamics. The exact form of “the diffusion equation” (e.g., see Kennel and Engelmann (1966); Schulz and Lanzerotti (1974)) is a result of the most typical derivation method employed—essentially a perturbative analysis of the Vlasov-Maxwell system (see a discussion in Section 5 of this paper).
However it is important to note that some form of drift processes are in principle playing a role, despite the fact they do not appear in Eq. 4. The drift-diffusion relations in Eqs 2, 3 demonstrate this fact. Equations 2, 3 do not state that the drift coefficients “[image: image]” = 0, but rather that “[image: image]” takes a restricted set of values such that the only drift to occur is determined by gradients in the diffusion coefficients themselves (e.g., see discussions in Lemons (2012) and Zheng et al. (2019) for the slightly simpler cases of dynamics in pitch-angle space only and a single “action-integral” space only, respectively). These insights are one benefit of using this Markovian approach—and one can conclude that Eq. 4 describes a particular subset of a more rich set of possible particle dynamics, that are described by Eq. 1.
It is therefore of great interest to try and derive Fokker-Planck equations for a given system using the Markovian approach (as opposed to the historically more standard Vlasov-Maxwell approach), to see if we can gain more insights regarding energetic particle dynamics. One important question is to discover when a more standard “diffusion equation” such as Eq. 4 is appropriate, and when a more rich formalism such as Eq. 1 is necessary.
3 EXACT EQUATIONS OF MOTION
We consider a right-handed xyz co-ordinate system, with a uniform background magnetic field B0 = (B0, 0, 0) defining x as the “parallel’” direction, with “perpendicular” quantities in the yz plane. Particle velocities are defined according to
[image: image]
The magnetic components of a field-aligned electromagnetic spectrum can be expressed as a sum over all considered wave-modes k. We define [image: image], with Ω0 = qB0/(m0γ) the signed relativistic gyrofrequency in the background field B0, and [image: image] a dimensionless variable such that [image: image]. We can define the magnetic wave fields using Fourier transforms over the dimensionless variable [image: image]
[image: image]
[image: image]
The ∓ sign corresponds to right-/left-handed waves (e.g., field-aligned whistler-mode and electromagnetic ion-cyclotron waves respectively). Note that by using a dimensionless [image: image], this implies that [image: image] has the same dimensions as B0, i.e. that of a magnetic field. The phase is defined by [image: image], with [image: image] the dispersion relation of mode [image: image]. For completeness, the Fourier amplitudes of the magnetic and electric perturbations, [image: image] and [image: image] respectively, associated with a given single wave mode characterized by the wave-vector k, are defined by
[image: image]
[image: image]
where we have used the assumption that the electromagnetic fields [image: image], such that [image: image], [image: image], and [image: image]. The electric components of the wave can then be constructed from Eqs 5, 6 by using Eq. 8.
Starting from the Lorentz force law [image: image], we derive the exact relativistic equations of motion for particle position x, gyrophase ϕ, pitch-angle α, and kinetic energy E, due to interactions with a field-aligned right-/left-handed electromagnetic spectrum as defined by Eqs 5, 6. The details of this process are in Supplementary Appendix A, and the results are given by Eqs 9–12 below.
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with [image: image] a combination of wave phase and particle gyrophase; [image: image] a dimensionless/normalised magnitude of magnetic wave field mode [image: image]; and [image: image] the refractive index of mode [image: image]. In Table 1 we list many (but not all) of the important algebraic symbols used in this manuscript.
TABLE 1 | Many of the important algebraic symbols that are used in this article.
[image: Table 1]4 DERIVATION OF THE WEAK TURBULENCE TRANSPORT COEFFICIENTS
4.1 Expansions of the Equations of Motion
The equations of motion Eqs 9–12 are nonlinear, coupled ordinary differential equations in the variables (x, E, α, ϕ). Therefore we seek solutions via expansion in a small dimensionless parameter, and the form of the equations suggests that [image: image] is a sensible small parameter to choose. This is an example of a solution in a regime of “weak turbulence” (e.g., see Sagdeev and Galeev (1969)), which in our context will mean to solve the equations of motion up to and including the second order in [image: image].
In the same way as was done in Lemons (2012), we look for solutions up to and including second order, i.e., of the form
[image: image]
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[image: image]
such that terms with a “(n)” superscript are proportional to ϵn. Without loss of generality, we state the following initial conditions: x(t0) = x(0)(t0) = x0; E(t0) = E(0)(t0) = E0; α(t0) = α(0)(t0) = α0; and ϕ(t0) = ϕ(0)(t0) = ϕ0. Therefore
[image: image]
Inserting Eqs 13–16 into the equations of motion Eqs 9–12 leads to zeroth-, first- and second-order equations of motion for x(0), x(1), x(2), E(0), E(1), E(2), α(0), α(1), α(2), ϕ(0), ϕ(1) and ϕ(2). Full details of this expansion process and solution methods are given in Supplementary Appendix B.
4.2 Diffusion Coefficients for Weak Turbulence
In this paper we have considered integral sums of Fourier modes (Fourier transforms) for the electromagnetic perturbations. This corresponds to an infinite spatial domain (whereas a finite spatial domain would correspond to a finite sum of discrete Fourier modes). Therefore we conduct a spatial average over − L/2 < x < L/2 but formally send L → ∞. The further averaging procedure that we will consider will be over gyrophase, ϕ. In particular we will assume that (to zeroth order) particles are uniformly distributed over position x and phase ϕ, i.e. x(0)(t) and ϕ(0)(t) remain uniformly distributed over [ − L/2, L/2] and [0, 2π] respectively. This “random-phase” approximation (Lemons et al., 2009; Lemons, 2012) is standard in the derivations of quasilinear theory (e.g., assumptions regarding spatial and azimuthal/gyrotropic symmetries of the distribution function in Kennel and Engelmann (1966)). We therefore define the ensemble averaging ⟨…⟩ for a generic function A as
[image: image]
We use this definition of ensemble averaging to complete the derivation of the weak turbulence diffusion coefficients in Supplementary Appendices B, C. Note that the integrals are performed “over the initial conditions” for particle position and gyrophase, x0 and ϕ0 respectively. The zeroth-order solutions for x(0)(t) and ϕ(0)(t) in Supplementary Appendix B demonstrate that particles initially uniformly distributed in x0 and ϕ0 will stay uniformly distributed at all later times t, to zeroth-order. Therefore the assumption of random-phase is justified and consistent to zeroth-order. This corresponds philosophically to the “integration over unperturbed (i.e., zeroth-order) orbits, as is commonplace in the aforementioned Vlasov-Maxwell treatments of quasilinear theory (e.g., see Kennel and Engelmann (1966); Verscharen and Chandran (2013).
We note that the expansions defined by Eqs 14, 15, the initial conditions of Eq. 17, and the zeroth-order solutions of the equation of motion in Supplementary Appendix B lead to the following definitions (up to second-order)
[image: image]
Therefore, considering contributions to the diffusion coefficients in energy and pitch-angle up space up to and including second order in [image: image] leads to
[image: image]
The calculations in Supplementary Appendices B, C then provide the following weak turbulence expressions
[image: image]
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with
[image: image]
the zeroth order approximation solution for the parallel velocity (i.e. the unperturbed solution).
Equations 20–22 show that the weak turbulence diffusion coefficients all involve integrating over a time-dependent factor that we define as A
[image: image]
with
[image: image]
The term designated by R determines how close to resonance a given particle is with a given right-/left-handed electromagnetic wave mode (described by [image: image]). R = 0 indicates an exact cyclotron resonance (e.g., see Tsurutani and Lakhina (1997)), and larger values of |R| indicate that a wave and particle are further away from resonance. In Figure 1 we plot some important features of A.
[image: Figure 1]FIGURE 1 | In (A) we show A as a function of |Ω0|Δt, for given fixed values of R = 0.05, 0.1, 0.2, 0.5. In (B) we show the maximum value of A that is obtained, as a function of the value of |Ω0|Δt, and for given fixed values of R from R = 10−2 to R = 1 (see colour bar). In (C) we show A as a function of R, for given fixed values of |Ω0|Δt = 10, 102, 103.
In Figure 1A we show A as a function of |Ω0|Δt, for given fixed values of |R| = 0.05, 0.1, 0.2, 0.5. There are two important features to note: 1) A and therefore the weak turbulence diffusion coefficients demonstrate a periodic dependence on the elapsed timescale Δt (albeit with the contributions becoming less significant as |Ω0|Δt → ∞); 2) for smaller values of |R| (i.e., closer to cyclotron resonance), the contribution to the weak turbulence coefficients from this factor A is more significant, at all times.
In Figure 1B we show the maximum value of A that is obtained, as a function of the value of |Ω0|Δt, and for given fixed values of |R| from R = 10−2 to R = 1 (see colour bar). When |R| indicates that waves and particles are closer to resonance (i.e. |R| is closer to 0), then A maximizes at later times (this can also be seen from Figure 1A). One important implication to note is that particles further away from resonance (larger values of |R|) contribute most to A at earlier times.
In Figure 1C we show A as a function of R, for given fixed values of |Ω0|Δt = 10, 102, 103. This shows that as |Ω0|Δt → ∞, the weak turbulence diffusion coefficients are essentially determined only via particles that are close to or exactly in resonance |R| ≈ 0. Equivalently, for smaller elapsed times |Ω0|Δt, we can state that the contribution to diffusion from non-resonant particles is non-negligible and worthy of consideration.
4.3 Diffusion Coefficients in Resonant Diffusion Quasilinear Theory
The expressions for the diffusion coefficients, “[image: image]”, defined by Eqs 20–22 are in principle valid for any Δt that satisfies ΔtC ≤ Δt ≪ 1/|D|, for ΔtC a particle de-correlation time (e.g., see Liu et al. (2010); Lemons (2012); Osmane and Lejosne (2021) for discussions of the de-correlation time). The standard interpretation of the quasilinear theory in this context is to understand that ΔtC ≫|Ω0|−1, i.e., that particles decorrelate over many gyroperiods. As we let Δt|Ω0| → ∞ in our formalism, we see that A tends to zero everywhere away from R = 0. At R = 0, the limit as Δt|Ω0| → ∞ is at first not clear, and so we can use l’Hopital’s rule to show that
[image: image]
via one definition of the Dirac delta function. This gives
[image: image]
making use of: (i) δ(X/Ω0) = |Ω0|δ(X); (ii) defining [image: image] as the background magnetic field energy density; (iii) and defining
[image: image]
the magnetic wave energy density associated with mode [image: image]. [image: image] is defined such that the spatially averaged magnetic wave energy density associated with the magnetic wave turbulent spectrum, Wwave, is defined as
[image: image]
Note that the “limL→∞1/L” does not send all results to zero. This spatial average (over an infinite domain) is common in studies of quasilinear theory (e.g., see Kennel and Engelmann (1966); Summers (2005)). In fact, the “1/L” factor in the denominator competes with an “L” factor in the numerator due to the fact that the integral over all space (i.e., L) of [image: image] yields
[image: image]
A discussion of this feature is given in Lyons (1974), for example.
Similarly, we obtain
[image: image]
[image: image]
The definitions of “[image: image]” in equations Eqs 26, 28, 29 are consistent with those in the standard relativistic and non-bounce-averaged quasilinear theory, e.g., see Glauert and Horne (2005); Summers (2005).
Therefore, taking |Ω0|Δt → ∞ has allowed us to obtain the time-independent quasilinear diffusion coefficients in energy and pitch-angle space, from the corresponding time-dependent weak turbulence coefficients. This calculation and process mirrors the same result as presented in Lemons (2012), for the more restricted pitch-angle case.
5 DISCUSSION
5.1 Weak Turbulence Diffusion Coefficients
The first main result of this paper is the derivation of the diffusion coefficients, [image: image], [image: image] and [image: image], under the assumption of “weak turbulence” only–namely that the amplitude of the “kth” mode is much smaller than that of the background uniform field, [image: image]. Under this assumption, we spatially average and impose one further condition of “random phase” (i.e., particles uniformly distributed over gyrophase, and also known as gyrotropy), to obtain the weak turbulence diffusion coefficients in Eqs 20–22.
The result is a diffusion coefficient, “[image: image]”, that is not only a function of the plasma refractive index, background magnetic field strength and electromagnetic wave perturbation spectrum, but also a function of elapsed timescale, Δt. The expressions in Eqs 20–22 are in principle valid for any Δt that satisfies ΔtC ≤ Δt ≪ 1/|D|, for ΔtC a particle de-correlation time. The details and properties of these weak turbulence diffusion coefficients require further investigation (in particular their dependency on time). However, we note that it is now well established that the considered elapsed timescale can play a crucial role on the nature of particle diffusion in energy and pitch-angle space (e.g., see Watt et al. (2021)). A careful consideration of the elapsed timescale has been shown to be important in the interpretation of the diffusion coefficient and general nature of the charged particle dynamics: for situations with zero wave-growth rate (e.g., see Liu et al. (2010); Liu et al. (2012); Lemons (2012); Allanson et al. (2020)); but also in the context of growing and saturating wave modes (e.g., see Camporeale and Zimbardo (2015); Allanson et al. (2021))
One particularly interesting observation to make is that when considered over finite timescales, the weak turbulence diffusion coefficients demonstrate the contribution towards particle diffusion of wave modes that are not in exact resonance (R ≠ 0). Specifically, the terms in the integrand of Eqs 20–22 admit contributions towards particle diffusion (i.e. for a specific value of energy and pitch angle) from a range of wave modes (i.e., different values of [image: image]), i.e. not only those wave modes that satisfy the cyclotron resonance condition (R = 0). This phenomenon is known as resonance broadening—the importance of which has been noted by numerous authors (e.g., see Dupree (1966); Karimabadi and Menyuk (1991); Karimabadi et al. (1992); Cai et al. (2020)).
Furthermore, we note that Lemons (2012) discussed some possible restrictions to the validity of the general methodology that they, and we, present. Namely, that for very small pitch angles the assumption of a very small magnetic field perturbation (as compared to the background magnetic field strength) may not be sufficient to derive meaningful weak turbulence and quasilinear theories. This is essentially due to the appearance of a cot α factor appearing in the equation for dϕ/dt (Eq. 3b in Lemons (2012), and note that they use θ in place of α). Lemons (2012) develop a “small-correlation time” theory to specifically investigate the small pitch angle regime, but explain that it will be difficult to demonstrate the validity of their theory. Equation 12 in this manuscript demonstrates that there may be a similar regime of interest for the system that we consider. However, these considerations are subtle and are beyond the scope of this study.
It will be interesting to further investigate the properties of the weak turbulence diffusion coefficients: 1) the nature of their dependency on elapsed timescale Δt; 2) and the role of the resonance-broadening effect (and in particular its correspondence to the pre-existing literature). These considerations are left for future work and are beyond the scope of this study.
5.2 Quasilinear Diffusion as a Limit of Weak Turbulence
The second main result of this paper is a new derivation via the Markov method of the pitch-angle and energy diffusion coefficients ([image: image], [image: image] and [image: image]), that are equivalent to those used in the standard relativistic quasilinear theory, in the resonant diffusion limit (e.g., see Glauert and Horne (2005); Summers (2005)). These results are given in Eqs 26–29, and are derived from the weak turbulence diffusion coefficients in Eqs 20–22 under the assumptions of elapsed times much greater than the gyroperiod, Δt ≫ 1/|Ω0|. These results build on the pitch-angle diffusion results similarly derived by Lemons (2012). We have derived these equations in the context of field-aligned waves only. Because the waves are field-aligned, an integral over wave normal angle is avoided, as is the sum over different resonance numbers, which would be required in a treatment of obliquely propagating wave modes (e.g., see Lyons (1974); Glauert and Horne (2005); Albert (2005). It will be interesting in future works to consider non-zero wave normal angles.
5.3 Novel Derivation of the Weak Turbulence and Quasilinear Diffusion Theories
The standard derivations of the quasilinear theory (Drummond and Pines, 1962; Vedenov et al., 1962; Kennel and Engelmann, 1966; Lerche, 1968; Lyons, 1974; Summers, 2005) are founded upon a perturbative analysis of the Vlasov-Maxwell equations (e.g., see Schindler (2007)), and describe the evolution of a gyrophase-averaged (gyrotropic) particle distribution function in an infinite and homogeneous collisionless plasma with a uniform and static background magnetic field, although we do note a comparatively recent example of a derivation by Brizard and Chan (2004) that does include spatial inhomogeneities from the very outset. The standard derivations rely on a number of assumptions: 1) sufficiently small electromagnetic wave power and a correspondingly sufficiently large spectral width (e.g., see Karpman (1974); Tong et al. (2019)); 2) sufficiently small wave growth rates and slowly varying wave spectra, and a correspondingly slowly varying spatially averaged distribution function (e.g., see Kennel and Engelmann (1966); Davidson et al. (1972)); 3) a wave spectrum that satisfies the so-called “Chirikov resonance overlap condition” (e.g., see Zaslavskiĭ and Chirikov (1972); Artemyev et al. (2015)). Quasilinear theory in the limit of resonant diffusion further restricts that wave growth rates actually tend to zero (Kennel and Engelmann, 1966), and this is the version of the quaslinear theory that is commonly used in numerical radiation belt diffusion models (e.g., see Beutier and Boscher (1995); Albert et al. (2009); Su et al. (2010); Subbotin et al. (2010); Glauert et al. (2014)).
The approach presented in this paper to derive the weak turbulence and quasilinear diffusion coefficients has some important benefits. Firstly, our derivations rely on fewer technical assumptions than those mentioned above for the case of the quasilinear theory in the resonant diffusion limit (zero wave growth rate). Ultimately, the main two assumptions are the small wave amplitudes ϵk, and the “random-phase” criteria. Secondly, we believe that the theory has a very intuitive and “user-friendly” entry point, namely an expansion of particle trajectories that obey the Lorentz force law, [image: image], under the influence of prescribed electromagnetic waves expressed as Fourier transforms. There may be considerable algebra that follows, but the route through the calculation is quite straightforward to understand and is based on commonly used techniques. Furthermore, the emergent dependence of the transport coefficients on timescale is one example of the insight that can be derived using this approach. We anticipate that this approach can be used to derive transport equations and associated transport coefficients for a wider variety of systems and circumstances, and we leave this for future work, e.g., electromagnetic fields with non-zero wave normal angles.
5.4 Nonlinear Wave-Particle Interactions
Numerous observations have shown the prevalence of high-amplitude electromagnetic whistler-mode and ion-cyclotron waves in the Earth’s inner magnetosphere (Cattell et al., 2008; Cully et al., 2008; Breneman et al., 2011; Kellogg et al., 2011; Wilson et al., 2011; Hendry et al., 2019; Tyler et al., 2019; Zhang et al., 2019; Zhang et al., 2021), such as are responsible for local changes in the energy and pitch-angle of radiation belt electrons. These high “nonlinear” wave amplitudes cast some doubt on the applicability of the quasilinear theory in such cases. Furthermore, a number of co-ordinated wave and particle measurements have directly demonstrated the existence of nonlinear wave-particle interactions in the Earth’s inner magnetosphere (Agapitov et al., 2015; Foster et al., 2016; Kurita et al., 2018; Mozer et al., 2018; Shumko et al., 2018). Therefore, an improved theoretical understanding and modelling capability of radiation belt dynamics that incorporates the most appropriate elements of the quasilinear and nonlinear theories of wave-particle interactions is an important and outstanding question (e.g., see Omura et al. (2008); Albert et al. (2013); Tao et al. (2012a,b); Omura et al. (2015); Camporeale (2015); Camporeale and Zimbardo (2015); Artemyev et al. (2018); Mourenas et al. (2018); Vainchtein et al. (2018); Zheng et al. (2019); Gan et al. (2020); Allanson et al. (2020); Allanson et al. (2021)).
Theoretical and modeling studies (Albert and Bortnik, 2009; Liu et al., 2012; Zheng et al., 2012; Lee et al., 2018; Artemyev et al., 2018; Vainchtein et al., 2018; Mourenas et al., 2018; Zheng et al., 2019; Gan et al., 2020; Allanson et al. (2020); Allanson et al. (2021)) indicate that an effective incorporation of nonlinear wave-particle interactions into existing modeling paradigms may require the addition of extra, or modified, transport coefficients (or some other addition) to the version of the Fokker-Planck equation that is currently used (e.g., see Schulz and Lanzerotti (1974); Glauert et al. (2014)). There are a number of candidate methods to achieve this (or a similar) goal, and a number of these are summarized in Artemyev et al. (2021). A fully nonlinear model of wave-particle interactions in the radiation belts would necessarily need to include inhomogeneous background magnetic fields and number density, to incorporate: 1) phase decorrelation specifically due the inhomogeneity itself (e.g., see Albert (2010)): 2) nonlinear effects known as phase bunching and phase trapping (e.g., see Omura et al. (2008)). We do not include such spatial inhomogeneities and therefore cannot describe these associated effects. However, we emphasize that the methods in this paper do present a consistent mechanism that allows for the derivation of not only the transport (drift and diffusion) coefficients, but also the very form of the transport (Fokker-Planck) equation itself, based upon prescribed electromagnetic waves and some sensible physical assumptions. In future works, we could derive drift-diffusion relations such as Eqs 2, 3 from first principles for other situations, as opposed to a-priori assuming them to hold. This advance is one of the main benefits of using the approach demonstrated in this paper, and it remains to be seen if these methods can be applied to include the inhomogeneous cases.
6 SUMMARY
In this paper we have presented new derivations of relativistic weak turbulence and quasilinear diffusion models. These models describe charged particle dynamics due to interactions with right-/left-handed electromagnetic waves, and specifically for the case of waves that are travelling parallel (and/or anti-parallel) to the direction of the background magnetic field. The approach differs from the most standard methods of derivation, that are based upon the Vlasov-Maxwell set of equations (e.g., see Kennel and Engelmann (1966)). Instead, our approach uses the principles of Markovian dynamics, and is fundamentally based on solutions to the single-particle Lorentz force equation, [image: image]. In particular, we expand the relevant equations of motion up to second order in a small parameter, [image: image], (the relative magnitude of magnetic perturbations to the background magnetic field), and then ensemble average the solutions to obtain the diffusion coefficients. The approach used in this paper builds upon the work by Lemons (2012), in which pitch-angle dynamics were considered due to interactions with a static magnetic field profile. The main conclusions and results of this paper are as follows:
• A derivation and discussion of the general Fokker-Planck equation to describe stochastic charged particle dynamics in energy and pitch-angle space, using Markov theory (Eq. 1; Section 2). This equation includes all possible advective and diffusive dynamics, in principle. The form of the drift and diffusion coefficients are then to be determined on a system-by-system basis. In this paper we solve for the diffusive dynamics only, and leave investigations of the drift coefficients and drift-diffusion relations for future works;
• In sections 3 and 4 we solve the Lorentz force law using expansions in the small parameter [image: image], and then ensemble average the results to derive the diffusion coefficients for a weak turbulence approximations. The obtained diffusion coefficients [image: image] and [image: image] Eqs 20–22 are in principle valid for any elapsed time Δt provided ΔtC ≤ Δt ≪ 1/|D|, for ΔtC the particle de-correlation time. These weak turbulence diffusion coefficients: 1) display an interesting dependency on Δt; 2) and also explicitly incorporate the effects of non-resonant particles, as well as the standard effects of cycolotron-resonant particles;
• The weak turbulence diffusion coefficients recover the standard form as used in the resonant-diffusion limit of relativistic quasilinear theory (e.g., see Glauert and Horne (2005); Summers (2005)), when we consider elapsed timescales much greater than a gyroperiod (i.e., we allow Δt ≫ 1/|Ω0|, and formally |Ω0|Δt → ∞);
• Whilst the form of the quasilinear diffusion coefficients is not new in and of itself, our new derivation has a number of benefits, including: 1) the evident self-consistent relationship between a more general weak turbulence theory and the standard resonant diffusion quasilinear theory (as is commonly used in e.g. radiation belt and solar wind modeling); 2) the general nature of the Fokker-Planck equation that can be derived without any prior assumptions regarding its form; 3) the clear dependence of the form of the Fokker-Planck equation and the transport coefficients on given specific timescales.
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In this study we analyze the storm-time evolution of equatorial electron pitch angle distributions (PADs) in the outer radiation belt region using observations from the Magnetic Electron Ion Spectrometer (MagEIS) instrument aboard the Van Allen Probes in 2012–2019. The PADs are approximated using a sum of the first, third and fifth sine harmonics. Different combinations of the respective coefficients refer to the main PAD shapes within the outer radiation belt, namely the pancake, flat-top, butterfly and cap PADs. We conduct a superposed epoch analysis of 129 geomagnetic storms and analyze the PAD evolution for day and night MLT sectors. PAD shapes exhibit a strong energy-dependent response. At energies of tens of keV, the PADs exhibit little variation throughout geomagnetic storms. Cap PADs are mainly observed at energies [image: image]300 keV, and their extent in L shrinks with increasing energy. The cap distributions transform into the pancake PADs around the main phase of the storm on the nightside, and then come back to their original shapes during the recovery phase. At higher energies on the dayside, the PADs are mainly pancake during pre-storm conditions and become more anisotropic during the main phase. The quiet-time butterfly PADs can be observed on the nightside at L[image: image]. During the main phase, butterfly PADs have stronger 90°-minima and can be observed at lower L-shells (down to L = 5), then transitioning into flat-top PADs at L ∼ 4.5 – 5 and pancake PADs at L[image: image]. The resulting PAD coefficients for different energies, locations and storm epochs can be used to test the wave models and physics-based radiation belt codes in terms of pitch angle distributions.
Keywords: pitch angle, pitch angle distributions, electrons, radiation belts, magnetosphere, van allen probes
1 INTRODUCTION
The radiation belts of the Earth contain charged energetic particles, mainly electrons and protons, trapped by the geomagnetic field. The energetic electrons are primarily observed in two regions, namely the inner (L[image: image]) and outer (3.5 < L[image: image]) belts, separated by the slot region where fluxes typically drop by several orders of magnitude (e.g., Ganushkina et al., 2011). The radiation belt electrons can be characterized in terms of their flux intensity and angular distributions (e.g., Clark et al., 2014). These distributions, also named the pitch angle distributions (PADs), play a crucial role in understanding the dynamics of the radiation belts, as specific PAD types can reveal the processes governing the particle transport, source and loss mechanisms, and wave activities (e.g., Horne et al., 2003; Gannon et al., 2007; Ni et al., 2015).
There are several common types of pitch angle distributions in the radiation belt region. The so-called pancake, or normal, PADs have a maximum flux at 90° pitch angle (PA) with a smooth decrease in flux towards the loss cone (e.g., West et al., 1973). The pancake PADs can be formed as a result of the particle PA diffusion, inward radial diffusion, as well as wave-particle interactions (e.g., with hiss and chorus waves in the outer belt (Su et al., 2009; Meredith et al., 2000)), and consititute the most dominant PAD type in the inner magnetosphere on the dayside (Gannon et al., 2007). The PADs where electron flux at 90° is smaller than at intermediate pitch angles (∼ 30°–75°) are called the butterfly distributions (West et al., 1973). The butterfly PADs in the outer radiation belt are mainly present at nightside magnetic local times (MLTs) and form due to drift shell splitting (Roederer, 1967; Sibeck et al., 1987), magnetopause shadowing (West et al., 1973) and wave activity (Artemyev et al., 2015; Ni et al., 2020). The flat-top PADs exhibit a relatively constant flux at a wide range of pitch angles around 90°. The flat-top PADs can be a transition phase between the butterfly and pancake PADs, and they also occur due to strong wave-particle interactions with whistler mode waves in regions of low electron densities (Horne et al., 2003). The head-and-shoulders, or cap, distributions resemble pancake PADs for non-equatorially mirroring electrons but have an additional bump in flux around 90° PA; they generally result from resonant interactions with the plasmaspheric hiss waves (Lyons et al., 1972). Wave-particle interactions with ultra low frequency (ULF) waves, particularly in the Pc4-Pc5 range, are known to also affect the electron pitch angle distributions (Zong et al., 2017). For instance, during the drift resonance events electron flux oscillations around 90° are observed faster than at lower PAs, which leads to the formation of the so-called boomerang stripes in the pitch angle distributions (e.g., Hao et al., 2017; Zhao et al., 2020).
Pitch angle distributions can be approximated using different trigonometric functions. The standard formulation used in several previous studies includes fitting PADs to the sinnα, where α is the particle pitch angle and n is the steepness of the distribution (see e.g., Vampola, 1998; Gannon et al., 2007, etc.). This parametrisation, however, has several limitations. For instance, it fails to capture butterfly distributions which constitute the dominant PAD shape on the nightside at L[image: image]5, as well as cap distributions occurring at lower L-shells (e.g., Zhao et al., 2018; Allison et al. (2018)). To mitigate this limitation, Allison et al. (2018) employed a combination of two terms of the said form, which allowed to resolve the cap distributions. Another formulation used in the radiation belts research includes fitting equatorial PADs with Legendre polynomials which comprise a set of spherical functions (see e.g., Chen et al., 2014; Zhao et al., 2018; Zhao et al., 2021). In particular, Zhao et al. (2018) demonstrated that equatorial PADs in the outer zone can be approximated by the first 3 even terms of the Legendre series expansion, while at L[image: image]3 it was necessary to include higher harmonics due to the larger loss cones and generally steeper PAD shapes. In this study, we use Fourier sine series expansion to approximate equatorial electron PADs (Eq. 1). The Fourier expansion has been used for PAD approximation in the planetary magnetospheres (for Saturn’s radiation belts Clark et al., 2014) but to our knowledge has not been applied to study electrons in the Earth’s radiation belts yet. One of the main advantages of using the Fourier sine series expansion is a possibility to integrate Equation 1 over the solid angle to derive omnidirectional flux.
Several studies have investigated the morphology of electron pitch angle distributions in the inner magnetosphere, both during quiet and geomagnetically active times. Roederer (1967) analyzed effects of the drift shell splitting on energetic electrons in the model magnetosphere and demonstrated that the drift shell splitting effects could only be observed above L = 5. The spatial structure of 80 keV–2.8 MeV electron PADs was described by West et al. (1973) using Ogo-5 satellite data. The dayside PADs were found to exhibit mainly pancake shape, while the nightside distributions at L > ∼ 6 showed butterfly shapes, which were attributed to a combination of the drift shell splitting in presence of a negative flux gradient in L, and magnetopause shadowing. Selesnick and Blake (2002) computed anisotropies of relativistic electron PADs by tracing drift paths of particles for different pitch angles and levels of Kp and found a good agreement with average flux anisotropies calculated from Polar electron data under quiet geomagnetic conditions. Lyons et al. (1972) was one of the first papers that computed the PA-diffusion of electrons at energies 20 keV–2 MeV driven by the resonant interactions with whisler mode waves and showed the existence of the cap pitch angle distributions could be attributed to the resonant interactions with the plasmaspheric hiss waves. Furthermore, it was demonstrated that with increasing energy, the bump in flux at 90° PA, characteristic of the cap PADs, decreased in magnitude as the cyclotron resonance branch extended to higher pitch angles at higher energies. Lyons and Williams (1975a) analyzed the quiet-time structure of electron PADs at energies below 560 keV and observed a generally good agreement in PAD shapes with the theoretical predictions by Lyons et al. (1972). Furthermore, Lyons and Williams (1975b) reported that the storm-time electron PADs were very different from those during quiet times. In particular, the quiet-time cap distributions on the nightside were found to transform into the pancake PADs and then reform to their pre-storm structure several days after the storm. A comprehensive study by Gannon et al. (2007) analyzed electron PADs at energies of hundreds of keV based on data from Medium Electrons A instrument aboard the Combined release and Radiation Effects Satellite (CRRES). They reported that butterfly pitch angle distributions were the most prevalent type on the nightside at high L-shells, whereas on the dayside the pancake PADs constituted the dominant PAD shape.
In recent years, several statistical studies analyzed the storm-time evolution of electron PADs using data from the Van Allen Probes constellation. Ni et al. (2015) used 15 months of the Relativistic Electron Proton Telescope (REPT) data to investigate the variability of PADs of electrons with energies [image: image] MeV. By fitting the PADs with a sinnα function, the authors tracked the spatiotemporal variability of the sine power n and found that pancake PADs became more peaked at 90° PA during the storm times compared to the quiet times. The occurrence rate of the butterfly distributions were investigated in Ni et al. (2016), and it was found that at nightside MLTs at high L-shells, up to 80% of PADs can be of butterfly type, which was in good agreement with previous studies by West et al. (1973) and Gannon et al. (2007). Pandya et al. (2020) analyzed the storm-time morphology of PADs of 1.8–6.3 MeV electrons for 27 Coronal Mass Ejection (CME) and 28 Corrotating Interaction Region (CIR) driven storms using the REPT data. The authors reported a strong dependence of PAD shapes on MLT, while the dependence on the storm driver was found to be negligible. Greeley et al. (2021) used REPT data to analyze PAD evolution during enhancements of the ultra relativistic electron fluxes separately for CIR- and CME-driven storms. The study showed that CME-driven storms generally resulted in more anisotropic PADs than CIR-driven storms. Furthermore, it was shown that PADs return to their pre-storm configurations more rapidly during storms driven by CMEs.
The previous studies that used Van Allen Probes data for analyzing the pitch angle distributions have mainly concentrated on relativistic and ultra relativistic energies sampled by the REPT instrument. Observations by the Magnetic Electron Ion Spectrometer (MagEIS) have been used in several recent studies (e.g., Shi et al., 2016; Allison et al., 2018; Zhao et al., 2018) which aimed at creating statistical PAD models but did not investigate PAD evolution for different phases of geomagnetic storms. In this study, we perform, for the first time, a comprehensive statistical analysis of electron PADs sampled by the MagEIS detector at energies 30 keV–1.6 MeV. Furthermore, our study is the first one to use the Van Allen Probe dataset during the mission’s entire lifespan in 2012–2019 for PAD analysis. We identify 129 storms in 2012–2019, and examine the morphology of the normalized PAD shapes for day and night MLTs at different energies.
Storm-time evolution of omnidirectional electron fluxes has been analyzed in detail in Turner et al. (2019) for both MagEIS and REPT energies. In this study, we concentrate on the PAD shapes normalized from 0 to 1. It should be noted that in the inner belt, pitch angle distributions appear relatively independent of activity (e.g., Ni et al., 2016) and exhibit very steep shapes due to larger loss cones which require higher harmonics for modeling (Zhao et al., 2018), therefore, in the present study we analyze PADs for L-values from 3 to 6. The paper consists of 5 parts. Section 2 describes the data set and the methodology employed in this study. In Section 3, we analyze the storm-time PAD evolution by means of the superposed epoch analysis of 129 storms during the Van Allen Probes era. The results are discussed in Section 4, and the conclusions are drawn in the final section.
2 DATASET AND METHODOLOGY
2.1 Data
The Van Allen Probes mission, originally known as the Radiation Belt Storm Probes (RBSP), operated in 2012–2019 and consisted of two spacecraft, denoted as RBSP-A and RBSP-B, flying in a near-equatorial orbit with an inclination of 10.2° (Mauk et al., 2012). The apogee of the probes was at ∼5.8 RE and perigee at an altitude of ∼620 km. The orbital period was equal to 9 h. The full MLT revolution was achieved every ∼22 months. The L-shells sampled by Van Allen Probes range from 1.2 to around 6.2 on the nightside and 5.8 on the dayside.
The Magnetic Electron Ion Spectrometer (MagEIS) instruments aboard each of the probes measured electron flux over a broad energy range using one low-energy unit (LOW) for energies 20–240 keV, two medium-energy units (M75 and M35) for observing electron flux at energies 80 keV–1.2 MeV, and a high-energy unit (HIGH) to sample data at energies from 0.8 to 4.8 MeV (Blake et al., 2013). LOW, HIGH and M75 units were mounted at 75° to the spin axis, and the M35 unit was installed at 35° to the spin axis. Such a configuration was selected to provide broader pitch angle coverage for the MagEIS detector. In this study we employ the full data set of the MagEIS pitch angle resolved electron flux (level 3) in 2012–2019 averaged by 5 min with an assumed symmetry with respect to 90° PA. Following Zhao et al. (2018), we remove PADs for which the maximum electron flux value is below 100 cm−2s−1sr−1keV−1 as those PADs correspond to background levels of the MagEIS detector and are less indicative of the physics.
In order to analyze pitch angle distributions at the geomagnetic equator, it is necessary to propagate the locally measured electron flux values for each pitch angle to the equatorial plane using an appropriate geomagnetic field model. Since in this study we are concerned with variation of pitch angle shapes with increasing geomagnetic activity, the values are propagated to the magnetic equator using the TS04D storm-time model (Tsyganenko and Sitnov, 2005) with the internal field specified by the International Geomagnetic Reference Field (IGRF) model. The TS04D model requires as inputs the By and Bz components of the interplanetary magnetic field (IMF), solar wind velocity, density and dynamic pressure and the Dst index, as well as special W and G indices defined in (Tsyganenko and Sitnov, 2005). The values of the solar wind parameters superposed for 129 storms used in this study are shown in the Supporting information (Supplementary Figure S2).
2.2 PAD Approximation Using Fourier Sine Series
In this study we approximate equatorial electron PADs using the Fourier sine series expansion of the form:
[image: image]
where j is electron flux as a function of pitch angle α. It should be noted that the even terms (sin 2α and sin 4α) represent shapes that are asymmetric around 90°, which is inconsistent with the trapped particle populations considered here, and therefore are omitted. In this study, we use the Fourier expansion up to degree 5, as this combination can effectively fit all the PAD types observed in the outer belt (shown in Figures 1, 2 and discussed below). We fit the values of electron flux to equatorial pitch angles in linear scale using least-squares and obtain values of the coefficients A0, A1, A3 and A5. As can be seen from Equation 1, the A0 coefficient shows the value of electron flux in the edge of the loss cone and represents the minimum flux value for a given PAD. Furthermore, we determine maximum value of electron flux, denoted as jmax, within each pitch angle distribution. Carbary et al. (2011) proposed a criterion to remove low quality PAD fits, which has been used in several other studies (e.g., Ni et al., 2016). This criterion uses the normalized standard deviation of the difference between the observed and fitted electron flux and is defined as σN = σ/(jmax − A0). The fits with the corresponding σN values [image: image] represent good quality fits (for details, see Carbary et al., 2011), while entries with σN > 0.2 were deemed as bad fits and excluded from the analysis. Examples of high- and low-quality PAD fits with the corresponding σN values are shown in the Supplementary Figure S1.
[image: Figure 1]FIGURE 1 | Examples of the fitted pancake (A), flat-top (B), butterfly (C) and cap (D) equatorial PADs, normalized using equation 2. The dots show normalized MagEIS observations and the solid lines give fitted shapes.
[image: Figure 2]FIGURE 2 | Sketches of PAD shapes resulting from different combination of the A1, A3 and A5 coefficients. (A) Increasing the butterfly coefficient A3 under fixed A1 and A5 = 0 leads to stronger 90° minima; (B) negative values of A3 (also under fixed A1 and A5 = 0) lead to more anisotropic pancake distributions; (C) decreasing both A1 and A3 also creates steeper pancake PADs; (D) Negative A5 values result in flat-top PADs, while positive A5 values correspond to cap PAD shapes.
In order to normalize PADs to span from 0 to 1, we apply the following equation to the coefficients Ai, i = {1, 3, 5}:
[image: image]
where [image: image] denotes the normalized value of the respective coefficient Ai. It should be noted that the PAD shapes normalized by Equation 2 do not carry information about the flux levels and only reflect the shape of the distributions. In this study we analyze the storm-time evolution of these normalized pitch angle shapes for day and night MLTs at energies 30 keV–∼1.6 MeV. The dependencies observed here are used to create a PAD model in the outer radiation belt, which is presented in Smirnov et al. (2022).
Figure 1 shows examples of the four main types of pitch angle distributions observed in the outer radiation belt region, namely the pancake, flat-top, butterfly and cap PADs, fitted using Equation 1 and normalized by Equation 2. Note that while distinguishing these shapes is useful for discussions, we do not assign these discrete categories to our PADs but keep describing them through the continuous A values. Generally, the pancake PAD shape, shown in Figure 1A, resembles the first sine harmonic, and therefore has a large value of the corresponding coefficient A1 and low values of coefficients before the third and fifth terms (A3 and A5, respectively). The A3 coefficient corresponding to the sin (3α) term shows contribution of the butterfly shape. Since sin (3α) exhibits two peaks at 30° and 150° PA with a minimum at 90°, it can be used together with the first sine harmonic to approximate butterfly PADs (an example is given in Figure 1C). The flat-top PAD shape (Figure 1B) corresponds to high values of A1 with low values of A3, and small negative values of A5. The cap distributions (Figure 1D) can be fitted by a combination of the first and fifth sine harmonics. The sin (5α) function has 3 peaks (at 30°, 90° and 150°) with two depletions in between of the peaks. In combination with the general pancake shape given by sin(α) it can well fit the head-and-shoulder structure.
In Figure 2 we show different combinations of the pancake (A1), butterfly (A3) and cap (A5) coefficients, and the resulting PAD shapes. In panel (a), we fix A1 = 1.1 and A5 = 0 and start increasing the A3 magnitude from 0 to 0.5. It can be seen that for A3 = 0 a pancake shape is observed, while under higher A3 values butterfly PADs are created, and the 90° minimum becomes more pronounced. In Figure 2B, the A3 coefficient is decreased from 0 to -0.2. As a result, the pancake distribution becomes steeper (i.e., the anisotropy increases). In panel (c) we decrease both A1 and A3 coefficients, which also results in narrower PAD shapes. Such an increase in anisotropy of electron PADs is observed on the dayside during geomagnetic storms, and will be discussed later in Sections 3 and 4. In Figure 2D we vary the cap coefficient A5 under fixed A1 and A3. When A5 is zero, a perfect pancake distribution is observed. When A5 becomes negative, there is a transition of pancake PADs into the flat-top distributions. When A5 increases and becomes positive, cap distributions are produced. It should be noted that in case of the butterfly distributions, the A3 coefficient can increase to relatively large values (up to 0.7), while only small A5 values (0.05–0.15) are needed to resolve the head-and-shoulders PAD shape. As can be seen from Figures 1, 2, the Fourier approximation fits well all main types (pancake, butterfly and cap) of equatorial pitch angle distributions. Other PAD shapes can also be resolved by this approximation, for instance, the field-aligned distributions (e.g., Clark et al., 2014, see also Supplementary Figure S5).
3 SUPERPOSED EPOCH ANALYSIS OF STORM-TIME PAD EVOLUTION
3.1 L and MLT Dependence
In this section, we analyze evolution of the PAD shapes in the outer radiation belt for day and night MLTs during geomagnetic storms in 2012–2019. To select the storm events for this analysis, we follow the methodology of Turner et al. (2019). As a proxy of the magnetic storm strength, we use the SYM-H index. We select events corresponding to the minimum SYM-H of less than -50 nT, while also requiring that there are no storms 2 days before nor after the event in question, to avoid the repeat events. Using this procedure, we find 129 storms throughout the Van Allen Probes era (the list of storms from October 2012 until October 2017 is given in Turner et al. (2019), their table A1, and the additional events in starting from October 2017 and until the end of the Van Allen Probes mission in late 2019 are listed in Table 1). Figure 3A shows the SYM-H index, solar wind (SW) dynamic pressure (Pdyn) and SW electric field (-v⋅Bz) superposed for the storms used in this study. Following Turner et al. (2019), we select the values of indices, as well as PAD shape coefficients, starting from 84 h before the SYM-H minimum for each storm and up to 84 h after the minimum. The data are binned into 3-h epochs with the zero epoch corresponding to the time of SYM-H minimum. For the spatial binning, 0.2 L was selected as an appropriate step.
TABLE 1 | Additional list of geomagnetic storms in October 2017—September 2019 used in this study (storms before October 2017 are listed in Turner et al. (2019) (their Table A1).
[image: Table 1][image: Figure 3]FIGURE 3 | (A) SYM-H index, SW dynamic pressure and electric field superposed for 129 storms in 2012–2019, (B) 3-h averaged dayside values of the A1 (pancake), A3 (butterfly) and A5 (cap) coefficients for 58 keV electrons, binned by the epochs (with respect to the SYM-H index minimum) and Lm. The coefficients in the same format for nightside evolution of 58 keV coefficients is shown in row (C). The storm-time evolution of the 735 keV electron PADs for day- and nightside is given in rows (D) and (E), respectively.
In Figure 3, the rows (b-e) show the superposed evolution of the PAD shape coefficients A1, A3 and A5 for 58 keV, as well as a higher energy of 735 keV for day (09–15 h) and night (21–03 h) MLTs. In each subplot, the x-axis represents the time epochs with respect to min (SYM-H), and the y-axis gives the McIlwain L parameter (Lm), calculated using the TS04D storm-time model. The color-coded values of the pancake (A1), butterfly (A3) and cap (A5) coefficients in these coordinates are shown in the left, middle and right columns, respectively. The corresponding standard deviations and number of points in each bin are shown in the Supporting information (Supplementary Figure S3). In Figure 3 we concentrate on two energies, while the energy dependence will be later generalized in Section 3.2.
At lower energies on the dayside, shown in Figure 3B, the pancake coefficients A1 generally decrease from 0.9 to 0.7 with decreasing L-values. The same can be seen for the A3 coefficients that turn from around zero at L = 6 to negative values of approximately -0.2 at L = 3. When both A1 and A3 coefficients decrease, the pancake distributions become narrower (see Figure 2C). At the same time, the cap coefficient shows positive values at L = 3.5- ∼ 5.6 and has a maximum at L ∼ 4. This indicates that at a broad range of L-values, the cap distributions will be present (see also Figure 5), and that they are most pronounced around L ∼ 4. In Figure 3, the row (c) shows the storm-time evolution of the coefficients for night MLTs at the same energy of 58 keV.
Figure 3D shows the evolution of the PAD coefficients for the 735 keV MagEIS energy channel. For this energy, a very strong evolution during the geomagnetic storms can be observed. Based on the row (d), two regions separated by L ∼5.2 can be qualitatively defined during pre-storm times. At L[image: image]5.2 the A1 values are around 1.1 which indicates broad pancake shapes. At L[image: image]5–5.2, the A3 coefficient becomes close to zero and turns negative at higher L values. At the same time, the pancake coefficient A1 decreases, which corresponds to steeper pancake PADs (the cap coefficient at high L-shells remains close to zero). When approaching the storm’s main phase, both A1 and A3 decrease which can be observed down to L ∼4.5. This indicates that during the main phase of the storm, the pancake distributions at higher L-shells become steeper, which is also demonstrated in Figure 4D. The coefficients return to their pre-storm configuration in the slow recovery phase.
[image: Figure 4]FIGURE 4 | (A) Superposed SYM-H index, SW dynamic pressure and electric field. The dashed lines denote epochs at which the PAD shapes are shown below. (B) Normalized PAD shapes of 58 keV electrons for 4 phases of the storm at dayside MLT. The lines are colored by the Lm values shown in a legend below. (C) Same as (b) but for the nighttime MLT. (D) Normalized PAD shapes for 735 keV electrons at dayside, and (E) at nightside.
In contrast, on the nightside, the butterfly coefficients A3 increase at high L-shells when approaching the storm’s main phase. In Figure 3E, one can also distinguish two distinct regions separated by L = 5. At L[image: image], the A3 coefficient is small with values around zero, while at L higher than 5, the A3 values are much larger, both for quiet and disturbed times. The A3 values during the pre-storm phase reveal the contribution of quiet-time drift shell splitting, whereas those around the maximum of the dynamic pressure indicate a combination of the drift shell splitting and magnetopause shadowing. It can be seen that at L[image: image]5, the values of the pancake coefficient decrease, whereas the butterfly coefficient exhibits a significant increase around the main phase (see also Supplementary Figure S4). This means that the resulting PADs will have a stronger minimum around 90° PA. After the drop in dynamic pressure, the A3 values return to their original value range. It is worth mentioning that this recovery is faster than on the dayside. Indeed, already at 12–18 h after the min (SYM-H) the A3 and A1 coefficients are restored to their quiet time range for nightside MLTs, whereas on the dayside it takes 36–48 h to return to the pre-storm configuration. In Figure 5 one can see that for higher energies, the butterfly coefficient becomes even more pronounced. Interestingly, at L between 3.5 and 5, one observes the steepening of the pancake distributions at nightside MLT during the storm-times, which will be discussed in detail below. It is also worth noting that the standard deviations of the A coefficients increase around the main phase of the storm (Supplementary Figure S3). This indicates that although our analysis well depicts the average storm-time behavior of electron PADs, geomagnetic storms correspond to a variety of complex processes (e.g., Reeves et al., 2003) that may not be captured without distinguishing other factors, such as the storm driver, the storm strength, etc.
[image: Figure 5]FIGURE 5 | Energy dependence of the PAD shape coefficients for pre-storm and main phase conditions at day and night MLT sectors.
Figure 4 shows the normalized PAD shapes for the four phases of the geomagnetic storms. In the top row, we show the SYM-H index, solar wind dynamic pressure and y-component of the solar wind electric field superposed for 129 storms analyzed in this study. To demonstrate the PAD shapes corresponding to different phases of the storms, we select 4 epochs, the first one at around 54 h before the SYM-H minimum (indicating the pre-storm conditions), the second one coinciding with the maximum of the SW dynamic pressure (3 h before min (SYM-H), indicative of the main phase conditions), the third one at 12 h past the SYM-H minimum (referred to as “fast recovery”), and the fourth epoch at 69 h after min (SYM-H) (i.e., in the “slow recovery”). These four epochs are marked on the superposed SYM-H, Pdyn and SW electric field plots. In Figure 4, the row (B) shows normalized PAD shapes for the 58 keV MagEIS channel on the dayside. The pitch angle distributions at low L-values (L[image: image]) exhibit pancake shapes, while at L ∼ 3.5, the PADs transition into cap shapes (the morphology of cap PADs with respect to energy, L and MLT is described in detail in the following subsection). In the row (C) the PAD shapes are evaluated for 58 keV electrons at nightside MLTs. Generally, they look similar to the dayside shapes, except during the main phase (slice 2) where the nightside PADs exhibit pancake shapes for L > 5.2 while on the dayside distinct cap distributions can be observed. These results are in line with previous observations reported by Lyons and Williams (1975a). They showed that at energies of tens to hundreds of keV there is a loss of head-and-shoulder structure during the main phase of the storm. The cap distributions generally arise due to interactions with the plasmaspheric hiss waves (e.g., Lyons et al., 1972). Due to erosion of the plasmasphere around the main phase, cap distributions transition into the pancake PADs. During the recovery phase, the plasmapause extends to higher L-values, and interactions with plasmaspheric hiss cause the quiet-time cap distributions to re-form.
In Figure 4 (row D), we show the PAD shapes of the 735 keV electrons on the dayside (09[image: image] MLT [image: image]15). It can be seen that for L [image: image]3.5, the distributions during pre-storm conditions exhibit pancake shapes. During the main phase, as noted above and shown in Figure 4D, the pancake distributions become narrower and then gradually recover to their original broader shapes. The magnetosphere is compressed around the main phase of the storm, which is reflected in the peak of the SW dynamic pressure (Figure 4A). This compression is more pronounced at dayside MLTs and gives rise to a westward electric current which will move ions and electrons inwards and adiabatically increase their kinetic energy (Walt, 2005). In this case, the third adiabatic invariant breaks down, whereas the first two invariants are conserved. Equatorially mirroring particles experience the highest adiabatic energy change. When comparing 90° particles with other pitch angles after inward transport, the 90° particles originated from the lowest energies where the phase space density was highest, explaining why the PAD is more peaked at 90° than before. As the system goes into the recovery, the pitch angle scattering and radial diffusion smooth out these highly anisotropic pancake distributions into their broader pre-storm shapes (Walt, 2005), which can be seen in slices 3 and 4 in Figure 4D. One interesting feature following the main phase is the appearance of the butterfly distributions in the inner zone. This has been previously attributed to the magnetosonic waves (e.g., Ni et al., 2016) and hiss waves (Albert et al., 2016).
The normalized PAD shapes of the 735 keV electrons at nightside MLTs for the 4 storm phases are demonstrated in Figure 4 (row E). Our statistics cover L from 3 to around 6.4 for nightside MLTs, and for the pre-storm conditions butterfly distributions are observed at L = 5.6–6.4. At L = 5–5.6, we observe the flat-top distribution shapes (as a transition region between butterfly and pancake PADs), and pancake distributions for L[image: image]5. The pre-storm butterflies observed on the nightside at high L-shells are indicative of the quiet-time drift shell splitting effects. Roederer (1967) showed that due to the asymmetry of the geomagnetic field particles starting at the same point but with different pitch angles will end up at different radial distances at the opposite side of the magnetosphere. If electrons start from the same point on the nightside, the near equatorially-mirroring particles would drift further from the Earth on the dayside than particles of lower pitch angles. The PA-dependence of the drift paths leads to the formation of the butterfly distributions. While the drift-shell splitting is not energy dependent, it has been well established that a negative radial gradient in phase space density (PSD) is a necessary component to create the butterfly PADs (Roederer, 1967). At lower energies, the flux gradient is smaller than at high energies (see e.g. Figure 3 in Turner et al., 2019), and therefore the drift shell splitting has less influence on the PADs. This is consistent with the absence of butterflies at low (58 keV) energies (Figures 4B,C). In Figure 3E, Figure 4E we demonstrate that during the main storm phase, the 90°-minimum in the butterfly distributions becomes stronger at high L on the nightside. In Figure 3E this manifests as an increase in the A3 coefficients around the maximum of the dynamic pressure. In Figure 4E, slice 2 shows that the butterfly PADs also extend to lower L-values. With increasing dynamic pressure, drift shell splitting intensifies and thus the butterfly distributions can be observed at lower L-shells. At around L = 4.8–5.0, PADs transition into the flat-top/broad pancake and then to steeper pancake distributions at L[image: image]4.5. In Figure 4E, PADs at L[image: image] during the pre-storm phase corresponded to background levels of electron flux and were removed, whereas after the main phase the flux values are increased in the slot region (e.g., Reeves et al., 2016), and the pitch angle distributions exhibit pancake shapes.
3.2 Energy Dependence
Figure 5 demonstrates the energy dependence of the PAD shape coefficients for L = 3—6 at day and night MLTs. The resulting PAD shapes plotted as a function of energy under several fixed values of L are shown in Figure 6. The values shown here are superposed for 129 storms for the pre-storm and main phase conditions. We first analyze the day-time morphology. It can be seen from Figure 5 (A and B) that at energies of [image: image] keV, the pancake coefficient A1 appears similar for storm and quiet conditions. The same can be observed for the butterfly coefficient A3 in panels (E and F). At higher energies at L[image: image], both A1 and A3 coefficients generally decrease with decreasing energy during quiet times. At the same time, in Figure 5I, the cap coefficient is intensified at energies of hundreds of keV and below. It is worth noting that the peak of the cap coefficient across the L-shells is strongly energy-dependent, and moves inward with increasing energy (Figure 5I). At higher energies the cap coefficient values are generally around zero (at L[image: image]), which is consistent with the theoretical results by Lyons et al. (1972) and is attributed to the fact that with increasing energy, the dominant first-order cyclotron resonance extends to higher PAs (see Figure 4 in Lyons et al. (1972)) and pitch angle scattering can then affect all equatorial pitch angles.
[image: Figure 6]FIGURE 6 | Energy dependence of pitch angle shapes at different L-values for quiet and storm conditions on the day and nightside MLT.
During the main phase at dayside MLTs, the A1 and A3 coefficients decrease (Figure 5, panels B and F), which is especially evident for L[image: image]. At energies below 300 keV, the values of the cap coefficient remain at around 0.05 which means that the cap distributions persist at lower energies during the main phase. The cap coefficient decreases at L[image: image] for energies above 300 keV and turns negative, which results in the flattop distributions (Figure 6F). At L[image: image], the A1 and A3 coefficients decrease, while the A5 coefficient increases. This increase in the A5 coefficient corresponds to strongly anisotropic pancake PADs (see also Figure 4D, slice 2) during the main phase on the dayside. Furthermore, the degree of this anisotropy increases with energy (see also Figures 6I,J).
During the pre-storm phase the butterfly distributions dominate at L[image: image] on the nightside (also discussed in Section 3.1). In Figure 5D one can see that at L[image: image] the pancake coefficient equals approximately 0.9–1.1, while during the main phase the values drop down to 0.6–0.8 across the MagEIS energy range. At the same time, there is a dramatic increase in the butterfly coefficient A3 at large L-shell on the nightside. For instance, at energies of ∼ 300 keV the pre-storm A3 values were around 0.2, while during the main phase they are magnified by a factor of 2. Furthermore, from Figure 6(P) it is obvious that the 90° minimum gets stronger with increasing energy. At L of ∼5, the A5 coefficient becomes negative, and as shown in Figure 2 this corresponds to the flat-top PAD shape. At L < 5.1, the butterfly coefficients A3 significantly decrease at all energies (Figure 5H) and remains small at lower L-shells, where PADs have pancake shapes.
4 DISCUSSION
In this study we employed a Fourier sine series expansion to approximate electron pitch angle distributions. It was shown that a combination of the first, third and fifth sine harmonics can effectively fit all main types of PADs in the outer radiation belt. This approximation has previously been used for analyzing distributions of electrons in planetary magnetospheres, for instance, by Clark et al. (2014). In case of the terrestrial radiation belts, most studies fitted electron PADs to the sinn(α) function, where n shows the steepness of the distribution (larger values of n correspond to more anisotropic distributions). This approximation is very easy to use, and the resulting values can be incorporated into the radiation belts simulations (e.g., Shi et al., 2016). However, the sinn(α) function can only approximate flat-top, pancake and isotropic distributions but is not capable of fitting butterfly and cap shapes. Butterfly distributions can account for up to 80% of PADs on the nightside, and cap distributions dominate lower energies both for day and night-side MLTs during geomagnetically quiet times. Allison et al. (2018) combined two sinn(α) terms with different n values which helped two resolve the cap but not butterfly distributions. Due to the fact that different types of PADs can be linked to specific processes acting within the radiation belts, it is crucial to use an approximation that can fit all of the PAD types. We have shown (Figures 1, 2) that the Fourier series are capable of resolving all main PAD shapes. Furthermore, the expression used here (Eq. 1) is easy to integrate over the solid angle and can be used to compute omnidirectional flux values using an analytic expression. We note that the methodology developed in this study can be extended to a range of magnetospheric problems, for instance, to analyzing pitch angle distributions of low-energy electrons and ions.
It is well-known that electrons in the inner radiation belt are stable both in terms of their amplitudes (e.g., Shprits et al., 2013), and pitch angle distributions (e.g., Zhao et al., 2018). Furthermore, electrons at energies over 1 MeV are generally absent in the inner zone (Fennell et al., 2015). Therefore, for analyzing the PAD dynamics during geomagnetic storms we concentrated on the outer radiation belt region. While several studies have already used RBSP data for analyzing the storm-time PAD evolution (e.g., Ni et al., 2015; Ni et al., 2016; Drozdov et al., 2019; Ni et al., 2020; Pandya et al., 2020; Greeley et al., 2021), they focused on relativistic and ultra-relativistic energies sampled by the REPT detector. In the current paper we concentrated on lower energies, from 30 keV to around 1.6 MeV, using observations by the MagEIS detector during the entire lifespan of the Van Allen Probes mission in 2012–2019. Our study has a certain overlap in energies ([image: image] MeV) with the previous works by Pandya et al. (2020) and Greeley et al. (2021) and therefore our results can also be compared to those studies. Due to the fact that RBSP orbit was revolving in MLT quite slowly, with a full revolution being completed every 22 months, the statistics for analyzing both MLT and storm driver dependence would be limited, and therefore in the present study we concentrated on the day- and night-time PAD morphology. Furthermore, Pandya et al. (2020) showed that at least for relativistic energies, the dependence of PAD evolution on storm driver was negligible.
It has been shown that the morphology of electron PADs is significantly different during geomagnetically quiet times compared to the active times (Lyons and Williams, 1975b). During periods of low geomagnetic activity, pitch angle distributions at energies below ∼300 keV exhibit cap (or, head-and-shoulder) shapes. This configuration results from cyclotron and Landau resonance with hiss waves, and is strongly energy-dependent (Lyons et al., 1972; Lyons and Williams, 1975a). In particular, in Figures 4, 5 we demonstrate that the cap coefficient A5 exhibits a peak at L ∼ 5 for 37 keV electrons, and then moves inward in L with increasing energy, which is in line previous results of (e.g., Shi et al., 2016) who reported that peak of PAD anisotropy, corresponding to cap PADs, was moving to smaller L-values under increasing energy. The same conclusion was reported by Allison et al. (2018). For each energy, Allison et al. (2018) highlighted regions where the combination of two sinn(α) terms was performing better than a single sine term. Those regions corresponded to the cap distributions. It was found that the extent of this region diminished with increasing energy, but was practically independent of Kp levels. In the current study we observed loss of the head-and-shoulders structure during the main phase of the storm at nightside MLTs, which is consistent with previous studies by Lyons and Williams (1975b) and Zhao et al. (2018). Due to the fact with increasing geomagnetic activity the plasmasphere is eroded (e.g., Goldstein et al., 2019), there would be no hiss waves at higher L-shells that could generate cap PADs (see e.g., Lyons and Williams, 1975b). Furthermore, during active times the low-energy particles are injected from the tail (e.g., Reeves et al., 1996). Turner et al. (2015a) demonstrated that injections of electrons with energies below 240 keV can be frequently observed within the geostationary orbit. Furthermore, Motoba et al. (2020) performed a superposed epoch analysis of dispersionless injections using RBSP data and showed that the corresponding pitch angle distributions of tens-of-keV electrons exhibited pancake shapes. Therefore, the transformation of cap PADs into pancakes during the main phase at low energies on the nightside (Figures 3C, Figure 4C) is likely due to the combination of the plasmasphere erosion and particle injections from the tail.
At energies [image: image] keV, pancake distributions are observed on the dayside at L > 4 (Figure 6). The pancake distributions generally result from the particle pitch angle diffusion (e.g., West et al., 1973). During geomagnetically quiet times, pancake distributions exhibit relatively broad shapes. During active times, we observe narrowing of the pancake PADs. During the main phase, PADs at high L-shells (L[image: image]) become strongly anisotropic, but distributions at lower L-shells still have broad shapes. The opposite is observed during the fast recovery phase (approximately 12 h after the SYM-H minimum) - the narrowing moved inwards in L-shell, while at higher L-values the distributions already started to recover to their pre-storm shapes. In the slow recovery phase, the distributions returned to their pre-storm morphology. These results go well with previous findings of Pandya et al. (2020) and Greeley et al. (2021) who also reported narrowing of the pancake PADs during the main phase of the storm. These signatures (narrowing of pancake PADs which progressively moving inward and the subsequent relaxation to pre-storm shapes) are indicative of the inward radial diffusion (Schulz and Lanzerotti, 1974).
On the nightside, the PAD morphology is very different than on the dayside. At energies [image: image] keV the quiet-time distributions are mainly of pancake type at L[image: image]. For L-shells around 5 and energies of around 200 keV, the pancake distributions transform into flat-top PADs. Then, at higher energies there is an emerging minimum at 90° PA which intensifies with increasing energy (see Figure 6). Energy dependence of the butterfly distributions can be explained as follows. During quiet conditions at L[image: image] the equatorially mirroring particles in the nightside are transported to larger radial distances in the dayside than the lower PA particles, which is known as magnetic drift shell splitting (e.g., Roederer, 1967; Sibeck et al., 1987). This effect, however, depends only on magnetic field and not on particle energy. At the same time, it has been well established that a negative radial gradient in PSD is a necessary component for the drift shell splitting to be effective (Roederer, 1967). Recently, Turner et al. (2019) presented a superposed epoch analysis of omnidirectional electron flux observed by the Van Allen Probes mission. In their Figure 2 one can see that flux gradient in L at lower energies is relatively flat. On the other hand, at higher energies there is a strong negative flux gradient which enables the drift shell splitting to have the full effect on pitch angle distributions and create butterfly PADs. Therefore, with increasing energy the drift shell splitting effects become more evident due to stronger radial gradients in flux.
During the main phase of the storm, the butterfly distributions on the nightside are intensified (Figures 4–6). Such an intensification is most likely due to a combination of the enhanced drift shell splitting and magnetopause shadowing. While the magnetopause is usually located at radial distances of [image: image], it is well-known that during active times the last closed drift shell can move inward down to L ∼ 4. Equatorially mirroring electrons travel to larger distances than low-PA electrons and therefore can get lost to the magnetopause, creating the butterfly distributions. The storm-time butterfly distributions are not observed below L = 5 (see Figures 3–5). At L around 5, one can observe a transition of the butterfly into flat-top PADs. Horne et al. (2003) proposed two potential explanations for such a transition at higher energies, namely the inward radial diffusion and wave particle interactions. They concluded that the radial diffusion could be an important factor but did not account for energy dependence of flat-top PADs. By considering the cyclotron resonance with whistler mode chorus waves in presence of low plasma densities, Horne et al. (2003) were able to reproduce a realistic energy dependence of the flat-top PADs.
In this study, we analyzed the normalized electron pitch angle distributions measured by the MagEIS detector onboard the Van Allen Probes mission. The storm-time spin-averaged electron flux intensities were previously investigated by Turner et al. (2019), and it was reported that electrons of different energies exhibited a significantly different response to geomagnetic storms (see also Turner et al., 2015b). In our study, the storm-time morphology of the PAD shapes was also found to vary greatly with energy. It is worth noting that the results presented here can be combined with averaged picture of the spin-averaged electron flux evolution from Turner et al. (2019), as both the flux intensities and pitch angle distribution shapes are important for distinguishing between the loss and acceleration processes (e.g., Chen et al., 2005). Furthermore, due to complex mechanisms acting in the outer belt during the storm times, different particle populations can evolve into one another. For instance, electrons with energies up to tens of keV (the so-called seed population) can be injected during the substorm activity and produce waves that can energize the tens to hundreds of keV electrons to higher energies. In order to investigate these processes in detail, it is beneficial to analyze phase space densities under different values of μ and K, which gives an opportunity to see the time lags between the different populations (see, for instance, Boyd et al., 2016). We note, however, that in the current study we did not make any assumptions on the processes acting within the outer belt, and therefore the PAD shapes averaged for different storm epochs and energies obtained in this study already include part of the information on the mechanisms mentioned above and provide a good indication of the averaged storm-time behavior of the 30 keV–1.6 MeV electrons.
5 CONCLUSIONS
Using the full MagEIS data set of pitch angle resolved electron flux at energies 30 keV - ∼1.6 MeV in 2012–2019, we analyze equatorial electron PADs at L = 3–6. We use a combination of the first, third and fifth sine harmonics to approximate the pitch angle distributions. The corresponding expression can be analytically integrated, and the values of coefficients before the three terms relate to the main PAD shapes. We perform a superposed epoch analysis of 129 strong geomagnetic storms during the Van Allen Probes era for day and night MLTs. Our findings are as follows.
1. Cap distributions are mainly present at energies [image: image] keV, and their spatial extent in L shrinks with increasing energy. During the main phase on the nightside, cap PADs transform into pancakes at L[image: image], likely due erosion of the plasmasphere and particle injections from the tail. During the recovery phase, the cap distributions are re-formed at high L-shells.
2. At higher energies on the dayside, the distributions are mainly pancake. They exhibit broad shapes during quiet conditions and become more anisotropic during the main phase of the storm due to the field’s compression. The degree of this anisotropy smoothly increases with energy.
3. The butterfly distributions can be observed on the nightside at L[image: image] during the pre-storm phase. During the main phase, the butterfly PADs can be found at lower L-values (down to L = 5), likely due to the combination of drift shell splitting and magnetopause shadowing. Furthermore, the 90° minimum intensifies with increasing energy. This is consistent with stronger negative radial flux gradients at higher energies, which allow the drift shell splitting to create stronger butterfly PADs.
4. On the nightside, there is a transition region between the butterfly and pancake PADs, populated by the flat-top distributions. During quiet conditions, this transition is located at L ∼ 5.5 and moves inward to L ∼ 5 during the main phase of the storm.
The PAD shape coefficients for different L-shells, MLTs and phases of geomagnetic storms obtained in this study can be used for comparisons with the results achieved through the existing wave models when the flux magnitude is taken into consideration, as well as the outputs of the physics-based radiation belt simulations, in terms of PAD shapes. Furthermore, the dependencies reported here can further be used to improve the existing empirical models of the pitch angle distributions in Earth’s outer radiation belt.
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Ultra Low Frequency (ULF) waves play important roles in magnetosphere-ionosphere coupling, ring current and radiation belt dynamics, and modulation of higher frequency wave modes and energetic particle precipitation. The “ULF wave modeling, effects, and applications” (UMEA) focus group - part of the Geospace Environment Modeling effort from 2016 to 2021 - sought to improve understanding of the physics of ULF waves and their specification in geospace models. Through a series of in person and virtual meetings the UMEA focus group brought modelers and experimentalists together to compare ULF wave outputs in different models, plan observation campaigns focused on ULF waves, discuss recent advances in ULF wave research, and identify unresolved ULF wave science questions. This article summarizes major discussion points and accomplishments in the UMEA focus group over the last 6 years, recent advances and their connection to Richard Thorne and Peter Gary’s significant contributions to ULF wave research, and the future of ULF wave research.
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1 INTRODUCTION TO ULF WAVES
Ultra Low Frequency (ULF) waves are the lowest frequency plasma waves in the Earth’s magnetosphere, with frequencies from 0.001–5 Hz (Jacobs et al., 1964). At the lower end of the ULF band, waves are often well described using a magnetohydrodynamic (MHD) approximation and include eigenmodes with wavelengths comparable to the size of the magnetosphere. Higher frequency ULF waves include electromagnetic ion cyclotron (EMIC) waves, and these are better described with other mathematical approximations (e.g., local linear kinetic theory Gary et al., 1995). ULF waves play important roles in magnetosphere-ionosphere (MI) coupling (e.g., Keiling, 2009), ring current/radiation belt dynamics (e.g., Turner et al., 2012; Kress et al., 2013; Murphy et al., 2015), modulation of VLF waves/precipitation (e.g., Li et al., 2011; Brito et al., 2015; Jaynes et al., 2015), geomagnetically induced currents (GIC) (e.g., Heyns et al., 2021), substorms (e.g., Kepko and Kivelson, 1999; Liang et al., 2009; Keiling and Takahashi, 2011), and other areas relevant to space weather prediction. They are an important component of geospace environment models and thus relevant to the Geospace Environment Modeling (GEM) effort, a communitydriven effort supported by the United States National Science Foundation that seeks to improve our understanding of the geospace environment, including solar wind-magnetosphere-ionosphere coupling via ULF waves.
The GEM “ULF wave modeling, effects, and applications” (UMEA) focus group (FG) formed in 2016 and ran through 2021. This focus group was motivated by (1) unprecedented availability of coordinated, multi-point space and ground-based observations (e.g., Hartinger et al., 2013; Takahashi et al., 2013), (2) high quality particle and field measurements of ULF wave-particle interactions (e.g., Claudepierre et al., 2013), (3) new and improved simulations better able to capture the excitation and dynamics of ULF waves (e.g., Claudepierre et al., 2010; Lysak et al., 2015) and (4) an ongoing effort in the GEM community to improve models of ULF waves. UMEA’s goal was to bring modelers and experimentalists together to address the following questions: What excites ULF waves? How do ULF waves couple to the plasmasphere, ring current, and radiation belt populations? What is the role of ULF waves in MI coupling? This mini-review describes the recent advances in ULF wave research discussed in the UMEA FG from 2016 to 2021, including improved abilities to simulate ULF waves. It also discusses future directions in ULF wave research needed to improve the specification of ULF waves in models. Finally, it connects current and future work to the many important contributions from Richard Thorne and Peter Gary to ULF wave research, including EMIC waves, ULF modulation of Very Low Frequency (VLF) waves, and radiation belt wave-particle interactions.
2 WHAT EXCITES ULF WAVES?
Recent work is revealing new information about the manner in which upstream pressure disturbances with different spatial scales and orientations couple to magnetospheric ULF waves. Oliveira et al. (2020) showed how interplanetary shocks with different impact angles drive ULF waves with different properties. Multi-satellite investigations have yielded new insights into the large spatial scales over which upstream pressure disturbances can drive EMIC waves (Engebretson et al., 2018). Numerous studies have been conducted examining the role of ion foreshock disturbances (e.g., Wang et al., 2020a) and magnetosheath jets (e.g., Archer et al., 2019) in driving ULF waves with different properties. However, there remain few statistical studies that make one-to-one comparisons between ion foreshock or magnetosheath disturbances and ULF waves, limiting our understanding of the properties of such waves; more studies are needed that make use of multi-satellite/multi-constellation measurements. UMEA discussions also indicate that more modeling work is needed to determine how the spatial scale and speed of the upstream pressure disturbance affects ULF wave properties; most past modeling work has focused on two extremes—disturbances across the entire magnetopause or infinitesimal disturbances over a very small section of the magnetopause—whereas observations indicate a wide range of possible spatial scales and speeds on the magnetopause. Recently developed 3D ULF wave models indicate that the 3D properties of Alfven resonances depend on the external driver properties, and that standing Alfven waves and field line resonances in 3D geometries have unique properties that can differ from 2D model predictions (Elsden and Wright, 2017; Elsden and Wright, 2018). Finally, north-south and east-west asymmetries in upstream pressure disturbances can profoundly impact ULF wave properties in the magnetosphere (e.g., Shen et al., 2018; Wang et al., 2019; Oliveira et al., 2020), and more models and globally distributed observations are needed to understand how these asymmetries ultimately affect global wave properties and in turn predict what types of wave-particle interactions may occur in the inner magnetosphere. Energetic particle measurements are increasingly being used as an additional tool to remote sense wave mode structure and local time variations in wave properties (e.g., Hao et al., 2020; Zhao et al., 2020).
ULF waves can also be excited by mechanisms internal to the magnetosphere, including the magnetotail where plasma bubbles convecting earthward produce Pi2-band oscillations (Wang C. P. et al., 2020), buoyancy waves are excited (Wolf et al., 2018), and the ring current where high-m poloidal waves (Shi et al., 2018b; Zhai et al., 2021) and compressional Pc5 waves (Soto-Chavez et al., 2019) are excited. Significant advances have been made in spacecraft measurements of the wave mode structure, particle resonances with the waves, and unstable ion phase space density. New information on the global extent and azimuthal wave number has become available using HF radar (e.g., Shi et al., 2018a) and GPS TEC techniques (e.g., Watson et al., 2015). On the theoretical side, models have been developed for poloidal wave mode structures incorporating finite ion pressure (Xia et al., 2017), and a gyrokinetic code has been developed to simulate excitation of poloidal waves in a dipole magnetosphere (Yamakawa et al., 2019). Numerical simulations that combine MHD background and kinetic particle effects might be a logical direction in future studies of internally excited ULF waves.
3 HOW DO ULF WAVES COUPLE TO THE PLASMASPHERE?
Cold plasmapheric plasma can affect ULF wave generation and propagation. In relation to wave propagation, there has been an ongoing debate whether the plasmapause can serve as a barrier to ULF waves, controlling the radial extent of ULF wave power propagation, as previously suggested (e.g., Lee et al., 2002; Hartinger et al., 2010). However, a recent study by Sandhu et al. (2021) demonstrated no clear evidence for a sharp reduction in wave power across the plasmapause. Instead, it uncovered trapping of highly enhanced wave power in plasmaspheric plumes during disturbed geomagnetic conditions, giving a deeper insight into the storm-time ULF wave dynamics and contributing to modelling efforts of ULF wave driven radial diffusion during geomagnetically active periods.
In turn, ULF waves can have an effect on cold plasma. Plasmaspheric electrons and ions were found heated and their fluxes modulated by ULF waves. It was suggested that ∼1 eV ions can be energized by 10–100 times by ULF wave electric fields due to betatron acceleration (Yue et al., 2016) and E × B drift (Zhang S. et al., 2019). Zong et al. (2012) presented observations of simultaneous plasmaspheric O+ ion enhancements and ULF waves, suggesting ULF waves can interact with oxygen torus ions. In addition, more recent studies (e.g., Ren et al., 2019, and references therein) reported acceleration of cold plasmaspheric electrons by ULF waves through drift-bounce resonance. Overall, this intermediate energy population (a few eV to hundreds of eV) also known as warm plasma cloak (Chappell et al., 2008) has been actively investigated over the past few years (Borovsky and Valdivia, 2018; Delzanno et al., 2021).
Interactions between cold plasma and EMIC waves were also actively discussed in the UMEA FG, with much of the work motivated by the many significant contributions of Peter Gary and Richard Thorne to EMIC wave research, including the factors controlling their generation (plasma temperature, temperature anisotropy, ion composition), storm time evolution, and effect on a wide range of ion and electron populations (Gary, 1992; Gary et al., 1994, 1995; Thorne and Horne, 1992, 1997). EMIC waves can resonantly interact with multiple particle species, being an important loss process for both ring current ions and radiation belt electrons, as well as a cold plasma heating mechanism. They can couple energy and momentum between magnetospheric plasma in a wide energy range, from a few eV to several MeV. Similarly to ULF waves, there is a two-way relationship between EMIC waves and cold plasma. Plasmaspheric plasma density and ion composition controls EMIC wave growth and propagation, as well as the energy of energetic particles in resonance with EMIC waves (e.g., Usanova et al., 2016; Usanova and Mann, 2016; Blum and Breneman, 2020). Nosé et al. (2020) found a close relationship between EMIC wave occurrence and the structure of the oxygen torus. EMIC waves can heat plasmaspheric ions, as predicted earlier by theory and simulations and confirmed by state-of-the-art MMS satellite measurements (Kitamura et al., 2018; Abid et al., 2021). These new findings point to the importance of cold ion composition measurements for new satellite missions (Lee et al., 2021). Recent studies have also emphasized the role of nonlinear processes in EMIC wave-particle interactions and the potential to include those in global magnetospheric models which will be a next crucial step towards predictive modeling (Usanova, 2021, and references therein).
4 HOW DO ULF WAVES COUPLE TO THE RING CURRENT?
ULF waves also play an important role in the dynamics of higher energy ring current particles. This includes storm time intervals through interaction with ring current ions via drift-bounce resonance. However, the energy transfer between magnetospheric particles and ULF waves through wave-particle interactions has been mostly excluded from models of ring current dynamics. Based on drift-kinetic simulations, Yamakawa et al. (2019) and Yamakawa et al. (2020) showed that high-m Pc3-5 ULF waves can be excited through the drift-bounce resonance by ring current ions associated with the injection from the magnetotail. Oimatsu et al. (2018) showed in a Van Allen Probes case study that energy transfer from the ring current protons to the poloidal Pc4 wave via the drift-bounce resonance contributes up to 85% of the increase in the Dst* index, where Dst* is the solar wind pressure-corrected Dst index. Recent studies have shown that ULF waves can interact with relativistic electrons and ring current ions at the same time (e.g., Yang et al., 2010; Ren et al., 2016). Multiple drift and/or drift-bounce resonances can occur with different plasma species or the same species at different energies simultaneously (Rankin et al., 2020). Since ULF waves can interact with various magnetospheric particle populations (sometimes simultaneously), including the plasmaspheric electrons, ring current ions, and radiation belt energetic electrons, it is still a question if and how ULF waves mediate coupling between different particle populations (Zong, 2021). The incorporation of ULF wave-particle interactions into ring current models is therefore an important target for future studies, and improved energy budgets are needed to quantify the impact of these waves on the ring current.
Higher frequency EMIC waves are also related to ring current dynamics. Anisotropic ring current proton distributions with Tperp[image: image]Tpara (with respect to the background magnetic field) provide the source of free energy for EMIC instability (Cornwall, 1965; Horne and Thorne, 1993). Energetic He+ and O+ ring current species, abundant in the magnetosphere during geomagnetically active times, can absorb the wave energy and split the EMIC wave spectrum into multiple sub-bands. The wave growth rates and cut-off frequencies of each sub-band are determined by the hot ion temperature anisotropy, ion composition, and cold plasma density (Kozyra et al., 1984). As the EMIC wave instability evolves, the initially unstable proton distribution isotropizes due to pitch-angle scattering and loss of protons into the atmosphere (e.g., Usanova et al., 2010; Søraas et al., 2013; Yahnin et al., 2021). This process is incorporated in global ring current models (Jordanova et al., 2012) which showed its contribution to a gradual recovery of magnetic storms. The relationship between EMIC waves and the ring current is an ongoing and active area of research.
5 HOW DO ULF WAVES COUPLE TO THE RADIATION BELTS?
ULF waves play a major role in the dynamics of higher energy radiation belt particles through radial transport. ULF wave-particle interactions can lead to rapid dropouts (e.g., Turner et al., 2012; Zou et al., 2020; Olifer et al., 2021) as well as significant energization of electrons (e.g., Kanekal et al., 2016; Jaynes et al., 2018). Thorne et al. (2007) discussed how both ULF waves and local wave-particle interaction can contribute to the acceleration of relativistic electrons. ULF waves can accelerate electrons up to relativistic energies (e.g., Elkington et al., 2003), and plasma density depletions can create preferential conditions for local diffusive acceleration of electrons from ∼hundreds of keV to several MeV (Thorne et al., 2013; Allison et al., 2021). While significant progress has been achieved and many derived parameterizations have been applied in the simulations (e.g., Ozeke et al., 2014; Drozdov et al., 2021), the role of ULF waves in the electron dynamics remains an open question. For example, with sparse measurements it is challenging to determine the azimuthal mode number of ULF waves (Barani et al., 2019), which necessitates assumptions in the estimation of radial diffusion coefficients. Other challenges arise from the sparse distribution of ULF wave measurements. One approach to supplement sparse measurements is the use of realistic, validated global MHD simulations (Elkington et al., 2012); this is one motivation for the UMEA objective of improving such simulations. The effect of ULF waves can be included in simulations via radial diffusion parameterizations (Lejosne and Kollmann, 2020).
ULF waves can also modulate higher-frequency, EMIC and VLF wave growth (e.g., Li et al., 2011; Gamayunov and Engebretson, 2021; Shang et al., 2021), transferring energy from large to small scales. Concerning EMIC waves, the pioneering work by Lyons and Thorne (1972) demonstrated that these waves can play a critical role in the dynamics of multi-MeV electrons. They are highly effective in scattering electrons in the vicinity of the loss cone, can produce localized precipitation (e.g., Blum et al., 2015) and lead to the formation of bite-outs in electron pitch-angle distributions (Usanova et al., 2014) and minima in phase space density profiles (Shprits et al., 2017). A few examples of recent advances in EMIC wave research include significantly improved data coverage and statistics (e.g., Allen et al., 2016; Sigsbee et al., 2016, 2020; Wang et al., 2017; Engebretson et al., 2018; Lee et al., 2019; Vines et al., 2019, 2021; Grison et al., 2021; Jun et al., 2021), investigation of the association of the EMIC waves with injections (e.g., Remya et al., 2018; Jun et al., 2019; Kim et al., 2021), improved understanding of EMIC wave generation (e.g., Lee et al., 2021), exploration of the possibility of sub-MeV electron scattering (e.g., Zhang X. J. et al., 2019; Capannolo et al., 2019; Denton et al., 2019) and quantifying their effect in modeling (e.g., Ma et al., 2016; Drozdov et al., 2017; Cervantes et al., 2020; Wang D. et al., 2020; Drozdov et al., 2020).
6 WHAT IS THE ROLE OF ULF WAVES IN MAGNETOSPHERE-IONOSPHERE COUPLING?
ULF waves can carry significant energy to the ionosphere and play important roles in M-I coupling. They can cause modulation and enhancement of several ionospheric parameters (e.g., electron density and ionospheric conductance) and provide ion frictional heating in the ionosphere-thermosphere (I-T) system. When propagating to the ground, ULF waves can couple to geomagnetic/geoelectric field perturbations (e.g., Hartinger et al., 2020) and potentially drive GICs that may damage technological infrastructures (Heyns et al., 2021; Yagova et al., 2021). Recent studies have shown that ULF wave-related precipitation of energetic electrons can affect ionospheric conductivities and modulate Hall and Pedersen conductances by a factor of 7–10 (e.g., Wang et al., 2020d). These large conductivity modulations in turn affect M-I coupling processes and I-T heating rates (Verkhoglyadova et al., 2018). Watson et al. (2015, 2016) reported TEC variations related to Pc4 and Pc5-6 ULF waves, with the Pc5-6 waves showing peak-to-peak amplitudes as large as 7 TECU.
More work is needed in ULF wave models to incorporate more realistic, event-specific conductivity. Though several mechanisms linking ULF waves to TEC perturbations have been proposed by Pilipenko et al. (2014), most work has focused on event studies. Comprehensive statistical studies are thus need to identify the favored conditions and mechanisms for significant TEC perturbations related to ULF waves. While many previous statistical studies used 1-min resolution data to characterize geomagnetic perturbations for GIC hazard analysis, it has been shown by recent studies that higher sampling rate data ([image: image]1 min) are needed to capture more transient and shorter-period wave events such as those associated with SSCs (e.g., Trichtchenko, 2021).
7 ULF WAVE MODELING AND THE GEM ULF WAVE MODELING CHALLENGE
ULF waves in the magnetosphere are studied using coupled global magnetospheric models (e.g., Claudepierre et al., 2008; Hartinger et al., 2014; Claudepierre et al., 2016; Komar et al., 2017) and in simplified field geometries to isolate and better understand underlying physics (Xia et al., 2017; Denton, 2018; Elsden and Wright, 2020; Lysak et al., 2020). Examples of simulations of ULF waves in the magnetosphere presented at GEM UMEA sessions include studies of: global magnetospheric ULF wave modes (Claudepierre et al., 2010; Elsden et al., 2016; Elsden and Wright, 2017, 2020; Xia et al., 2017; Lysak et al., 2020), magnetospheric ULF wave propagation (Degeling et al., 2018), growth and propagation of EMIC waves (Denton et al., 2014), magnetopause surface waves (Lin et al., 2017; Archer et al., 2021), and interaction of ULF waves with ring current and radiation belt particle populations (Komar et al., 2017; Denton et al., 2019; Patel et al., 2019).
In a previous GEM challenge, the Metrics and Validation Focus Group compared ULF wave output of several global MHD simulation codes using idealized driving conditions, finding substantial differences. A few global MHD simulation studies have shown how, for example, grid resolution can profoundly affect wave properties using grid convergence tests and other calculations (e.g., Claudepierre et al., 2010; Hartinger et al., 2014). More model-model (different grid, different simulation code, different boundary condition) and model-data (event specific or idealized simulations compared to statistical results) comparisons are needed to improve the specification of ULF waves in global MHD simulations, and this approach needs to be extended beyond global MHD simulations. The earlier GEM ULF wave modeling challenge was continued by UMEA in order to better understand potential sources of model-model and model-data discrepancies—in particular, to discriminate between numerical effects and missing physics. Over a series of sessions, the UMEA FG discussed data-model and model-model comparisons during idealized and realistic driving conditions. A project webpage describing this effort is at https://ccmc.gsfc.nasa.gov/challenges/ULF/, including a project summary, links to publications and simulation runs at the NASA GSFC Community Coordinated Modeling Center (CCMC).
8 SUMMARY
The 2016–2021 UMEA effort brought together researchers in different research areas that shared common interests related to ULF waves. This led to fruitful discussions that connected different research areas and GEM focus groups. Many of these discussions, such as the generation mechanisms of EMIC waves and the relative importance of radial transport and local acceleration, were motivated by the pioneering work of Richard Thorne and Peter Gary. Work related to these FG discussions has yielded new insights on the current state of the field and prospects for future research directions. A recurring theme across all 6 years of the FG: ULF waves are discussed in various contexts in virtually every area of geospace research (and every GEM FG) due to the wide variety of ways they can affect geospace system dynamics. In the future, continued coordination across research areas is needed to improve models of ULF waves and better capture their effect on solar wind-magnetosphere-ionosphere coupling and inner magnetosphere dynamics.
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There is wide observational evidence that electron velocity distribution functions (eVDF) observed in the solar wind generally present enhanced tails and field-aligned skewness. These properties may induce the excitation of electromagnetic perturbations through the whistler heat-flux instability (WHFI), that may contribute to a non-collisional regulation of the electron heat-flux values observed in the solar wind via wave-particle interactions. Recently, a new way to model the solar wind eVDF has been proposed: the core-strahlo model. This representation consist in a bi-Maxwellian core plus a Skew-Kappa distribution, representing the halo and strahl electrons as a single skewed distribution. The core-strahlo model is able to reproduce the main features of the eVDF in the solar wind (thermal core, enhanced tails, and skewness), with the advantage that the asymmetry is controlled by only one parameter. In this work we use linear kinetic theory to analyze the effect of solar wind electrons described by the core-strahlo model, over the excitation of the parallel propagating WHFI. We use parameters relevant to the solar wind and focus our attention on the effect on the linear stability introduced by different values of the core-to-strahlo density and temperature ratios, which are known to vary throughout the Heliosphere. We also obtain the stability threshold for this instability as a function of the electron beta and the skewness parameter, which is a better indicator of instability than the heat-flux macroscopic moment, and present a threshold conditions for the instability that can be compared with observational data.
Keywords: solar wind, heat-flux, electron instabilities, skew-kappa distributions, plasma waves
1 INTRODUCTION
Recent observations have shown that electron heat-flux measurements in the solar wind are not completely explained by the collisional transport model given by the Spitzer-Härm law [1]. The field aligned electron heat-flux at one AU from the Sun is consistent with this model only up to a Knudsen number Kn ∼ 0.3, where Kn is the ratio between the mean free path and the temperature gradient scale. Beyond that, the observed heat-flux values are lower than those predicted by this law [2], which suggest that there exist non-collisional processes relevant to fully understand the electron thermal energy transport in the Heliosphere. Moreover, data also suggest that non-collisional mechanisms, e.g. electron micro-instabilities, may play an important role in the near-Sun environment as the heat-flux observations do not follow the Spitzer-Härm law for any range of the estimated Kn [3].
Electron heat-flux instabilities (HFI) in the solar wind are wave modes excited by the free energy provided by the skewness of the electron velocity distribution function (eVDF) along to the interplanetary magnetic field [4–6]. Among other non-thermal features of the eVDF, this field-aligned skewness is clearly observed in solar wind’s in-situ measurements [7–10]. Considering that the electron heat-flux is closely related to the eVDF skewness, the HFIs are the main candidates to be the non-collisional mechanism that self-regulate the heat-flux values in the solar wind, via wave-particle interactions. Therefore, they may explain the observed electron heat-flux profile in the solar wind [11–13]. Among these skewness-driven instabilities, the excitation of the whistler mode of the electron cyclotron branch, known as the whistler heat-flux instability (WHFI), has been often invoked as one of the most probable non collisional processes regulating the electron heat-flux [14–17]. However, the dominant wave mode is still under debate and recent works even suggest that it may not be possible to identify only one instability as the principal non-collisional mechanism [6]. Thus, studies regarding the electron heat-flux regulation in the solar wind should consider the interplay and/or succession of different instabilities [18].
Different theoretical and observational studies have tried to assess the importance of these HFI on the non-collisional regulation of the electron heat-flux in the solar wind. From the observational point of view, these studies focus on comparing measurements of the normalized electron heat-flux macroscopic moment in the solar wind with analytical expressions of marginal stability thresholds of electron HFI [2–4,19,20]. In Bale et al. [2] the authors contrast data obtained by the WIND spacecraft with theoretical thresholds values for the whistler and magnetosonic instabilities. They conclude that for the data set analyzed, the WHFI over constrain the observations, and the magnetosonic instability is more consistent in the collisionless regime when Kn > 0.3 and the plasma beta is large. In addition, in Halekas et al. [3] the authors used data provided by the Parker Solar Probe at heliocentric distances between 0.125 and 0.25 AU from the Sun, and concluded that the observed heat-flux dependence on plasma beta is consistent with theoretical thresholds associated with oblique whistler waves generated via the fan instability [21]. In contrast, in Cattell et al. [20], authors showed that whistlers waves are extremely rare inside ∼0.13 AU and the heat-flux vs. beta relationship is not constrained by the heat-flux fan instability this close to the Sun.
Theoretical linear and quasilinear approximations, as well as particle simulations, have been used to address this issue. However, to develop these types of studies, it is necessary to model the eVDF. In the solar wind, the observed eVDF has been typically characterized in terms of three subpopulations: a quasithermal core at lower energies, which has most of the electron density; the suprathermal halo representing the enhanced high energy tails observed in the eVDF; and also the strahl, a suprathermal field-aligned beam which gives the eVDF its skewness. Under this context, different models have emerged to describe the plasma physics of solar wind electrons. Trying to mimic the observations, and to emulate the non-thermal characteristics of the electrons, most of the used models for the eVDF consists on the superposition of core, halo and/or strahl subpopulations. Among them, the most widely considered model consists on the superposition of two drifting bi-Maxwellian (typically core and strahl), which allows to have a skew distribution function [6,14–17]. More realistic models have also been used to describe the eVDF in the solar wind, where Kappa distribution functions are considered to reproduce the high energy tails (the halo) of the observed eVDF [12,22,23]. Furthermore, more exotic distributions have been also used to model the solar wind’s suprathermal population, which by considering ad-hoc mathematical expressions are also able to address the electrons properties [21,24].
Under this context, a new way to describe the electron population in the solar wind has recently been proposed by Zenteno-Quinteros et al. [25] (from now on paper A). In this work, the authors propose the so called “core-strahlo model” as new way to describe the solar wind eVDF. This model consists on the sum of a drifting bi-Maxwellian (the core) and a Skew-Kappa function, representing halo and strahl in a single skew distribution. Therefore, using the superposition of only two functions, the model reproduces the three main kinetic features of the observed eVDF, namely: quasithermal core, enhanced tails and skewness. In paper A, the authors used the core-strahlo model and studied the effect of different plasma parameters on the excitation of the WHFI and its marginal stability thresholds. They showed that instead of the electron heat-flux moment qe, which have been customarily used in to analyze the WHFI, the skewness parameter δs (i.e the parameter that controls the skewness of the core-strahlo distribution) is the most relevant when studying the WHFI. This is because high δs values rather than high qe values are consistent with more unstable states to the WHFI when a more realistic representation is used to model the eVDF in the solar wind.
In paper A authors presented the core-strahlo model for the first time, and focused on the mathematical and technical details necessary to apply the model to the analysis of the whistler heat-flux instability (WHFI). They also compared the dispersion results with a two drifting Maxwellian model, and analyzed the instability as a function of the asymmetry parameter δs, the kappa parameter and also plasma beta. To do so they fixed the density of the strahlo and also the core-to-strahlo temperature ratio. Along the same lines, in this work we expand the analysis performed in paper A. Here we use the core-strahlo model to describe the electron population and examine how the WHFI behaves as the strahlo-to-core temperature ratio and the strahlo number density are modified. Thus, here we complement and complete the systematic analysis of the instability as a function of all relevant parameters that was started with paper A. Additionally, following Peter Gary’s legacy, we obtain the marginal stability thresholds and analyze how they change as we modify these parameters. Indeed, in situ measurements show that these two parameters exhibit several values as a function of heliocentric distance and solar wind speed [26,27]. Thus, a systematic study on how the WHFI depends on density and temperature ratios of the solar subpopulations, becomes relevant for the understanding of the regulation of electron heat-flux in the solar wind. Accordingly, this article organized as follows: in Section 2 we briefly describe the core-strahlo model and its properties, and performed the stability analysis of the parallel propagating WHFI. In Section 3 we obtain the marginal stability thresholds of the WHFI for different values of T∥s/T∥c and ns/ne and present the best fit parameters for easier comparison with observational data. Finally, in Section 4 we present the summary and conclusions of this work.
2 WHFI DISPERSION RELATION IN THE CONTEXT OF THE CORE-STRAHLO MODEL
To study the excitation of the parallel propagating whistler mode in a solar-wind-like plasma, we describe the electron population using the core-strahlo model. As already mentioned, this model was first proposed as a eVDF for the solar wind in paper A, where the authors showed that it is able to reproduce the quasi-thermal core, high energy tails, and field-aligned skewness observed in the eVDF. In this description, the electron distribution fe is given by Eq. 1 and consist on a superposition of a quasithermal core fc, described by a drifting biMaxwellian; and a suprathermal strahlo fs, described by a Skew-Kappa function.
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where
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and
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In the above expressions the sub-indexes ∥ and ⊥ are with respect to the background magnetic field, nc and ns represent the core and strahlo number density, α∥ and α⊥ correspond to the thermal velocities of the core subpopulation, Uc is the core drift velocity, and θ∥ and θ⊥ are related to the thermal velocities of the strahlo. Additionally, the skewness parameter δs modifies the field-aligned skewness such that higher δs values indicate more skewed distributions. Furthermore, the kappa parameter κs controls the slope of the high energy tails such that as κs increases, the enhanced tails of distribution Eq. 1 diminish (see Figure 3 in paper A). In paper A, the authors examined the behavior of the Skew-Kappa distribution Eq. 3 in velocity space, which allowed them to establish a validity range for the core-strahlo model. Accordingly, we must impose small skweness i.e. [image: image] for this description to be applicable as a distribution function for the solar wind’s electrons. Moreover, the core-strahlo model must fulfill the quasi-neutrality condition:
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and also be current-free (see paper A for details).
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As we previously pointed out, it has been reported in several works that the values of the relative density of the non-thermal electron population (the strahlo in this representation) and the temperature ratio between different subpopulations vary throughout the Heliosphere. Thus, it becomes relevant to understand how the total eVDF modifies with these parameters and the impact these changes have on the WHFI. In addition, T∥s/T∥c and ηs = ns/ne are the last two parameters that determine the shape of distribution Eq. 1 that remains to be analyzed in the isotropic case (α⊥ = α∥, and θ⊥ = θ∥). Accordingly, Figure 1 shows parallel cuts at v⊥ = 0 (left panels) and contour plots (right panels) of the core-strahlo distribution for: fixed T∥s/T∥c = 7.0 and different values the relative density of the strahlo subpopulation ηs = 0.04, 0.08, 0.12 (top panels); and fixed ηs = 0.08 with different values of the strahlo-to-core parallel temperature ratio T∥s/T∥c = 5.0, 7.0, 9.0 (bottom panels). To obtain all these plots, we consider isotropic core and strahlo distributions, with a skewness parameter δs = 0.2, and a kappa parameter κs = 3.0. We can notice in this figure that the core-strahlo distribution display field-aligned skewness, enhanced tails and a narrower Maxwellian core, as was already established. From Panels 1A and 1B, we can see that the relative density of the strahlo subpopulation modifies the high energy tail of the distribution so that the tails of the distribution are enhanced, as the Skew-Kappa function describing the strahlo goes up, with increasing ηs. We can also notice that changes in ηs have a minor effect on the quasithermal core of the eVDF. Namely, as ηs increases the core has a slight decrease in amplitude.
[image: Figure 1]FIGURE 1 | Parallel cuts (left) and contour plots (right) of the core-strahlo distribution from Eq. 1. Panels A and B consider fixed T∥s/T∥c =7.0, and different densities ηs =0.04 (blue), ηs =0.08 (green), and ηs =0.12 (red); Panels C and D consider fixed density (ηs =0.08), and different temperature ratios T∥s/T∥c =5.0 (blue), T∥s/T∥c =7.0 (green), and T∥s/T∥c =7.0 (red). In all panels, we considered a skewness parameter δs =0.2, a kappa parameter κs =3.0 and set the anisotropy for the electron core and strahlo equal to one.
Moreover, from panel 1A it seems that the slope of these energetic tails is not altered with ηs. The field-aligned skewness of the core-strahlo distribution appears to remain unchanged as well, which is more evident in the contour plot shown in panel 1B (compared with Figure 3B on paper A). We encounter a similar behavior when we modify the strahlo-to-core temperature ratio T∥s/T∥c, as we can see in panels 1C and 1D. It is clear that this parameter also modifies the high energy tails of the core-strahlo distribution, as the Skew-Kappa function describing the strahlo subpopulation widens with increasing T∥s/T∥c. We can also see that for higher values of T∥s/T∥c, the energetic tails are enhanced but, unlike the previous parameter, the Maxwellian core appears to remain the same. Moreover, it seems that the skewness of the core-strahlo distribution does not change when T∥s/T∥c is modified, which is noticeable in the contour plot shown in panel 1D. Accordingly, both parameters, the strahlo-to-core temperature ratio and the density of the strahlo subpopulation, can alter the tails of distribution 1. The general behavior is that as T∥s/T∥c and ηs decrease, the high energy tails diminish, while maintaining the skewness of the distribution unaltered. For both parameters we have use representative values that have been measured in the solar wind at different solar distances [27,28]. This dependence of the core-strahlo distribution on T∥s/T∥c and ηs may influence the excitation of the WHFI, which we will study next. It is worth mentioning that it is the field-aligned skweness the non-thermal feature that provides the free energy for the excitation of the WHFI and, in this representation, it can be modified mostly through the skewness parameter δs. Nevertheless, as T∥s/T∥c and ηs can also regulate the shape of the eVDF, and there is wide evidence that these parameters have several values throughout the Heliosphere, here we focus our analysis on the effect of them on the WHFI.
2.1 WHFI Dispersion Relation
Now we focus on the stability of the WHFI and study the effect T∥s/T∥c and ηs have on the dispersion relation of the parallel propagating whistler mode. We model the solar wind populations using the core-strahlo distribution (Eq.(1)) for the electrons and a Maxwellian function for the protons. The procedure to obtain the dispersion relation for wave modes that propagate in this system parallel to the background magnetic field [image: image] such that [image: image] was already discussed in detail in paper A, where an analytical expression for the dispersion tensor in the validity range of the model (i.e [image: image]) can be found (see Appendix B in paper A). The dispersion relation ω = ω(k) between the wavenumber k and the complex wave frequency ω = ωr + iγ for the parallel propagating WHFI is obtained numerically in this analysis. We consider a proton population such that β∥p = 0.1 where β∥j is the plasma beta of population j. For the eVDF we again set the kappa parameter to κs = 3.0, the skewness parameter to δs = 0.2 and work with isotropic subpopulations such that T⊥c/T∥c = 1.0 and T⊥s/T∥s = 1.0, We also fix the strength of the background magnetic field so that β∥s = 1.0 and set the ratio between the electron plasma frequency (ωpe) and electron gyrofrequency (Ωe) to ωpe/|Ωe| = 200. Hence, with this selection of parameters, the only relevant non-thermal features in the study are the high energy tails and field-aligned skewness. Lastly, to analyze how the excitation of the whistler mode depends on ηs and T∥s/T∥c, we use values between T∥s/T∥c = 3.0 and T∥s/T∥c = 11.0 for the strahlo-to-core parallel temperature ratio and relative density for the strahlo up to 12% (i.e ηs = 0.12), all of which have been measured in the solar wind as reported by Lazar et al. [27].
Figure 2 shows the dispersion relation of the parallel-propagating whistler mode for: fixed T∥s/T∥c = 7.0 and different values of ηs (left panel) and fixed ηs = 0.08 and different T∥s/T∥c values (right panel). Top and bottom panels show, respectively, the real frequency ωr and imaginary frequency γ, both expressed in units of |Ωe| and as a function of the normalized wavenumber kc/ωpe, where c/ωpe is the electron inertial length. From Panel 2A we can see that, in the wavenumber range shown, the real part of the frequency has weak dependence on ηs such that ωr slightly increases with this parameter. For comparison purposes we also include the cold plasma dispersion relation. We can see that for the case of the cold dispersion the frequency is larger, which is expected and consistent with previous studies (see e.g. [16]). From the imaginary part of the frequency, γ, we can see that the waves become more unstable as the strahlo relative density increases: the wavenumber range in which γ > 0 widens and the maximum growth rate value γmax for this mode increases with ηs. Considering that the strahlo is the subpopulation that provides the free energy to radiate, it is expected the plasma to become more unstable with increasing ηs, as a higher value of this parameter represents a more important non-thermal subpopulation relative to the core, as shown in Figure 1A. This is consistent with similar already reported results but based on a model composed by two drifting Maxwellian VDFs (see for example Figure 3 in Gary [29]).
[image: Figure 2]FIGURE 2 | Real (top) and imaginary (bottom) parts of the dispersion relation ω = ω(k) for the whistler mode. Panel (A) consider T∥s/T∥c =7.0 and different ηs. Panel (B) consider ηs =0.08 and different T∥s/T∥c values. For these plots, we set β∥s =1.0 and all other parameters are the same as in Figure 1.
On the other hand, from panel 2B we can see that the real part of the frequency decreases when the strahlo-to-core temperature ratio decreases. The imaginary part γ, however, does not have such a straightforward behavior. For lower values of T∥s/T∥c, the wave mode becomes more unstable as this parameter increases, which is noticeable for the solutions with T∥s/T∥c = 3.0 and T∥s/T∥c = 5.0 (black and yellow curves, respectively). The wavenumber range in which the growth rates are positive widens and γmax slightly increases with increasing T∥s/T∥c. From T∥s/T∥c = 5.0 onward, however, the changes in γ with temperature ratio are barely noticeable and the curves remain almost the same. This behavior is maintained for even higher T∥s/T∥c values than those shown in this plot. Therefore, a higher temperature (with respect to the core) of the subpopulation that provides the free energy (i.e the strahlo), does not further destabilize the plasma above the saturation point T∥s/T∥c ≈ 5.0. A similar result can be seen in Figure 5b of paper A, where the growth rates also saturate at T∥s/T∥c ≈ 5.0 for other plasma parameters. The complete characterization of the saturation point seems interesting, especially when considering that other models do not present this feature (see figure 4 in Gary [29], for example) but it requires a more in-depth analysis, beyond the scope of this study.
In summary, as we are using values relevant for the solar wind plasma, it is important to emphasize that the changes introduced by T∥s/T∥c and ηs on the stability of the parallel propagating whistler mode, regardless how weak they seem), may have an impact on the thresholds we use to compare with observational data. This may be relevant to assess the importance of the WHFI, and the relative importance of its marginal stability thresholds, in the non-collisional regulation of the electron heat-flux in the solar wind.
3 WHFI [image: image] AND [image: image] THRESHOLDS
In this section, we systematize the linear analysis of the parallel propagating WHFI and present the marginal stability thresholds for this mode as function of δs and β∥c. To obtain these thresholds, we describe the plasma populations as in the previous section. We use a Maxwellian distribution to model the protons and set β∥p = 0.1. For the electrons we use the core-strahlo distribution with isotropic subpopulations and set κs = 3.0. Thus, with all these fixed parameters, we calculate the normalized maximum growth rate γmax/|Ωe| of the parallel propagating whistler mode in the δs − β∥c space. We repeat this procedure for different values of ηs and T∥s/T∥c (as previously reported using solar wind electron measurements) to understand under which plasma conditions the whistler mode destabilize in the context of the core-strahlo model. Following the suggestion proposed in paper A, here we are presenting the stability thresholds as a function of the skewness parameter δs instead of the electron heat-flux macroscopic parameter q∥e, which has been customarily used for this purpose in the past. As q∥e is a moment of the distribution function, its expression depends on all the parameters that determine its shape in velocity space. In our case, the analytical expression for the electron heat-flux in the validity range of the core-strahlo model, when considering isotropic subpopulations, is given by
[image: image]
where q0 is the free-streaming heat-flux (see paper A for details). As shown in Eq. 6, for fixed κs the heat-flux moment depends on all relevant parameters, and can have the same value for different combinations between them. Thus, to avoid this issue we solve the dispersion relation in the δs − β∥c space. Nevertheless, using Eq. 6 it is not difficult to find the same thresholds in terms of q∥e/q0 and β∥c.
Figure 3 shows the contour levels γmax/|Ωe| = 10–3 (red lines) and γmax/|Ωe| = 10–4 (blue lines) of the normalized maximum growth rate for different values of ηs (left panel) and T∥s/T∥c (right panel). Panel 3A shows these thresholds for a fixed value of T∥s/T∥c = 7.0, and ηs = 0.04, 0.08 and 0.12 (solid, dashed and pointed lines, respectively). We can see the thresholds move down and to the left as we increase the strahlo relative density. As expected, the plasma is more easily destabilize for higher values of ηs. In other words, as we increase ηs, lower values of δs or β∥c are needed to produce the same growth rate of the WHFI. On the other hand, Panel 3B shows the contours for T∥s/T∥c = 3.0, 7.0 and 11.0 (solid, dashed and pointed lines, respectively) and fixed ηs = 0.08. We can see the same trend as in the previous plot. The plasma becomes more unstable to the parallel propagating WHFI as T∥s/T∥c increases, so that the thresholds move to the left and downward.
[image: Figure 3]FIGURE 3 | Instability thresholds γmax/|Ωe|=10–3 (red lines) and γmax/|Ωe|=10–4 (blue lines) of the whistler heat-flux instability for (A) T∥s/T∥c =7.0 and different ηs values (B) ηs =0.08 and different T∥s/T∥c values. All calculations were performed using isotropic subpopulations and κs =3.0.
Finally, to facilitate the comparison between observational data and the linear prediction for the stability of the WHFI, we fit the contour lines γmax/|Ωe| = 10–3 and 10–4 using a generalized Lorentzian function; namely
[image: image]
The best-fit value for parameters A, B, ϵ0 and α of every threshold shown in Figure 3 can be seen in Table 1 for direct comparison with data in the beta range shown. With the results shown for ηs and T∥s/T∥c, we have established that each of them modify the stability of the whistler mode in a distinct way and with different strength. This reinforce the conclusion that it is not possible to assess if a plasma state is stable to the WHFI through q∥e without having additional information about the shape of the distribution and its dependence on all plasma parameters. Therefore, we believe that the role of WHFI in the relaxation process of plasma states should be studied in terms of microscopic parameters that determine the eVDF and not only macroscopic moments.
TABLE 1 | Best fit parameters for the γmax/|Ωe|=10–3 and 10–4 thresholds of the whistler heat-flux instability. The curve fitting for these thresholds was performed using the function shown in Eq. 7.
[image: Table 1]4 SUMMARY AND CONCLUSION
In this work we have used the core-strahlo model to describe the eVDF in the solar wind, and analyzed the stability of the parallel propagating whistler mode in a magnetized non collisional plasma. We have shown how the electron distribution modifies with the strahlo relative density and the strahlo-to-core temperature ratio density, and the impact these changes have on the excitation of the WHFI, as well as in the stability thresholds in delta-beta space. The general behavior is that as ηs and T∥s/T∥c increase, the plasma becomes more unstable to the WHFI. However, the dependence on T∥s/T∥c is much weaker, and above certain level (T∥s/T∥c ∼ 5) the changes in growth rates are no longer noticeable. We have also shown the enhancing effect of ηs and T∥s/T∥c on the stability thresholds in delta-beta space and provided the best-fit parameters for comparison with observations. With these results we have studied the dependence of the stability of the whistler mode on all the parameters that determine the shape of the eVDF in the isotropic case. Therefore, the usage of the core-strahlo model allowed us to study the WHFI in all the relevant parameter space in a manageable way, but considering a realistic representation of the solar wind electron population, including quasi-thermal core, high energy tails, and field-aligned skewness in the analysis all at once. It is important to mention that, besides the asymmetry represented by the heat-flux, temperature anisotropy should also play a role. However, as shown by several studies, among the anisotropic states, the isotropic state is also ubiquitous to the solar wind at different solar distances and solar wind speeds (see e.g. [27,30]), and here we have focused on the effect of asymmetry by itself. A systematic study on the combined effect of both free energy sources (asymmetry and anisotropy), and the subsequent interplay between the WHFI and electron-cyclotron or firehose instabilities should be also relevant but is beyond the scope of this study.
As mentioned, it has been reported in several works that the parameters here studied change with radial distance from the Sun [20,27,28]. For example, in Lazar et al. [27], the authors showed that the average temperature ratio between the halo and core subpopulations varies from Th/Tc ∼ 8 at one AU, to Th/Tc ∼ 3 at 0.3 AU. A variation with solar wind conditions (slow and fast wind) also exists, such that even at a given radial distance the measurements vary considerably, ranging between Th/Tc ∼ 2 and Th/Tc ∼ 15 at one AU for the temperature ratio, and between less that 1% up to 15% for the relative density of the halo (see Figures 2, 3 in Lazar et al. [27]). Accordingly, we believe that efforts should be made, to take into consideration the real impact that these parameters have on the stability of the WHFI. This should be particularly relevant when assessing the WHFI relevance on the non-collisional regulation of the heat-flux through comparison between theoretical prediction and data. We expect these predictions to be assessed and validated with electron measurements obtained with current and new solar wind missions. Systematic theoretical studies considering realistic solar wind conditions, and also comparisons between the results obtained with different kinetic model of the solar wind plasma, may be relevant in order to adequately understand the heat-flux transport through the Heliosphere.
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We discuss Peter Gary’s contributions to the understanding of the origin and properties of ultra-low frequency (ULF) waves in the Earth’s foreshock during the period when the International Sun Earth Explorer spacecraft (ISEE-1 and -2) provided unique data about the plasma and wave environment in this region. Peter’s work concerning the linear theory of electromagnetic ion beam instabilities is contained in five journal articles and then summarized in a review article, all of which are discussed here. Brief summaries of observations and theory prior to ISEE as well as to later work are also included.
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INTRODUCTION
As this collection of articles emphasizes, Peter Gary is best known for his work on linear Vlasov theory of plasma instabilities. In the early days of plasma physics (i.e., 1950s–1970s) plasma instabilities were often studied using a reduced fluid approach that yielded simplified equations that could be solved analytically. As plasma theory matured, a more complete, and complex theory developed based on the Vlasov equation that could be sometimes solved in reduced forms. Peter was one of the first to solve the complete Vlasov equation exactly using numerical methods and displaying the results with simple line plots. Nowadays, this is the common technique, and there are a number of widely available computer programs to do this with sophisticated graphical interfaces, e.g., WHAMP (Rönmark, 1982). But back in the 70s his method was a unique approach.
This article discusses Peter Gary’s contributions to understanding the linear theory of ultra-low frequency (ULF) electromagnetic waves driven by ion beams in the Earth’s foreshock. The foreshock is the broad region upstream of the bow shock where the solar wind interacts with electrons and ions flowing away from the shock and generating a wide spectrum of plasma waves. This work covers the period of time from the late 1970s to the late 1980s, when the three ISEE (International Sun Earth Explorer) spacecraft provided very significant and unique measurements in the foreshock as well as other regions both inside and outside of the magnetosphere. Much information about the observations in the foreshock has been published over the years and our goal here is only to emphasize a few key results, using appropriate references and reviews of this effort, to define the outstanding theoretical issues that Peter’s work addressed and contributed to their understanding. So in this sense, this paper is a not a review article, but hopefully it summarizes a key feature of Peter’s work, the legacy of which continues to the present. Peter and one of us (Dan) worked together during this time period on a number of these investigations. While he can report the results of these studies, they cannot convene the sense of excitement, wonder, and achievement that they shared as theory, simulations and observations came together to produce new understanding. The other author here (Lynn) is much more familiar with work on more recent observations related to ion beams and low frequency waves in the foreshock from the Cluster and Magnetospheric Multiscale missions and how they relate to Peter’s legacy.
We begin with a little background—a simplified version of the geometry of the foreshock, as shown in Figure 1. This figure is taken from Figure 16.1 of Wilson, (2016) and which in turn was adapted from Tsurutani and Rodriguez (Plate 1, 1981). The slanted straight lines are the magnetic field embedded in the solar wind that is flowing downward in the figure and encounters the curved bow shock (green curve). The angle between the magnetic field and the normal direction at the shock is denoted as θBn. The portion of the bow shock where θBn > 45° (i.e., the region to the left of the Earth in the figure) is termed the “quasi-perpendicular shock”, while the region to the right, θBn < 45°, is the “quasi-parallel shock” that extends all the way down to θBn ∼ 0°—the “parallel shock”. At the shock near θBn ∼ 90°, some of the incoming solar wind electrons, which have small gyroradii, are reflected and propagate back upstream creating the region known as the ‘electron foreshock’. Some of the solar wind ions impinging on the bow shock near θBn ∼ 90° are also reflected, but because they have larger gyroradii, quickly gyrate into the downstream. At somewhat smaller θBn, but still associated with the quasi-perpendicular bow shock, a fraction of the solar wind ions are also reflected and travel back upstream along the magnetic field as well as being convected in the solar wind (VE×B in the figure) to form the quasi-perpendicular portion of the ion foreshock. Farther to the right of the ion foreshock boundary shown in Figure 1, ions originating at the shock at even smaller θBn, e.g., on the quasi-parallel portion of the shock, also propagate upstream (dots in the figure), generating larger amplitude waves in the magnetic field (blue wavy lines), to form the quasi-parallel portion of the ion foreshock. These backstreaming ions may have been from the solar wind and reflected at the shock or could have leaked out of the magnetosheath. This process extends deep in the foreshock to θBn ∼ 0°, where the shock normal is essentially parallel to the solar wind magnetic field.
[image: Figure 1]FIGURE 1 | Foreshock configuration showing incident solar wind magnetic field (blue lines), impinging on the bow shock (green curved line), producing backstreaming ions (yellow dots), leaked magnetosheath ions (red dots), and upstream waves (wavy blue lines). The ion foreshock boundary is shown as the red line. Figure is from Wilson, (2016), adapted from Tsurutani and Rodriguez (1981), and is reproduced with permission from The American Geophysical Union.
In this article we discuss only electromagnetic instabilities that Peter studied during this time period that are driven by ion beams that are cold and fast, characteristically produced in the quasi-perpendicular portion of the foreshock. Electromagnetic ion beam instabilities with somewhat different properties are also found deeper in the foreshock on magnetic field lines that connect to the nearly parallel portion of the bow shock. Here the ion beams are slower and hotter and instead of being generated by reflection at the shock, are more likely to result from heating and scattering of the cold beam ions, processes related to the unsteady nature of the parallel shock, or from magnetosheath ions that leaked out into the foreshock. Other types of ion beam instabilities arise elsewhere in space, e.g., in the plasma sheet boundary layer upstream of slow-mode shocks in the magnetotail and in the vicinity of comets. Waves resulting from such instabilities were observed by ISEE-3 late in its mission. See, for example, articles by Smith et al. (1984) related to observations of slow-mode shocks in the magnetotail, by Tsurutani et al. (1985) concerning waves in the plasma sheet boundary layer, and by Smith et al. (1986) related to wave observations at Comet Giacobini-Zinner. As we discuss later, in his review article (Gary, 1991), Peter summarizes his contributions to relevant theory and simulations of all of these environments.
INTERNATIONAL SUN EARTH EXPLORER
In the decade before ISEE, numerous spacecraft observed ion beams streaming away from the Earth along the interplanetary magnetic field outward from the bow shock through the foreshock, e.g., measurements by the Vela satellites (Asbridge et al., 1968). In this region, low-frequency (0.01–0.05 Hz) transverse hydromagnetic waves were also observed (Greenstadt et al., 1968) and data from Explorer 34 led to the conclusion that these waves were indeed associated with the bow shock since they were seen only on field lines that intersect the shock (Fairfield, 1969). A direct correlation was subsequently established (Scarf et al., 1970) between the presence of the waves and a portion of the solar wind that was reflected at the bow shock by a process which had been demonstrated theoretically by Sonnerup (1969). While the early work suggested that the waves could be produced by an ion cyclotron resonance involving the beam ions, Barnes (1970) provided a detailed model for this wave generation process based on stochastic scattering and acceleration of the beam ions. Years later, Watanabe and Terasawa (1984) verified the correctness of the cyclotron resonance process using IMP-5 data from 1969.
During the late 60s and early 70s, Peter developed his linear theory of instabilities in magnetized plasmas, numerically solving the complete dispersion equation for both electrostatic and electromagnetic waves, excited by various sorts of free energy: i.e., Beams of electrons or ions, temperature anisotropies in either the background or beam species, etc. Using Fried-Conte functions to characterize the various species as Maxwellians, he solved the resulting equation numerically without approximations. The full dispersion equation he used is found in the appendix of his review article (Gary, 1991). An early application of his methodology was to electromagnetic ion streaming instabilities in the solar wind (Montgomery et al., 1974). Both instabilities associated with magnetosonic and Alfvenic wave modes were investigated.
The early spacecraft observations in the foreshock helped motivate the International Space Earth Explorer (ISEE) mission which consisted of three spacecraft, ISEE-1 and ISEE-3 that were designed and built by the U.S., and ISEE-2 that was built and managed by the European Space Agency (ESA) (Ogilvie et al., 1977). It was realized from the earlier missions that with two spacecraft with similar instruments (ISEE-1 and -2), which when in essentially the same orbit but with variable spacing, would be able to measure the thickness of thin boundaries, such as the bow shock and the magnetopause that had been discovered earlier. And a third spacecraft (ISEE-3) could be positioned much far upstream to monitor the solar wind conditions. ISEE-1 and ISEE-2 were launched together in October 1977, in almost identical orbits around the earth with periods of approximately 57 h, and their separation in orbit could be altered by maneuvering ISEE-2. ISEE-3 was launched in August 1978, and inserted into orbit about the libation point situated ∼240 Earth radii upstream of the Earth so that disturbances detected by ISEE-3 arrive at the Earth about 1 hour later. The satellites all carried a wide variety of instrumentation to measure not only the density and velocity distribution of the backstreaming ions and low frequency waves of interest to us here, but also to measure very energetic electrons and ions, ion composition, as well as a broad spectrum of both electrostatic and electromagnetic waves. All three spacecraft enjoyed long and successful lives. The ISEE-1 and ISEE-2 spacecraft reentered the Earth’s atmosphere in September 1987 after more than 1,500 orbits of the Earth. ISEE-3 was taken out of its libation point orbit in the summer of 1983 and after a series of deep passes down the magnetotail, encountered Comet Giacobini-Zinner in September 1985.
In just its first few years, ISEE-1 and -2 greatly expanded on the earlier discoveries and understanding of backstreaming ions and low-frequency waves in the foreshock. The fast-plasma instruments on these satellites were able to show there are two main populations of backstreaming ions, termed “reflected” and “diffuse” (Gosling et al., 1978). The reflected ions have a sharply peaked energy spectrum and relatively collimated flow coming from the bow shock along the interplanetary magnetic field with number densities ∼ 1.5% of the solar wind. In contrast, the diffuse ions have a much flatter energy spectrum and broad angular distributions, with lower density ∼ 0.7% of the solar wind. These two populations occur in separate regions of the foreshock, with reflected ions in the quasi-perpendicular portion and the diffuse ions in the more nearly parallel portion of the foreshock, suggesting different mechanisms of origin and acceleration. Bonifazi and Moreno (1981) carried out a statistical analysis of these distributions, also showing that the reflected beams tended to be found in the quasi-perpendicular portion of the foreshock. In between the reflected and diffuse ion populations, were ‘intermediate’ ions that had a crescent shape in velocity space (Paschmann et al., 1981), the origin of which will be discussed later. Paschmann et al. also show examples of the velocity distributions of all three populations. The reflected ions were so named, because backstreaming beams of ions were observed traveling upstream in a direction determined by the interplanetary magnetic field and the convection velocity (VE×B), consistent with simple models of specular reflection at the bow shock (Sonnerup, 1969; Paschmann et al., 1980). Thomsen et al. (1983) examined the backstreaming ions to show that these simple models of reflection, along with the conservation of magnetic moment, could account for a number of the observations, although other observations indicated that backstreaming ions could instead arise from the leakage of shock-heated magnetosheath ions.
The ISEE spacecraft likewise produced new, detailed information about the low frequency waves associated with the backstreaming ions and the correlation between magnetic field and plasma density in wave events, expanding on the early work of Greenstadt et al. (1968). Paschmann et al. (1979) reported that there were usually weak waves occurring with reflected beam ions, while with diffuse ions large amplitude, compressive waves often occurred. Hoppe et al. (1981) and Hoppe and Russell (1983) further examined the waves associated with ion beam populations, measuring polarizations and frequencies. They observed magnetosonic waves that are right-hand polarized in the plasma rest frame but left-hand polarized in spacecraft frame and sometimes with large amplitudes. These waves have frequencies ∼0.03 Hz and are often referred to as “30-s waves.” Obliquely propagating waves were also observed, often in the form of steepened waves, termed shocklets. In addition, deeper in the foreshock Alfven waves were also generated in associated with the diffuse ions. Early theoretical analysis of the magnetosonic waves generated by the reflected ions was provided by Gary (1981), which will be discussed later in some detail. Sentman et al. (1981) also carried out linear analysis of both reflected and diffuse ion beams and examined both unstable magnetosonic and Alfvenic wave modes. And years later, Le and Russell (1992) determined the location in the foreshock where the low frequency waves begin to appear, the so-called ULF foreshock boundary, near the ion foreshock boundary.
A few years after the initial ISEE observations of backstreaming ions and associated waves in the foreshock, a closer examination of the intermediate ion distributions found that sometimes the backstreaming ions were gyrating in the magnetic field in the presence of large amplitude waves (Gurgiolo et al., 1981; Thomsen et al., 1985; Fuselier et al., 1986a). Fuselier et al. (1986b) carried out a large survey of intermediate ion observations and showed that roughly half involved ions gyrating in the magnetic field which could be due to how they interact with the bow shock, while other events, characterized by gyrophase-bunched beam ions that could be due to disruption of the beam later in time by the instability-generated waves. The issue of gyrophase-bunching will be discussed later in relation to Peter’s theoretical work.
Further details and summaries of the many publications that came out of the ISEE mission concerning observations of foreshock ions and waves [including ions and waves produced deep in the foreshock near the quasi-parallel bow shock, termed “short large-amplitude magnetic structures” (SLAMS) by Schwartz et al. (1992), that we are not addressing here] were given by Tsurutani and Rodriguez (1981) discussing the early results, by Russell and Hoppe (1983) focusing on wave measurements, and Thomsen (1984) emphasizing the plasma measurements.
PETER GARY’S CONTRIBUTIONS
During the ISEE period, Peter made a number of significant contributions to the interpretation of the foreshock observations in terms of linear theory of electromagnetic ion beam instabilities, which were published in five journal articles and later summarized in a review article. We describe each of these publications in a short paragraph.
1. S. P. Gary, J. Geophys. Res. (1981): Microinstabilities Upstream of the Earth’s Bow Shock: A Brief Review (Gary, 1981).
This first paper was part of a collection of papers summarizing the first several years of results from ISEE -1 and -2 observations in the Earth’s foreshock (e.g., Tsurutani and Rodriguez, 1981). Part of Peter’s paper is tutorial in nature, defining and contrasting terms such as: micro/macro plasma instabilities, linear/nonlinear fluctuations, weak/strong turbulence. He also describes his framework for studying instabilities: namely identifying the source of free energy, determining which instabilities can be excited from this energy source, understanding the properties of the instabilities as they grow and then saturate in such a way as to reduce the free energy. In the Earth’s foreshock the free energy source is the ion beams streaming back from the bow shock along the magnetic field. As discussed earlier, the observations show two main classes of backstreaming ions, denoted as reflected and diffuse (e.g., Gosling et al., 1978) and that the reflected ions are energetically consistent with their being specularly reflected at the bow shock. Linear theory discussed in this paper shows the beam ions can excite unstable magnetosonic waves that are in cyclotron resonant with the beam ions. This instability is denoted as the “right-hand resonant electromagnetic ion beam instability” or simply as the “right-hand resonant instability”. During the initial growth of the instability, the excited electromagnetic waves have group velocities close to the beam speed, so that the field energy propagates with the beam. The waves pitch-angle scatter the beam reducing the free energy. Based on this simplified picture, Peter suggested that this process could explain many of the general features of the observations: The magnetic field fluctuations observed in the foreshock, the deceleration and deflection of the solar wind, and the scattering of the beam to produce velocity distributions that were characteristic of intermediate and diffuse ions. However, his preliminary model assumed parallel propagating waves, which do not produce the observed large fluctuations in the solar wind density.
2. S. P. Gary, J. T. Gosling, and D. W. Forslund, J. Geophys. Res. (1981): The Electromagnetic Ion Beam Instability Upstream of the Earth’s Bow Shock (Gary et al., 1981).
To address the question of the observed density fluctuations, in this paper the linear theory is extended to include oblique wave propagation. After summarizing the observations (e.g., Tsurutani and Rodriguez, 1981), the basic instability model is reviewed. Recalling that the basic physics of waves in cyclotron resonance with the beam that grow and scatter the beam (e.g., Barnes, 1970), the linear theory presented in Peter’s previous paper provides a detailed description ion of wave properties (i.e., wavenumbers and real and imaginary frequencies of the unstable waves, that show how a weak (∼1% density beam) initially produces a low level of waves and growth times > 25 s. Because the growth rate of the waves is small, the ion beam propagates a long distance upstream from the bow shock before the waves grow to large amplitude. But in the process of propagating upstream, the beam ions and the waves are convected deep into the quasi-parallel portion of the foreshock, where they are slowed. The beam ions loses parallel momentum as they are pitch-angle scattered by the waves, producing intermediate velocity distributions (kidney shaped). This loss of energy and momentum by the beam, and the waves, causes the solar wind to be deflected and slowed, as observed by Bame et al. (1980). An example of results of linear theory are shown in Figure 2. Taken from Figure 1 in this paper, the real (ωr) and imaginary (γ) frequencies of the unstable waves are plotted as a function of wavenumber (k), showing the instability is sharply peaked in wavenumber. In the vicinity of this peak the real frequency is about a factor of two larger than the imaginary part and the dispersion of the wave is also modified in this region. The parameters of this calculation are given in the figure caption. The figure also shows the effect of extending the linear theory to include oblique wave propagation. Parallel (θ = 0°) and obliquely (θ ∼ 45°) propagating unstable waves are compared, showing the maximum growth rate at large oblique angles is reduced by less than a factor of two and that maximum growth in both cases occurs essentially at the same wavenumber. But even at small oblique angles, ∼ 15°, the compressibility (i.e., the density fluctuations computed from linear theory) is significantly larger than for parallel propagation, so oblique waves can grow and produce density fluctuations in agreement with observations.
3. S. P. Gary, C. W. Smith, M. A. Lee, M. L. Goldstein and D. W. Forslund, Phys. Fluids (1984): Electromagnetic Ion Beam Instabilities (Gary et al., 1984).
[image: Figure 2]FIGURE 2 | Complex frequency (ω = ωr + iγ) computed from linear theory for the right-hand resonant ion beam instability as a function of wavenumber (k). The beam density is 1% of the background ion density and beam speed is 10 vA (vA = Alfven speed). The frequencies are normalized by the background ion cyclotron frequency (Ωi) and the wavenumbers to the background ion gyroradius (ai). Two cases are shown: (a) parallel propagation (θ = 0°) -- real frequencies are given by the solid line, growth rates by the solid circles; (a) oblique propagation (θ = 45o) -- real frequencies are given by the dashed line, growth rates by the open circles. Figure is reproduced from Gary et al., 1981, with permission from The American Geophysical Union.
In this paper Peter and his coauthors consider the linear properties four electromagnetic ion beam instabilities: the previously discussed right-hand resonant magnetosonic instability, the right-hand non-resonant Alfvenic instability that was studied by Sentman et al. (1981), a left-hand resonant Alfvenic hot beam instability, and a left-hand ion cyclotron anisotropy instability. To clarify these different modes, the concept of resonance and polarization are carefully defined. Numerical solutions of the linear dispersion relation are presented to show that for parallel propagation the righthand resonant instability has a lower instability threshold than the non-resonant instability unless the beam speed or beam density is sufficiently large. For hot ion beams a left-hand resonant instability is also excited, and if there is a large temperature anisotropy in the beam (Tb,⊥>> Tb,||), a left-hand ion cyclotron instability is also possible. For parallel propagation, analytic solutions for the unstable modes are also presented. At oblique propagation and high beam speeds, it is demonstrated that an instability associated with the m = 2 cyclotron resonance is also excited for both the right-hand resonant and non-resonant instabilities.
4. S. P. Gary, M. F. Thomsen, and S. A. Fuselier, Phys. Fluids (1986): Electromagnetic Instabilities and Gyrophase-Bunched Particles (Gary et al., 1986a).
In this paper, linear theory of both the right-hand resonant and non-resonant instabilities driven by an energetic, cool ion beam is used to calculate the phase angle between the fluctuating velocity of the beam ions relative to the fluctuating magnetic field in order to determine whether gyrophase bunching of the beam ions is observable. As mentioned earlier, distinct gyrophase-bunched ions have been observed in the foreshock by ISEE (Gurgiolo et al., 1981; Thomsen et al., 1985; Fuslerier et al., 1986a). Hoshino and Terasawa (1985) investigated whether the right-hand resonant instability in the foreshock could lead to the observed gyrophase bunching. They demonstrated in their one-dimensional full particle simulations that during the growth of the instability the perpendicular component of the beam ions’ velocity had a well-defined phase angle relationship relative to the growing waves. Peter’s linear calculations showed that for the non-resonant mode, the phase angle is ∼ 0°, while for the resonant mode it is ∼ 90° for the most unstable wavenumber. From these results it is concluded that the right-hand resonant instability will give rise to observable gyrophase bunching of the ion beam for foreshock conditions—consistent with the observations of Fuselier et al. (1986a) and the simulations of Hoshino and Terasawa (1985).
5. S. P. Gary, C. D. Madland, D. Schriver, and D. Winske, J. Geophys. Res. (1986): Computer Simulations of Electromagnetic Cool Ion Beam Instabilities (Gary et al., 1986b).
In this paper the authors discuss results of 1-D hybrid (particle ions, massless fluid electrons) simulations of the right-hand resonant and non-resonant electromagnetic ion beam instabilities. Unlike earlier simulations of these instabilities (Winske and Leroy, 1984), this study considers small-scale simulations, a system length of only one wavelength of the most unstable linear mode. In this way two issues can be addressed: 1) The properties of the instability at small relative drift of the beam ions relative to the background ions (Vb in terms of the Alfven speed vA), and 2) gyrophase bunching of the beam ions. Three regimes common to the foreshock are considered: 1) low beam drift speed (Vb = 3 vA and beam density nb = 0.05), where the resonant instability dominates and the development of the system is quasilinear—the beam heats in the perpendicular direction, while the parallel velocity decreases (Gary and Tokar, 1985); 2) higher beam drift velocity (nb = 0.02, Vb = 10 vA) with the resonant instability still dominating that shows gyrophase bunching of the beam at 90° with respect to the wave magnetic field is clearly visible; and 3) higher beam speeds or densities (nb = 0.10, Vb = 10 vA) where the non-resonant instability dominates—here bunching still occurs, but is different as the phase angle is near 0°. The gyrophase bunching measured in the simulations is consistent with results from linear theory. In addition, a scaling for the magnetic fluctuation amplitudes at saturation of the instability is obtained from simulations that is valid in all three regimes: The energy in the perturbed magnetic fields is roughly half of the initial kinetic energy of the beam ions. The longer time behavior of the instability in each of the three cases is also discussed. While at later times, the resonant instability in the strong regime leads to a shift of the dominant unstable mode to shorter wavelengths, for both the resonant instability in the quasilinear regime and the non-resonant instability at higher beam energies, a shift to longer wavelengths after saturation is found.
6. S. P. Gary, Space Science Rev. (1991): Electromagnetic Ion/Ion Instabilities and Their Consequences in Space Plasmas: A Review (Gary, 1991).
This review article summarizes the work that Peter had done concerning low frequency (less than the ion cyclotron frequency) electromagnetic ion beam instabilities and their presence in various environments. While we have been dealing here only with Peter’s work in the foreshock, Peter has also applied the same methodology to the solar wind, interplanetary shocks, the plasma sheet boundary layer, and near comets. These last two situations derived from observations from ISEE-3 after its position was moved from far upstream of the bow shock to the deep magnetotail, where it encountered ion beams upstream of slow mode shocks in the plasma sheet boundary layer, and then later near Comet Giacobini-Zinner where heavy ions were emitted. Peter emphasizes throughout the review the characteristics of the various ion beam instabilities that can occur in space and compares their properties, such as growth rates, saturation levels, and the polarization/helicity of the unstable waves. His review gives appropriate and extensive references to observations as well as theory/simulation work that had been done in the last decade. He concentrates on cases where the background and beam ions are described as Maxwellians and focuses on parallel propagating modes, but does include some discussion of oblique modes as well. In addition, he treats cases that include anisotropic (T⊥ > T||) ions, ring-beams, and heavy ion beams. He gives a review of quasilinear theory as applied to these instabilities where appropriate and discusses results from hybrid computer simulations. Finally, in the appendix a very detailed discussion of the derivation and form of the linear dispersion equation used in all his studies is provided. This review also includes work on transport ratios, such as polarization, helicity, compressibility in stable plasmas (details in Gary, 1986) as well as unstable plasmas (in Gary, 1992). Finally, this article formed the basis of Peter’s major opus, the monograph “Theory of Space Plasma Microinstabilities” published in the Cambridge Atmospheric and Space Science Series (Gary, 1993) that summarized his work on a large number of electromagnetic as well as electrostatic instabilities, with consistent methodology and notation throughout.
RECENT WORK
We conclude this article with some brief comments about more recent work, following the era of ISEE and Peter’s publications concerning electromagnetic ion beam instabilities in the foreshock, which demonstrate Peter’s continuing legacy. New insights have been gained from observations from of multi-spacecraft missions, such as Cluster, THEMIS, and the Magnetospheric Multi-Scale (MMS) missions. For example, the four Cluster spacecraft have observed field-aligned beams in the foreshock, but also gyrating ions that can be associated with the quasi-parallel bow shock (Meziane et al., 2004; Kis et al., 2007). Gyrophase-bunched ions have also been observed by Cluster in the foreshock (Mazelle et al., 2003). Cluster has also made interesting observations of ULF waves. The four spacecraft are able to more accurately show that most of the waves, consistent with earlier observations, are low frequency, left-hand polarized in the spacecraft frame, but right-hand polarized in the plasma frame (Eastwood, 2002, 2005a; Eastwood, 2005b; Hobara et al., 2007a; Hobara et al., 2007b). It has also been possible with the ARTEMIS spacecraft orbiting the moon to measure the growth rate of the waves as they propagate out farther in the foreshock (Dorfman et al., 2017) The observed waves are consistent with the linear theory of Gary et al. (1981), although reduced forms of the linear dispersion relation that ignore thermal effects need to be modified in cases of high-beta solar wind plasma beta to get better agreement (Hobara et al., 2007a; Hobara et al., 2007b). Wilson, (2016) has reached similar conclusions in his recent review of foreshock waves.
However, a major problem remains—the observed ULF waves are primarily propagating oblique to the magnetic field, contrary to linear theory that says the parallel mode has the largest growth rate and thus in time will grow to be the dominant mode. Measurements by the four Cluster spacecraft have been able to make this more quantitative, indicating that for some data-sets the mean angle of wave propagation is 21° (Eastwood et al., 2005b). One resolution of this issue was proposed some years ago by Hada et al. (1987). They suggested that the parallel propagating waves refract as they are carried by the solar wind deeper into the foreshock and become increasingly more oblique and compressive. This remains the most accepted explanation and is consistent with THEMIS observations of ULF waves in the foreshock (Hsieh and Shue, 2013). But multi-dimensional hybrid simulations have provided alternative explanations. Very early 2-D hybrid simulations by Winske and Quest (1986) show that the development of the instability in 2-D is not much different than in 1-D, but their rudimentary diagnostics of the spectrum of unstable waves, as well as the relatively small size of the simulations, limit the discussion on the development of oblique unstable modes. Hellinger and Mangeney (1999) observe in their simulations in a uniform background, but with slightly different beam parameters than are usually assumed, that oblique waves, even though their linear growth rates are smaller, grow to larger amplitudes. Blanco-Cano et al. (2006) include the bow shock in their calculations and show that parallel propagating ULF waves dominate far upstream from the bow shock, but oblique waves are excited relatively close to the shock. An even more interesting suggestion is given later by Strumik et al. (2015). In their foreshock simulations they assume that the solar wind is essentially radial so that the Hada et al. (1987) refraction mechanism is minimalized. They find that while parallel unstable modes dominate, oblique waves are also generated, and when properly averaged over phase space density, the “average” propagation direction is ∼ 20°, consistent with Eastwood et al. (2005b). The bottom line from all this recent work is that the linear theory as worked out by Peter Gary and others years ago is sufficient to explain the origin of the ULF waves observed far upstream from the shock, but more realistic, probably 3-D, simulations in a foreshock geometry and maybe new observations will be needed to resolve this remaining issue of propagation direction. Perhaps other articles in this topical series will also shed new light on this problem.
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Many spacecraft fly within or through a natural and variable particle accelerator powered by the coupling between the magnetosphere and the solar wind: the Earth’s radiation belts. Determining the dominant pathways to plasma energization is a central challenge for radiation belt science and space weather alike. Inward radial transport from an external source was originally thought to be the most important acceleration process occurring in the radiation belts. Yet, when modeling relied on a radial diffusion equation including electron lifetimes, notable discrepancies in model-observation comparisons highlighted a need for improvement. Works by Professor Richard M. Thorne and others showed that energetic (hundreds of keV) electrons interacting with whistler-mode chorus waves could be efficiently accelerated to very high energies. The same principles were soon transposed to understand radiation belt dynamics at Jupiter and Saturn. These results led to a paradigm shift in our understanding of radiation belt acceleration, supported by observations of a growing peak in the radial profile of the phase space density for the most energetic electrons of the Earth’s outer belt. Yet, quantifying the importance of local acceleration at the gyroscale, versus large-scale acceleration associated with radial transport, remains controversial due to various sources of uncertainty. The objective of this review is to provide context to understand the variety of challenges associated with differentiating between the two main radiation belt acceleration processes: radial transport and local acceleration. Challenges range from electron flux measurement analysis to radiation belt modeling based on a three-dimensional Fokker-Planck equation. We also provide recommendations to inform future research on radiation belt radial transport and local acceleration.
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1 INTRODUCTION
The outer radiation belt of the Earth’s magnetosphere contains a complicated balance of acceleration and loss processes. Previous studies have found that while some geomagnetic storms acted as a significant driver of energetic electron enhancements, others did not (Summers et al., 2004; Hudson et al., 2008). Studies of flux changes following geomagnetic storms reveal that the system is highly non-linear, with a wide range of driving inputs resulting in either enhancement or depletion events (Reeves et al., 2003; Baker et al., 2004). Multiple results have shown the importance of southward interplanetary magnetic field, IMF [image: image], for driving electron enhancements (Blake et al., 1997; Li X. et al., 2011), although high-speed solar wind also contributes to the effect (Paulikas and Blake, 1979; Baker et al., 1997; Kanekal et al., 1999). The need to forecast and predict these events has spurred increasing interest in the mechanisms by which acceleration takes place in the outer radiation belt. High energy electrons have deleterious effects on spacecraft systems as they can penetrate through satellite walls and cause deep-dielectric charging (e.g., Baker et al., 1987, 2018; Horne et al., 2013). Findings and models established in the case of the Earth’s radiation belts have been transposed to the outer planets, and in particular the giant planets, Jupiter, and Saturn, with the shared objective of furthering our understanding of the physics of a magnetosphere.
Determining the dominant pathways to plasma energization in the radiation belts usually means focusing on either 1) relatively slow, large-scale acceleration processes associated with radial transport or 2) localized acceleration processes occurring on relatively smaller spatiotemporal scales, i.e., local acceleration. The objective of this review is to provide tools to approach this dichotomy. The review was motivated by a joint panel discussion on “Radial Transport vs. Local Acceleration” in the radiation belts, that took place during the Geospace Environment Modeling (GEM) Virtual Summer Workshop in July 2021 (Drozdov et al., 2022). It exemplifies the profound impact of Professor Richard M. Thorne on radiation belt science (e.g., Horne and Tsurutani, 2019; Li W. and Hudson, 2019). It provides the necessary context to navigate the (still) controversial topic of electron radiation belt acceleration. It is organized as follows:
Section 2 provides observational and theoretical background. Specifically, the characteristics of MeV electron flux enhancements are summarized (Section 2.1). The most commonly discussed mechanisms for electron radiation belt acceleration are introduced (Section 2.2), together with the modeling framework used to quantify their effects (Section 2.3). In Section 3, we show how the picture for radiation belt acceleration evolved over the years in response to measurements from new missions, from an initial emphasis on radial diffusion (Section 3.1) to an emphasis on local wave-particle interactions (Section 3.2). We also provide a summary of the current state of the art at the outer planets (Section 3.3). The topic is summarized and further discussed in Section 4. In particular, we provide a synthesis of the challenges associated with differentiating between the leading processes for electron radiation belt acceleration (Section 4.1) and we present a few suggestions for future research directions (Section 4.2).
2 OBSERVATIONAL AND THEORETICAL BACKGROUND
Electron flux enhancements at MeV energies are viewed as signatures of radiation belt acceleration. The main characteristics of these electron flux enhancements are provided in Section 2.1. The two main mechanisms thought to drive radiation belt acceleration are introduced in Section 2.2. These processes are included in a radiation belt model, detailed in Section 2.3, in order to quantify, compare and contrast the overall effects of these two acceleration mechanisms on radiation belt dynamics.
2.1 Observations Motivating the Research on Electron Radiation Belt Acceleration
A significant component of energetic (up to 10 MeV) electrons is rapidly produced at times in the Earth’s outer radiation belt, within a couple of days or less (e.g., Baker et al., 1994; Foster et al., 2014). Figure 1 (from Baker et al., 2019) displays six years (September 2012–2018) of >1 MeV electron fluxes measured by the Relativistic Electron-Proton Telescope (REPT, Baker et al., 2021) onboard the Van Allen Probes (Fox and Burch, 2014), together with information on solar wind properties. It reveals the highly variable and energy-dependent nature of MeV electron dynamics in the outer radiation belt. Despite radiation belts being one of the first discoveries of the space age, numerous questions remain regarding the nature of the processes that can accelerate radiation belt electrons and produce the dynamics observed in Figure 1.
[image: Figure 1]FIGURE 1 | Six years of MeV electron fluxes in the Earth’s radiation belts, at (A) 1.8 MeV, (B) 2.6 MeV, (C) 4.2 MeV, and (D) 6.3 MeV, measured by both Van Allen Probes between 1 September 2012 and 1 September 2018, together with information on the solar wind properties, namely, the three-day running averages for (E) the solar wind speed, (F) the magnitude of the interplanetary magnetic field (IMF), (G) the north-south component of the IMF, Bz, and (H) the product of solar wind speed, V, and Bz (from Baker et al., 2019).
2.1.1 Characteristics of Electron Flux Enhancements in the Earth’s Outer Belt
Electron fluxes routinely increase by several orders of magnitude within days in the Earth’s outer radiation belt (Figure 1, the article by Reeves et al., 2013). This flux increase may or may not be preceded by a brief, large decrease (e.g., Blake et al., 1997). Broadly speaking, the radiation belt electron flux enhancements are coherent: Increases occur on similar timescales across the radiation belt energy spectrum (50 keV–10 MeV) and across the outer zone (equatorial radial distance, L, between ∼3 Re and 6.5 Re), regardless of altitude (e.g., Kanekal et al., 2001). Yet, the specific characteristics of these enhancements are variable. Figure 1 shows that the magnitude of MeV electron flux usually peaks at a variable location within the outer region (i.e., below geostationary orbit). The rise time for electron flux enhancements increases with energy (e.g., Blake et al., 1997). In addition, the frequency and the L-coverage for electron flux enhancements generally decrease with energy (e.g., Reeves et al., 2013; Zhao et al., 2016).
2.1.2 Association With Solar Activity and Solar Wind Properties
An association between the state of the Earth’s outer belt and the Sun was established in the early days of radiation belt science (Williams, 1966). It has remained a subject of research ever since (e.g., Hudson et al., 2008; Kellerman and Shprits, 2012; Kilpua et al., 2015; Zhao et al., 2019a; Ripoll et al., 2020). Connecting the Sun and solar wind properties with the state of the radiation belts is of prime importance for two main reasons. First, it provides observational constraints to radiation belt acceleration theories. Second, it constitutes the basis of radiation belt model developments, whether they are physics-based models (e.g., Xiang et al., 2021), empirical models such as AE9 and predecessors (Ginet et al., 2013), or machine learning models (e.g., Katsavrias et al., 2021a).
The most pronounced signature of the solar wind properties in the state of the Earth’s outer radiation belt is the correlation between solar wind speed and MeV electron flux magnitude (Paulikas and Blake, 1979; Reeves et al., 2011; Wing et al., 2016). The sign of the north-south component of the interplanetary magnetic field (IMF), [image: image], is also key (Blake et al., 1997). Most of the time, MeV electron flux enhancements occur when the speed of the solar wind is high (≳ 500 km/s) and the IMF [image: image] is southward, i.e., during conditions that are associated with geomagnetic storm times (e.g., Baker et al., 2019). While these solar wind conditions are the most common conditions for MeV electron flux enhancements, not all of them are necessary. Significant MeV electron flux enhancements have also been reported during non-storm times (e.g., Schiller et al., 2014) and without a high-speed solar wind (e.g., Li X. et al., 2011). A sustained southward IMF is the only necessary condition for MeV electron flux enhancements at geosynchronous orbit according to Li X. et al. (2011). Yet, this necessary condition is not a sufficient condition to guarantee radiation belt enhancements. Indeed, even though geomagnetic storms are associated with a strong and sustained southward IMF, not all geomagnetic storms result in electron flux enhancements (Reeves et al., 2003). The most significant relativistic electron flux enhancements occur outside the plasmapause, in association with periods of prolonged substorm activity, as quantified by the AE index (Meredith et al., 2003). Moreover, MeV electron enhancements have been tied to High-Intensity Long-Duration Continuous AE Activity (HILDCAA) events (Tsurutani et al., 2006; Miyoshi and Kataoka, 2008; Hajra et al., 2015) and substorm clusters during geomagnetic disturbances (e.g., Rodger et al., 2022).
When electron flux enhancements occur during geomagnetic storms, the location of the peak in MeV electron flux enhancements during recovery phase is strongly correlated with the magnitude of the storm, as quantified by the Dst index (Tverskaya et al., 2003) or, equivalently, with the plasmapause location (O’Brien et al., 2003; Moya et al., 2017; Bruff et al., 2020). The equatorial pitch angle distribution of MeV electron flux enhancements at the center of the outer belt is most anisotropic (i.e., [image: image] peaked) within a day of the start of the recovery phase, and the degree of anisotropy increases with energy (e.g., Ozeke et al., 2022). The pitch-angle distribution of MeV electron flux becomes more isotropic in the week following the start of the recovery phase (Greeley et al., 2021).
One consequence of the relationship between the state of the Sun and the state of the Earth’s outer radiation belt is that periodicities of the Sun, of the solar activity, and of the Sun-Earth connection lead to periodicities in the intensity of the outer belt occurring on a variety of timescales. For instance, the 27-day periodicity of the electron flux enhancements (Williams, 1966) is associated with the 27-day recurrence of geomagnetic activity. The latter comes from the fact that long-lived solar wind features, such as high-speed streams, recur at Earth after every Sun rotation period of ∼27 days (e.g., Paulikas and Blake, 1979). The strong semiannual variations of MeV electron fluxes have been tied to the semiannual variation in the orientation between the Earth’s magnetic dipole axis and the Sun vector, and more precisely, to the Russell-McPherron effect (McPherron et al., 2009; Katsavrias et al., 2021b). MeV electron fluxes are also more intense during the declining phase of the solar cycle than during the ascending phase. This is due to the fact that the declining phase of the solar cycle is dominated by recurrent high-speed solar wind streams while the ascending phase is dominated by more sporadic coronal mass ejection events (Kanekal, 2006; Reeves et al., 2011), and radiation belts respond differently to storms driven by coronal mass ejections (CMEs) and storms driven by corotating interaction regions (CIRs) (e.g., Turner et al., 2019).
2.2 Electron Radiation Belt Acceleration Mechanisms
Before relating observed electron flux enhancements (Section 2.1) to radiation belt energization (Section 2.2.2), we first provide a brief introduction to the theoretical framework associated with radiation belt dynamics (Section 2.2.1). While the concepts of adiabatic invariant theory are general, they are applied to the case of the Earth’s radiation belts in the next paragraph.
2.2.1 Brief Introduction to Trapped Particles Dynamics and Adiabatic Invariant Theory
It takes a few hours down to a few minutes for the 50 keV to 5 MeV electrons of the outer belt to orbit around the Earth. During that time, these particles, trapped by the geomagnetic field, bounce 500 to 50,000 times from one hemisphere to the other while they gyrate 105 to 109 times around the magnetic field direction. In this context, it is convenient to describe the motion of radiation belt particles as the superposition of three quasi-periodic motions, each of them evolving on a very different timescale (e.g., Schulz and Lanzerotti, 1974):
1) A very fast motion of gyration around the magnetic field direction,
2) A slower bounce motion between the planet’s hemispheres, and
3) A slow drift motion around the planet.
Each quasi-periodic motion is determined by the particle’s characteristics (charge, mass, kinetic energy, pitch angle) as well as by the characteristics of the magnetic and electric fields (magnitude, direction, as well as spatial and temporal variability of the fields).
The magnitude of each quasi-periodic motion is quantified by an adiabatic coordinate, that is, by a quantity that is a constant of motion under certain spatial and temporal conditions. In particular, an adiabatic coordinate remains constant as long as the time variations for the fields are negligible on the timescale of the corresponding quasi-periodic motion (e.g., Northrop, 1963). That is why the reformulation of trapped particle dynamics in terms of adiabatic coordinates allows for a simplified description of radiation belt dynamics (e.g., Roederer, 2014).
In the absence of significant time variations in the fields, trapped radiation belt particles remain at about the same average equatorial radial distance from the center of the planet. They move along closed surfaces called drift shells. Their kinetic energy is conserved on average. In other words, in the steady state, there is neither net acceleration nor net deceleration occurring in the radiation belts. Energy variation for the trapped radiation belt particles requires time variations of the electric and/or magnetic fields. Since the magnetic force does no work, it is the electric field that exchanges energy with the trapped particles. This electric field may be induced by magnetic field time variations, or it may be due to variations in the electric potential. It is usually assumed that there is no component of the electric field parallel to the magnetic field direction, a good approximation in the inner magnetosphere on timescales longer than the gyro-period. In the DC realm, the electrical conductivity is orders of magnitude greater in the parallel direction of the magnetic field than in the perpendicular direction of the magnetic field so that the parallel conductivity is often approximated to be infinitely high (e.g., Stern, 1977).
2.2.2 Interpreting MeV Electron Flux Enhancements in Terms of Radiation Belt Acceleration
Electron flux enhancements are conventionally viewed as indicative of radiation belt acceleration because radiation belt spectra typically decrease with energy. Thus, the energization of a population of trapped particles is expected to manifest as a flux enhancement. The standard practice is to split the mechanisms driving radiation belt irreversible (i.e., non-adiabatic) acceleration into two categories, depending on the source location of the population that is accelerated:
• The non-adiabatic acceleration is local when the energized population is already present within the drift shell.
• On the other hand, the non-adiabatic acceleration is radial (i.e., considered to be due to radial transport) when the energized population comes from another drift shell (i.e., roughly speaking, when the population was initially drifting at another average equatorial radial distance).
We focus below on the two most favored mechanisms for radiation belt energization, namely: 1) global acceleration via radial transport (Section 2.2.2.1) and 2) local acceleration via resonant interactions with chorus waves (Section 2.2.2.2). That said, many other mechanisms have been proposed over the years (see for instance the review by Friedel et al. (2002) for details).
2.2.2.1 Radial Acceleration and Radial Transport, Assuming Conservation of the First Two Adiabatic Anvariants
Acceleration by radial transport is usually associated with relatively slow field variations, occurring on a timescale longer than the bounce period. This includes ultra-low frequency (ULF) waves in the Pc4 and Pc5 ranges (2–22 mHz, (Jacobs, 1970)), which can be confined in magnetic local time (e.g., Li L. et al., 2017). One of the prevailing assumptions of radial transport mechanisms is that the first two adiabatic coordinates are conserved, as assumed below. That said, other types of radial transport processes have been proposed, and are expected to occur at times (e.g., Ukhorskiy et al., 2011; O’Brien, 2014).
In the following, we detail why acceleration is usually related to inward radial motion, and we illustrate the importance of analyzing radiation belt dynamics in terms of adiabatic coordinates.
.2.2.2.1.1 Energization in a Dipole Field
In the special case of a dipole magnetic field, the association between inward radial transport and acceleration is straightforward. Drift shells are still in space, and they are conveniently labelled by their normalized equatorial radial distance, [image: image] (McIlwain, 1961). In that context, a particle transported from one drift shell to the other is displaced radially and its energy varies.
The relationship between radial transport and kinetic energy variation is straightforward when considering the conservation of the first two adiabatic invariants of the trapped particle. In the case of an equatorially trapped particle, we obtain that: [image: image], which is equivalent to: [image: image] in a dipole field, where [image: image] is the relativistic momentum, [image: image] is the kinetic energy, and [image: image] is the equatorial magnetic field strength. As a result, the amount of kinetic energy variation, [image: image], associated with the radial transport, [image: image], is defined as:
[image: image]
where [image: image] is the Lorentz factor and [image: image] is a function of pitch angle (e.g., Lejosne and Mozer, 2020, Eq. 9). The pitch-angle function is such that [image: image] for equatorial particles. It decreases monotonically with decreasing pitch angle, until reaching a minimum value of [image: image] for field-aligned particles. This means that, for the same amount of radial transport, [image: image], equatorial particles experience the greatest amount of kinetic energy variation, [image: image]. In all cases, Eq. 1 details why inward radial transport ([image: image]) is usually associated with trapped particle energization ([image: image]). It also shows that radial transport is energy dependent: For the same amount of kinetic energy variation, [image: image], the amount of relative radial transport, [image: image], decreases with increasing kinetic energy, [image: image].
.2.2.2.1.2 Energization in a Distorted Field
At times, especially during active times in the Earth’s outer belt, the magnetic field significantly departs from the dipole assumption. In that case, the relationship between inward radial transport and acceleration is more complex than Eq. 1. There is no longer a one-to-one correspondence between drift shell and normalized average equatorial radial distance. The conservation of the first two adiabatic invariants only relates an amount of kinetic energy variation to an amount of magnetic field variation. Thus, an amount of kinetic energy variation does not inform about the amount of radial transport or change of drift shell for the trapped population. In the case of an equatorial particle, the relationship with kinetic energy variation, [image: image], and equatorial magnetic field variation, [image: image], is:
[image: image]
Trapped particles gain energy as they experience regions of higher magnetic field magnitude. Yet, this relationship does not tell us if particles travel from one drift shell to the other, or not. In other words, it does not inform us on the variation of the third adiabatic invariant. In fact, a population can gain kinetic energy and move radially in space while remaining on the same drift shell (i.e., while all three adiabatic invariants remain constant). Hence, “energization by radial motion” does not necessarily mean “violation of the third adiabatic invariant”, because inward or outward radial motion can be fully adiabatic (see also, Lejosne and Kollmann, 2020). Such consideration demonstrates the importance of carefully defining the terms used to describe radiation belt acceleration.
To further illustrate this idea, Figure 2 provides the ([image: image] adiabatic coordinates associated with a population of 1.8 MeV electrons measured by Van Allen Probes A during the geomagnetic storm of 27 February 2014 (e.g., Xiang et al., 2017). The ([image: image] coordinates were introduced by Roederer and Lejosne (2018) to provide a more intuitive quantification of the more commonly used adiabatic coordinates. They correspond to the equatorial radius of the drift shell ([image: image]), to the equatorial pitch angle ([image: image]), and to the kinetic energy ([image: image]) that the trapped 1.8 MeV electrons would have if the distorted magnetic field slowly turned into a dipole field (i.e., on a timescale that is slow enough to guarantee conservation of all three adiabatic coordinates). In the case of Figure 2, the quantities were computed assuming that the magnetic field is described by the model of Tsyganenko and Sitnov (2005). The spacecraft location and magnetic activity indices required by the magnetic field model were updated every 5 min. There is a small pocket of 1.8 MeV near-equatorial electrons with [image: image] > 3 MeV at [image: image] measured by Van Allen probes A around 19:40 UT, when the spacecraft is at [image: image]. This means that, if no other processes occurred besides a slow magnetic field dipolarization (i.e., occurring on a timescale slower than their 10-min drift period), these trapped particles would be transported inward, from their current location in the compressed magnetic field, at [image: image], down to an equatorial altitude of 4.4 Earth radii, moving inward by 1.1 Earth radii while maintaining all three adiabatic coordinates constant (including [image: image]). They would become >3 MeV electrons: a >1.2 MeV energy gain that represents more than 65% of their initial kinetic energy. This amount of kinetic energy variation is altered by non-adiabatic effects that occur when field variations take place on a shorter timescale (<10 min). In short, it is important to take into account fully adiabatic processes when discussing trapped particle acceleration during active times in the Earth’s outer belt (see also, Dessler and Karplus 1961; Kim and Chan 1997).
[image: Figure 2]FIGURE 2 | The adiabatic coordinates ([image: image] associated with a 1.8 MeV electron population measured by Van Allen probes A on the dayside during the 27 February 2014 event, as a function of the time of the measurement and for different equatorial pitch angles, [image: image]. From (Roederer and Lejosne, 2018).
During data analysis, the component of radiation belt energization that is due to fully adiabatic processes (i.e., processes conserving all three adiabatic invariants) is the first component to be isolated by converting flux measurements into phase space density (PSD) parameterized in terms of adiabatic coordinates. The remaining dynamics result from processes that violate at least one adiabatic coordinate. Figure 3, from Jaynes et al. (2018), illustrates how mapping measured fluxes into adiabatic space provides a significantly different picture of radiation belt dynamics.
[image: Figure 3]FIGURE 3 | (left) Time evolution of the 6.3 MeV electron flux as a function of the normalized equatorial radial distance, [image: image], from 17 March 2015 to 26 March 2015; (right) Time evolution of the phase space density (PSD) of near equatorial electrons as a function of the [image: image] coordinate (for a first adiabatic invariant set to 10,000 MeV/G). From Jaynes et al. (2018).
In this context, the correlation between the state of the Earth’s outer belt and solar wind properties, as well as geomagnetic activity (Section 2.1.2) was revisited and quantified in terms of electron PSD and PSD dynamics (Zhao et al., 2017). In particular, electron PSD enhancements were shown to correlate well with the AL index, strengthening the role played by substorms in radiation belt acceleration.
.2.2.2.1.3 Radial Transport, From One Drift Shell to Another
Defining radial transport as a motion from one drift shell to another, i.e., from one [image: image] coordinate to the other, allows us to disentangle adiabatic from non-adiabatic energization processes. The motion of a trapped particle from one drift shell to the other is associated with a violation (i.e., time variation) of its third adiabatic coordinate. The violation of a population’s third adiabatic coordinate requires that 1) the time variations of the field occur on a timescale that is relatively short with respect to the drift period, and that 2) the time variations are asymmetric, i.e., that they vary with magnetic local time (e.g., Northrop, 1963). A detailed discussion of this process is provided in the review by Lejosne and Kollmann (2020), together with a derivation of the expression for the instantaneous rate of change of [image: image].
When discussing radial transport from one drift shell to the other in the context of radiation belt acceleration, the focus is on two main regimes:
1) A coherent, sudden and significant variation of the third adiabatic coordinate, as in the case of a shock-induced acceleration associated with an injection or a drift resonant interaction, with an immediately significant effect on trapped particle dynamics (Li X. et al., 1993; Zong et al., 2009; Schiller et al., 2016; Hudson et al., 2017; Hao et al., 2019), or;
2) Many small uncorrelated variations in [image: image], with a cumulative effect that becomes progressively significant for the trapped particle dynamics. This effect is conventionally assumed to be diffusive on sufficiently long timescales (e.g., Ukhorskiy and Sitnov, 2012). The magnitude of this radial diffusion process, i.e., the diffusion coefficient, [image: image], is defined as:
[image: image]
where the operator [image: image] is the average over all magnetic local time sectors, and over many events (i.e., over many drift periods), and [image: image] corresponds to the total variation in [image: image] after a time interval, [image: image]. In theory, [image: image] grows linearly with time once the time interval [image: image] is greater than the autocorrelation time for the variations of the field. As a result, [image: image] is independent of the choice of [image: image] under this regime of normal diffusion.
These two regimes correspond to 1) non-linear and 2) quasi-linear descriptions of the large-scale wave-particle interactions.
Regardless of the type of radial transport process considered (fully adiabatic radial motion, rapid transport from one drift shell to the other, or slow diffusion from drift shell to drift shell), the amount of energy variation remains constrained by the conservation of at least the first two adiabatic coordinates. In the 1990s, it was suggested that fluxes of 20–200 keV electrons in the solar wind were insufficient to account for fluxes of MeV electrons measured in the Earth’s outer belt, assuming that these electrons were simply transported radially inward (e.g., Li X. et al., 1997). While this finding was later questioned (e.g., Turner et al., 2021), it highlighted the need for an additional acceleration process at the time, and local acceleration by chorus waves was brought forward (e.g., Thorne, 2010).
2.2.2.2 Local Acceleration Associated With the Violation of the First Adiabatic Invariant
The other dominant mechanism for the acceleration of energetic (≳100 keV) electrons is resonant interactions with very low frequency (VLF) whistler-mode chorus waves outside the plasmasphere (e.g., Horne and Thorne, 1998; Summers et al., 1998; see also the reviews by: Bortnik et al., 2016; Koskinen and Kilpua, 2022). Chorus waves are naturally occurring electromagnetic emissions, commonly found in the Earth’s radiation belt region. Plasma sheet electrons supplied to the inner magnetosphere during geomagnetically active times are unstable to the generation of whistler-mode chorus waves (e.g., Kennel and Thorne, 1967). The chorus emissions grow from thermal noise with a linear rate driven by the anisotropic distribution of these injected electrons, whose perpendicular temperature is greater than their parallel temperature (Kennel and Petschek, 1967). The path-integrated gain is sufficient to raise wave amplitudes to nonlinear levels (Li W. et al., 2007) where nonlinear trapping of electrons takes place (Nunn et al., 2003). Omura and Summers (2004) showed that chorus waves then ultimately grow non-linearly to a saturation level. As chorus waves propagate, they can interact resonantly with energetic electrons.
A resonance occurs when the Doppler-shifted wave frequency matches a multiple of the cyclotron frequency of an energetic electron moving through the wave packet, i.e., when:
[image: image]
where [image: image] is the frequency of a single wave, [image: image] is an integer ([image: image]), [image: image] is the magnitude of the electron gyrofrequency retaining the sign of the electron charge, [image: image] is the wave vector, and [image: image] is the electron velocity, where the parallel suffix indicates the direction parallel to the background magnetic field. The case of [image: image] corresponds to the Landau resonance where [image: image], and can arise when the chorus waves have an electric field component parallel to the background magnetic field, i.e., a non-zero wave normal angle. The cases [image: image] correspond to Doppler shifted cyclotron resonances. Here, in the frame of reference of the electron moving along the magnetic field, the wave frequency is Doppler shifted to the electron’s cyclotron frequency and the electron experiences an electric field rotating at [image: image] times its rate of gyration. The electron is then accelerated or decelerated by this electric field depending on the phase of the wave in relation to the electron’s gyration phase. Whistler waves have frequencies below the electron cyclotron frequency, and so, in the case of a chorus wave propagating along the magnetic field, the frequency must be Doppler shifted up in order to achieve an [image: image] resonance with electrons. In the case of relativistic particles, where [image: image], a smaller upwards Doppler shift is necessary for resonance than in the case of non-relativistic particles. The negative sign on the left-hand side of Eq. 4 then needs to become positive, which can be achieved when [image: image] and [image: image] have different signs and, therefore, the waves resonate with electrons traveling in the opposite direction. Resonances where [image: image] take place for obliquely propagating waves as the wave field is then elliptically polarized, constructed from left- and right-handed wave components. In the non-relativistic case, γ = 1, and we can solve Eq. 4 to obtain the parallel velocity of an electron in Doppler-shifted cyclotron resonance with the wave. As relativistic effects become important, the perpendicular component of the electron velocity, [image: image], is introduced to the resonance condition via γ and a semi-ellipse in [image: image] and [image: image] space defines the resonant velocities, constraining the resonant electron energies.
In case of resonance, the wave phase velocity, [image: image], and the components of the particle’s velocity perpendicular and parallel to the ambient magnetic field, [image: image] and [image: image], respectively, become linked. This relationship allows for efficient energy exchange between the wave and the electron. Gendrin (1981) showed that, for small amplitude waves, the kinetic energy of the electron is conserved in the reference frame of the wave. Transforming back to the lab reference frame in the non-relativistic case:
[image: image]
and the electron can gain or lose energy to the monochromatic wave, potentially changing both the pitch angle and energy of the electron. For the interested reader, the relativistic case is shown by Summers et al. (1998). As [image: image] (and for the relativistic case [image: image]) changes, the phase velocity, and therefore the frequency of the wave that the electron resonantly interacts with, also changes in accordance with the resonance condition.
In practice, chorus waves are not monochromatic, i.e., they have a band width. For each wave frequency, Eq. 5 defines a circle (or in the relativistic case, an ellipse) in [image: image] and [image: image] space known as a single wave characteristic. The single wave characteristics cross the resonance condition in velocity space. Thus, a diffusion curve is defined in [image: image] and [image: image], every point of which is tangential to some single wave characteristic, corresponding to a particular wave frequency. As mentioned above, electrons in Doppler-shifted cyclotron resonance can be accelerated or decelerated by the chorus wave according to the angle between the wave’s magnetic field and the instantaneous perpendicular velocity of the electron. As such, electrons move randomly up or down single wave characteristics and the net behavior is in the direction of the decreasing particle distribution function along the single wave characteristic. A series of resonant interactions with chorus waves covering a range of frequencies then results in a net change of the particle’s energy and pitch angle. The usual assumption is that each wave-particle interaction results in a small perturbation of the particles’ characteristics. In that case, the cumulative effect of many interactions between chorus waves and radiation belt electrons is diffusive in energy and pitch angle.
When introducing more realistic conditions, including large amplitude waves, significant variations in energy and pitch angle can occur during a single interaction, and non-linear behaviors need to be considered (e.g., Bortnik et al., 2016). Theoretical analysis and test particle simulations have enabled detailed descriptions of the microphysics of chorus wave-particle interactions (e.g., Omura, 2021). They have shown how energetic electrons phase-trapped in coherent whistler waves can gain significant amount of energy over very short timescales (e.g. Albert, 2002). In particular, they have highlighted effective electron energization mechanisms, such as the relativistic turning acceleration of radiation belt electrons by chorus waves of sufficiently large amplitude (Omura et al., 2007), combined with ultra-relativistic acceleration interactions (Summers and Omura, 2007; Omura et al., 2015). Effective acceleration can occur through successive nonlinear trappings by consecutive multiple sub packets of a chorus wave element (Hiraga and Omura, 2020).
As a result, there is a dichotomy similar to what exists for radial transport modeling when it comes to describing local acceleration associated with the violation of the first adiabatic invariant in the radiation belts:
1) A non-linear framework, which can detail coherent, sudden and significant variations of the trapped electrons’ energy and pitch angle via phase-trapping with realistic chorus wave models, and;
2) A quasi-linear model, where many small uncorrelated variations in pitch angle and energy have a cumulative effect that becomes progressively significant for the trapped particle dynamics, and that is assumed to be diffusive on sufficiently long timescales.
2.3 Modeling Framework to Quantify and Compare the Effects of Local and Radial Acceleration on Radiation Belt Dynamics
In order to quantify the effects of local and radial acceleration, and to put them into context, it is necessary to choose a global framework in which to model radiation belt dynamics. Here, it is important to realize that modeling implies trading off accuracy against practicality. A limit to the level of accuracy achievable by a radiation belt model is a potential limit to the level of accuracy with which the effects of local and radial acceleration can be quantified. Thus, it is important to keep in mind the set of assumptions underlying a radiation belt model and to remember the scope of the modeling framework. The formalism adopted by most radiation belt models (Section 2.3.1) as well as the limits to its accuracy (Section 2.3.2) are summarized below.
2.3.1 The Fokker-Planck Formalism, a Convenient Approximation for Radiation Belt Models
A detailed and accurate modeling of radiation belt particle dynamics is nothing short of impossible: It would require a complete and highly accurate specification of the spatial and temporal variations of the electromagnetic fields on a multiplicity of spatio-temporal scales—from the drift-scale down to the gyro-scale. Particle-in-cell simulations allow for self-consistent interactions between particles and wave fields to be simulated, however computational requirements are high and only small spatial scales and time periods can be modelled this way (e.g., Camporeale, 2015; Allanson et al., 2019). Even when the fields are specified by numerical models (e.g., MHD fields), injecting test particles to simulate radiation belt dynamics remains cumbersome. This impossibility calls for necessary tradeoffs. A powerful way to reduce the number of variables to handle is the use of the adiabatic theory of magnetically trapped particles (Section 2.2.1). Adiabatic theory “provides correct answers only as long as we don’t look too close and are not expecting too detailed information” (Roederer and Zhang, 2014). To account for uncertainties in electromagnetic field dynamics, we leverage probability theory, in particular the Fokker-Planck formalism. This formalism accounts for uncertainty by assuming random changes in the variables, relating average characteristics of the electromagnetic fields to average properties of the radiation belt dynamics. It is these tools (Fokker-Planck equation and adiabatic invariant theory) that have been successfully combined for more than 25 years (Beutier and Boscher, 1995) to facilitate operational radiation belt modeling. In particular, these simplifications allow for radiation belt simulations over long time intervals (months to years) (e.g., Glauert et al., 2018).
Specifically, most physics-based radiation belt models consist of solving a Fokker-Planck equation reduced to a diffusion equation, with the objective of providing an approximate description for the time evolution of the radiation belts:
[image: image]
where [image: image] is the drift-averaged particle distribution function, [image: image] are the action variables, proportional to the adiabatic coordinates, and [image: image] are the drift-averaged diffusion coefficients (e.g., Schulz and Lanzerotti, 1974). The “[image: image]” and “[image: image]” terms account for other non-diffusive processes affecting the distribution function. In practice, diffusion in terms of action variables is often reformulated in different coordinate systems. In particular, diffusion in terms of pitch angle, energy and [image: image] is often preferred. Thus, diverse reformulations of the same Eq. 6 exist.
Defining realistic boundary conditions and performing model-observation comparisons require relating the variables of Eq. 6 to measurable quantities. On one hand, it is straightforward to relate the trapped particle distribution in phase space (i.e., the phase space density, PSD) to experimental data: PSD is proportional to the directional differential flux, a measurable quantity (e.g., Roederer, 1970, p.93). On the other hand, defining the adiabatic coordinates cannot be done relying solely on experimental data. Indeed, since the adiabatic coordinates are:
1) [image: image], where [image: image] is the particle rest mass.
2) [image: image], where the integral goes over the full bounce motion along the magnetic field line, and
3) [image: image], where [image: image] is the magnetic potential vector and [image: image] is the instantaneous drift contour delimiting the drift shell,
Quantifying the adiabatic coordinates of MeV populations associated with a PSD sample requires information on the instantaneous magnetic field topology along the full drift contour. This means working with a magnetic field model. In addition, the adiabatic coordinates of a measurement can be undefined under certain conditions, as in the case in the presence of open drift shells—where particles are lost before completing a full drift around the Earth. This is a spatial limit to the scope of the model and outer boundary specification (e.g., Albert et al., 2018).
2.3.2 Limits to the Diffusion-Driven Radiation Belt Model
Diffusion-driven radiation belt models solving Eq. 6 are thought to work best for very high energy particles (e.g., Fok, 2020). That said, they remain limited in several ways, as discussed below.
First, Eq. 6 assumes that radiation belt dynamics are mainly due to physical processes whose overall effects can be encapsulated by diffusion coefficients. In other words, according to Eq. 6, radiation belt dynamics are primarily due to many very small, uncorrelated, time-stationary field fluctuations, resulting in many very small ([image: image], uncorrelated, perturbations of the trapped particle dynamics, akin to random walks in phase space at all scales—from the drift-scale down to the gyro-scale. In this diffusive picture, the scattering of a population of particles with the same initial characteristics increases linearly with time in phase space. This concept is illustrated in Figure 4 in the case of pitch angle diffusion.
[image: Figure 4]FIGURE 4 | A long-run simulation of 24 electrons experiencing cumulative linear scattering interactions, resulting in quasilinear diffusive behavior. (A) Change in equatorial pitch angle of all particles as a function of time. (B) The variance of all particles equatorial pitch angles increases linearly as a function of time, consistent with diffusive scattering. The rate of change of the variance yields the pitch angle diffusion coefficient, [image: image]. Adapted from Bortnik et al. (2016).
The postulate of a regime that is mainly diffusive also means that Eq. 6 is ill-suited at times when particle dynamics are coherent, in particular at times when significant particle injections occur, and at times when large amplitude waves result in non-diffusive regimes (e.g., nonlinear phase bunching, phase trapping) (e.g., Riley and Wolf, 1992; Albert, 2002; Bortnik et al., 2008; Ukhorskiy et al., 2009; Omura et al., 2015).
Second, Eq. 6 cannot resolve radiation belt dynamics on a timescale shorter than that of drift phase mixing. The dynamics of the PSD described by Eq. 6 are drift-averaged. As a result, all equation variables are independent of magnetic local time by design. This means, for instance, that radiation belt drift echoes (e.g., Lanzerotti et al., 1967) cannot be reproduced using Eq. 6. That is also why this framework cannot reproduce shock-injections during sudden storm commencements for instance. In this case, the modelling efforts favor test particle simulations (e.g., Li X. et al., 1993; Hudson et al., 1997: Kress et al., 2007: Hudson et al., 2017).
3 ACCELERATION IN THE RADIATION BELTS: AN EVOLVING PICTURE
Keeping the observational (Section 2.1) and theoretical (Sections 2.2, 2.3) context in mind, this section describes how the picture of radiation belt acceleration has evolved over the past 25 years, from an emphasis on radial diffusion (Section 3.1.1) to a paradigm shift underscoring the role of local acceleration in the radiation belts (Section 3.1.2). At the outer planets, a consensus is still pending, as detailed in Section 3.2. Unambiguously solving this puzzle remains a challenge, discussed in Section 3.3.
3.1 From the Importance of Radial Diffusion to the Importance of Local Wave Particle Interactions in the Earth’s Radiation Belts
Radial diffusion from an external source towards the planet was originally thought to be the main mechanism for radiation belt acceleration (e.g., Fälthammar, 1965). When modeling relied on a radial diffusion equation including electron lifetimes, shortcomings in model-data comparisons highlighted a need for improvement. As a result, the role of local acceleration was brought forward (e.g., Horne and Thorne, 1998; Green and Kivelson, 2004; Horne et al., 2005; Koller et al., 2007; Reeves et al., 2013). This was supported in particular by observations of a growing peak in the radial PSD profile of the most energetic electrons of the Earth’s outer belt, derived from measurements made during the recovery phase of geomagnetic storms (e.g., Brautigam and Albert, 2000; Iles et al., 2006). These points are detailed in this Section 3.1.
3.1.1 From Radiation Belt Modeling Based on the Normal Diffusion Equation
A first version of Eq. 6 focuses on the effects of 1) radial diffusion and 2) losses due to pitch angle scattering into the loss cone, meaning finite electron lifetimes:
[image: image]
where [image: image] stands for [image: image], inversely proportional to the third adiabatic coordinate, [image: image] is the radial diffusion coefficient, and [image: image] is the electron lifetime resulting from the combined effect of the pitch angle scattering induced by different waves.
The use of the master Eq. 7 to describe radiation belt dynamics constrains the range of possible time variations for the modeled PSD. Indeed, following Fick’s first law of diffusion, the net “current” of particles that flow through a unit area of drift shell per unit of time, i.e., the diffusion flux, is (e.g., Walt, 1994):
[image: image]
This means that radial diffusion acts to smooth the PSD radial profile. In other words, radial diffusion decreases peaks and increases valleys present in the PSD radial profile. An illustration is provided in Figure 5, in the case of a 1D diffusion equation in the absence of loss.
[image: Figure 5]FIGURE 5 | Time evolution of a PSD described by a normal radial diffusion equation (from Green and Kivelson, 2004).
[image: image] contains all the information on the physical processes that drive cross drift shell motion, i.e., it quantifies the efficiency of the radial diffusion process, and it directly relates to the field dynamics. Yet, the magnitude of [image: image] alone is not enough to determine how much radial diffusion affects radiation belt dynamics. Indeed, it is the [image: image] quantity, i.e., [image: image] (Eq. 8), that determines the manifestation of the diffusion process – that is, it is this quantity that drives the PSD time variations, [image: image] (Eq. 7). Thus, if the PSD radial gradient, [image: image], is significant, the effect of radial diffusion may appear significant, even if the magnitude of the radial diffusion coefficient [image: image] is relatively small (as is the case at very low L shells in the Earth’s inner radiation belt for instance). Conversely, if the PSD radial gradient is relatively small, radial diffusion may appear unimportant for the dynamics of this region of the belts, regardless of the magnitude of the radial diffusion coefficient. This reasoning applies to all diffusion modes. It demonstrates the importance of taking into account PSD gradients when comparing the effects of various diffusion processes (i.e., various waves) on the time evolution of the PSD. This also highlights the difficulty of directly relating measured wave power to PSD and/or flux variations (e.g., Simms et al., 2021).
Solving Eq. 7 for the PSD, [image: image], requires characterizing the radial diffusion coefficient, [image: image], the electron lifetime, [image: image], and setting boundary conditions. Different studies choose different settings. The time-varying coefficients, [image: image], are often provided by an empirical law for electromagnetic radial diffusion, such as defined by Brautigam and Albert (2000) for example based on a combination of in situ and ground-based measurements of time-varying magnetic fields parametrized by a geomagnetic activity index (Kp). More recent data sets have used both ground-based and in situ magnetic and electric field measurements to infer DLL (Ozeke et al., 2014a; Liu et al., 2016; Ali et al., 2016; Sandhu et al., 2021). Radial diffusion coefficients can also be determined from solar wind measurements (e.g., Li X. et al., 2001; Lejosne, 2020) or MHD test-particle simulations (Tu et al., 2012; Li Z. et al., 2017). The electron lifetime is usually parameterized based on plasmapause location and magnetic activity (e.g., Orlova et al., 2016). In all cases, the solution of the standard diffusion equation (Eq. 7) displays much of the variability of the Earth’s outer belt on long timescales (months to years) (e.g., Li X. et al., 2001; Shprits et al., 2005; Chu et al., 2010; Ozeke et al., 2014b; Drozdov et al., 2015, 2017). In particular, it describes radiation belt dynamics well during geomagnetically quiet times (e.g., Selesnick et al., 1997; Su et al., 2015; Ripoll et al., 2019).
However, model-observation comparisons can also present notable discrepancies, in particular for MeV electron fluxes during the recovery phase of magnetic storms (e.g., Brautigam and Albert, 2000; Shprits et al., 2005; Shprits et al., 2007a; Ozeke et al., 2020). Specifically, the development of a peak in the PSD radial profile of the outer belt has been put forward as evidence of the effect of an additional local acceleration mechanism (e.g., Miyoshi et al., 2003; Chen et al., 2007; Reeves et al., 2013): It is contrary to what is expected from radiation belt dynamics driven primarily by radial diffusion (Figure 5). A growing local peak in the PSD radial profile appears to be a common feature of PSD enhancement events—at least for near-equatorial particles with a first adiabatic coordinate that corresponds to ∼1 MeV at L = 5. Indeed, based on four years of flux measurements from Time History and Events of Macroscale Interactions during Substorms (THEMIS) and Van Allen Probes converted into PSD, 70 out of 80 observed enhancement events presented a growing peak (Boyd et al., 2018). The geomagnetic conditions for a growing peak are variable: 38 out of 70 occurred during moderate or strong storms, while 32 occurred during small storm or non-storm times (i.e., with a Dst index no less than −50 nT). In all cases, the location of the local peak in the PSD radial profile was shown to be outside of the plasmasphere, about 1.25 Earth radius away from the plasmapause location on average.
3.1.2 To the Current State of the Art
When the effect of chorus waves on radiation belt dynamics is included as an additional source term in the Fokker-Planck equation (e.g., Tu et al., 2009; Xiang et al., 2021), or, more commonly as additional diffusion terms (e.g., Varotsou et al., 2005; Glauert et al., 2018), the quality of radiation belt modeling improves: Simulations yield a peak in the PSD radial profile, in reasonable agreement with observations (e.g., Shprits et al., 2008; Subbotin et al., 2010; Thorne et al., 2013; Ma et al., 2018; Wang and Shprits, 2019).
This apparent improvement in radiation belt modeling leads to the “two-step” picture for the acceleration to relativistic and ultra-relativistic energies in the outer radiation belt, in which both local and radial processes contribute to MeV electron production. This mechanism is well supported by both case studies (e.g., Jaynes et al., 2015; Zhao et al., 2018) and statistical analysis (e.g., Zhao et al., 2019b). It works as follows: First, the injection of source (tens of keV) and seed (hundreds of keV) electrons during substorms lead to whistler mode chorus wave generation and subsequent acceleration of the seed population to relativistic, and potentially ultra-relativistic (Allison et al., 2021), energies via local wave-particle interactions (e.g., Meredith et al., 2002), on a relatively rapid timescale. An illustration of this concept is provided in Figure 6 (Jaynes et al., 2015). Meanwhile, radial diffusion progressively redistributes the newly created MeV population, smoothing out the PSD radial profile and providing additional energy to the MeV particles transported inward.
[image: Figure 6]FIGURE 6 | Sequence for MeV acceleration by chorus waves in the Earth’s outer radiation belt (from Jaynes et al., 2015).
In summary, the picture of electron radiation belt acceleration has evolved over time in response to measurements from new missions in the Earth’s inner magnetosphere, most notably thanks to the NASA Combined Release and Radiation Effects Satellite (CRRES) in the 1990s and most recently, the NASA THEMIS and the Van Allen Probes. In comparison, the magnetospheres of the outer planets are lacking data to differentiate between the leading processes for electron radiation belt acceleration, as summarized below.
3.2 Differentiating Between the Leading Processes for Electron Radiation Belt Acceleration at the Outer Planets
The magnetospheres of the four strongly magnetized outer planets (Jupiter, Saturn, Uranus, and Neptune) are hosts to electron radiation belts that display considerable differences from those of the Earth, namely energetic electron distributions that permanently extend to energies in excess of 70 MeV at Jupiter or 20 MeV at Saturn (Bolton et al., 2002; Kollmann et al., 2011). In addition, there is a large diversity of acceleration modes not resolved in the terrestrial geospace, largely due to those planets’ strong magnetic fields, fast rotation, and large amounts of neutral material within their volume (Roussos and Kollmann, 2021). A consensus on the role of adiabatic against local electron acceleration at the outer planets is thus still pending, especially since the challenges in measuring comprehensively these systems are even higher than at Earth (Roussos et al., 2018b).
Specifically, almost all in-situ energetic electron observations at the outer planet radiation belts are single point measurements. This means that crossings of the radiation belts occur typically between several days to few weeks after the seed electron population in the middle and outer magnetosphere and/or the solar wind has been sampled. Several methods that offer an indirect, quasi-regular monitoring of the seed regions (Tsuchiya et al., 2011; Murakami et al., 2016; Roussos et al., 2018a; Han et al., 2018; Bradley et al., 2020) reveal correlated appearances of MeV electron radiation belt transients at Jupiter and Saturn in response to episodic events in the outer magnetosphere, originating from internally-driven dynamics, or in the solar wind (Tsuchiya et al., 2011; Roussos et al., 2018b; Yuan et al., 2020). Such correlations alone, however, have proven insufficient to attribute the generation of transient populations to local or adiabatic acceleration. Another constraint derives from the difficulty to obtain energy-resolved measurements at all outer planets for electrons above ∼1 MeV. As a consequence, available PSD electron profiles are largely limited to the sub-relativistic range (Kollmann et al., 2011; Ma et al., 2018), with only few exceptions where estimates of the macroscopic characteristics of electron spectra into the ultra-relativistic range (e.g., spectral slope) have been determined (e.g., Selesnick et al., 1997; Mihalov et al., 2000; Kollmann et al., 2018; Garrett and Jun 2021).
Despite the limitations, significant progress has been achieved in understanding electron acceleration at the outer planets, particularly at Jupiter and Saturn, thanks to extensive observations by the Galileo, Juno, and Cassini orbiters. Long-term imaging of the Jovian radiation belts in radio wavelengths also provides key evidence (de Pater and Goertz. 1990; Bolton et al., 2002). On average, adiabatic radial inward transport is important at the outer extension of both Jupiter’s (L > 10) and Saturn’s (3.5 < L < 10) electron belts (Kollmann et al., 2011, 2018; Roussos et al., 2018b; Ma et al., 2018; Sun et al., 2019, 2021; Paranicas et al., 2020; Yuan et al., 2021). This picture emerges either from mapping both the steady-state configuration of each electron belt, or by observing the temporal evolution of their perturbed states (e.g., Roussos et al., 2010). Radial transport can occur in various modes and be triggered by a variety of processes, such as ULF waves (Van Allen et al., 1980; Roussos et al., 2007), centrifugal interchange instability (Thorne et al., 1997; Mauk et al., 2005), transport by variable, large scale coherent plasma flows (Hao et al., 2020), or even solar wind transients.
The potential for local acceleration in the outer electron belt regions by whistler-mode chorus waves has been explored mostly through simulations (Shprits et al., 2012; Woodfield et al., 2014, 2019), but observationally, the case of important or even dominant contributions by local heating is even stronger for the innermost portion of the electron belts. The strong magnetic field and the low plasma densities in the inner jovian and saturnian magnetospheres generate an environment that is conducive to a continuous relativistic electron acceleration by Z-mode waves (Woodfield et al., 2018). Support for this case exists particularly for Saturn, in the form of butterfly pitch angle distributions (Yuan et al., 2021), and by simulations for Jupiter (Nénon et al., 2017). Even if local acceleration may be dominant at low L-shells, observations at both Jupiter and Saturn indicate that adiabatic transport is still a non-negligible regulator of the belts’ state and dynamics. Episodes of strong electron enhancements in Jupiter’s synchrotron belts have been attributed to periods of amplified radial diffusion rates (Miyoshi et al., 2000; Tsuchiya et al., 2011), triggered by periods of solar UV heating of the planet’s thermosphere. These and many other observations (e.g., Louarn et al., 2014, 2016), indicate that the interplay between local and adiabatic heating at the outer planet electron belts likely changes with time and across a variety of temporal and spatial scales. Finally, local acceleration may also be important in generating the seed electron population of the radiation belts at Jupiter and Saturn. Impulsive injections of (ultra)relativistic electrons have been observed in the outer magnetospheres of both planets (Simpson et al., 1992; Mauk et al., 2005; Roussos et al., 2016; Palmaerts et al., 2016; Clark et al., 2017), but neither the acceleration process nor the fate of these electrons is yet fully resolved.
3.3 Solving the Radiation Belt dynamic Puzzle: A Multi-Faceted Challenge
While the role played by whistler-mode chorus waves in radiation belt acceleration is now well accepted at Earth, defining its relative importance remains controversial. In other words, we still do not know the percentage of radiation belt acceleration due to local acceleration via chorus wave-particle interactions. In the following, we highlight some of the major challenges to remove ambiguities and answer this question.
3.3.1 A Time-Varying Puzzle
First, the overall radiation belt dynamics result from concurrent processes that can influence each other and whose individual contributions are difficult to evaluate and time-varying (e.g., Tu et al., 2009; Xiang et al., 2021). Thus, any uncertainty in the magnitude of a source or loss process leads to other uncertainties in the magnitude of other processes.
In this context, it is also critical to quantify the losses that contribute to the “[image: image]” term in Eq. 6 to fully understand acceleration events. Losses can be created internally via wave-particle pitch-angle scattering or ULF wave effects, resulting in atmospheric precipitation, or at the outer boundary of the magnetosphere, a process known as magnetopause shadowing (Turner et al., 2012), resulting in losses to the interplanetary medium. Radiation belt electrons are susceptible to pitch-angle scattering by three main wave modes: broadband VLF hiss, electromagnetic ion cyclotron (EMIC) waves, and coherent VLF chorus (Thorne et al., 2005). Hiss losses are most relevant within the dense plasmasphere region where hiss can persist (Thorne et al., 1979), although this loss mechanism becomes less important during active times when the plasmapause location can move inward on short timescales (Goldstein et al., 2005). When this happens, the particle distribution that was within the plasmasphere is suddenly outside and susceptible to other loss or acceleration processes. Electron lifetimes within the plasmasphere have been estimated using both theoretical and observational techniques (Jaynes et al., 2014; Orlova et al., 2014; Claudepierre et al., 2020). Hiss-driven loss is considered to be a slower, steady loss rather than an impulsive event. On the other hand, EMIC waves can cause intense, sudden scattering that manifests as localized depletions, and are thought to be a primary loss factor of relativistic and ultra-relativistic electrons in the heart of the outer radiation belts (Drozdov et al., 2021b). VLF chorus waves also scatter outer belt electrons efficiently, particularly in the ring current energy range (Shprits et al., 2007b). Microbursts, trains of which may be created by quasi-periodic chorus waves typically seen in the outer radiation belt, can cause relativistic losses in concert with lower energy loss due to wave propagation to higher latitudes (Miyoshi et al., 2020). Relativistic losses can also be contributed by the phenomenon referred to as dusk-side relativistic electron precipitation (Comess et al., 2013), which are driven by both microburst events and non-microburst events. Microburst trains may be long-lasting, as evidenced by their connection to pulsating aurora which can be long-duration and widespread (Jones et al., 2013), and therefore may be a significant loss process for relativistic outer belt electrons. Finally, ULF waves have been implicated in energetic electron losses through a mechanism by which the radial oscillatory motion causes a lowering of the mirror point in a modulated manner (Brito et al., 2012). Taken together, these effects contribute to a net loss term in the characterization of the outer radiation belt system, and must be accounted for in order to accurately quantify the acceleration terms.
In addition, an accurate determination of the location of the last closed drift shell is an important parameter to include in Earth’s radiation belt modeling as it contributes to radiation belt losses during active times. Yet it requires assuming an instantaneous magnetic field topology, including the magnetopause location (e.g., Albert et al., 2018; Olifer et al., 2018; Staples et al., 2020), and the accuracy of such assumption is hard to quantify. In addition, diffusion coefficients require knowledge of instantaneous field variations and plasma conditions all along the trapped particles’ drift shell, including plasmapause location (e.g., Malaspina et al., 2016, 2020; Wang et al., 2020). For the energy diffusion coefficient, this means knowing the chorus wave spectral intensity, amplitude, and plasma density at all magnetic local times over the drift shell in real time (Thorne et al., 2013; Allison et al., 2021). For the radial diffusion coefficient, this means knowing instantaneous electric and magnetic field variations all along the drift contour (e.g., Lejosne and Kollmann, 2020). Thus, assumptions need to be made, and averaged conditions are usually preferred. As a result, diffusion coefficients are often parameterized in terms of magnetic activity indices, smoothing out estimated errors as well as natural variability (e.g., Watt et al., 2017). Yet, the need for “event-specific” diffusion coefficients is now well recognized (e.g., Tu et al., 2009) and efforts have been made to provide such information (Tu et al., 2012; Li Z. et al., 2017; Lejosne, 2020; Ozeke et al., 2020).
That said, converting measurements into inputs to the 3D Fokker-Planck equation means complying with the presupposed diffusion framework (Section 2.3), an increasingly complicated task as data resolution improves.
3.3.2 Challenging the Applicability of Our Current Radiation Belt Master Equation: A Local Peak in the PSD Radial Profile is not Conclusive Evidence for Local Acceleration
Most counter-arguments to local acceleration as the prevailing radiation belt acceleration mechanism challenge the interpretation of experimental data resulting in a peak in the PSD radial profile. These counter-arguments boil down to two main reasons.
The first is technical: Mapping measurements into phase space requires assuming a magnetic field model, whose real-time accuracy is difficult to quantify (see also the review by Green (2006) for methods to obtain PSD estimates). Let us also mention that the DC and low frequency electric fields can affect the dynamics of source and seed particles (tens to hundreds of keV): They can distort trapped particle drift shells, thereby modifying their third adiabatic coordinate L*. While this effect has been observed and studied for tens to hundreds of keV electrons in the Earth’s inner belt (e.g., Selesnick et al., 2016; Lejosne et al., 2021), drift shell distortion by large-scale electric fields is reasonably omitted when it comes to defining the adiabatic coordinates of MeV particles in the Earth’s outer radiation belt. Even when so, the conversion of experimental data into phase space density (PSD) parameterized by adiabatic coordinates remains a pitfall (e.g., Selesnick and Blake, 2000; Green and Kivelson, 2004). In particular, errors in magnetic field models can lead to the apparition of an artificial peak in the PSD radial profile, which vanishes when a realistic magnetic field model is used (e.g., Loridan et al., 2019). In addition, transient PSD peaks can also be spatio-temporal artifacts that disappear when leveraging multipoint measurements (e.g., Olifer et al., 2021). One way to test magnetic field model accuracy is to compare magnetic field model outputs and in-situ magnetic field measurements when available (e.g., Ozeke et al., 2019). In addition, the detection of a growing local peak requires observations during the acceleration process. Yet, the time resolution of in-situ measurements is constrained by spacecraft orbit period or revisit time.
The second reason is physical: Radial transport dynamics can also generate a local peak in the PSD radial profile (e.g., Ukhorskiy et al., 2006; Degeling et al., 2008), thereby further questioning the appropriateness of summarizing radial transport in terms of a diffusion process in the radiation belt master equation (Eq. 7) (e.g., Elkington et al., 1999; Kress et al., 2012, Figure 7).
[image: Figure 7]FIGURE 7 | Time evolution of a normalized distribution function, [image: image], during a test particle simulation including 10,000 equatorial guiding centers injected in electric and magnetic fields provided by the Lyon-Fedder-Mobarry (LFM) global MHD simulation code (Lyon et al., 2004) during a 10 h time interval (3 January 2003) with “nothing unusual” (solar wind speed [image: image], density [image: image] and IMF [image: image] fluctuating between ± 10 nT). The distribution is (A) initially radially localized at [image: image], and it spreads over time in L* (B–D), to encapsulate the time evolution of the locations of the tracked test particles (F–H). The time evolution of the distribution function representing the test particles is compared to the time evolution of the solution of the diffusion equation [dash lines in panels (B–D)], highlighting significant discrepancies, even after many drift periods (from Kress et al., 2012).
In fact, a comparison between diffusion and particle drift descriptions of radial transport showed that the two modeling choices provide best agreement in the case of a series of sequential small storms and mediocre agreement during event analysis (Riley and Wolf, 1992). This is also why case events associated with fast radial transport (injection or drift resonance) are usually modeled by tracking test particles (i.e., guiding centers) drifting in analytical descriptions of the wave-associated electric field (e.g., Zong et al., 2017; Zong, 2022) or in MHD fields (e.g., Hudson et al., 2017). In contrast, summarizing local wave particle interactions in terms of diffusion in energy and pitch angle appears more reasonable (e.g., Tao et al., 2012), even though nonlinear effects occur in the presence of intense chorus waves, routinely measured in-situ (e.g., Zhang et al., 2019). In that context, alternative methods have been proposed to summarize the effect of chorus wave particle interactions on distribution functions (e.g., Furuya et al., 2008; Kubota and Omura, 2018; Artemyev et al., 2020).
While adjustments to the Fokker-Planck framework have been proposed to improve the description of trapped particle radial transport on timescales smaller than the drift period for the radiation belts (e.g., Bourdarie et al., 1997; Shprits et al., 2015) and for the ring current population (e.g., Fok et al., 2014; Jordanova et al., 2016), they also call for improved experimental knowledge of the electric and magnetic field variations driving radiation belt dynamics.
In summary, the appropriateness of our current master equation for modeling radiation belt dynamics has limitations, in particular when it comes to rendering the effects of radial transport on radiation belt dynamics on short time scales. In the absence of a modeling framework able to account for the effects of both diffusive and non-diffusive (i.e., coherent) radial transport, as well as for the effects of local acceleration (including non-linear regimes), it is not possible to quantify unequivocally the importance of local acceleration versus large-scale acceleration associated with radial transport. While the Fokker-Planck formalism has done well for long-term radiation belt modeling, it appears to be insufficient for definitive event analysis during active times. Thus, care must be taken when drawing conclusions on the physics at play solely based on PSD dynamics, and even more so on flux dynamics.
4 DISCUSSION
A summary of the challenges to address when interpreting measurements to differentiate between electron radiation belt leading acceleration mechanisms is provided in Figure 8. It is detailed and discussed below (Section 4.1). Suggestions for future research directions are provided in Section 4.2.
[image: Figure 8]FIGURE 8 | A summary chart on the challenges associated with differentiating between the leading processes for electron radiation belt acceleration.
4.1 Topic Overview
The first challenge in discussing radiation belt electron acceleration is data procurement: Time series of flux measurements are needed to analyze radiation belt dynamics. It is indeed thanks to improved data sets from new missions that the picture of electron radiation belt acceleration in the Earth’s magnetosphere has evolved over time. In contrast, the magnetospheres of the outer planets are still lacking key data to fully differentiate between the leading processes for electron radiation belt acceleration (Section 3.2). The measured electron flux time variations inform on the governing processes controlling radiation belt dynamics. That said, the experimental information is sparse as it mainly consists of samples along spacecraft trajectory. In addition, electron flux time variations only represent the net result of a variety of source and loss processes acting, and possibly interacting, concurrently. In that context, it is necessary to rely on a theoretical framework to determine how to identify and quantify the effect of each source and loss process.
Electron flux enhancements are readily associated with times during which acceleration processes dwarf losses. The equivalence between flux enhancement and trapped particle acceleration relies on the assumption that the accelerated particles correspond to a greater flux, i.e., that there are more particles at lower energies. While special cases such as bump-on-tail distributions challenge this assumption, they are unexpected. Bump-on-tail distributions for instance are usually observed in the plasmasphere at L > 2.5 during relatively quiet times (e.g., Zhao et al., 2019c) and are attributed to interactions with plasmaspheric hiss waves.
Times when radiation belt particles are accelerated are times during which the fields provide energy to the particles. Since the magnetic force does no work, it is the electric field that conveys energy. Because the electric field component parallel to the magnetic field direction is generally null, the focus is mainly on energization by perpendicular electric fields. That said, observations of large oblique chorus waves and time domain structures (TDS) in the outer belt indicate that transient parallel electric fields can also efficiently energize electrons, rapidly producing seed populations (e.g., Agapitov et al., 2015; Mozer et al., 2015, 2016). On the other hand, radiation belt acceleration produced by perpendicular electric fields occurs along the circle of gyration (gyro-betatron), and along the drift contour (drift betatron). It can be such that the adiabatic coordinates are conserved (e.g., Figure 2, see also Fillius and McIlwain, 1967) or violated.
Many candidate radiation belt acceleration mechanisms have been proposed over the years to account for the violation of one or several of the adiabatic coordinates parameterizing a trapped radiation belt electron population (see for instance the review by (Friedel et al., 2002), for details). Yet, the focus remains on 1) local acceleration by VLF whistler-mode chorus waves at the gyro-scale, and 2) global acceleration associated with radial transport by ULF waves at the drift-scale. Because these two mechanisms occur on two very different scales, their efficiency is usually quantified independently. On one hand, dividing radiation belt acceleration research between studies of local vs. global mechanisms is a convenient and efficient way to approach the problem, and adiabatic invariant theory provides an appropriate framework to do so. On the other hand, the divide is artificial, and it runs the risk of generating silos. Chorus and ULF waves can be concurrent (e.g., O’Brien et al., 2003) and possibly act in synergy (e.g., Simms et al., 2018, 2021). In addition, local processes can have global consequences as trapped particles continuously gyrate, bounce, and drift around the planet. For instance, pitch angle scattering of a trapped population in presence of drift shell splitting generates radial transport (e.g., Schulz, 1972). Yet, such effects—together with other “off-diagonal terms” of the diffusion tensor – are commonly omitted in radiation belt models, in part because of the numerical challenges that they pose (e.g., O’Brien, 2014; Zheng et al., 2016). It is also worth pointing out that interactions with VLF and ULF waves energize some part of the trapped population while de-energizing and/or contributing to the loss of another part of the population (e.g., Li W. et al., 2007; Shprits et al., 2006, 2008; Drozdov et al., 2020). Thereby, they act simultaneously as source and loss mechanisms for the trapped population. In this context, the efficiency of trapped particle interactions with VLF and ULF waves is usually encapsulated in the form of a few diffusion coefficients (and sometimes a lifetime coefficient), assuming a quasi-linear regime. These coefficients are then used as inputs for a physics-based radiation belt model that is diffusion-driven, and which consists of solving a 3D Fokker-Planck equation in adiabatic space.
Describing radiation belt dynamics by solving the 3D Fokker-Planck equation in adiabatic space remains the favored radiation belt modeling approach because it is the most computationally efficient. It offers a relatively accessible way to render radiation belt dynamics while meeting the space weather needs for long term radiation belt modeling. In addition, it has proven to do well during geomagnetic quiet times. That said, it requires electron flux measurements to be converted into phase space density (PSD) mapped in adiabatic invariant space, to provide boundary conditions and to perform model-observation comparisons. This mapping inevitably adds uncertainty and limitation to the analysis (Section 3.3.2). In addition, the quasi-linear diffusive model does not necessarily provide a realistic picture of the physics of wave-particle interactions: Non-diffusive effects are left out from the analysis, by design (Section 2.3.2). This means for instance that the model is ill-suited to render times when particle dynamics are coherent (e.g., significant particle injections). The location of the outer boundary is also limited to the location of the last closed drift shell. Yet, modeling particle trapping beyond the outer boundary (i.e., dealing with populations with undefined adiabatic coordinates in the trapping region) is a requirement when the objective is to connect radiation belt populations to their outer source (e.g., energetic electrons in the magnetotail—Turner et al., 2021).
It is by relying on the interpretative framework provided by the solution of the 3D Fokker-Planck equation that measurements are analyzed to differentiate between leading acceleration mechanisms (Figure 8A). Observations of a growing peak in the radial profile of the PSD data product during enhancement events have been repeatedly interpreted as a telltale signature of local acceleration because radial diffusion can only smooth the PSD radial profile (e.g., Allison and Shprits, 2020). While a consensus appears to have emerged, ambiguities remain because of the set of limits associated with both data processing (Figure 8B) and theoretical framework (Figure 8C).
In particular, radial transport does not appear to be well described by a diffusive approximation during active times (Section 3.3.2). Drift echoes are experimental signatures of radial transport that can be observed when particles detectors have sufficiently high energy resolution (e.g., Hartinger et al., 2018; Hudson et al., 2020; Zhao et al., 2021). Yet they cannot be rendered by diffusion-driven radiation belt models. In the absence of a modeling framework able to account for 1) the effects of both diffusive and non-diffusive (i.e., rapid, significant and coherent) radial transport, as well as 2) the effects of local acceleration (including nonlinear effects), it is not possible to quantify the importance of local vs. radial acceleration unequivocally. Given current computational advances, time may have come to go beyond a purely diffusion-driven model, towards a more realistic modeling framework (e.g., Artemyev et al., 2021; Lukin et al., 2021; Allanson et al., 2022). That said, improved radiation belt modeling would also require improved knowledge of the characteristics of trapped particle interactions with VLF and ULF waves—via experimental determination of the correlation decay time for instance (e.g., Ukhorskiy and Sitnov, 2013). Currently, much work still remains to be done even when it comes to reducing uncertainty in the inputs for the 3D Fokker-Planck equation, including diffusion coefficients (e.g., Drozdov et al., 2021a). Thus, much remains to be done to quantify the importance of local vs. radial acceleration unambiguously.
4.2 Suggested Future Research Directions
Recent work discussed in Section 3.3 suggests that many of the unresolved questions relating to the relative importance of radial transport and local acceleration could be addressed through expanded networks of multi-point observations. For example, Olifer et al. (2021) showed that when two Van Allen Probes spacecraft sample the same region of phase space in rapid succession, ambiguities concerning the origin of a local peak in radial PSD profile can be removed. Expanded constellations of satellites with similar orbits to the Van Allen Probes would further reduce ambiguities concerning the persistence of local PSD peaks and their origin; with each additional spacecraft added, processes that occur on shorter timescales and smaller spatial scales can be examined (e.g., Staples et al., 2022). Expanded networks of satellites with magnetic field, electric field, and energetic particle measurements would also provide 1) more robust constraints for magnetic field models used to obtain PSD, 2) more robust constraints for radiation belt models that require particle measurements for their boundary conditions, and 3) better information concerning global wave properties that are frequently used to both constrain radiation belt models and also provide diagnostics of the acceleration process. 1), 2), and 3) are all crucial for understanding dynamics during events with rapidly evolving features in radial PSD profiles. Even in the case of the Earth’s radiation belts, there are still a few regions that are particularly undersampled, including Low Earth Orbit up to >1000 km (“High LEO”), and High-Inclination orbits where particle measurements could be used to distinguish between the dynamics of trapped, quasi-trapped, and precipitating particles. Finally, expanded networks of ground-based measurements could be used to remote sense global wave fields (e.g., magnetometers) and provide information about precipitating particles with different energies (e.g., riometers, incoherent scatter radars, all sky cameras), providing important constraints that supplement sparse satellite measurements, for example, networks of ground magnetometers have already proved essential in accurately capturing event-specific ULF wave power. To summarize, we already know from recent work that additional satellites and ground-based measurements can yield new insight into the relative importance of local acceleration and radial transport; we thus expect that future studies using expanding networks of multi-point observations would be able to probe dynamics on shorter timescales than were possible before (reduced satellite revisit time in radial PSD profile), more accurately than was possible before (better constraints on PSD and related magnetic field models), and with less uncertainty concerning the underlying processes causing acceleration (global, event-specific wave constraints).
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This work compares several versions of the equations of motion for a test particle encountering cyclotron resonance with a single, field-aligned whistler mode wave. The gyro-averaged Lorentz equation produces both widespread phase trapping (PT) and “positive phase bunching” of low pitch angle electrons by large amplitude waves. Approximations allow a Hamiltonian description to be reduced to a single pair of conjugate variables, which can account for PT as well as phase bunching at moderate pitch angle, and has recently been used to investigate this unexpected bahavior at low pitch angle. Here, numerical simulations using the Lorentz equation and several versions of Hamiltonian-based equations of motion are compared. Similar behavior at low pitch angle is found in each case.
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1 INTRODUCTION
Cyclotron-resonant wave-particle interactions are a crucial ingredient in magnetospheric dynamics, especially in the radiation belts, and there is a vast tradition of simulating the process as quasi-linear diffusion of phase space density by a broad-band spectrum of small, incoherent waves (Thorne, 2010; Thorne et al., 2013), following the pioneering work of Lyons et al. (1971) and Lyons et al. (1972). A complementary approach is that of test particle simulation, most often in the presence of a single, coherent wave whose amplitude need not be small. Inan et al. (1978) noted both quasi-linear and nonlinear behavior, including the “loss cone reflection effect” whereby low pitch angles increase rather than decrease below zero. In the quasi-linear regime, connections between the two perspectives have been provided by Lemons et al. (2009), Lemons (2012), Allanson et al. (2022), and a unified picture of quasi-linear and nonlinear behavior was obtained by Albert (2001), Albert (2010). These studies all used specified and idealized models of the waves, while Liu et al. (2010), Liu et al. (2012) examined test particles driven by waves from self-consistent particle-in-cell simulations.
This work compares several versions of the equations of motion for a test particle encountering cyclotron resonance with a single, field-aligned whistler mode plane wave. The Lorentz force law, resolved into components parallel and perpendicular to the background magnetic field and gyro-averaged, is commonly used for such simulations. Hamiltonian descriptions are in principle equivalent, and with several approximations they allow the reduction to a one-dimensional (1D) system (one action-angle pair, plus the independent variable playing the role of time). If the time dependence is slow enough, particle motion is nearly along instantaneously drawn contours, with invariant breaking at separatrix crossings. There is a rich literature of work based on these concepts, which has been exploited in this context to some degree. Among others, Shklyar (1986) Albert (1993), Albert (2000), Artemyev et al. (2018) further approximated the Hamiltonian as equivalent to that of a time-dependent pendulum and obtained quantitative estimates of energy and pitch angle changes, which have proved useful and reliable.
Recently, using the gyro-averaged Lorentz equation, Kitahara and Katoh (2019), Gan et al. (2020) found both widespread (or “anomalous”) phase trapping (APT) and “positive phase bunching (PPB)” of low pitch angle electrons by large amplitude waves. Both phenomena lead to pitch angle increase, in contrast to the phase bunching behavior that is the usual alternative to phase trapping, and are associated with low pitch angle, which violates a certain approximation made in obtaining the pendulum Hamiltonian. Albert et al. (2021), Artemyev et al. (2021) presented generalizations of the pendulum Hamiltonian which avoid that specific approximation, but still relied on several others. In particular, differences in the first-order (in wave amplitude) term of the phase evolution equation are present among several versions of the equations of motion. This work shows numerically that, despite these differences, the generalized 1D Hamiltonian reproduces the behavior at low pitch angle, and is therefore an appropriate framework for the future development of refined analytical estimates.
2 GYRO-AVERAGED EQUATIONS OF MOTION
Starting with the Lorentz equation for a charged particle in a background magnetic field and a single whistler-mode wave,
[image: image]
where p = mvγ is the mechanical momentum, γ is the relativistic factor, B0 is the local geomagnetic field strength with equatorial value Beq, and Ew and Bw are the electric and magnetic fields of the wave. Gyro-averaged equations of motion valid near a single resonance have been obtained by many authors, including (Chang and Inan, 1983; Bell, 1984; Albert et al., 2012; Li et al., 2015; Kitahara and Katoh, 2019).
For primary resonance (ℓ = −1) between an electron (charge q = −e) and a parallel-propagating whistler wave, equation 3 of Albert et al. (2012) simplifies to
[image: image]
The angle ξ is a combination of wave phase and gyrophase, Ω is the local nonrelativistic electron gyrofrequency eB0/mc, and η is the refractive index kc/ω. The standard resonance condition is just dξ/dt = 0, neglecting the term proportional to Bw.
Equations 3–9 of Kitahara and Katoh (2019) are very similar after shifting ξ by π/2, using ηEw = Bw (in Gaussian units), and accounting for the opposite sign convention in wave phase:
[image: image]
These two versions are brought into agreement by invoking the lowest-order resonance condition, which consists of setting the bracketed expression in the equation for dξ/dt to zero.
3 TIME-DEPENDENT HAMILTONIAN EQUATIONS
Ginet and Heinemann (1990), Ginet and Albert (1991) used a Hamiltonian version of the equations of motion near resonance with a constant-frequency wave propagating obliquely to a constant background magnetic field B0, The Hamiltonan formulation uses canonical momentum P = p + qA/c, where c is the speed of light, and A is the vector potential that describes both B0 and the wave electromagnetic field. A canonical transformation was made from (x, Px, y, Py, z, Pz) to variables (I, ϕ, X, PX, z, Pz), with z the distance along B0 in slab geometry. I and ϕ correspond to standard first adiabatic invariant and gyrophase but have modifications proportional to the wave amplitude. After gyro-averaging, and specializing to the case of a parallel-propagating wave, the variables (ϕ, z, t) appeared only in the combination ∫kdz − ωt − ϕ (equation 19 of Ginet and Heinemann (1990) with kx = 0 and sℓ = 1). Albert (1993) generalized the treatment to include slow dependence of Ω and η on z, obtaining the Hamiltonian
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where
[image: image]
and
[image: image]
using normalized variables (ωz/c, ωt, ωI/mc2, Pz/mc) as in Albert (1993). Appropriate partial derivatives of H give equations of motion for (I, ϕ, Pz, z), e.g., dI/dt = −∂H/∂ϕ and dϕ/dt = ∂H/∂I, from which
[image: image]
It is also found that dH/dt = ∂H/∂t equals dI/dt, so that I − H is a constant, denoted c2:
[image: image]
Following Shklyar (1986), Albert (1993) solved this for Pz after approximating H by ϒ, obtaining
[image: image]
These can be used to eliminate Pz in the equations of motion, giving
[image: image]
as a closed set of equations in (I, ξ, z, t). Since P0 is defined as always positive, explicit minus signs account for the motion of the particle toward the equator. The bracketed expression in the equation for dξ/dt gives the lowest order resonance condition.
Retaining the wave term in H to first order gives
[image: image]
again allowing Pz to be eliminated. The correction to Pz/ϒ significantly affects Eq. 7, giving
[image: image]
which is also a closed set of equations in (I, ξ, z, t).
4 POSITION-DEPENDENT HAMILTONIAN EQUATIONS
Ginet and Heinemann (1990) and Ginet and Albert (1991) proceeded to transform to variables [image: image], with Pξ canonically conjugate to ξ. However, doing so in an inhomogeneous setting reintroduces explicit time dependence in place of z dependence (see equation 68 of Ginet and Albert, 1991).
Instead, following Shklyar (1986), Albert (1993) divided the equations for dI/dt and dξ/dt by the equation for dz/dt and attempted to write the results in Hamiltonian form using z as the independent variable. With a Hamiltonian K of the form
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the choice
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gives
[image: image]
which agrees with (dI/dt)/(dz/dt) from Eq. 10. Using
[image: image]
then gives
[image: image]
or, once more using the lowest-order resonance condition,
[image: image]
It is clear that the first-order term in dξ/dz obtained by this procedure, which enforces the form of Eq. 13, is not the same as that of (dξ/dt)/(dz/dt) from either Eq. 10 or Eq. 12. The analogous disagreement is evident between equations 3.8 and 3.10 of Shklyar (1986), who treated the simpler case of an electrostatic wave and nonrelativistic protons. (Both equations give versions of dξ/ds, the typesetting error in equation 3.8 notwithstanding.)
5 SIMULATIONS AND DISCUSSION
The consequences of the disagreement in the first-order terms of the various ξ evolution equations is studied here numerically. We choose wave and particle parameters following Kitahara and Katoh (2019); Gan et al. (2020). A Taylor expansion of the geodipole magnetic field about the equator gives the variation along a field line as [image: image], with L = 4, where Re is the radius of the Earth and LRe is the field line equatorial crossing distance. The cold electron density is constant, and chosen to give the ratio of plasma frequency to gyrofrequency as fpe/fce = 4 at the equator. The field-aligned whistler mode wave has frequency such that ω/Ωe = 0.3 at the equator. We consider ensembles of 24 electrons, with energy 20 keV, uniformly distributed in initial gyrophase. We take equatorial pitch angle α0 = 5° and Bw/Beq = 3 × 10–4 (with Bw fixed), since this case seems particularly complex, exhibiting a mixture of conventional phase trapping and “anomalous” phase trapping (as opposed to the oppositely directed change associated with phase bunching for larger pitch angles). The particles are launched towards the equator (z = 0) from a distance of 1 Re, and the equations of motion are advanced with a standard Runge-Kutta integrator with variable step size.
Figure 1 shows results using Eq. 2 (in red) and Eq. 3 (in blue). The sets of trajectories are not expected to be identical because of accumulated phase differences far from resonance. Nevertheless the overall behavior is very similar, showing no significant change until reaching resonance around z/Re = 0.35, after which the equatorial pitch angle increases either over a sustained period (conventional phase trapping, PT) or transiently. The long-time behavior of the phase angle ξ is oscillatory for PT but monotonic otherwise. This corresponds to the NL1 regime of Gan et al. (2020), also referred to as positive phase bunching (PPB). Numerically, PT was identified by a change of sign in dξ/dt from one time step to the next after crossing below z/Re = 0.1. Of 24 simulated particles, 10 became PT using either Eq. 2 or Eq. 3.
[image: Figure 1]FIGURE 1 | Evolution of 24 electrons starting at z/Re = 1 and interacting with a whistler mode wave, with particle and wave parameters as given in the text. Red curves show results for the equations of motion given in Eq. 2, and blue curves used Eq. 3.
Figure 2 shows results using Eq. 10 (blue) or Eq. 12 (red). The equatorial pitch angle α0 obtained from the normalized variables (I, z) via
[image: image]
[image: Figure 2]FIGURE 2 | Evolution of 24 electrons starting at z/Re = 1 and interacting with a whistler mode wave, according to equations of motion based on K(I, ξ, z, t). Blue curves show results for the equations of motion given in Eq. 10, and red curves used Eq. 12.
The behavior turns out to be very similar to the previous run, with 9 instances of PT, leading to α0 ≈ 25° at z = 0, with the rest of the particles ending up with α0 spread between about 4° and 14°.
Finally, Figure 3 shows results using Eqs. 15, 18. Again the results are very similar in the final α0 values reached by PT or PPB particles, and in the number of each. The number of PT particles in this run is 8, which does not deviate much from the previous values given the small number (24) of particles in each simulation.
[image: Figure 3]FIGURE 3 | Evolution of 24 electrons starting at z/Re = 1 and interacting with a whistler mode wave, according to equations of motion based on K(I, ξ, z), namely Eqs 15, 18.
We conclude that the reduced Hamiltonian K(I, ξ, z) of Eq. 13 captures the nature of the particle dynamics, including APT and PPB, with fidelity comparable to the other models. This is propitious because it allows access to a rich body of work on invariant breaking at separatrix crossings (e.g., Cary et al., 1986), enabling both qualitative understanding and quantitative analytical estimates.
Some steps have already been taken in that direction. Figure 4 shows the results of Figure 3 in the (I, ξ) plane, with PT trajectories (identified as above) over the interval 0.4 > z > 0 shown in red, and become limited in ξ while reaching large values of I. The remaining paths, shown in blue (over the interval 0.4 > z > 0.22, for clarity), do not reach such large values of I but are less restricted in ξ. Figure 5 shows contours of K(I, ξ, z) at several fixed values of z chosen during the trapping process, based on Figure 3. They indicate that at early times (large values of z) there is only a single, O-type fixed point, while an X-point and separatrix, as well as another O-point, form around the time of the trapping process. Contours circling the O-point at ξ = π/2 correspond to the (red) PT trajectories of Figure 4, and PPB trajectories (in blue) are connected to the development of the O-point at low I and ξ = −π/2. Similar contours, developed from Eq. 13 with further approximation, were obtained and studied by Albert et al. (2021), Artemyev et al. (2021). Quantitative analysis of separatrix formation and crossing, invariant breaking, and energy and pitch angle change will be the subject of future work.
[image: Figure 4]FIGURE 4 | Evolution of 24 electrons interacting with a whistler mode wave, according to equations of motion based on K(I, ξ, z), shown in the (I, ξ) plane. Phase-trapped trajectories are shown for 0.4 > z/Re > 0, in red; other trajectories are shown in blue for 0.4 > z/Re > 0.22.
[image: Figure 5]FIGURE 5 | Contours of K(I, ξ, z), at several values of z shortly before and after resonance crossing, according to motion based on K(I, ξ, z). O-points are shown as diamonds, and X-points (if present) are shown with an X symbol, with the contour through them is in cyan. The red, dashed curve shows the initial value of I.
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Anisotropic electron distributions can be a major source of free energy for the generation of microinstabilities and waves. Here we investigate specifically anisotropies of the suprathermal electrons associated with dipolarization events in the geomagnetic tail. The investigation is based on an MHD simulation of magnetotail reconnection, flow bursts and dipolarization. This simulation is used to trace test particles in the electromagnetic fields of the MHD simulation and investigate their acceleration and contributions to flux increases. The simulated velocity distributions yield anisotropies which can be dominantly parallel (“cigar”-shaped), perpendicular (“pancake”-shaped) to the magnetic field, or a combination thereof (e.g., “rolling-pin”-shaped), depending on location, relative timing, and energy.
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1 INTRODUCTION
Charged particle flux increases at suprathermal energies of tens to hundreds of keV are a typical signature of dipolarization events in the near magnetotail, associated with substorms and other activity (e.g., Lezniak et al., 1968; Parks and Winckler, 1968; Arnoldy and Chan, 1969; Baker et al., 1978; Belian et al., 1981; Nakamura et al., 2002; Runov et al., 2009; Sergeev et al., 2009; Deng et al., 2010; Fu et al., 2020). In the tail region beyond about 10 RE distance, these events are commonly associated with earthward flow bursts, which are most likely caused by reconnection events farther tailward. They are characterized by a rapid increase of the normal magnetic field Bz (dipolarization front, “DF”), indicating a transient or permanent change from a stretched, tail-like, to a more dipolar magnetic field configuration. The region of enhanced Bz immediately after the DF has been named “dipolarizing flux bundle” (DFB) (Liu et al., 2013) or “flux pileup region” (FPR) (e.g., Khotyaintsev et al., 2011). A plausible interpretation identifies DFBs with entropy-depleted magnetic flux tubes (Sergeev et al., 1996; Wolf et al., 2009), originally proposed by Pontius and Wolf (1990) and also called “bubbles.” They are likely caused by the severance, via reconnection, of parts of closed field lines, which are ejected tailward as “plasmoids” (e.g., Hones, 1979). The likely mechanism of the energetic particle flux increases is the acceleration of charged particles by the localized cross-tail electric field associated with a flow burst and dipolarization. This conclusion is supported particularly by particle tracing in analytic or numerically simulated electric field pulses associated with localized flow bursts (Zelenyi et al., 1990; Birn et al., 1997, 1998, 2004; Li et al., 1998; Zaharia et al., 2000; Ashour-Abdalla et al., 2011; Gabrielse et al., 2012; Pan et al., 2014; Artemyev et al., 2015; Gabrielse et al., 2016).
The major acceleration mechanisms affecting electrons are direct acceleration by the electric field in regions of low magnetic field strength, as well as betatron and Fermi acceleration, which affect electrons more adiabatically. In the reconnection/dipolarization scenario, the direct acceleration is likely confined to the vicinity of the reconnection site, such that betatron and Fermi acceleration in the collapsing DFB are the most likely candidates (e.g., Fu et al., 2020, and references therein). Each mechanism may dominate at different times or in different regions, causing anisotropies of the distribution functions, which could provide free energy for microscopic waves and instabilities. The observed velocity distributions exhibit anisotropies that can be dominantly parallel (“cigar”-shaped), perpendicular (“pancake”-shaped) to the magnetic field, or a combination thereof (e.g., “rolling-pin”-shaped) (e.g., Liu et al., 2017, 2020).
Fu et al. (2011), using Cluster data in the region ∼15 RE downtail, found an association between pancake shaped distributions with “growing” FPRs, defined by increasing earthward flow velocity at the front and cigar-shaped distributions with “decaying” FPRs, defined by a peak of velocity coincident with the DF. On the basis of “Time History of Events and Macroscale Interactions during Substorms” (THEMIS) observations at distances of 11–14 RE, Runov et al. (2013) found that suprathermal ([image: image] keV) electron distributions at DFs were of pancake type near the neutral sheet (|Bx| < 5 nT) and mainly cigar type away from the neutral sheet at |Bx| > 10 nT. In theses cases, the plasma flow speed peaked just before or at the DF, thus satisfying the definition of a decaying FPR. Wu et al. (2013), using THEMIS electron data [image: image]keV between 10 and 25 RE distance downtail, found a dominance of perpendicular anisotropy (indicating betatron acceleration) beyond 15 RE, but dominance of parallel anisotropy (indicating Fermi acceleration), closer to Earth. Energetic electron distributions with triple peaks at 0, 90, and 180° pitch angles have been identified right after DFs by various observations and simulations (Runov et al., 2012; Wu et al., 2013; Birn et al., 2014; Liu et al., 2017). Liu et al. (2017) attributed the formation of such (“rolling pin”) distributions to a mixture of Fermi acceleration in a field line collapsing earthward from the reconnection site, considered “global,” and local betatron acceleration in the rapid field increase closer to Earth. They argued that this process should work only above 26 keV.
Such anisotropies may be the source of free energy driving microinstabilities and waves (Gary, 1993; Gary et al., 2014; Gary, 2015). Such waves, on one hand, would tend to reduce or limit the anisotropies (Khotyaintsev et al., 2011; Zhang et al., 2018) but, on the other, can also be a source of energy transport in the form of Poynting flux away from a DFB/FPR (Le Contel et al., 2009). Specifically, perpendicular electron anisotropies in the DFB region behind the front may be the source of whistler waves (Le Contel et al., 2009; Deng et al., 2010; Khotyaintsev et al., 2011; Viberg et al., 2014; Li et al., 2015; Breuillard et al., 2016; Le Contel et al., 2017) or electron-cyclotron waves (Zhou et al., 2009).
Using the three-dimensional time-dependent electric and magnetic field from MHD simulations of near-tail reconnection and flow bursts as basis for test particle studies, we have previously investigated electron acceleration associated with dipolarizations, identified acceleration mechanisms and source regions, and provided insights into spatial and temporal variations of electron and ion fluxes (Birn et al., 1997, 2004, 2013). These simulations also indicated energetic electron anisotropies with a dominance of perpendicular fluxes farther down the tail and closer to the equatorial plane, but an increasing importance of parallel anisotropy closer to Earth and at higher latitudes. In addition, a triple peak structure of flux increases near 0°, 90°, and 180° was found, which has been denoted a “rolling pin” distribution (Liu et al., 2017).
In the present paper we further investigate electron acceleration and flux properties, extending the results of Birn et al. (2013), and Birn et al. (2014) on the basis of the same MHD simulation (Birn et al., 2011). In Section 2 we summarize major features of the MHD simulation and the test particle simulation approach. We focus on features in three different regions, the plasma sheet boundary layer, the inner flux pileup region earthward of an approaching and stopping bubble, and the stopping region of a DFB farther tailward that is reached by reconnected fields. Section 3 demonstrates pitch angle variations and Section 4 characteristic velocity distributions obtained from the test particle approach. Section 5 then illustrates typical orbits and acceleration mechanisms affecting the distributions with a summary and discussion givrn in Section 6.
2 SIMULATION APPROACH
Our approach is based on a combination of a three-dimensional MHD simulation of near-tail reconnection and field collapse (Birn et al., 2011) with particle tracing in the fields of this simulation. Dimensionless units were used throughout. As in earlier papers, a realistic conversion to dimensional units may be based on a magnetic field unit (lobe field at the location of x-line formation) Bn = 12.6 nT, velocity (Alfvén speed) vn = 1,000 km/s, and length unit of Ln = 1.5RE, leading to a time unit (“Alfvén time”) tn = Ln/vn ≈ 10  s, and electric field En = vnBn = 12.6 mV/m and an energy unit [image: image]keV, where mp is the proton mass. The simulation covers the region 0 ≥ x ≥ −60, |y| ≤ 40, |z| ≤ 10 with a 3D dipole located outside the box at x = 5, y = z = 0. The plasma pressure is normalized by [image: image]. Based on the chosen units, the inner boundary corresponds to xGSM = −7.5RE and the outer boundary to xGSM = −97.5RE. However, for specific applications, other units may be more appropriate; therefore in the following we will mostly use dimensionless units.
The dynamic evolution was preceded by a period of external driving, which lasted until t = 61, leading to the formation of a thin embedded sheet of intensified current density in the near tail peaked around x = −10. In the following we will refer to the configuration at t = 61 as the “initial state.” At this time a finite resistivity was imposed, localized in the region of enhanced current density, which was kept constant in time. (Birn et al., 2011). Figure 1A shows magnetic flux contours in the x, z plane at this time together with the initial pressure, which is used to categorize characteristic source regions, as indicated in Figure 1B: the inner central plasma sheet (CPS, red color), the outer CPS (orange), the plasma sheet boundary layers; ayer (PSBL, green) and the lobes (light blue). The dynamic evolution after t = 61 led to the formation of a neutral line (Bz = 0 line) at t ≈ 90 and the initiation of slow reconnection. Faster reconnection and the generation of fast flows started at t ≈ 125, when reconnection proceeded to the lobes, presumably due to a combination of reconnection with ballooning/interchange type modes, which were enabled by the reduced entropy of reconnected lobe magnetic flux tubes, which were shortened from plasmoid ejection (Birn et al., 2011, 2015).
[image: Figure 1]FIGURE 1 | Initial state after completion of the driving period, (A) magnetic flux contours and pressure (color) in the x, z plane at t = 61; (B) characteristic source regions defined by the initial pressure as indicated in the right margin: inner central plasma sheet (CPS), outer central plasma sheet, plasma sheet boundary layer (PSBL), and lobe.
Figure 2 illustrates the fast evolution, showing the propagation of a DFB. The color in the left column shows the magnetic field component Bz in the x, z plane together with magnetic flux contours (black lines). The heavy blue contours indicate the enhanced cross-tail electric field, and the plus signs indicate locations where energetic electron fluxes are evaluated. The color in the right column shows the electric field component Ey in the x, y plane together with contours of constant Bz; the contour near x = −9 is the Bz = 0 line, referred to as x-line. The DFB is indicated by the yellow and red color in Figures 2A–C and by a propagating contour in Figures 2D–F. It is limited in x and y to a few RE, consistent with observations (e.g., Nakamura et al., 2004). It comes to rest and actually bounces back after about t = 132, also consistent with observations (Panov et al., 2010a; Panov et al., 2010b; Nakamura et al., 2012; Panov et al., 2013). It is characterized by a cross-tail electric field that far exceeds the reconnection electric field, which is of the order of 0.1, consistent with “fast reconnection” (e.g., Birn et al., 2001). (Our normalization is based on units near the location of the x-line.) The locations indicated by plus signs become enveloped by the DFB after t ≈ 132. They are chosen to represent three characteristic regions: the location (−1,0,1.9) represents a PSBL location; the others correspond to central plasma sheet locations close to the stopping region, (−1.5,0) is just inward of the region reached by reconnected field lines, while (−2,0,0) and (−2,0,1) are reached even by reconnected lobe field lines, as concluded from the MHD simulation. The latter two locations are right at the equatorial plane and somewhat off the equator.
[image: Figure 2]FIGURE 2 | Propagation of a DFB obtained form the MHD simulation. The left column (A–C) shows in color the magnetic field component Bz in the x, z plane together with magnetic flux contours (black lines). The heavy blue contours show the enhanced cross-tail electric field at intervals of 0.4 and the plus signs indicate locations where energetic electron fluxes are evaluated. The right column (D–F) shows in color the electric field component Ey in the x, y plane together with contours of Bz at intervals of 0.5.
The orbit integration procedure was discussed in detail by Birn et al. (2004) and Birn et al. (2014). Here we repeat some major facts. The MHD results were saved at intervals of 1 Alfvén time (800 time steps, corresponding to [image: image]s for the chosen units). The orbits were integrated numerically, using linear interpolation between the stored time steps of the MHD fields. Electron orbits were integrated relativistically, using a combination of full orbits and gyro-drift orbits, based on conservation of the magnetic moment μ. The switch between the procedures was based on the magnitude of an adiabaticity parameter [ratio between field line curvature radius and gyoradius (Büchner and Zelenyi, 1989; Birn et al., 2004)]. We note that drift orbit continuity requires a cubic spline interpolation of the magnetic field in space, which could lead to artificial local maxima and minima. To avoid this, a monotonicity-conserving algorithm was employed (Hyman, 1983).
A backward tracing technique (Curran and Goertz, 1989) was used to integrate orbits from selected “final” times and locations backward in time until they reached the initial state (t = 61) or a boundary of the simulation box, using mirroring at the inner boundary x = 0. We then applied Liouville’s theorem of the conservation of phase space density F along a phase space trajectory to calculate F values and differential energy fluxes at the final destination from the initial and boundary values at the “source” locations. A full distribution function at the chosen final location and time can then be obtained by varying the final energy and pitch angle. Time profiles of fluxes at selected locations, energies and pitch angles are obtained by varying the times from which particles are launched backwards.
The Validity of the backward tracing is based on the absence of collisions and becomes questionable when collisional regions are encountered. In our case one might consider the regions of low magnetic field, where orbits can undergo pitch angle scattering and our integrations change between drift orbits and full orbits as such regions. We found out, however, that this was not significant. Whereas pitch angles were conserved at these transitions, by accident we had initially set new phase angles to zero for continuing full orbits. Replacing that with random phase angles as intended did change some individual orbits significantly, but did not alter the characteristic pattern of the distributions.
Since the MHD simulation does not provide electron information (other than density, which should equal ion density), particular choices must be made in defining the initial and boundary electron distributions at the source locations. For the results reported here, we again imposed isotropic kappa-distributions (Vasyliunas, 1968; Christon et al., 1988; Christon et al., 1989)
[image: image]
with a κ value of 4.5 and chose a fixed initial and boundary temperature kTe = 0.5 keV. Liouville’s theorem of the conservation of F along a phase space trajectory implies that the final distribution is related to the source by
[image: image]
where ΔW is the energy gain (or loss) along the trajectory. Flux enhancements therefore are directly related to the energy gain and the density n0 of the source plasma.
We note that the electron velocities were normalized by
[image: image]
where mp and me denote proton and electron mass, respectively. The (normalized) kinetic energy of an electron is then given, in the relativistic approach, by
[image: image]
where
[image: image]
and u is the normalized electron velocity, given by
[image: image]
where μ is the normalized relativistic magnetic moment (Birn et al., 2004).
Our orbit integration includes several modifications from the approach described in Birn et al. (2004) and Birn et al. (2014):
1) The particle reflection at the inner boundary of the simulation box now takes into account a finite time of travel to the actual mirror point outside the box closer to Earth. This delay time was estimated by using a Tsyganenko model (Tsyganenko, 1987) to calculate this travel time based on the velocity and pitch angle at the inner boundary. This affected primarily particles at low pitch angles. As a consequence, they exhibit fewer bounces than if they are immediately reflected back into the box, reducing the number of neutral sheet crossing, which are the dominant source of Fermi acceleration type B (Northrop, 1963).
2) The linear interpolation of the electromagnetic fields between the finite grid points could lead to spurious parallel electric fields. This effect was eliminated by separating the electric field into a field-aligned and a perpendicular component, and interpolating the two individually. We found, however, that this affected only very few orbits and did not alter the distributions in a noticeable way.
3) We discovered that the fluxes and phase space densities shown in Birn et al. (2014) were inadvertently evaluated with κ = 2.5 rather than κ = 4.5 as stated in the paper. This has no effect on the particle orbits, however, nor on the qualitative features shown. The only effect is to raise the numerical values at high energies.
3 PITCH ANGLE DISTRIBUTIONS
The variations of electron fluxes at the four selected locations (indicated on top of the panels) are shown in Figure 3 as functions of time and pitch angle for several energies, together with the variations of Bz (top, red curves) and plasma density (bottom) obtained from the MHD simulation. The energies are labeled based on our normalization factor Wn = 5.22 keV. (A different choice of vn could reduce those energies, for instance vn = 500 km/s, Wn = 1.30  keV, would reduce the energies by a factor 1/4.)
[image: Figure 3]FIGURE 3 | Simulated electron fluxes as functions of time and pitch angle at four selected locations indicated on top. Different energies are indicated in the colored panels. The top and bottom panels show the magnetic field Bz (in red) and the plasma density n, respectively, at the three locations. For the PSBL location, (-1, 0, 1.9), the magnetic field component Bx is also added (blue curve, top left panel).
The MHD results (top and bottom) in Figure 3 show characteristically different signatures at the selected locations. The Bz increase at the PSBL location (red curve, top left panel) is more gradual than at the equator; it goes together with an entry deeper into the plasma sheet, as shown by the decrease of Bx (blue curve in the top left panel) and the density increase (bottom left panel). These features have been reported earlier in the context of energetic ion fluxes (Birn et al., 2017).
The inner CPS location (second column), which is not reached by reconnected, depleted flux tubes at the time of dipolarization, shows a more modest increase of Bz than the two locations farther tailward (third and fourth column). It also shows a slight increase in density (bottom panel), resulting from a compression of preexisting plasma sheet plasma, whereas the two locations farther out show a decrease, which is more typical (Runov et al., 2011) and consistent with the arrival of depleted reconnected PSBL and lobe flux tubes.
At low energies of a few keV the energetic electron fluxes reflect the behavior of the MHD plasma density at all locations, showing a drop when the plasma density is reduced and an increase at the innermost CPS location. At higher energies, the results are different. The PSBL location (left column) is characterized by a very brief increase, which tends to start near 90° but then rapidly spreads to all pitch angles. This is followed by a persistent increase around 0 and 180° at most energies. Only at the highest one of 168 keV the distribution becomes more complicated, with double peaks around 45 and 135°.
The inner CPS location (second column) up to ∼23 keV is characterized by an enhancement of fluxes, which also starts around 90°. It is interrupted by a brief decrease around t = 137. A closer inspection (not shown here) indicates that this is due to the arrival of reconnected field lines, which carry plasma from the more distant tail and, at higher energies, PSBL and lobes. The highest energies show a more persistent enhancement around 90°.
The outer two CPS locations (third and fourth column) show very similar features. The third column corresponds to the results shown in the left column of Figure 4 in Birn et al. (2014) with the modifications discussed in Section 2. The qualitative features are not changed by those modifications. The major difference is a change of scales, which results from the steeper slope of the source energy distribution associated with the larger kappa value. Fluxes at 22.3 keV show a persistent perpendicular anisotropy (peak near 90°), after a very brief nearly isotropic enhancement. In contrast the higher energies show the triple peak (rolling pin) structure at 0, 90, and 180°, discussed already by Birn et al. (2014). Interestingly, at the highest energy, the peaks at 0 and 180° tend to move away from the field-aligned direction toward 45 and 135° after the dipolarization.
4 VELOCITY DISTRIBUTIONS
Figure 4 shows velocity distributions at the chosen locations for t = 132, right after the dipolarization, which is the period most commonly investigated in observations. We note that each pixel again corresponds to a single trajectory mapping the source phase space density to the final location. This allows us to identify the relative energy gain ΔW/W0 (second row) as the main contribution to flux enhancements, where W0 is the energy at the initial location, and the particle origins (bottom row), as defined in Figure 1. We note that both of these quantities do not depend on the assumed source distributions; they are simply a consequence of the orbits governed by the MHD electric and magnetic fields.
[image: Figure 4]FIGURE 4 | Electron velocity distributions at chosen location for t = 132: (top row, a, d, g, j) phase space density, (second row, b, e, h, k) relative energy gain, and (third row, c, f, i, l) origin of particles contributing to the phase space density. For the chosen normalization, the velocity unit is given by (3) as 42,850 km/s. The heavy black contours indicate the regions of enhanced F (top row) and the white dots in the top panels show final velocities used to illustrate characteristic orbits in Section 5.
The distributions in Figure 4 show characteristic differences, as well as some commonalities. The PSBL distribution (Figure 4A) shows the field-aligned anisotropy already demonstrated by Figure 3 (left column). This extends also to two counter streaming beams, which, however, may not be distinct in observed distributions. They are slightly more enhanced relative to the lower energies because of their origin in the inner CPS, where the densities are higher (Figure 4C). Such beams are also present in the CPS distributions at x = −2 (Figures 4G,J) with similar origin in the inner CPS (Figures 4I,L). The distribution just earthward of the stopping (Figure 4D) does not show such beams. However, all CPS distributions show strong ring-like perpendicular anisotropies. For the outer locations, x = −2, the particles originate primarily from the outer CPS (orange color in Figures 4I,L, while hte contributions at the inner location x = −1.5 come predominantly from the inner CPS (red color in Figure 4F).
Overall, the contributions to the distribution at the inner location x = −1.5 come from the inner CPS, consistent with the conclusion from the MHD simulation that reconnected field lines do not reach this location. There is an inner region of the distribution just inside the almost circular contour in Figure 4E at v ≈ 2 (corresponding to about 20 keV) that appears almost uniformly energized by factors ΔW/W0 ≈ 2 enclosing the strongly anisotropic disk at lower energy. This appears to be region that is adiabatically compressed earthward of the DFB itself and roughly isotropically heated.
In the CPS distributions farther out there are similar regions of lobe origin (light blue color in (Figures 4I,L) that are also energized, but by smaller gains (ΔW/W0 ≈ 1 corresponding to doubling the energy), representing the nearly isotropic cores of the distributions. Their origin is again consistent with a result from lobe field reconnection, inferred from the MHD simulation.
5 CHARACTERISTIC ORBITS
Figure 4 already provided some basic facts about the history and origin of the accelerated particles contributing to the enhanced energetic electron fluxes. However, it is instructive to illustrate these with specific orbits.
5.1 Field-Aligned Electrons in the PSBL
Details of the acceleration mechanism have been discussed previously by Birn et al. (2004, 2012). It is essentially the same at all energies. We therefore illustrate it in Figure 5 for a particle at relatively low energy, close to the initial thermal energy of 0.1 (corresponding to ∼0.52 keV for our chosen units). The particle originates from a closed field line extending into the more distant tail. It becomes trapped in the inner tail when the field line becomes reconnected and bounces several times while participating in the field collapse. Figure 5B demonstrates that the acceleration takes place at neutral sheet crossings, to be interpreted as first-order Fermi acceleration of type B (Northrop, 1963), akin to a slingshot effect in the curved earthward moving magnetic field. The parallel acceleration can equally well be interpreted as E×B drift in the direction of the magnetic field curvature vector or as curvature drift in the direction opposite to the cross-tail electric field Ey (Birn et al., 2013).
[image: Figure 5]FIGURE 5 | Electron orbit contributing to the enhanced field-aligned fluxes at the PSBL location (−1, 0, 1.9), (A) projection of the orbit into the x, z plane superposed on the color-coded electric field at t = 132, (B) particle energy as function of x (red curve) together with the parallel (green circles) and perpendicular (blue circles) components at the equatorial crossings.
The particle illustrated in Figure 5 also has a small perpendicular drift velocity component, which becomes enhanced at each neutral sheet crossing as well (Blue circles). This acceleration can be attributed to the betatron effect, which can also be interpreted in two ways (Birn et al., 2013): as E ×B drift in the direction of increasing magnetic field strength or as gradient B drift in the direction opposite to the cross-tail electric field.
5.2 Perpendicular Electrons in the Inner Pileup Region
Figure 6 illustrates the history of a particle contributing to the perpendicular anisotropy in the inner pileup region. This is a particle of initially thermal energy, less than 0.1, being almost at rest in the inner tail. It gets “scooped up” in front of the approaching DFB (Figures 6B–D) and experiences betatron acceleration from the magnetic field increase that also affects the field in front of the DFB flow bursts. As illustrated by Figure 6A, the particle initially exhibits a wider bounce near x = −6, before it its pitch angle gets scattered and it continues on a narrow bounce around z = 0 toward its final location at x = −1.5. For a brief period, near x = −2.5, it stays below the equatorial plane z = 0. This is due to the fact that the magnetic field at this time and location becomes indented (Figure 2C) such that the particle becomes trapped in a field minimum below z = 0.
[image: Figure 6]FIGURE 6 | Electron drift orbit contributing to the enhanced perpendicular fluxes at the inner location (−1.5, 0, 0), (A) projection of the orbit into the x, z plane, (B–D) orbit in the x, y plane, superposed on snapshots of the color-coded electric field and particle location (white dot) at t = 124, 128, 132, (E) particle energy as function of x (red curve) together with the parallel (green circles) and perpendicular (blue circles) components.
5.3 DFB Orbits
Figure 7 contrasts the history of particles contributing to the high-energy field-aligned beams and the perpendicular fluxes in the CPS region of the DFB. These particles contribute to the peaks of the fluxes at 0, 90, and 180° described as rolling pin distributions (Liu et al., 2017). It is instructive to follow the two orbits backward in time from their final location at t = 132, focusing on the drift in the equatorial plane (Figures 7B–D). Note that the red/pink curves are close to the actual equatorial drift of the [image: image] pitch angle particle, while the blue curves in Figures 7B–D represent only the equatorial crossing points of the multi-bounce orbit shown in Figure 7A. In either case the displacement in the y direction is related to their respective gradient or curvature drift, while the motion in the x direction is determined by the E ×B drift, which is similar in both cases but varies slightly according to the finite extent and variation in y of Bz and Ey, visible in Figures 7B–D.
[image: Figure 7]FIGURE 7 | Electron orbits contributing to the enhanced CPS fluxes at (−2, 0, 1). Blue curves represent an electron contributing to the field-aligned beam, red/pink curves correspond to a [image: image] pitch angle orbit contributing to the enhanced perpendicular fluxes; (A) projection of the orbits into the x, z plane, (B–D) equatorial crossing points of the orbits in the x, y plane, superposed on snapshots of the color-coded electric field, with the particle locations at t = 124, 128, 132 shown as white dots; (E) particle energies as function of x.
The magnetic field gradient near the final, more dipolar, location is steep, while the curvature is weak. Therefore the gradient drift is stronger than the curvature drift and [image: image] pitch angle particle (red curve) gets more displaced in the y direction than the [image: image] pitch angle particle (blue curve). It also looses more energy (actually, gains in forward tracing) such that its energy is significantly lower at the entry into the acceleration region around t = 124 (Figure 7B). At this point the [image: image] pitch angle particle still has a high energy of ∼6, the magnetic field curvature is strong while the magnetic field gradient is weak. As a consequence the curvature drift now becomes dominant for the [image: image] pitch angle particle, leading back to a source region on the duskside earthward of the neutral line, whereas the [image: image] pitch angle particle can be traced back toward the neutral line, indicating its source in the closed field region extending farther tailward and its entry into the acceleration region via reconnection.
During the main acceleration, both particles satisfy the adiabaticity criterion. This breaks down in the low-field region in the vicinity of the x-line, such that both particles have undergone a number of pitch angle scatterings prior to the acceleration. Hence there is no correlation between the final pitch angle and the one in the source region. Figure 7E indicates that the particle with [image: image] final pitch angle (blue curve) has changed from a nearly equatorial orbit prior to the entry into the main DFB; it has gained a small amount of energy by betatron acceleration drifting dawnward in the weaker electric field duskward of the region shown in Figures 7B–D. In this case both particles have started from similar initial energies, indicating similar final phase space densities. More typically, however, [image: image] pitch angle particle that originate from the distant plasma sheet haves a lower source energy corresponding to a higher phase space density, when mapped along their trajectory to the final location than the [image: image] pitch angle particles, which mainly originate on the dusk side. This explains the higher fluxes at [image: image] pitch angle as compared to the field-aligned beams and thus a net perpendicular anisotropy.
6 SUMMARY AND DISCUSSION
Using a combined MHD/test particle approach, we have further investigated electron acceleration and energetic electron flux increases associated with dipolarization events in the region earthward of a near-tail reconnection site. In modification of earlier approaches we included a delay time from particle mirroring closer to Earth (outside the simulation box) and eliminated potential spurious parallel electric fields from an interpolation procedure. The latter, however, was found insignificant.
Our investigation focused on electron anisotropies, which can be the source of free energy driving microscopic waves and instabilities (e.g., Gary, 1993, 2015; Khotyaintsev et al., 2011), extending earlier results (Birn et al., 2014) particularly by deriving phase space distributions (PSDs) for the time right after dipolarization (that is, the increase of Bz) in three different regions, the plasma sheet boundary layer (PSBL), the inner flux pileup region (inner FPR) in the central plasma sheet (CPS), which is not reached (yet) by reconnected PSBL or lobe field lines, and the outer FPR, which is reached by such field lines. Selected orbits were shown to illustrate the findings in the velocity distributions.
We confirmed that betatron and first-order Fermi acceleration are the dominant acceleration mechanisms, operating in the regime of field collapse, consistent with earlier conclusions (e.g. Smets et al., 1999; Birn et al., 2004; Wu et al., 2006; Fu et al., 2011, 2020). This happened in the inner region where a drift orbit approximation was found to be valid, based on the conservation of the (relativistic) magnetic moment μ.
The Fermi acceleration, which dominates for small pitch angles, was found to happen at multiple neutral sheet crossings in the curved magnetic field of earthward moving field lines. This has been described as “type B” (Northrop, 1963) akin to a slingshot effect, associated with E×B drift in the direction of the field curvature vector. This, however, can equally well be described as curvature drift in the direction opposite to the cross-tail electric field (e.g., Birn et al., 2013). As the particle bounces happen on closed magnetic field lines that become shorter as the fields collapse toward Earth, this mechanism is also often described as Fermi acceleration of type A (Northrop, 1963), that is, multiple bounces between approaching mirrors. In that case the acceleration is commonly inferred from the conservation of the second adiabatic invariant. Here, we did not impose (or investigate) this conservation law, and it is an open question to what extent the two interpretations are equivalent quantitatively. The development of field-aligned anisotropy extends not only to high suprathermal energies but also to low sub-keV energies. This fact and the inferred acceleration in the collapsing field are consistent with observations at geosynchronous orbit (e.g., Moore and Arnoldy, 1982), providing a direct source of precipitating auroral electrons.
In addition, betatron acceleration was demonstrated, associated with the E×B drift in the direction of increasing magnetic field strength. This can also be described by (gradient) drift in the direction opposite to the (main) cross-tail electric field.
Our simulations yielded characteristic differences between the locations. The PSBL location was characterized by strong field-aligned anisotropy extending to high-energy beams. In contrast to the main population, these beams originated from the inner central plasma sheet, entering the acceleration by cross-tail drift, Their pitch angle was typically scattered several times during neutral sheet crossings prior to this entry. Similar beams with the same history were also found at the outer FPR locations in the CPS, however, together with strong enhancements around 90° pitch angles, causing net perpendicular anisotropies, consistent with observations by Runov et al. (2012).
At energies of a few tens of keV, the combination of the field-aligned beams with the perpendicular enhanced fluxes in the CPS resulted in the multi peak structure described as rolling pin distributions (Liu et al., 2017) and found earlier in observations (Runov et al., 2012; Wu et al., 2013) and simulations (Birn et al., 2014). Our results are consistent with conclusions by Liu et al. (2017) that these structures were restricted to energies just above 26 keV. However, Zhao et al. (2019) also observed such distributions at energies above 1.7 keV. On the basis of our simulations, this difference could be understood by different scenarios with different background parameters. Our results depend on the chosen scaling. Reducing the characteristic velocity vn by a factor λ would reduce the characteristic energy by λ2. This could substantially lower the range where the rolling pin distributions are found.
Our simulations also enabled us to identify the source regions of particles contributing to the different final distributions. Particles in the PSBL distributions originated also from the PSBL (on either side). Particles in the inner flux pileup region originated from the inner CPS, were energized primarily through the betatron effect in the compressed plasma. The field-aligned beams were absent in that region.
The origin of the particles contributing to the distributions in the outer FPR/CPS was more complicated. The distributions consisted of an inner core of weakly, more isotropically, energized (i.e, heated) particles of lobe origin, surrounded by a population of outer CPS origin, which was energized by betatron acceleration. These distributions also contained field-aligned beams, which were of inner CPS origin with the same history as the high-energy beams in the PSBL.
Finally, some general comments: The distributions, particularly in the FPR region reached by reconnected lobe field lines, show high variability with time and energy. In evaluating the effects of different acceleration mechanisms it is important not only to consider the earthward transport of particles but also the finite extent and cross-tail variation of the acceleration region.
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Predicting the electron population of Earth’s ring current during geomagnetic storms still remains a challenging task. In this work, we investigate the sensitivity of 10 keV ring current electrons to different driving processes, parameterised by the Kp index, during several moderate and intense storms. Results are validated against measurements from the Van Allen Probes satellites. Perturbing the Kp index allows us to identify the most dominant processes for moderate and intense storms respectively. We find that during moderate storms (Kp [image: image] 6) the drift velocities mostly control the behaviour of low energy electrons, while loss from wave-particle interactions is the most critical parameter for quantifying the evolution of intense storms (Kp [image: image] 6). Perturbations of the Kp index used to drive the boundary conditions at GEO and set the plasmapause location only show a minimal effect on simulation results over a limited L range. It is further shown that the flux at L ∼ 3 is more sensitive to changes in the Kp index compared to higher L shells, making it a good proxy for validating the source-loss balance of a ring current model.
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1 INTRODUCTION
The Earth’s ring current is a dynamic region and the enhancement of its electron and ion populations is one of the main characteristics during geomagnetic storms. While ions contribute most of the energy to the ring current (Williams, 1981; Zhao et al., 2016), low energy electrons (∼ 1–100 keV) are also an important field of research, as the main source of spacecraft charging (Baker, 2000; Choi et al., 2011; Ganushkina et al., 2017). The focus of this study is the 10 keV electron flux, which constitutes a major portion of the population responsible for surface charging, and can additionally excite whistler-mode chorus waves (Hwang et al., 2007), which have a profound impact on radiation belt dynamics (see reviews by Millan and Thorne, 2007; Shprits et al., 2008a,b; Thorne, 2010, and references therein). Although there have been major advances in ring current modeling in recent years, accurately reproducing electron flux during storm times still remains a challenge.
The main source of ring current electrons is the plasma sheet population which gets transported towards Earth due to the convection electric field and substorm-associated impulsive electric fields (e.g. Zhao et al., 2016). Electrons are transported from the nightside to the dayside, due to the gradient-curvature (GC) drifts and the E ×B-drift (Roederer, 1970), and can complete drifts around Earth. Depending on the energy of the particles, either the GC drift or E ×B drift dominates. For the electrons at approximately 10 keV considered in this study, the E ×B drift dominates. During active periods, the strong convection electric field is capable of transporting these electrons down to L shells of 3 (Zhao et al., 2016), and they typically need about 8 h to complete a full drift around the Earth (Schulz and Lanzerotti, 1974). This means that at the beginning of a geomagnetic storm, strong flux enhancements are apparent at low L shells first on the nightside and the ring current shows a great magnetic local time (MLT) asymmetry, until electrons have completed their first drift around the Earth.
The ring current source mechanisms are counteracted by different loss processes. First of all, electrons inside the bounce or drift loss-cone are lost to the Earth’s atmosphere. Electrons are scattered into the loss-cone by wave-particle interactions leading to a diminution of electron flux. It has been shown that whistler-mode chorus waves are very effective in scattering low energy electrons (e.g. Millan and Thorne, 2007). Whistler mode chorus waves are observed in the low density plasmatrough and therefore the plasmapause location is an important parameter for the dynamics of the ring current. Inside the plasmasphere, hiss waves can lead to pitch-angle scattering of electrons, but several previous studies speculated, that these waves resonate more effectively with [image: image]100 keV electrons and do not significantly scatter 10 keV electrons (e.g. Orlova et al., 2016). Electrons can also be lost, during their drift, when they encounter the magnetopause, which moves closer to Earth when the geomagnetic activity increases. Owing to the slow drift period of ring current electrons, encounters with the dayside magnetopause can introduce asymmetries in the distributions of the electron populations around Earth (Allison et al., 2017).
In the last decades, several ring current models have been developed, incorporating the processes mentioned above (e.g. Jordanova et al., 2006; Ganushkina et al., 2012; Fok et al., 2014; Aseev et al., 2019). The influence of different electric and magnetic field models on the ring current has been studied in detail (Jordanova et al., 2010; Yu et al., 2017; Aseev et al., 2019) and electron lifetime models due to whistler waves have been validated (Chen et al., 2015; Ferradas et al., 2019). Aseev et al. (2019) investigated the influence of the coupling of source and loss processes on the electron phase space density during the St. Patrick’s Day 2013 geomagnetic storm. It was found that the electric field and electron lifetimes are likely to be the main cause of discrepancies between model results and observations at L [image: image] 4.5. However, it is difficult to determine the contribution of each process on the overall dynamics of the ring current as magnetospheric models are often driven by different input parameters. Hence, it is challenging to directly compare the sensitivity of different model parameters. This work circumvents this issue by using the Kp index as the only input to the model. Kp is a geomagnetic index with a 3 h cadence and monitors the subauroral geomagnetic disturbance globally in a semi-logarithmic manner. Despite the rather large time cadence, Kp has been shown to be a good proxy for various processes in the magnetosphere including the strength of the convection electric field (Thomsen, 2004), wave power of whistler-mode waves (e.g. Wang et al., 2019), and plasmapause location (Carpenter and Anderson, 1992), making it a widely used activity metric in radiation belt and ring current modelling.
In this work, we investigate which input parameters are most critical for the dynamics of the electron ring current under different levels of geomagnetic activity. To this end, we perform a sensitivity analysis of ring current processes in terms of Kp, for several intense storms and moderately disturbed periods. The results of one intense storm and one moderate event, both of which occurred in March 2013, are presented here, while four more events are displayed in the Supplementary Material.
2 METHODOLOGY
2.1 Geomagnetic Storms in March, 2013 and Electron Flux Observations
Two geomagnetic storms occurred in March 2013, both of which are analysed in this work. The first event is the St. Patrick’s Day storm, with a Dst minimum of −132 nT (see Figure 1A). This intense storm has a Kp maximum of 7- by convenction and has been well studied previously (e.g. Boyd et al., 2014; Yu et al., 2015; Zhao et al., 2015; Ferradas et al., 2019). The second event is a moderately disturbed time with a Kp maximum of 5+ and a Dst minimum of −59 nT (see Figure 1E), which occurred at the end of March 2013 and has been also considered in several studies (e.g. Zhao et al., 2016; Ripoll et al., 2017; Reidy et al., 2021). Following Reeves et al. (2003), we characterize this event as a moderate storm. These two events are selected, since the Van Allen Probes twin satellites (RBSP-A and RBSP-B), providing us with in situ electron flux measurements for validation, have their apogee at ∼ 00–01 MLT during March 2013 and therefore directly measure the incoming electrons from the plasmasheet, enabling us to better validate the source-loss balance on the nightside.
[image: Figure 1]FIGURE 1 | Kp and Dst time series and results of the simulations in March 2013. (A) Kp (bars) and Dst (blue line) time series of the intense storm. (B) Radial distance of RBSP-B orbit mapped to the equatorial plane during the intense storm. (C) Comparison of RBSP-B (black) and baseline VERB-CS result (red) for 10 keV electron flux at 54°local pitch-angle at the spacecraft’s location. (D) Same data as in (C) but linearized in radial distance. Panels (E–H) have the same format as (A–D) but for the moderate storm.
We use data from the Helium, Oxygen, Proton, and Electron (HOPE) instrument (Funsten et al., 2013), which is capable of measuring unidirectional electron flux from 1 eV to 50 keV. In this work, we compare against observations at 10 keV and local 54°pitch-angle. We are choosing this pitch-angle channel because missing data is rare for this channel and a pitch-angle in the middle of the distribution should reflect better the whole distribution compared to a pitch-angle at one of the edges. For each point in time, the local pitch-angle channel is mapped to the equatorial plane using the T89 magnetic field model (Tsyganenko, 1989), and we interpolate the simulation results in time, radial distance, MLT, energy and equatorial pitch-angle to those of the observations.
2.2 Quantification of Comparison
We quantify this validation by calculating three different metrics following the suggestions in Liemohn et al. (2021). The accuracy of the simulation is described by the root-mean-square error (RMSE), bias by the mean error (ME) and association by the Pearson correlation coefficient (CC). Additionally, we use the mean absolute error (MAE) to quantify the spread of simulation results in the sensitivity analysis. Since the electron flux can span over several magnitudes, these metrics are calculated on logarithmic flux. Hence, values lie within one order of magnitude, allowing us to use these simple metrics instead of more complicated ones, which are more difficult to interpret (Liemohn et al., 2021). Because of the nature of the satellite’s orbit, it spends most of his time at large radial distances from Earth (L [image: image] 4.5). These would result in a strong bias in the calculated metrics towards errors at those distances. Therefore, additionally to the uncorrected metrics, we provide bias-corrected metrics by weighting them inversely to the number of data points at a given radial distance:
[image: image]
The weights wi are calculated by counting the number of observations in the corresponding 0.25 L bin and reciprocate the result. Measurements below L = 2 are stripped since simulation results very close to Earth do not change much during the simulation and are only effected by the initial condition.
2.3 Reduced VERB-4D Model: VERB-CS
The four-dimensional Versatile Electron Radiation Belt code (VERB-4D) Shprits et al. (2015); Aseev et al. (2019) solves the modified Fokker-Planck equation in MLT, radial distance R and the two modified adiabatic invariants V and K Subbotin and Shprits (2012):
[image: image]
where μ and J are the first and second adiabatic invariants (Schulz and Lanzerotti, 1974) and m0 is the electron rest mass. In this work, we are dealing with [image: image] 10 keV ring current electrons, which are dominated by convection rather than diffusion. Under weak pitch-angle diffusion, and for relatively monotonic diffusion coefficients in the pitch-angle dimension (Albert and Shprits, 2009), the pitch-angle distribution is expected to reach the lowest normal mode and decay with the same rate at all pitch-angles. This allows us to treat pitch-angle diffusion as an exponential loss process with electron lifetimes estimated as an inverse of the diffusion coefficient right at the edge of the loss cone (Shprits et al., 2006). Additionally, in this setup the loss in the loss cone does not need to be explicitly modeled, allowing us to simulate only a limited range of pitch-angles. Radial diffusion is also very weak at low energies (Lyons and Schulz, 1989) and for energies [image: image] 300 keV chorus waves lead to a competition between acceleration and loss (Horne et al., 2005). Finally, we are only looking at events, where the magnetopause stays outside GEO for almost the full simulation duration, and is therefore unlikely to affect our results. We end up with the reduced modified Fokker-Planck equation solved in this work:
[image: image]
that describes the time evolution of phase space density (PSD) f. The equation contains advection terms [image: image] and [image: image] with respect to MLT, φ, and equatorial radial distance, R, and a loss term due to wave-particle interactions. This model has been previously used for data assimilative predictions of Earth’s ring current (Aseev and Shprits, 2019) and is hereinafter referred to as VERB-CS (Convection Simplified).
The coefficients of these terms are bounce averaged drift velocities ⟨vφ⟩ and ⟨vR⟩, consisting of the E ×B drift and the gradient and curvature drift. These drifts are calculated using the Kp-dependent T89 magnetic field model (Tsyganenko, 1989) and in the case of the E ×B drift, the Volland-Stern (Volland, 1973; Stern, 1975) electric field model with the Maynard-Chen (Maynard and Chen, 1975) Kp-dependent parameterization is used.
The 4D numerical grid used in this work consists of 49 points in MLT and 29 points in R starting at 1 RE and ending at 6.6 RE. The logarithmic V and linear K grids consist of 31 and 11 points respectively and are set up in such a way that ensures that the desired energy of 10 keV for the equatorial pitch-angle range, which is defined by the equatorially mapped 54° local pitch-angle channel of RBSP-B, is covered over the whole spatial grid.
The initial condition for PSD is extracted from the last full trajectory of the RBSP-B satellite before the start of the simulation, assuming that the initial flux is symmetric in MLT. Periodic boundary conditions are used for MLT and the lower radial boundary condition at R = 1 is set to 0, while the upper boundary condition at geostationary orbit (R = 6.6) is provided by the Kp-dependent Denton model (Denton et al., 2015).
Electron lifetimes, τwave, due to wave-particle interactions correspond to either hiss or chorus associated lifetimes depending on whether a particle is inside the plasmasphere or outside. The plasmapause location is determined by the Kp-dependent C&A model (Carpenter and Anderson, 1992). Orlova and Shprits (2014) calculated and parameterised electron lifetimes associated with interactions with chorus waves, using wave properties derived from CRRES data (Spasojevic and Shprits, 2013). Similarly, Spasojevic et al. (2015) calculated wave properties of hiss waves from RBSP data, which was later translated into electron lifetimes (Orlova et al., 2016). Both the hiss and chorus lifetime models depend on radial distance, MLT, electron energy and Kp.
2.4 Setup of the Sensitivity Analysis
To find the dominant process or processes controlling the dynamics of the ring current electrons, we perform several sensitivity runs of VERB-CS with various perturbations of the Kp time series. In this work, the sensitivity analysis focuses on describing how uncertainty in the input variables affects the final output. Since all variability of the inputs of the VERB-CS model are driven by the Kp index, we can introduce variability by perturbing Kp and quantify the resulting uncertainty in flux. By doing a one-factor-at-a-time (OAT) analysis, we can see the effects of different processes in the model and quantify the effect of the variability of each input on the ring current simulation. To this end, the Kp input of a single part of the model is perturbed, while all other parts of the model are driven by the original Kp history. We perform two different experiments: one adding Gaussian noise with a variance of one to the original Kp time series; and another adding a uniform offset of ±1 to the original Kp history. Examples of such perturbed Kp time histories can be seen in Figures 2A, 3A.
[image: Figure 2]FIGURE 2 | Perturbation results of 10 keV electron flux and 54°local pitch-angle at the spacecraft’s location for the intense event along the RBSP-B orbit. The blue areas show the range of simulation results, when Kp is perturbed using Gaussian noise. The black line in panels b–g shows the RBSP-B flux data. (A) Original Kp history and perturbed ones. (B) Perturbing plasmapause location model. (C) Perturbing boundary condition model. (D) Perturbing drift velocities. (E) Perturbing electron lifetime models. (F) Perturbing plasmapause location, boundary conditions and drift velocities combined. (G) Perturbing all processes combined.
[image: Figure 3]FIGURE 3 | Perturbation results of 10 keV electron flux and 54° local pitch-angle at the spacecraft’s location for the moderate event along the RBSP-B orbit. The blue areas show the range of simulation results, when Kp is perturbed using Gaussian noise. The black line in panels b–g shows the RBSP-B flux data. (A) Original Kp history and perturbed ones. (B) Perturbing plasmapause location model. (C) Perturbing boundary condition model. (D) Perturbing drift velocities. (E) Perturbing electron lifetime models. (F) Perturbing all processes combined.
In the case of the Gaussian noise experiments, we are interested in the range of simulation results, defined as the 10th and 90th percentiles of electron flux along the RBSP-B trajectory for each point in time. We make this choice so that the impact of statistical outliers is reduced. We have tested how many simulations are necessary for convergence and found that 16 simulations are enough to see no significant change when adding additional simulations (see Supplementary Figure S2).
In the OAT sensitivity analysis we investigate the influence of changes in the plasmapause location; boundary conditions at GEO; drift velocities calculated from the electric and magnetic field; and electron lifetimes due to chorus and hiss scattering. We also present simulation results when the Kp input is perturbed for all processes combined.
3 BASELINE SIMULATION RESULTS
In Figure 1 the VERB-CS results are displayed alongside RBSP-B observations and geomagnetic indices (Panel a and e) for the two considered events: a storm that occurred on 17 March 2013 and a period of disturbed activity from 27 until 29 March 2013. Panels b and f show the radial distance of the satellite mapped to the equatorial plane during the events. Panels c and g show observations and results along the satellite’s orbit presented linearly in time, while the x-axis of Panels d and h is modified in a way such that the radial distance and not the time is presented linearly, ensuring that there is no bias towards certain radial distances in our plots. The exact setup is displayed in Supplementary Figure S1. For this study, plotting with equidistant radial distance on the x-axis is preferred, since it is later shown that at middle radial distances (L ∼ 3), we see the highest variance of model results.
Looking at VERB-CS results for the St. Patrick Day storm (left column), we can see that the VERB-CS model predicts an enhancement with the rise of Kp and agrees well for L [image: image] 5, although there is an overestimation at radial distances of three to four Earth radii. This issue is discussed further in Section 5 where the contributions of each parameter are investigated. The simulation results for the moderate geomagnetic activity (right column) show good agreement with observations and the enhancement of the 10 keV electron flux is correctly reproduced during this geomagnetically disturbed time.
Table 1 displays metrics quantifying the comparison between measurements and simulation results. It is apparent that the weighted metrics show worse performance of the model compared to the uncorrected metrics, which indicates that the model performs better at high L shells near GEO. All three weighted metrics indicate as well that the model gives worse results for the intense storm than the moderate storm. The model shows a positive bias in both events, although it is much higher for the intense storm as indicated by ME and wME. The correlation coefficient is comparable between both events, which is surprising because of the relatively good agreement for the second event. Small scale fluctuations in the flux measurements could be the cause for this, which are not resolved by our model. The simulation results shown in Figure 1 are our baseline simulations for the following sensitivity analysis.
TABLE 1 | Metrics computed for the comparison of log10 (flux) of VERB results and RBSP-B observations for both events. For details, see Section 2.2.
[image: Table 1]4 SENSITIVITY ANALYSIS RESULTS
The simulated electron flux when perturbing the processes in an OAT manner can be seen in Figures 2B–E. Comparing the range of simulated 10 keV electron flux when adding Gaussian noise (blue shaded regions) shows that perturbing the plasmapause location and boundary conditions does not have as large of an effect as compared to perturbing electron lifetimes, or drift velocities, through perturbations in the electric and magnetic field. The impact of the variance of the plasmapause location and boundary conditions is confined in a limited L range: plasmapause location only effecting low L shells; and boundary conditions effecting high L shells close to the boundary. Conversely, perturbing drift velocities and electron lifetimes results in a large variance across all L shells, with a maximum variability around L ∼ 3. This is especially the case for electron lifetimes, where the perturbations show a substantial effect on the electron flux in this region.
Adding uniform offsets to the model’s processes (green and magenta lines), leads to a larger change in the resulting electron flux in almost all cases as compared to using the Kp with added Gaussian noise.
As a final step, Figure 2F shows the variance, when perturbing plasmapause location, boundary conditions and drift velocities simultaneously, but leaving the lifetime as in the baseline simulation. It should be noted that this variance is not as large as when perturbing electron lifetimes alone. Interestingly enough, when we perturb all processes combined including electron lifetimes (Panel g), the uncertainty is again smaller compared to perturbing electron lifetimes alone (Panel e). Adding a positive uniform offset to all processes results in the simulated electron flux becoming smaller, as electron loss dominates over other processes, which is a very interesting and somewhat counter-intuitive result.
Table 2 reinforces these statements quantitatively, by displaying the wMAE and wME calculated by comparing the positive offset against the negative offset simulations, and the 10th and 90th percentiles of the Gaussian-noise-simulations. The metrics in this case do not describe the errors of simulations but rather the range of them. Looking at the uniform offset results, the wMAE describes the span between the simulation while the sign of the wME shows whether the positive (positive sign) or negative (negative sign) offset simulation leads to higher flux results. For the Gaussian-noise-experiments, the wMAE equals the wME, since the difference between the 90th to the 10th percentile is always positive by definition.
TABLE 2 | Metrics computed for the comparison between the simulation results using uniform offsets, and the results of the 10th and 90th percentile when adding Gaussian noise. For details, see Section 2.2.
[image: Table 2]Figure 3 has the same format as Figure 2, showing the results for the moderate storm. As it has been seen for the intense storm, the perturbations of plasmapause location and boundary conditions result only in small variances over a limited L range. Panel e shows that electron lifetimes have less of an effect on the simulation results compared to the intense storm, while the most impactful parameter on the electron flux for the moderate storm are the drift velocities (Panel d). Perturbing drift velocities, through perturbations in electric and magnetic field, using the Gaussian noise method leads to a clear positive bias, due to the non-linearity of the electric and magnetic field models and the semi-logarithmic nature of the Kp index itself. The largest range of simulation results when perturbing electron lifetimes or drift velocities is apparent at L ∼ 3, as it has been already observed for the intense storm. This region is very sensitive to perturbations of the source-loss balance of the model.
Adding a uniform offset of ±1 to the Kp input that drives various processes leads to large variability of simulation results, especially when perturbing drift velocities. This substantial effect is also apparent, when all processes combined are perturbed (Panel f), where adding a positive offset to Kp leads to higher electron flux, while adding a negative offset leads to smaller flux values.
Comparing the calculated metrics for both events (Table 2), we can see that the maximum wMAE, observed for drift velocities for the moderate storm, is substantially lower than the maximum value observed for electron lifetimes in the case of the intense event. Generally speaking, the moderate storm shows a smaller range of perturbed simulation results. It is also interesting that the sign of the wME is different for both events, when the full simulation is perturbed. Contrary to the intense storm, it is not the loss processes controlling the dynamics of the ring current, but for moderate events, the drift velocities due to the changes of electric and magnetic field.
5 DISCUSSION
We have presented the results of a sensitivity analysis in terms of Kp for a moderate and an intense storm. Perturbing the Kp input for the calculation of the plasmapause location and the boundary condition model does not have a very significant influence on the resulting electron flux in the case of either a strong or a moderate storm. The Denton et al. (2015) model provides the mean values of electron flux at GEO, which are used in this work, as well as statistical percentiles for each value of Kp. Aseev et al. (2019) investigated how this statistical variance influences the ring current and comparing with their results, the influence on electron flux due to this statistical spread is larger than the influence of a perturbation of the model’s Kp input. It is well known that the plasmapause location influences magnetosphere dynamics (e.g. Wang et al., 2020), and it is therefore surprising, that perturbing this plasma boundary has only a small impact on simulation results. This effect may not be most accurately estimated due to uncertainties of the C&A model, which describes the plasmapause location in a very simple MLT-independent manner and therefore, does not represent the full dynamics of the plasmasphere during a geomagnetic storm.
The parameters with the largest impact, when perturbed through their Kp input, are drift velocities and electron lifetimes (see Figures 2, 3). Drift velocities are strongly influenced through the change of the convection electric field during geomagnetically disturbed times. For intense storms, it has been shown that the convection electric field can saturate Liemohn et al. (2002); Califf et al. (2014), hence reducing the effect of the electric field during those times. This can also be seen in our results: for the moderate storm, the sensitivity due to the electric field still dominates over loss processes, while loss dominates over convection for the considered intense storm.
Whether loss or source processes dominate shows the largest effect at L ∼ 3, which is consistent with the results presented in Aseev et al. (2019). While the electron flux at higher L near the GEO boundary responds quickly to changes in the convection field and boundary conditions, deeper L shells show slower dynamics. We conclude that the flux at L ∼ 3 is a good proxy for validating the balance of source and loss processes during geomagnetic storms. For moderate storms (Kp [image: image] 6), this balance seems to be correctly modelled by VERB-CS for 10 keV electrons, while we see overestimation in the simulated flux blow L = 4 during intense storms. Figures 3D,F show that decreasing the Kp uniformly by one does not resolve the overestimation completely (third pass of the satellite). This shows that modeling errors of the electron flux supplied by the outer radial boundary are unlikely to be responsible for this source-loss imbalance alone.
To understand how our model behaves with a more complex electric field model, we run the same events using the model by Weimer (2005) and see almost the same overestimation of flux for the intense storm (see Supplementary Figure S8) and similar behaviour for the moderate event. It is concluded that VS. captures the general dynamics of the global convection field correctly compared to more complex models. Statistical studies have shown that strong large-scale electric fields are present at low L shells during intense storms. (Rowland and Wygant, 1998; Califf et al., 2014), which are not described by the simple Volland-Stern model. Fine electric field structures like these could alter the drift trajectories of electrons, and therefore also our simulation results, significantly. However, since we observe overestimation of flux for different events and MLT sectors (see Supplementary Figures S3, S6, S7), it seems unlikely that such a local phenomenon is the main issue of a global source-loss imbalance.
Another potential parameterization error is the magnetic field used for calculating drift velocities. The T89 model predicts compression and stretching of the magnetosphere during geomagnatically active times, but not to the same extend as newer models (e.g. Tsyganenko and Sitnov, 2005) explicitly designed for handling storm times (McCollough et al., 2008). On the dayside, compression of the magnetic field leads to more loss of particles to the magnetopause (Keika et al., 2005), while on the nightside the stretching results in a weaker magnetic fields. Since the strength of the E ×B-drift scales inversely with |B| and electrons at 10 keV are not affected much by the gradient-curvature-drift, this results in stronger convection and higher flux enhancements on the nightside during storms (Ganushkina et al., 2012). We conclude that newer magnetic field models would not help to reduce overestimation observed on the nightside, but should still be considered in future studies to represent a more accurate picture of the Earth’s magnetic field.
These points make the investigation of the loss of electrons very important to better reproduce electron flux during intense storm events. Recent statistical wave studies have shown that chorus waves can be effective in scattering low energy electrons in the pre-midnight sector (Wang et al., 2019) and an event specific study has also shown stronger chorus wave activity in the pre-midnight sector as expected (Yu et al., 2022). This scattering process is currently not properly accounted for in the lifetimes used in our model and therefore this lack of loss may be responsible for the overestimation at L ∼ 3.
For the moderate geomagnetically disturbed time, with a Kp maximum of 5+, electron flux observations are well reproduced by our model (see Figure 1) and all input models used in VERB-CS have been validated to at least Kp 6. The T89 models uses six bins between Kp = 0 and Kp = 5- for its parameterization, which could cause inaccuracies in the sensitivy analysis when combined with other models which use different parameterization boundaries. With the exception of T89, all the parameterized models used here are smooth functions of Kp, which reduces the effect of boundaries in the Kp parameterizations to a minimum. Therefore, we can conclude that for these Kp levels, our model is a realistic representation of Earth’s ring current and the sensitivity analysis represents the sensitivity of the ring current itself. Regarding intense storm events, most of the empirical input models are not valid for such high Kp levels, hence it is difficult to estimate how well they will perform when extrapolated to very high activity levels. Despite these limitations, magnetospheric models often achieve convincing results using these parameterizations (e.g. Ganushkina et al., 2012; Aseev and Shprits, 2019; Ferradas et al., 2019) and also VERB-CS is capable of reproducing electron flux observations at a range of L shells for the St. Patrick’s Day storm. Our results reveal the state as well as the limits of our current understanding of the electron dynamics of the ring current and allow prioritizing future efforts of improving predictive capabilities.
6 CONCLUSION
In this work we have investigated the sensitivity of the major driving processes on electron ring current dynamics. Although only two events were presented here, the same controlling processes were identified for comparable storm events (see Supplementary Figures S4–S7). We showed that for moderate and intense storms, different processes dominate the behavior of the 10 keV electron population. Our conclusions are as following:
1. During intense storm events, perturbing electron lifetimes has the strongest effect on the evolution of the ring current electron flux within geosynchronous orbit. This result indicates the dominant role of wave-particle interactions and potentially other loss processes, that are currently not accounted for in VERB-CS, for the dynamics at these energies.
2. For moderate storms, the ring current is most strongly affected by changes of the drift velocities caused by the changes in the electric and magnetic fields.
3. High L shells near GEO are not strongly affected by perturbations of Kp, while the electron flux at L ∼ 3 is very sensitive to the assumed parameters and shows under- and overestimation. The validation of the ring current codes at tens of keV should include the low L-shell region at L ∼ 3 where the simulations are most sensitive to the assumptions about loss and transport mechanisms.
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The electrons are an essential particle species in the solar wind. They often exhibit non-equilibrium features in their velocity distribution function. These include temperature anisotropies, tails (kurtosis), and reflectional asymmetries (skewness), which contribute a significant heat flux to the solar wind. If these non-equilibrium features are sufficiently strong, they drive kinetic micro-instabilities. We develop a semi-graphical framework based on the equations of quasi-linear theory to describe electron-driven instabilities in the solar wind. We apply our framework to resonant instabilities driven by temperature anisotropies. These include the electron whistler anisotropy instability and the propagating electron firehose instability. We then describe resonant instabilities driven by reflectional asymmetries in the electron distribution function. These include the electron/ion-acoustic, kinetic Alfvén heat-flux, Langmuir, electron-beam, electron/ion-cyclotron, electron/electron-acoustic, whistler heat-flux, oblique fast-magnetosonic/whistler, lower-hybrid fan, and electron-deficit whistler instability. We briefly comment on non-resonant instabilities driven by electron temperature anisotropies such as the mirror-mode and the non-propagating firehose instability. We conclude our review with a list of open research topics in the field of electron-driven instabilities in the solar wind.
Keywords: solar wind, plasma, instabilities, electrons, temperature anisotropy, heat flux, quasi-linear theory
1 INTRODUCTION
The solar wind is a fully ionised and quasi-neutral plasma flow (for a recent review about the solar wind, see Verscharen et al., 2019b). Plasma flows with these properties consist of free negatively charged electrons and free positively charged ions. The majority of the ions in the solar wind are protons with an addition of 2–5% of α-particles and a minority contribution of heavier ions. Quasi-neutrality requires that electrons and ions are spatially distributed so that the total charge density of the plasma is approximately zero on scales much greater than the Debye length. In order to fulfill quasi-neutrality, electrons must be, on average, the particle species with the greatest number density in fully ionised and quasi-neutral plasmas like the solar wind.
The mass of an electron is by a factor of 1836 times smaller than the mass of a proton. Therefore, the direct contributions of electrons to the solar-wind mass, momentum, angular-momentum, and kinetic-energy fluxes are negligible compared to the proton contributions. However, electrons contribute significantly to the overall momentum balance of the solar wind through their thermal pressure gradient (Parker, 1958; Landi and Pantellini, 2003) and to the overall energy balance of the solar wind through their heat flux (Hollweg, 1974; Scime et al., 1994; Scime et al., 1999; Pagel et al., 2005; Bale et al., 2013; Borovsky and Gary, 2014; Cranmer and Schiff, 2021). This is true both for fast solar-wind streams, whose sources are open coronal field regions such as polar coronal holes, as well as for the wind originating from the more complex coronal regions associated with helmet streamers and pseudo-streamers. In the simplest models of coronal acceleration, the fluid electron pressure gradient reflects the effects of the interplanetary electric field set up by the much greater scale height of electrons compared to protons of similar temperatures (Parker, 2010). The subsequent (Jeans-theorem) evolution of the wind, taking into account charge conservation (the outflow must be globally neutral) as well as local charge neutrality, together with magnetic-moment conservation for particles of each species, leads to distribution functions in the supersonic wind that are strongly out of equilibrium. These distributions become unstable to plasma and electromagnetic field oscillations that most likely play a major role in shaping the observed distributions as we discuss in this article.
Electron-kinetic processes such as resonant damping and instabilities modify the overall energy budget of the electromagnetic plasma fluctuations, which has an impact on the overall evolution of the solar wind (Gary et al., 1975b; Feldman et al., 1976a; Ramani and Laval, 1978; Gary et al., 1999b; Alexandrova et al., 2009; Schekochihin et al., 2009; Štverák et al., 2015). Estimates of the empirical proton-to-total heating ratio based on observed temperature profiles in the inner heliosphere suggest that a significant fraction [image: image] of the turbulent energy is dissipated by electrons (Cranmer et al., 2009). Therefore, electrons and electron-driven processes are considered essential for our understanding of the global evolution of the solar wind (and for other astrophysical plasmas, see Verscharen et al., 2021a,b).
In-situ solar-wind measurements show that the electrons, like the ions, often exhibit deviations from thermodynamic equilibrium (Feldman et al., 1975; Rosenbauer et al., 1977; Pilipp et al., 1987; Maksimovic et al., 1997). These deviations become apparent in the electrons’ velocity distribution function fe that often differs from the Maxwellian equilibrium distribution. We define fe so that fe (x, v, t) d3x d3v describes the total number of electrons in the phase-space volume d3x d3v centred around the coordinates (x, v) at time t. If binary Coulomb collisions between the plasma particles were the dominant process that determined fe, the observed deviations from the Maxwellian equilibrium would not persist, at least not over long timescales when compared to the Coulomb collision time. We, therefore, refer to the solar wind often as a collisionless plasma (Marsch, 2006). Given the steep energy dependence of the Coulomb-collision cross section, this applies especially to the suprathermal electrons; however, for the thermal electrons, collisions remain important (Scudder and Olbert, 1979; Landi et al., 2012).
Temperature anisotropy is a typical non-thermal feature associated with fe in the solar wind (Phillips et al., 1989; Salem et al., 2003; Štverák et al., 2008). Temperature anisotropy is characterised by different temperatures in the directions perpendicular and parallel to the local magnetic field. In this context, we understand temperature as the kinetic temperature based on the diagonal elements of the electron pressure tensor (i.e., the second velocity moment of fe). We define the temperature of a plasma species j in the direction perpendicular to the magnetic field as T⊥j and its temperature in the direction parallel to the magnetic field as T∥j.
Another important non-thermal feature of the solar-wind electron distribution function is its ternary structure consisting of a thermal core, a suprathermal halo (Feldman et al., 1975; Pilipp et al., 1987; Lie-Svendsen et al., 1997; Maksimovic et al., 1997), and a field-aligned beam (Pilipp et al., 1987; Lin, 1998). Figure 1 illustrates the three populations of the electron distribution function in velocity space and the formation of the overall electron distribution in the solar wind.
[image: Figure 1]FIGURE 1 | Schematic of a typical electron distribution function in the solar wind. Left: two-dimensional distribution function in (v⊥, v∥) space. Right: cut of the distribution function along the v∥-axis. The blue colour indicates the electron core, the green colour represents the halo, and the red colour represents the strahl.
The thermal core consists of about 95% of the electrons (blue colour in Figure 1). It has a shape close to a Maxwellian distribution and temperatures comparable to the proton temperatures in the solar wind. The Maxwellian shape of the core is often attributed to the lower mean free path for Coulomb collisions at low speeds in the distribution (Phillips and Gosling, 1990).
The suprathermal halo is a quasi-isotropic tail of electrons represented by an enhancement of fe above the Maxwellian distribution. It is primarily observed at energies above a breakpoint of about 50 eV at 1 au (green colour in Figure 1; McComas et al., 1992; Lie-Svendsen et al., 1997). The location of this breakpoint and the relative density of the halo population vary with distance from the Sun and show correlations with solar-wind parameters such as speed and temperature (Maksimovic et al., 2000, 2005; Pierrard et al., 2016, 2020; Bakrania et al., 2020). The halo population is often successfully modelled with a κ-distribution (using the Greek letter “kappa”; for detailed information about κ-distributions, see the recent textbooks by Livadiotis, 2017 and Lazar and Fichtner, 2021).
The field-aligned beam population is called the electron strahl (red colour in Figure 1). This population appears as a “shoulder” on the electron distribution at small pitch-angles around the directions parallel or anti-parallel to the magnetic field and typically in the anti-sunward direction (Hammond et al., 1996; Fitzenreiter et al., 1998). As in the case of the halo, the breakpoint energy between the core and the strahl populations and the relative density of the strahl vary with distance from the Sun and exhibit correlations with the solar-wind speed and temperature (Maksimovic et al., 2005; Pagel et al., 2007; Štverák et al., 2009; Graham et al., 2017; Abraham et al., 2022). The bulk velocities of the core, halo, and strahl often exhibit non-zero differences in their components parallel to the magnetic field. Given the requirement for global quasi-neutrality imposed by Poisson’s equation, these field-aligned relative drifts must be such that the total electron charge flux is equal to the total ion charge flux. Given the outward drift of the strahl, this typically leads to a sunward drift of the core distribution. The relative drifts, particularly those of the suprathermal components, are responsible for the majority of the heat flux in the electron distribution.
If the deviations from thermodynamic equilibrium are large and certain criteria, which we discuss in this review, are fulfilled, the kinetic configuration of fe drives kinetic micro-instabilities. These instabilities lead to the exponential growth of fluctuations in the electromagnetic or electrostatic fields over time at the expense of the integrated particle kinetic energy. During the growth of these instabilities, particles interact with the growing fluctuations, leading to a change of fe that reduces the non-thermal drivers of the instability, until fe achieves a marginally stable state. In the case of instabilities driven by temperature anisotropy, this process leads to a reduction of the anisotropy. In the case of instabilities driven by heat flux, this process leads to a reduction of the heat flux (López et al., 2020). The efficiency of the heat-flux reduction by different instabilities is a matter of ongoing research. The ability of electron-driven instabilities to regulate electron temperatures, temperature anisotropies, and potentially heat flux makes them important for the overall evolution of the solar wind. We often characterise these instabilities in terms of instability thresholds that depend on plasma bulk parameters, such as the densities, bulk speeds, and temperatures of the involved plasma populations.
The launch of Parker Solar Probe in 2018 and the launch of Solar Orbiter in 2020 have started a new era of electron observations in the solar wind (Fox et al., 2016; Müller et al., 2020; Owen et al., 2020; Whittlesey et al., 2020). These spacecraft measure the three-dimensional solar-wind electron distribution function over a wide range of heliocentric distances and with unprecedented accuracy and cadence. Electrons are particularly difficult to measure due to their small mass and due to the small kinetic energies of a large number of electrons in the distribution (Wüest et al., 2007). These energies are often comparable to the energy associated with the spacecraft electrostatic potential at the measurement point. Nevertheless, these modern observations confirm earlier suggestions that the electron distribution evolves with distance from the Sun and that non-thermal features are essential for a complete description of the evolution of the solar wind, especially near the Sun (Halekas et al., 2020; Berčič et al., 2021b; Halekas et al., 2021b; Abraham et al., 2022; Jeong et al., 2022b). These results and extrapolations based on previous measurements also suggest that electron-driven instabilities play an important role in the shaping of the electron distribution (Berčič et al., 2019), although many questions about electron kinetics and its impact on the evolution of the solar wind remain open.
With this review, we pay tribute to the many theoretical and numerical discoveries made by Peter Gary in the field of electron-driven instabilities in the solar wind. Through his application of linear Vlasov–Maxwell theory, Peter made crucial contributions to the understanding of the energetics of the solar wind. In Section 2, we present a basic summary of linear Vlasov–Maxwell theory and our quasi-linear framework to visualise the impact of electron-driven instabilities. In Section 3, we discuss instabilities driven by temperature anisotropies in the solar-wind electron populations. In Section 4, we explore instabilities driven by reflectional asymmetries in the electron distribution function, including instabilities driven by electron heat flux. Section 5 gives a short summary of non-resonant electron-driven instabilities. Finally, Section 6 presents the conclusions of our work as well as an outlook on open questions and future observations of electron-driven instabilities.
2 THEORETICAL FRAMEWORK FOR THE DESCRIPTION OF RESONANT MICRO-INSTABILITIES
In this section, we summarise linear Vlasov–Maxwell theory for the calculation of the hot-plasma dispersion relation of plasma waves and instabilities. We then introduce a quasi-linear framework for the description of the evolution of the electron distribution function under the action of electron-driven instabilities. The framework described in this section applies both to electrons and to ions in collisionless plasmas. This prepares us for the discussion in the subsequent sections of specific electron-driven instabilities in the solar wind.
2.1 Linear Vlasov–Maxwell Theory
Linear Vlasov–Maxwell theory is a framework for the description of small-amplitude plasma waves in kinetic plasmas. The starting point for the derivation of the hot-plasma dispersion relation in linear Vlasov–Maxwell theory is the Vlasov equation,
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combined with Maxwell’s equations,
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and
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In this coupled set of equations, fj (x, v, t) is the velocity distribution function of species j, E is the electric field, B is the magnetic field, qj and mj are the charge and the mass of a particle of species j, ϱ is the charge density, j is the current density, and c is the speed of light. Self-consistency demands that
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and
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showing that Eqs. 1–5 represent a complicated, coupled set of integro-differential equations in six-dimensional phase space and time. Linear Vlasov–Maxwell theory simplifies this set of equations by linearisation so that
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E (x, t) = δE (x, t), and B (x, t) = B0 + δB (x, t), where the subscript 0 indicates a background quantity and δ indicates a fluctuating quantity that averages to zero over time and space. Moreover, we make the assumption that all fluctuating quantities behave like plane waves, ∝ eik⋅x−iωt, where k is the wave vector and ω is the wave frequency. As described in the literature (e.g., Stix, 1992), the application of these assumptions and Landau’s procedure for the analytic continuation around poles in the complex plane lead to the dispersion relation in the form
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where
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is the dispersion tensor, ϵ is the plasma susceptibility tensor, and n = kc/ω. In this convention, the reference frame is chosen so that ky = 0. The entries of the 3 × 3 matrix [image: image] depend on the plasma background properties (qj, mj, f{0j}, and B0) and of the wave properties (k and ω). Numerous numerical tools exist that solve Eq. 9, often assuming closed expressions for f0j such as Maxwellian or bi-Maxwellian distributions (Roennmark, 1982; Klein et al., 2012; Verscharen and Chandran, 2018).
The standard approach for finding the dispersion relation (corresponding to an initial-value problem) involves the determination of a complex ω that solves Eq. 9 for given plasma background properties at fixed k. In general, these solutions are complex-valued. We define the complex ω that solves Eq. 9 for given background parameters and k as
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where ωkr = Re (ωk) is the real wave frequency and γk = Im (ωk) is the growth/damping rate at wave vector k. The fluctuation amplitudes of solutions with γk < 0 exponentially decrease with time, while the fluctuation amplitudes of solutions with γk > 0 exponentially increase with time. Therefore, we refer to solutions with γk < 0 as damped waves and to solutions with γk > 0 as instabilities. In linear theory, the damping rate γk is generally a function of k that possesses a global maximum at fixed plasma background properties. We refer to the maximum growth rate γm as the maximum γk over all k for a given instability and given plasma background properties.
Due to the kinetic (microphysical) nature of these instabilities, we also find the term micro-instabilities for these solutions in the literature. Peter Gary pioneered the application of linear Vlasov–Maxwell theory to the study of micro-instabilities in space plasmas.
2.2 Quasi-Linear Evolution of Micro-Instabilities
If γk ≠ 0, the energy density of the electromagnetic fluctuations changes over time. This process exchanges energy between the electromagnetic field and the plasma particles, either in the form of a particle energy loss (γk > 0) or gain (γk < 0) in order to conserve the total energy. This fundamental concept helps us understand the evolution of the velocity distribution function under the action of micro-instabilities.
Resonant micro-instabilities are a family of micro-instabilities in which the energy exchange occurs via resonant wave–particle interactions between the unstable waves and the plasma particles.
Quasi-linear theory is a mathematical framework to describe the evolution of f0j (Vedenov et al., 1961; Drummond and Pines, 1964; Kennel and Engelmann, 1966; Rowlands et al., 1966). It requires that the amplitude of the resonant waves and their damping rates are small (|δfj|≪ f0j in Eq. 8, and |γm|≪|ωkr| in Eq. 11 at the unstable k), so that the timescale of the evolution of f0j is much greater than the period of the resonant wave 1/ωkr.
Under the assumptions of quasi-linear theory, the background distribution is gyrotropic; i.e., cylindrically symmetric around B0. Therefore, it is helpful to work in cylindrical coordinates in velocity space, so that v is represented by the velocity component v⊥ perpendicular to B0, the velocity component v∥ parallel to B0, and the azimuthal angle ϕv. Likewise, we express k with its cylindrical coordinates k⊥, k∥, and ϕk.
The slow, quasi-linear evolution of f0j over time due to resonant wave–particle interactions is given by the equation (Stix, 1992)
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where
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Ωj ≡ qjB0/mjc is the cyclotron frequency1, ξj = k⊥v⊥/Ωj is the argument of the Bessel function Jm of order m, and n is an integer that marks the order of the resonance. We refer to the resonance with n = 0 as the Landau resonance and to all other resonances with n ≠ 0 as cyclotron resonances. The left and right circularly polarised components of the electric field are given by [image: image] and [image: image], where we use the Fourier transformation of the electric field in the convention
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over the spatial volume V. We define the sense of the polarisation of a given wave mode in terms of Ek,l, Ek,r, and Ekz.
Due to the δ-function in Eq. 12, only particles fulfilling the resonance condition
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participate in the resonant wave–particle interactions associated with a given n. In the case of Landau-resonant interactions, a resonant particle travels along B0 with the parallel phase speed of the resonant wave, v∥ = ωkr/k∥. This resonant particle experiences a constant parallel wave electric field E∥≡ δE ⋅B0/B0. In the case of cyclotron-resonant interactions, a resonant particle travels along B0 at a speed such that the Doppler-shifted wave frequency in the particle’s frame of reference is an integer multiple of the particle’s cyclotron frequency. Such a particle experiences a perpendicular wave electric field E⊥ ≡ δE − E∥B0/B0 that does not average to zero over multiple cyclotron periods of the particle. This description captures the fundamental nature of resonant wave–particle interactions. We note, however, that Eq. 12 includes more subtleties such as higher-order and anomalous cyclotron resonances as well as transit-time damping, which lie outside the scope of this review.
Figure 2 illustrates an example for a solution to the linear Vlasov–Maxwell dispersion relation from Eq. 9 and the resonance conditions from quasi-linear theory in Eq. 16. The black curve shows a solution of the Vlasov–Maxwell dispersion relation from Eq. 9 in terms of ωkr for the fast-magnetosonic/whistler wave as a function of k∥. The dashed lines describe the resonance conditions from Eq. 16 for n = −1 (blue), n = +1 (red), and n = 0 (green). Their slopes correspond to different values of v∥. At any intersection between a line representing a resonance condition and the plot of the dispersion relation, Eq. 16 is fulfilled.
[image: Figure 2]FIGURE 2 | Dispersion relation and resonance conditions. The black curve shows a solution to Eq. 9 for the fast-magnetosonic/whistler wave. We assume an angle of 40° between k and B0 and a very cold plasma (βj = 10−8) consisting of Maxwellian protons and electrons. For our definition of βj, see Eq. 22. The dashed lines represent electron resonance conditions according to Eq. 16 for different n and v∥. The wavenumber is normalised by the inverse of the electron inertial length de
Eq. 12 represents a diffusion equation in velocity space. The operator [image: image] dictates the direction of the diffusive flux when the resonance condition is fulfilled and [image: image]. The diffusive flux of resonant particles through velocity space is locally tangent to semicircles in velocity space of the form
[image: image]
where vph ≡ ωkr/k∥ is the field-parallel phase speed of the resonant waves. According to Eq. 17, quasi-linear diffusion conserves particle kinetic energy in the reference frame that moves with the velocity vphB0/B0. The description of Eq. 17 leaves us with an ambiguity in the direction of the diffusive flux of resonant particles (clockwise or counter-clockwise in velocity space). This ambiguity is resolved by the requirement that Eq. 12 demands, like other diffusion processes, a diffusive flux from larger values of f0j to smaller values of f0j.
Our cylindrical coordinate system is aligned with B0, so that waves with vph > 0 propagate in the direction of B0. The direction of propagation of wave solutions with respect to B0 can be reversed mathematically in two ways: either by changing the sign of ωkr or by changing the sign of k∥. Although this choice does not affect the physics described by the wave theory, it has an impact on the polarisation and thus the applicable resonance condition. We implicitly assume that ωkr ≥ 0 throughout this work, so that a reversal of the direction of propagation corresponds to changing the sign of k∥ in our convention2.
Figure 3 illustrates the quasi-linear diffusion in velocity space. The black semi-circles represent Eq. 17. Particles at v∥ = vph fulfill the Landau-resonance condition with n = 0 according to Eq. 16. If [image: image] at v∥ = vph, the direction of the diffusive flux of Landau-resonant particles is as indicated by the red arrow marked “Landau”. For Landau-resonant particles, [image: image].
[image: Figure 3]FIGURE 3 | Schematic illustration of quasi-linear diffusion in velocity space. The black semi-circles represent Eq. 17 for a given parallel phase speed vph. The diffusive flux of resonant particles is locally tangent to these semi-circles (marked by the red arrows). The green-dashed semi-circle indicates [image: image]. If the diffusive flux crosses the green-dashed semi-circle from larger to smaller values of [image: image], the resonant wave–particle interaction contributes to the growth of the resonant waves with parallel phase speed vph. Examples for Landau-resonant and cyclotron-resonant interactions are indicated.
Assuming that particles with v∥ = vres > vph fulfill a cyclotron resonance condition according to Eq. 16 in this example, the diffusive flux of these cyclotron-resonant particles is as indicated by the red arrow marked “cyclotron” as long as [image: image] at v∥ = vres.
As the resonant particles diffuse through velocity space, their v∥ changes. If the particles interact with waves with k⊥ = 0 on only a single branch of the dispersion relation, then at each value of v∥ the particles typically resonate with waves at a single value of k∥. This resonant value of k∥, which can be regarded as a function of v∥, corresponds to a unique parallel phase velocity vph, and over time the particles trace out a one-dimensional diffusion contour in velocity space that is locally tangent to the semicircles defined by Eq. 17. For dispersive waves, vph varies with k∥, and hence with v∥ of the resonant particles, and thus the full diffusion contour is not semi-circular, because the centre of the locally tangent semi-circle evolves during the diffusion process.
The quasi-linear evolution according to the concepts outlined so far generally leads to a change of the integrated particle kinetic energy of f0j (i.e., the second velocity moment of f0j). If the average kinetic energy [image: image] of the resonant particles decreases in the quasi-linear diffusion process, this energy is transferred into the resonant waves, leading to growth of the wave amplitude and thus instability. If the average energy of the resonant particles increases, this energy is taken from the resonant waves, corresponding to wave damping. Our graphical representation in Figure 3 allows us to evaluate the energy behaviour by comparing the direction of the diffusive flux of resonant particles with semi-circles around the origin (green-dashed in Figure 3). These semi-circles represent isocontours of constant [image: image]. If the direction of the diffusive flux locally crosses these semi-circles from larger to smaller [image: image], the process corresponds to an instability. If it crosses these semi-circles in the other direction, the process corresponds to damping. In the specific example shown in Figure 3, both the marked Landau-resonant and the marked cyclotron-resonant particles contribute to an instability of the resonant wave at phase speed vph. The question of damping/instability thus ultimately simplifies to an investigation of the relative alignments between the semi-circles in velocity space defined by Eq. 17, the isocontours of f0j, and the isocontours of [image: image] at the speed that fulfills Eq. 16 for resonant wave–particle interactions.
The propagation direction and the polarisation of the waves under consideration have a strong impact on the quasi-linear diffusion process. If the waves are purely parallel-propagating (i.e., k⊥ = 0), then ξj = k⊥v⊥/Ωj = 0 in Eq. 14. The Bessel functions have the property
[image: image]
This property simplifies Eq. 12 considerably for parallel-propagating waves. According to Eq. 14, parallel-propagating waves only have [image: image] if n = +1, n = −1, or n = 0. If a parallel-propagating wave is purely left-circularly polarised (i.e., if Ek,r = Ekz = 0), only the cyclotron resonance with n = +1 contributes to the sum in Eq. 12. If a parallel-propagating wave is purely right-circularly polarised (i.e., if Ek,l = Ekz = 0), only the cyclotron resonance with n = −1 contributes to the sum in Eq. 12. Lastly, if a parallel-propagating wave is purely longitudinal (i.e., if Ek,r = Ek,l = 0), only the Landau resonance with n = 0 contributes to the sum in Eq. 12. This simplification of the quasi-linear diffusion equations is particularly useful since many instabilities have maximum growth for k⊥ = 0, in which case they exhibit these pure polarisation properties according to linear Vlasov–Maxwell theory. For example, the parallel-propagating fast-magnetosonic/whistler wave is purely right-circularly polarised. The parallel-propagating Alfvén/ion-cyclotron wave is purely left-circularly polarised, and the parallel-propagating Langmuir wave is purely longitudinal. We note that these definitions only apply when ωkr > 0 according to our convention. For waves with oblique wave vectors, in general, all n must be considered and the polarisation is typically “mixed” with contributions from non-zero Ek,r, Ek,l, and Ekz. Nevertheless, it is often useful to consider that the Bessel-function contributions Jm(ξj) in Eq. 12 are greater for m = 0 than for other m when ξj is moderately small, which is often the case for the majority of the resonant particles.
In addition to its mathematical rigour, the quasi-linear-diffusion framework provides us with a visual aid to understand the physics of resonant micro-instabilities. It can be shown that the description of wave damping and instability in terms of quasi-linear diffusion is consistent with its description in terms of γk from solutions of linear Vlasov–Maxwell theory as far as the assumptions of both frameworks are fulfilled (Kennel and Engelmann, 1966; Kennel and Wong, 1967; see also Chandran et al., 2010).
The instabilities discussed in this review occur on a variety of length scales, which are often related to the characteristic plasma scales of the system (Verscharen et al., 2019b). We define the inertial length of species j as
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where [image: image] is the plasma frequency of species j, [image: image] is the Alfvén speed of species j and nj is the background number density of species j. We define the gyro-radius of species j as
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where [image: image] is the perpendicular thermal speed of species j and kB is the Boltzmann constant. For electrostatic instabilities, the Debye length
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of species j defines an important spatial reference scale. Lastly, we define the following dimensionless ratios of kinetic to magnetic pressure:
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where Tj is the scalar temperature of species j, which we use in the case of isotropic plasmas when Tj = T⊥j = T∥j.
3 RESONANT INSTABILITIES DRIVEN BY TEMPERATURE ANISOTROPIES
We discuss two types of resonant instabilities driven by electron temperature anisotropy: the electron whistler anisotropy instabilty and the propagating electron firehose instability. Both instabilities are associated with electromagnetic normal modes of the plasma. Under typical solar-wind conditions, non-resonant anisotropy-driven instabilities often have lower thresholds than the resonant instabilities. The non-resonant instabilities are discussed in Section 5. In plasmas with ωpe < |Ωe|, electrostatic instabilities exist that are driven by electron anisotropy (Gary and Cairns, 1999). However, since this condition is not fulfilled in the solar wind, we do not discuss these instabilities further.
3.1 Electron Whistler Anisotropy Instability
The electron whistler anisotropy instability is driven when T⊥e > T∥e (Kennel and Petschek, 1966; Scharer and Trivelpiece, 1967; Gary and Karimabadi, 2006; Lazar et al., 2022). It is an instability of the fast-magnetosonic/whistler wave with Ωp ≪ ωkr < |Ωe| and k ≲ 1/de at maximum growth. The instability has maximum growth when k⊥ = 0.
Figure 4 describes the quasi-linear evolution of f0e under the action of the electron whistler anisotropy instability. The initial electron distribution is elongated (i.e., anisotropic) in the direction perpendicular to the background magnetic field. Electrons with v∥ > 0 resonate with fast-magnetosonic/whistler waves at parallel phase speed −|vph| (i.e., propagating oppositely to the direction of B0) through the n = +1 cyclotron resonance according to Eq. 16. Electrons with v∥ < 0 resonate with waves at parallel phase speed +|vph| through the n = −1 cyclotron resonance according to Eq. 16.
[image: Figure 4]FIGURE 4 | Schematic illustration of the quasi-linear diffusion in the electron whistler anisotropy instability. The blue shaded area represents the anisotropic electron population with T⊥e > T∥e. The black semi-circles represent Eq. 17 for fast-magnetosonic/whistler waves with parallel phase speed |vph| (propagating in the direction parallel to B0) and −|vph| (propagating in the direction anti-parallel to B0). The diffusive flux of cyclotron-resonant particles is shown by the blue arrows. The green-dashed semi-circle indicates [image: image].
The relative alignment between the isocontours of f0e at the value of v∥ that fulfills Eq. 16 and the black semi-circles around ±|vph| in Figure 4 guarantees that the quasi-linear diffusion is locally directed tangent to the blue arrows. Therefore, v⊥ of the resonant electrons decreases while their |v∥| increases. Overall, this process leads to a reduction of [image: image] and thus of the energy of the resonant electrons. This energy is transferred into the resonant fast-magnetosonic/whistler waves in both directions of propagation. As in the case of the propagating electron firehose instability presented in Section 3.2, the overall temperature anisotropy of the distribution decreases in this process until the distribution function relaxes to a quasi-linear plateau in the part of velocity space occupied by resonant electrons. If f0e is asymmetric around v∥ = 0, the energy in the unstable counter-propagating waves can be imbalanced.
Kennel and Petschek (1966) give a necessary condition for instability of the electron whistler anisotropy instability as
[image: image]
The unstable mode follows the approximate dispersion relation (Gary, 1993)
[image: image]
When T∥e ∼ T∥p and β∥e ∼ 1 as in the solar wind, protons are unlikely to undergo a significant resonant interaction with parallel-propagating fast-magnetosonic/whistler waves. Therefore, this instability does not compete with proton-resonant damping.
The necessary relative alignment between the isocontours of f0e at the value of v∥ that fulfills Eq. 16 and the semi-circles around ±|vph| as shown in Figure 4 can also be fulfilled in bi-κ electron distributions (Lazar et al., 2011, 2013; Shaaban et al., 2021). Likewise, the instability criteria can also be fulfilled in plasmas consisting of anisotropic core and halo populations (Gary et al., 2012; Lazar et al., 2018a). In these cases, anisotropic halo electrons resonate with parallel-propagating fast-magnetosonic/whistler waves through the same mechanism as the electron core (Lazar et al., 2015). If the core is isotropic, the halo driving competes with cyclotron-resonant core damping.
The electron whistler anisotropy instability is believed to be responsible for the sporadic generation of parallel-propagating fast-magnetosonic/whistler waves that are intermittently observed in the solar wind (Tong et al., 2019a; Jagarlamudi et al., 2020; Vasko et al., 2020). Observations show that the solar wind very rarely exhibits plasma conditions above the instability threshold though (Štverák et al., 2008).
A review of early simulation work of the electron whistler anisotropy instability with quasi-linear context is given by Cuperman (1981). Particle-in-cell simulations reveal that this instability changes its properties in the low-β∥e regime, in which the wave at maximum growth is predominantly oblique and electrostatic, so that Landau-resonant processes become important (Gary et al., 2011). Kinetic simulations of the electron whistler anisotropy instability agree reasonably well with quasi-linear predictions in terms of the behaviour of the instability at saturation (Kim et al., 2017). In particular, these simulations indicate the occurrence of weakly resonant wave–particle interactions. While these numerical simulations start with bi-Maxwellian electron distributions, more recently, the impact of more realistic electron distribution functions has been explored. For instance, Lazar et al. (2022) perform particle-in-cell simulations with bi-κ electron distributions with different β∥e. In the explored cases, the presence of suprathermal electrons leads to higher growth rates and oscillation amplitudes than in the bi-Maxwellian case.
3.2 Propagating Electron Firehose Instability
The propagating electron firehose instability is driven when T∥e > T⊥e (Hollweg and Völk, 1970; Pilipp and Völk, 1971; Li and Habbal, 2000). It corresponds to an instability of left-hand polarised fast-magnetosonic/whistler modes that undergo a significant change in their dispersion relation under the relevant unstable plasma conditions. In the following discussion, we focus on the parallel-propagating case, in which k⊥ = 0.
When T⊥e = T∥e, the fast-magnetosonic/whistler branch of the dispersion relation is right-circularly polarised. However, when T⊥e/T∥e is sufficiently small, the fast-magnetosonic/whistler wave becomes left-circularly polarised as |k∥| increases from small to large values. These left-circularly polarised fast-magnetosonic/whistler waves can interact with electrons when Eq. 16 is satisfied for the n = +1 resonance, and such interactions can drive the wave unstable. When unstable, this mode satisfies Ωp < ωkr ≪|Ωe| and 1/dp < k∥ < 1/de (Micera et al., 2020a).
Figure 5 describes the quasi-linear evolution of f0e under the action of the propagating electron firehose instability. The initial electron distribution is elongated (i.e., anisotropic) in the direction parallel to the background magnetic field. Electrons with v∥ > |vph| resonate with waves at + |vph| through the n = +1 cyclotron resonance according to Eq. 16. Electrons with v∥ < −|vph| resonate with waves propagating in the anti-parallel direction to B0 (i.e., with a phase speed − |vph|) through the n = −1 cyclotron resonance according to Eq. 16.
[image: Figure 5]FIGURE 5 | Schematic illustration of the quasi-linear diffusion in the propagating electron firehose instability. The blue shaded area represents the anisotropic electron population with T∥e > T⊥e. The black semi-circles represent Eq. 17 for modified fast-magnetosonic/whistler waves with parallel phase speed |vph| (propagating in the direction parallel to B0) and −|vph| (propagating in the direction anti-parallel to B0). The diffusive flux of cyclotron-resonant particles is shown by the blue arrows. The green-dashed semi-circle indicates [image: image].
The relative alignment between the isocontours of f0e at the value of v∥ that fulfills Eq. 16 and the black semi-circles around ±|vph| in Figure 5 guarantees that the quasi-linear diffusion is locally directed tangent to the blue arrows. Therefore, v⊥ of the resonant electrons increases while their |v∥| decreases. Overall, this process leads to a reduction of [image: image] and thus of the kinetic energy of the resonant electrons. This energy is transferred into the resonant fast-magnetosonic/whistler waves in both directions of propagation. As in the case of the electron whistler anisotropy instability discussed in Section 3.1, the overall temperature anisotropy of the distribution decreases in this process until the distribution function relaxes to a quasi-linear plateau in the part of velocity space occupied by resonant electrons. If f0e is asymmetric around v∥ = 0, the energy in the unstable counter-propagating waves can be imbalanced.
In addition to anisotropic core electrons, also suprathermal electron populations such as an anisotropic halo with a bi-κ distribution can drive the propagating electron firehose instability (Lazar et al., 2017; Shaaban et al., 2021).
Since this instability is left-hand polarised, cyclotron-resonant proton damping counteracts the driving by cyclotron-resonant electrons. Due to its high frequency compared to Ωp, the instability’s growth rate depends only weakly on T∥e/T∥p and T⊥p/T∥p (Hollweg and Völk, 1970; Gary and Madland, 1985). The non-propagating firehose instability discussed in Section 5.2 often has a lower threshold than the propagating firehose instability under most solar-wind conditions (Paesold and Benz, 1999; Li and Habbal, 2000; Gary and Nishimura, 2003).
One-dimensional, relativistic particle-in-cell simulations of the propagating electron firehose instability underline its possible role as a temperature-isotropisation mechanism in solar-flare plasmas (Paesold and Benz, 1999; Messmer, 2002). Simulations with both anisotropic protons and electrons reveal that the concurrent presence of a proton and electron temperature anisotropy can increase the growth rate of the propagating proton firehose instability compared to plasmas with isotropic electrons (Micera et al., 2020a). Quasi-parallel and exactly parallel electron firehose modes become dominant after the saturation of oblique modes with higher growth rates (see also Section 5.2; Camporeale and Burgess, 2008; Innocenti et al., 2019a, the latter study is conducted within an expanding-box framework).
4 RESONANT INSTABILITIES DRIVEN BY REFLECTIONAL ASYMMETRIES IN THE DISTRIBUTION FUNCTION
In this section, we discuss instabilities driven by asymmetries in the electron distribution function around v∥ = 0. These asymmetries can be represented by beams, multi-beam structures, or skewness in the electron distribution (Forslund, 1970). We distinguish between electrostatic and electromagnetic instabilities driven by reflectional asymmetries in the distribution function. The electrostatic approximation is valid in plasmas with βj ≪ 1 for all j. In this case, E ≈ −∇ϕ, where ϕ is the electrostatic potential, and B ≈ B0. With increasing βj, however, the coupling between electric and magnetic fluctuations increases, and the fluctuations become increasingly electromagnetic. Nevertheless, some electrostatic modes also exist in plasmas with moderate to high βj, especially when they propagate along B0. Electromagnetic beam instabilities compete with their electrostatic counterparts in the presence of hot electron beams and reasonably large βj, which is often (but not always) the case in the solar wind. Unless stated otherwise, we work in the reference frame in which the background bulk speed of the protons is zero.
4.1 Electron/Ion-Acoustic Instability
The electron/ion-acoustic instability is an example of an electrostatic instability driven by an asymmetry in the electron distribution function. It is driven by the Landau-resonance of electrons with the ion-acoustic mode (Fried and Gould, 1961). In a magnetised plasma, it has maximum growth when k⊥ = 0.
The electron/ion-acoustic instability can be driven if there is a non-zero current parallel to B0 in a plasma with a single proton and a single electron component. While the ion-acoustic wave is strongly Landau-damped in plasmas with Te ≈ Tp, a sufficiently large relative drift between the protons and the electrons leads to an instability. The dispersion relation of the ion-acoustic wave is given by (Gary, 1993; Verscharen et al., 2017)
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where cs is the ion-acoustic speed. The protons provide the wave inertia, while the proton and electron pressures provide the restoring force. In their wave evolution, protons behave like a one-dimensional adiabatic fluid, while the electrons are isothermal according to Eq. 25. When the instability is only weakly unstable (i.e., small γm > 0), it is a long-wavelength electrostatic instability with k ≪ 1/λp. With increasing γm, the unstable wave-vector space increases to 0 < k ≲ 1/λp (Gary, 1993).
The quasi-linear evolution of f0e under the action of the electron/ion-acoustic instability corresponds to the case shown in Figure 6. If it is driven by the current between a single proton and a single electron component, the red strahl population in Figure 6 can be ignored. Due to the relative drift between the core population and the protons, Landau-resonant electrons diffuse towards smaller v∥, leading to a reduction in the kinetic energy of the resonant electrons. This process drives the resonant ion-acoustic waves unstable at the expense of the relative drift between protons and electrons.
[image: Figure 6]FIGURE 6 | Schematic illustration of the quasi-linear diffusion in the electron/ion-acoustic instability and in the kinetic Alfvén heat-flux instability. The blue shaded area represents the core electron population with bulk velocity Uc, and the red shaded area represents the strahl population with bulk velocity Us. The black semi-circles represent Eq. 17 for either wave type with parallel phase speed vph. The diffusive flux of Landau-resonant particles is shown by the blue arrow. The green-dashed semi-circle indicates [image: image]. In our geometrical convention with vph > 0, Us < 0 here, which indicates that the diffusive flux points in the − B0 direction. We note that Us < 0 still corresponds to the anti-sunward direction if B0 points towards the Sun.
For the case of a single drifting electron component, Gary (1993) gives an expression for the growth rate of the electron/ion-acoustic instability in a plasma with Maxwellian distribution functions under the assumption that Te ≫ Tp:
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where Uc is the bulk velocity of the single electron component in the proton reference frame. Combining Eqs 25 and 26 shows that γk > 0 if Uc > vph, where vph ≈ cs. As shown in Figure 6, the transition from Uc < vph to Uc > vph marks the transition from a diffusion that raises v∥ (the blue arrow would be pointing to the right in this case) of the Landau-resonant electrons to a diffusion that lowers their v∥ (blue arrow pointing to the left as shown). The growth rate according to Eq. 26 has a strong dependence on the electron temperature.
If the electron beam is very fast or the electrons are cold (i.e., Uc ≳ we), the dispersion relation of this unstable mode changes significantly from Eq. 25. In this cold-plasma regime, the instability transitions into the classic Buneman electron/ion two-stream instability (Buneman, 1959). It corresponds to the P = 0 mode in cold-plasma theory (Stix, 1992) with ωkr ∼ ωpe and maximum growth at k∥≃ ωpe/Uc when Uc ≫ we.
In the solar wind, the persistent occurrence of sufficiently strong field-aligned currents to drive the electron/ion-acoustic instability via this mechanism is unlikely. For reference, the most intense current densities in the solar wind at 1 au are typically [image: image] (Podesta and Roytershteyn, 2017), and the corresponding net drift between ions and electrons is very small (Vasko et al., 2022). However, a two-component electron configuration as shown in Figure 6 consisting of a core and strahl population enables the same instability mechanism. In an electron–proton plasma with core and strahl populations, the system is free from parallel currents if
[image: image]
which is typically the case in the solar wind (Feldman et al., 1975; Salem et al., 2021). In this configuration, the Landau-resonant interaction between unstable core electrons and ion-acoustic waves leads to a reduction of v∥ of the resonant electrons. As this corresponds to a reduction in Uc, the current-balance requirement from quasi-neutrality then also leads to a reduction in |Us| (see also Schroeder et al., 2021). Therefore, the electron/ion-acoustic instability is a candidate for the (indirect) regulation of the strahl heat flux in the solar wind (Gary, 1978). As shown in Figure 6, this instability does not scatter strahl electrons into the halo, although such a behaviour is found in the solar wind (Štverák et al., 2009).
Ion-acoustic waves have been observed in the solar wind (Gurnett and Anderson, 1977; Kurth et al., 1979; Gurnett, 1991; Píša et al., 2021). They often occur in sporadic bursts and at times when T∥e > T∥p (Mozer et al., 2021b). Near the Sun, the condition that T∥e ≫ T∥p can be satisfied in low-speed solar wind. At small heliocentric distances, the proton temperature remains correlated with the wind speed, but the electron temperature is anti-correlated with the wind speed, most likely due to the initial conditions in the corona (Halekas et al., 2020; Maksimovic et al., 2020). The resulting conditions in slow-speed near-Sun solar wind thus favour the growth of the ion-acoustic wave. Indeed, Parker Solar Probe observes ion-acoustic waves under these conditions (Mozer et al., 2022). The loose correlation between ion-acoustic waves with periods of enhanced electron temperatures suggests that these waves may heat the core electrons. However, since high electron temperature itself favours the growth of the waves, the causality remains unclear.
Near 1 au, other instabilities often have lower thresholds than the electron/ion-acoustic instability though (Gary, 1978; Lemons et al., 1979). A direct stability analysis of measured electron distributions from Helios identifies a case that is unstable against the electron/ion-acoustic instability (Dum et al., 1980). Strong ion-acoustic wave bursts are also found near magnetic switchbacks (Mozer et al., 2021a). The exact generation mechanism of these waves is unclear, as an ion/ion-acoustic instability is also a possible candidate for the generation of these waves (Mozer et al., 2020; Graham et al., 2021).
The current-driven electron/ion-acoustic instability is studied numerically in the context of laser-heated laboratory plasmas (Detering et al., 2005).
4.2 Kinetic Alfvén Heat-Flux Instability
The kinetic Alfvén heat-flux instability is driven by the same instability mechanism as the electron/ion-acoustic instability shown in Figure 6. Also in this instability, Landau-resonant core electrons diffuse towards smaller v∥. The unstable wave mode in this case is the highly-oblique kinetic Alfvén wave, which is an electromagnetic plasma mode. It corresponds to the small-wavelength extension of the Alfvén wave in highly oblique propagation (i.e., k⊥ρp ≳ 1 and k⊥≫ k∥). Its dispersion relation is given by (Howes et al., 2006)
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In a Maxwellian electron–proton plasma, kinetic Alfvén waves undergo electron-Landau damping. With the introduction of a core–strahl configuration with sufficiently large Uc > 0, the plasma can achieve ∂f0e/∂v∥ > 0 at v∥ = vph, in which case the kinetic Alfvén wave is driven unstable. The quasi-neutrality condition in Eq. 27 enforces a simultaneous reduction of |Us| when the instability reduces Uc like in the case of the electron/ion-acoustic instability. The kinetic Alfvén heat-flux instability has maximum growth at k⊥≲ 1/ρp (Gary et al., 1975b).
Under typical solar-wind conditions with βj ∼ 1, the kinetic Alfvén heat-flux instability has a significantly greater threshold than the parallel whistler heat-flux instability (Section 4.6; Gary et al., 1975a; Gary et al., 1975b). In addition, this instability does not explain the observed scattering of strahl electrons into the halo population (Štverák et al., 2009) since only core electrons diffuse in velocity space towards smaller v∥ (Verscharen et al., 2019a).
Kinetic Alfvén waves are often observed in the solar wind (Leamon et al., 1998; Bale et al., 2005; Chen et al., 2010; Salem et al., 2012; Šafránková et al., 2019; Roberts et al., 2020). However, their presence is generally neither attributed to ion-driven nor to electron-driven instabilities. Instead, they are interpreted as the small-wavelength extension of the Alfvénic cascade of solar-wind turbulence (Howes et al., 2006; Schekochihin et al., 2009).
The kinetic Alfvén heat-flux instability has not been investigated extensively via numerical simulations. In contrast, kinetic Alfvén waves more generally have been the subject of intense study. For example, Gary and Nishimura (2004) compare linear theory and particle-in-cell simulations (albeit employing a low proton-to-electron mass ratio) of kinetic Alfvén waves to quantify the associated electron heating. Particle-in-cell and gyrokinetic simulations of kinetic Alfvén turbulence in the solar wind are used to investigate ion and electron heating (Howes et al., 2008, 2011; Parashar et al., 2015; Hughes et al., 2017; Grošelj et al., 2018; Cerri et al., 2019). Furthermore, kinetic Alfvén waves are routinely generated in particle-in-cell simulations of magnetic reconnection in conjunction with Hall physics in the diffusion region (Rogers et al., 2001; Shay et al., 2011).
4.3 Langmuir Instability and Electron-Beam Instability
The Langmuir instability and the electron-beam instability are two examples of beam-driven electrostatic instabilities (also called “high-frequency electron/electron instabilities”; Gary, 1985b). They are both driven by Landau-resonant electrons, which requires that ∂f0e/∂v∥ > 0 at v∥ = vph when vph > 0. This configuration corresponds to a bump-on-tail distribution. Both instabilities have maximum growth when k⊥ = 0.
In the relevant high-frequency range and assuming only a small modification to the real-part of the dispersion relation from any electron beam components, there are two solutions to the dispersion relation that become unstable. The Langmuir wave follows the dispersion relation
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If an electron-beam (strahl) component with bulk velocity Us is present, the plasma also supports an electron-beam mode with (Gary, 1978)
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The criterion for distinguishing which of the two modes becomes unstable when ∂f0e/∂v∥ > 0 at v∥ = vph depends on the speed, temperature, and relative density of the beam (O’Neil and Malmberg, 1968). Under unstable conditions, the Langmuir wave is the relevant mode if (Gary, 1993)
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and the electron-beam mode is the relevant mode if
[image: image]
Both the Langmuir and the electron-beam instability have high frequencies (compared to Ωp) and wave numbers k∥≪ 1/λe, often even k∥≲ 1/λp, at maximum growth (Gary, 1993).
The quasi-linear evolution of f0e under the action of the Langmuir instability or of the electron-beam instability is shown in Figure 7. Landau-resonant strahl electrons diffuse towards smaller v∥ in this configuration, while the core bulk velocity increases in order to guarantee current balance according to Eq. 27. This process leads to a flattening of the distribution function around v∥ = vph. If the dispersion relation in Eq. 30 were fulfilled exactly and the strahl distribution were symmetric around v∥ = Us, then ∂f0e/∂v∥ = 0 for Landau-resonant electrons at v∥ = vph. In this case, the instability would not act. This illustrates the importance of subtle modifications to the dispersion relation due to the beam component itself so that Us is slightly greater than vph in order to create an unstable configuration.
[image: Figure 7]FIGURE 7 | Schematic illustration of the quasi-linear diffusion in the Langmuir instability and the electron-beam instability. The blue shaded area represents the core electron population with bulk velocity Uc, and the red shaded area represents the strahl population with bulk velocity Us. The black semi-circles represent Eq. 17 for either wave type with parallel phase speed vph. The diffusive flux of Landau-resonant particles is shown by the red arrow. The green-dashed semi-circle indicates [image: image].
Under certain parameter combinations, especially at large beam speeds, the Langmuir mode and the electron-beam mode couple in their dispersion relation (Gary, 1993). Since the electron-beam mode’s phase speed is approximately equal to the parallel speed of the resonant electrons, it typically grows over a wide range of frequencies, which is important in the Earth’s foreshock, where bump-on-tail configurations occur frequently (Fuselier et al., 1985). However, this behaviour changes when the modes couple because then the dispersion relation becomes more complex.
In the cold-plasma limit (i.e., for very fast and cold beams with Us ≫ ws and Us ≫ wc), the electron-beam instability corresponds to the classical electron two-stream instability. In this limit, the instability has ωkr ≃ ωpe and a maximum growth rate of (Gary, 1993)
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In low-βc conditions, the Langmuir and electron-beam instabilities can have lower thresholds than other beam-driven instabilities. However, they both require a bump-on-tail configuration in order to be driven. The electron strahl does not generally generate such a non-monotonic v∥-dependence of f0e. However, observations in the Earth’s foreshock find evidence for the Langmuir instability when tenuous and fast electron beams are present, and for the electron-beam instability when denser and slower electron beams are present (Etcheto and Faucheux, 1984; Lacombe et al., 1985; Onsager and Holzworth, 1990).
Langmuir waves are often observed in the solar wind at different heliospheric distances (Kennel et al., 1980). They frequently occur at the same time as narrow-band electromagnetic waves identified as whistler waves, potentially suggesting a common origin (Jagarlamudi et al., 2021).
Two-dimensional, electromagnetic particle-in-cell simulations of a core-strahl electron configuration reveal that the electrostatic electron-beam instability also develops fluctuations in the perpendicular electric-field component, which scatter strahl electrons towards greater v⊥ (Gary and Saito, 2007). A Fokker–Planck model of wave–particle interactions between an electron beam and the Langmuir instability suggests a similar process (Pavan et al., 2013).
4.4 Electron/Ion-Cyclotron Instability
In low-βj plasmas, highly oblique electrostatic ion-cyclotron waves exist (D’Angelo and Motley, 1962; Stix, 1992). These modes occur in bands between the harmonics of the proton gyrofrequency (Gary, 1993):
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where m ≥ 1 is the integer harmonic order of the electrostatic ion-cyclotron wave.
In a plasma consisting of a single electron and a single proton population, electrostatic ion-cyclotron waves can become unstable if there is a sufficiently large current given by a difference in the bulk speeds of the electrons and the protons parallel to B0 (Drummond and Rosenbluth, 1962; Kindel and Kennel, 1971). Strong Landau-resonant interactions between the electrons and the harmonics of the ion-cyclotron wave are responsible for the driving of this instability. The wave number at maximum growth typically fulfills k⊥∼ 1/ρp.
The quasi-linear evolution of f0e is similar to the process described in Figure 7, but where the strahl population is the only electron population. Since electrostatic ion-cyclotron waves are highly dispersive, vph depends strongly on v∥ of the resonant electrons.
The ion-cyclotron wave with m = 1 has the lowest threshold. With increasing Uc, harmonics with higher m become unstable as well. Cyclotron-resonant interactions with protons compete with the Landau-resonant electron driving. Therefore, the instability threshold depends strongly on Tp (Gary, 1993). For Te/Tp ≲ 10, the electron/ion-cyclotron instability has a lower threshold than the current-driven electron/ion-acoustic instability. At Te/Tp ≳ 50, the unstable ion-cyclotron branch of the dispersion relation merges with the unstable ion-acoustic branch, so that this instability loses its identity.
As in the case of other current-driven instabilities, we expect that the introduction of a core-strahl configuration can also create the conditions necessary for the electron/ion-cyclotron instability in a plasma fulfilling Eq. 27. In this case, the instability mechanism requires ∂f0e/∂v∥ > 0 at v∥ = vph and would be the same as shown in Figure 7. However, we are not aware of detailed studies of the conditions necessary for a core-strahl electron system to drive electrostatic ion-cyclotron waves unstable.
In order to overcome cyclotron-resonant proton damping, this instability is only relevant in plasma environments with β∥p ≪ 1. Therefore, the electron/ion-cyclotron instability is mostly thought to occur within low-βj environments such as the auroral ionosphere (Ashour-Abdalla and Thorne, 1978; Bergmann, 1984). Driven by electrons and damped by protons, the unstable ion-cyclotron waves lead to efficient proton heating in this environment (Okuda and Ashour-Abdalla, 1983; Ashour-Abdalla and Okuda, 1984).
A Fokker–Planck model of the current-driven electron/ion-cyclotron instability shows the presence of quasi-linear cyclotron-resonant diffusion effects on the proton distribution function, leading to its flattening in the resonance region (Harvey, 1975). These simulation results also confirm that the conditions for this instability to be excited are not commonly satisfied in typical solar-wind conditions.
4.5 Electron/Electron-Acoustic Instability
In a plasma consisting of protons and two electron populations, an additional electrostatic mode with properties similar to the ion-acoustic wave from Section 4.1 emerges (Watanabe and Taniuti, 1977). This mode is called the electron-acoustic wave. In order for this mode to have a small damping rate, it is required that the two electron components have comparable densities but that one of the electron components is much hotter than the other (Gary, 1987). We identify the hotter component with a possible halo population in the solar wind.
If nh ∼ nc, Th ≫ Tc, and Uh = Uc = 0, the electron-acoustic wave has the dispersion relation (Watanabe and Taniuti, 1977; Gary, 1987)
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The cold electron component provides the wave inertia, while the high mobility of the hot electrons provides the restoring force of the electron-acoustic wave. At long wavelengths, vph is approximately proportional to [image: image].
With the introduction of a sufficient relative drift speed between the core and halo populations, the electron-acoustic mode becomes unstable through the Landau-resonant interaction between halo electrons and the electron-acoustic mode. In this case, the mode still fulfills Eq. 35, but in the frame of the core electrons, which provide the wave inertia. The wave number of the electron/electron-acoustic instability at maximum growth typically fulfills 1/λh < k∥ < 1/λc. It has maximum growth when k⊥ = 0.
If the electron-acoustic mode is moderately unstable (i.e., |γm|≪ ωkr), its growth rate is given by (Gary, 1993)
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where [image: image] and [image: image] are the bulk velocity of the halo population and the wave frequency in the reference frame of the core population: [image: image] and [image: image]. Eq. 36 shows that, as for all Landau-resonant instabilities, the electron/electron-acoustic instability requires Uh > vph when vph > 0 so that ∂f0e/∂v∥ > 0 at the value of v∥ of the resonant electrons.
The quasi-linear evolution of f0e under the action of the electron/electron-acoustic instability is shown in Figure 8. Landau-resonant halo electrons diffuse towards smaller v∥ in this configuration.
[image: Figure 8]FIGURE 8 | Schematic illustration of the quasi-linear diffusion in the electron/electron-acoustic instability. The blue shaded area represents the core electron population with bulk velocity Uc, and the green shaded area represents the halo population with bulk velocity Uh. The electron/electron-acoustic instability requires Th ≫ Tc. The black semi-circles represent Eq. 17 for electron-acoustic waves with parallel phase speed vph. The diffusive flux of Landau-resonant particles is shown by the green arrow. The green-dashed semi-circle indicates [image: image].
The electron/ion-acoustic instability from Section 4.1 has a lower threshold than the electron/electron-acoustic instability unless Th ≫ Tc (Gary, 1987). In addition, a substantial nh ∼ nc is required. Both conditions are not generally fulfilled in the solar wind. However, cusp hiss fluctuations in the magnetospheric context are attributed to electron-acoustic fluctuations (Thomsen et al., 1983; Marsch, 1985). Electron-acoustic waves, typically with nonlinearly steepened wave forms, are reported in the Earth’s inner magnetosphere, where the density of hot electrons can be greater than the density of cold electrons during hot plasma injections from the magnetotail (Vasko et al., 2017; Dillard et al., 2018). In the near-Sun environment, the electron/electron-acoustic instability may be relevant for the regulation of the solar-wind heat flux (Sun et al., 2021).
Fully electromagnetic particle-in-cell simulations of the electron/electron-acoustic instability show that heating of the cold core component quenches the instability due to a breakdown of its requirement that Th ≫ Tc (Lin et al., 1985). This appears to be the dominant nonlinear saturation mechanism for the electron/electron-acoustic instability (Gary, 1993).
4.6 Whistler Heat-Flux Instability
The whistler heat-flux instability is a cyclotron-resonant instability of the electromagnetic fast-magnetosonic/whistler wave (Gary et al., 1975a, Gary et al., 1975b; Schwartz, 1980). It has maximum growth at k⊥ = 0. Quasi-parallel fast-magnetosonic/whistler waves follow the approximate cold-plasma dispersion relation (Verscharen et al., 2019b)
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when ωkr ≪|Ωe|. The cyclotron-resonant electrons interact with the right-hand circularly polarised electric field of the fast-magnetosonic/whistler wave through the n = −1 resonance. According to Eq. 16, only electrons with v∥ < 0 can fulfill the resonance condition when vph > 0. In a plasma consisting of protons and two isotropic electron populations, the driving electron population must have a bulk velocity greater than vph. Therefore, this instability is typically driven by a hot beam population like the halo. At maximum growth, Ωp ≪ ωkr ≪|Ωe| and 1/dp ≪ k∥ ≲ 1/de.
Figure 9 shows the quasi-linear evolution of f0e in the whistler heat-flux instability. In this case, 0 < vph < Uh, and halo electrons with v∥ < 0 resonate with the whistler wave. This setup guarantees that the flux of diffusing electrons in velocity space is directed as shown by the green arrow in Figure 9 as particles diffuse towards smaller values of f0e (see also Shaaban et al., 2019c). The resonant electrons diffuse towards smaller v⊥ but larger |v∥|, while their [image: image] decreases. This decreasing kinetic energy is transferred into the resonant fast-magnetosonic/whistler waves. Increasing the halo density and temperature brings a larger number of electrons into resonance with the wave and thus leads to an increase in the growth rate. This instability is not a good candidate to explain the regulation of the strahl heat flux since the strahl does not provide a sufficient number of electrons at v∥ < 0 when Us > 0 (Verscharen et al., 2019a).
[image: Figure 9]FIGURE 9 | Schematic illustration of the quasi-linear diffusion in the whistler heat-flux instability. The blue shaded area represents the core electron population with bulk velocity Uc, and the green shaded area represents the halo population with bulk velocity Uh. The black semi-circles represent Eq. 17 for parallel-propagating fast-magnetosonic/whistler waves with parallel phase speed vph. The diffusive flux of cyclotron-resonant particles is shown by the green arrow. The green-dashed semi-circle indicates [image: image].
With increasing halo speed, ωkr decreases compared to the traditional dispersion relation in Eq. 37. Figure 7 of Gary (1985a) compares the thresholds of the whistler heat-flux instability with the thresholds of the electron/ion-acoustic instability (see Section 4.1) and the electron-beam instability (see Section 4.3). Under typical solar-wind conditions, the whistler heat-flux instability has the lowest threshold of these instabilities. Only at large nh/nc, large Th/Tc, and small βj, the other instabilities can compete with the whistler heat-flux instability.
The instability mechanism of the whistler heat-flux instability is similar to the instability mechanism of the electron whistler anisotropy instability presented in Section 3.1. The introduction of a halo anisotropy modifies the shape of f0e in the velocity space occupied by resonant electrons. Consequently, the threshold of the whistler heat-flux instability decreases with increasing halo anisotropy T⊥h/T∥h > 0 (in general, the instability is sensitive to the shape of the halo distribution; see Abraham-Shrauner and Feldman, 1977; Dum et al., 1980).
The cyclotron-resonant halo driving competes with the cyclotron-resonant core damping of the fast-magnetosonic/whistler wave in this instability. Introducing a core anisotropy with T⊥c/T∥c > 0 lowers the cyclotron-resonant core damping though and thus raises the growth rate. Treatments of the whistler heat-flux instability in bi-Maxwellian and κ-distributed plasmas confirm this picture (Shaaban et al., 2018; Sarfraz and Yoon, 2020). Quasi-linear models of the whistler heat-flux and electron whistler anisotropy instability driven by a combination of heat flux and anisotropy are also available (Shaaban et al., 2019b; Vasko et al., 2020).
The thresholds of the whistler heat-flux instability have often been compared with the observed heat flux in the solar wind (Gary and Feldman, 1977; Gary et al., 1999a; Tong et al., 2019b). This instability is likely to operate near 1 au (Tong et al., 2019b), but it appears unlikely to prove important near the Sun, where the halo is an almost negligible component of the distribution (Halekas et al., 2020, 2021b; Abraham et al., 2022). Conditions relevant for the driving of this instability also occur near interplanetary shocks and in the Earth’s foreshock (Wilson et al., 2009, 2013; Page et al., 2021). Quasi-parallel whistler waves are observed in solar-wind intervals with strong heat flux, supporting the links between core-halo heat flux and the whistler heat-flux instability (Lacombe et al., 2014; Stansby et al., 2016; Tong et al., 2019a; Jagarlamudi et al., 2020). The contributions of core and halo anisotropies to the growth of the instability are confirmed observationally through the presence of a clear positive correlation between the occurrence of whistler waves and core/halo anisotropies (Jagarlamudi et al., 2020). Like the relative halo density, the core and halo anisotropies decrease with decreasing heliocentric distance, which is consistent with the observed lack of whistler waves at heliocentric distances ≲ 0.13 au (Cattell et al., 2022).
Particle-in-cell simulations of the whistler heat-flux instability reveal that beam scattering and core heating occur simultaneously due to cyclotron-resonant wave–particle interactions (López et al., 2019b). The quasi-linear pitch-angle diffusion of the resonant electrons as shown in Figure 9 saturates quickly so that a significant heat-flux regulation is not expected. Numerical simulations confirm this expectation under typical solar-wind conditions (Kuzichev et al., 2019). Therefore, despite a significant amount of research into the action of the whistler heat-flux instability, its contribution to the observed heat-flux regulation in the solar wind is still not fully understood (for observational constraints, see Feldman et al., 1976a,b).
4.7 Oblique Fast-Magnetosonic/Whistler Instability
When the fast-magnetosonic/whistler wave is not exactly parallel in propagation, it develops a non-zero left-circularly polarised component in its electric-field fluctuations. Unlike in the case of the whistler heat-flux instability presented in Section 4.6, this allows electrons with v∥ > 0 to resonate according to Eq. 16 with fast-magnetosonic/whistler waves with vph > 0 via the n = +1 cyclotron resonance (Verscharen et al., 2019a), provided v∥ is sufficiently large. This enables strahl electrons with v∥ > 0 to drive the oblique whistler wave unstable (Vasko et al., 2019). At maximum growth, Ωp ≪ ωkr ≲ |Ωe| and 1/dp ≪ k∥ ≲ 1/de.
The quasi-linear evolution of f0e in the oblique fast-magnetosonic/whistler instability is shown in Figure 10. If the strahl distribution is isotropic, the resonant electrons diffuse towards larger v⊥ and smaller v∥ given that 0 < vph < Us. In this case, [image: image] of the resonant strahl electrons decreases, corresponding to a loss of kinetic energy and thus a transfer of energy into the growing fast-magnetosonic/whistler waves.
[image: Figure 10]FIGURE 10 | Schematic illustration of the quasi-linear diffusion in the oblique fast-magnetosonic/whistler instability and in the lower-hybrid fan instability. The blue shaded area represents the core electron population with bulk velocity Uc, and the red shaded area represents the strahl population with bulk velocity Us. The black semi-circles represent Eq. 17 for oblique fast-magnetosonic/whistler waves or lower-hybrid waves with parallel phase speed vph. The diffusive flux of cyclotron-resonant particles is shown by the red arrow. The green-dashed semi-circle indicates [image: image].
Due to its obliqueness, the fast-magnetosonic/whistler wave also possesses fluctuations in the electric-field component E∥ parallel to B0. Therefore, the cyclotron-resonant driving by resonant strahl electrons competes not just with cyclotron-resonant damping by core electrons via n = −1 but also with Landau-resonant damping by core electrons via n = 0. These competitions between driving and damping define two regimes of the oblique fast-magnetosonic/whistler instability: a high-β∥c regime and a low-β∥c regime.
In the high-β∥c regime (i.e., when w∥c ≳ vAe/2), the competition between cyclotron-resonant strahl driving and Landau-resonant core damping determines the instability threshold. The oblique fast-magnetosonic/whistler wave is unstable in this case if (Verscharen et al., 2019a)
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where θ is the angle between the wave vector and the background magnetic field.
In the low-β∥c regime (i.e., when w∥c ≲ vAe/2), the competition between cyclotron-resonant strahl driving, cyclotron-resonant core damping, and Landau-resonant core damping determines the instability threshold. The oblique fast-magnetosonic/whistler wave is unstable in this case if
[image: image]
In the low-β∥c regime, ωkr ≈ |Ωe|/2, k∥ ≈ |Ωe|/2w∥c, and θ = 60° at maximum growth.
Eqs 38 and 39 have been tested successfully against numerical solutions to the linear Vlasov–Maxwell dispersion relation for typical solar-wind parameters (Verscharen et al., 2019a).
Statistical comparisons of instability thresholds with electron measurements in the solar wind from Wind (Verscharen et al., 2019a) and from Parker Solar Probe (Halekas et al., 2021b) show that the strahl parameters are limited by Eq. 38 to the stable parameter space. However, a recent analysis of Parker Solar Probe and Helios data suggests that the strahl very rarely reaches the threshold in the inner heliosphere, so that the importance of this instability is now put into question (Jeong et al., 2022a). This finding is consistent with the observed lack of fast-magnetosonic/whistler waves in Parker Solar Probe data at heliocentric distances ≲ 0.13 au (Cattell et al., 2022). Moreover, the majority of the fast-magnetosonic/whistler waves observed farther away from the Sun have a quasi-parallel direction of propagation with respect to the magnetic field (Kretzschmar et al., 2021). Therefore, other mechanisms than the self-induced scattering of strahl electrons by the oblique fast-magnetosonic/whistler instability may thus be needed to explain the observed scattering of strahl electrons into the halo population (e.g., the interaction with pre-existing fast-magnetosonic/whistler waves; Vocks et al., 2005; Vocks and Mann, 2009; Pierrard et al., 2011; Jagarlamudi et al., 2021; Cattell and Vo, 2021; Cattell et al., 2021). Moreover, Bernstein and ion-acoustic waves become more dominant than fast-magnetosonic/whistler waves in the very inner heliosphere, suggesting a transition into an electrostatic regime which could affect the electron distributions near the Sun (Mozer et al., 2021b; Malaspina et al., 2021). The observed Bernstein and ion-acoustic waves occur in very specific types of solar wind: Bernstein waves occur predominantly in quiet wind with magnetic field close to the ideal Parker spiral, while ion-acoustic waves occur predominantly in slow solar wind. This correlation underlines the importance of the careful investigation of the electron distribution’s evolution as a function of wind parameters.
Numerical evaluations of the quasi-linear diffusion equation confirm that the oblique fast-magnetosonic/whistler instability scatters resonant strahl electrons as shown in Figure 10 (Jeong et al., 2020; Sun et al., 2021). Numerical particle-in-cell simulations also confirm this evolution under conditions consistent with observed solar-wind parameters (Micera et al., 2020b).
4.8 Lower-Hybrid Fan Instability
At very large angles of propagation [image: image], the fast-magnetosonic/whistler wave solution of the Vlasov–Maxwell dispersion relation is also known as the lower-hybrid mode. Its wave frequency asymptotes to the lower-hybrid frequency (Verdon et al., 2009)
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in the low-βj limit. Landau-resonant core damping strongly suppresses the lower-hybrid mode (Lakhina, 1979), so that it becomes most relevant when βc ≪ 1, in which case the mode becomes largely electrostatic (Marsch and Chang, 1983).
In this low-βc case, the lower-hybrid wave can be driven unstable by strahl electrons via the n = +1 cyclotron resonance like the oblique fast-magnetosonic/whistler instability (see Section 4.7; Omelchenko et al., 1994; Krafft and Volokitin, 2003; Shevchenko and Galinsky, 2010). At maximum growth, the lower-hybrid fan instability has ωkr ≈ ωLH and [image: image].
The instability mechanism for the lower-hybrid fan instability is the same as the mechanism driving the oblique fast-magnetosonic/whistler instability shown in Figure 10. Since the cyclotron-resonant diffusion leads to a fan-like widening of the strahl component in the perpendicular direction, this instability received the name lower-hybrid fan instability.
Numerical Hamiltonian simulations of the lower-hybrid fan instability confirm the importance of both cyclotron-resonant and Landau-resonant interactions between electrons and waves (Krafft et al., 2005; Krafft and Volokitin, 2006). In its nonlinear stage, the lower-hybrid fan instability is prone to strong wave trapping that is not captured by quasi-linear theory.
4.9 Electron-Deficit Whistler Instability
Up until this point, we have discussed the canonical examples of electron instabilities driven by anisotropy, drifts, or beams in the electron distribution function. However, other deviations from thermodynamic equilibrium are also able to drive instabilities if the deformation of the distribution is sufficiently strong in the range of resonant velocities (Dum et al., 1980).
One example of such a deformation of f0e is the sunward deficit in the electron distribution (Halekas et al., 2020; Abraham et al., 2022). As expected in exospheric models of the solar wind (Lemaire and Scherer, 1971; Pierrard and Lemaire, 1996; Maksimovic et al., 2001), the interplanetary potential reflects electrons that leave the Sun with a kinetic energy below a cut-off value that depends on the potential. These reflected electrons return towards the Sun and form part of the sunward half of the electron distribution in the inner heliosphere. Electrons above the cut-off energy do not return. If collisions and other scattering mechanisms are neglected, a sharp cut-off is thus expected on the sunward side of the electron distribution, marking the separation between the reflected and the (missing) electrons that have escaped the potential. This cut-off has been observed in the form of a sunward deficit in the electron distribution function in data from Parker Solar Probe (Berčič et al., 2021a; Halekas et al., 2021a).
The sunward deficit can create conditions in which electrons near the cut-off resonantly interact with parallel fast-magnetosonic/whistler waves such that they lose their kinetic energy and drive the wave unstable (Berčič et al., 2021b). This interaction leads to the electron-deficit whistler instability. The instability at maximum growth has Ωp ≪ ωkr ≪|Ωe| and k⊥ = 0. The wave number at maximum growth depends on the parallel velocity of the deficit in velocity space according to Eq. 16. The properties of this instability are still under study, but Berčič et al. (2021b) suggest that the wave number at maximum growth is typically [image: image].
The quasi-linear evolution of f0e in the electron-deficit whistler instability is shown in Figure 11. The deficit is located at v∥ < 0, where it modifies the relative alignment between the pitch-angle gradients of f0e and the direction of the diffusive flux of resonant electrons (locally tangent to the black semi-circles). Resonant electrons diffuse towards smaller v⊥ and larger |v∥|. The parallel fast-magnetosonic/whistler wave with phase speed vph grows at the expense of the energy of the diffusing electrons. This quasi-linear process fills up the electron deficit.
[image: Figure 11]FIGURE 11 | Schematic illustration of the quasi-linear diffusion in the electron-deficit whistler instability. The blue shaded area represents the electron population with a deficit at v∥ < 0. The black semi-circles represent Eq. 17 for parallel-propagating fast-magnetosonic/whistler waves with parallel phase speed vph. The diffusive flux of cyclotron-resonant particles is shown by the blue arrow. The green-dashed semi-circle indicates [image: image].
High-cadence and high-resolution measurements of the electron distribution function from Solar Orbiter show pronounced deficits at times when pronounced amplitudes of quasi-parallel fast-magnetosonic/whistler waves are seen (Berčič et al., 2021b). This observation suggests the sporadic occurrence of the electron-deficit whistler instability in the solar wind. Since the sunward electron deficit is more pronounced near the Sun, a systematic study of the this instability would be worthwhile in data from Parker Solar Probe and Solar Orbiter at small heliocentric distances.
The observed deficit, rather than forming a sharp cutoff at a specific v∥ as shown in Figure 11, also extends to larger pitch angles, encompassing locally mirroring electrons with largely perpendicular velocities. This observation could indicate that the operation of the instability has already resulted in diffusion from perpendicular to parallel velocities, or it could indicate that those regions of phase space are also unpopulated as suggested by Halekas et al. (2021a).
Simulations of the electron-deficit whistler instability are not available yet.
4.10 The Impact of Ion Beams on Electron-Driven Instabilities
If the plasma consists of one electron population and multiple ion populations, relative drifts between the electrons and the ion populations can drive instabilities. The current balance in a system consisting of an electron component and two proton components demands
[image: image]
where the subscript e refers to the single electron species, pc to the proton core, and pb to the proton beam. If such a proton beam–core configuration with Upc ≠ Upb exists, then Ue ≠ Upc; i.e., there is a non-zero drift between the proton core and the electrons. If the proton beam is sufficiently dense and fast in the proton-core frame, the fast-magnetosonic/whistler wave can be driven through cyclotron-resonant wave–particle interactions with the electrons (Akimoto et al., 1987). The mechanism is similar to the one shown in Figure 9 for the whistler heat-flux instability, where the population marked as the halo now corresponds to the only electron population. For isotropic electrons, this instability still requires that Ue > vph. The separation between Ue and vph depends on the proton-beam and proton-core properties. The same mechanism is also potentially able to drive other instabilities presented in Section 4.
5 NON-RESONANT INSTABILITIES
The instabilities discussed thus far are characterised by resonant wave–particle interactions that lead to quasi-linear diffusion of resonant electrons in velocity space. Another family of instabilities is characterised by non-resonant plasma processes. These non-resonant instabilities often also exist in fluid plasma models (Verscharen et al., 2019b). Our quasi-linear model does not apply to this family of instabilities. Therefore, we give a brief summary of two important examples only: the electron mirror-mode instability and the non-propagating firehose instability.
5.1 Electron Mirror-Mode Instability
The mirror-mode instability is an example for a non-resonant, anisotropy-driven instability. It corresponds to the oblique non-propagating slow mode with ωkr = 0 (Chandrasekhar et al., 1958; Barnes, 1966; Basu and Coppi, 1984; Verscharen et al., 2017). Due to the polarisation of the non-propagating slow mode, the mirror-mode instability exhibits a significant component of magnetic-field fluctuations δB∥≡ δB ⋅B0/B0 parallel to B0. The fluctuations in δB∥ are anti-correlated with the fluctuations in δne. Trapping of slow (v∥ ≈ 0) particles through the mirror force plays an important role in the nonlinear evolution of the mirror-mode instability (Southwood and Kivelson, 1993). However, particle trapping is not captured by our quasi-linear framework, and our requirement that ωkr ≫ γK is violated in the mirror-mode instability.
Unlike the resonant instabilities discussed in Sections 3 and 4, the mirror-mode instability is less sensitive to the shape of the distribution function in a defined narrow part of velocity space. Instead, its stability depends on the total pressure anisotropy of the system. This point is also illustrated by the analytical threshold for the mirror-mode instability which depends on the pressure contributions of both species in an electron–proton plasma: the mirror mode is unstable if (for a gyrokinetic derivation, see Verscharen et al., 2019a)
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This type of analysis has also been extended to the case in which there are more than two particle species present (Hall, 1979; Hellinger, 2007; Chen et al., 2016).
Eq. 42 illustrates that the mirror-mode instability can be driven unstable by both ions and electrons (see also Migliuolo, 1986). The wave number at maximum growth shows an interesting transition between ion scales (k ≲ 1/dp) and electron scales (k ≲ 1/de) depending on the species with the dominant anisotropy (Hellinger and Štverák, 2018). The saturation of the mirror-mode instability happens via a fluid-level rearrangement of the plasma that reduces the overall pressure anisotropy (Kivelson and Southwood, 1996; Rincon et al., 2015; Riquelme et al., 2015).
Linear theory predicts that, for the same β∥e and T⊥e/T∥e in a bi-Maxwellian plasma, the electron whistler anisotropy instability discussed in Section 3.1 generally has higher growth rates and lower thresholds than the oblique electron mirror-mode instability (Gary and Karimabadi, 2006). However, two-dimensional particle-in-cell simulations show that both instabilities compete, and the oblique electron mirror-mode instability often becomes dominant in the nonlinear phase after the parallel electron whistler anisotropy instability saturates (Hellinger and Štverák, 2018). Hellinger and Štverák (2018) also note that the importance of the mirror-mode instability potentially increases in more realistic three-dimensional simulations due to the higher degrees of freedom in such a system3.
5.2 Non-Propagating Electron Firehose Instability
The non-propagating electron firehose instability is another non-resonant instability driven by anisotropy. It corresponds to a non-propagating (i.e., ωkr = 0) solution of the oblique Alfvén-wave branch (Li and Habbal, 2000). If the plasma pressure anisotropy with p∥ > p⊥ is sufficiently large, the magnetic tension is unable to provide a sufficient restoring force for the propagation of the Alfvén wave anymore, and the mode becomes aperiodic (Squire et al., 2016). In this context, we define the total pressures p⊥≡∑jnjkBT⊥j and p∥≡∑jnjkBT∥j. Like in the case of the mirror-mode instability, the instability threshold of the non-propagating firehose instability depends on both electron and proton pressure contributions. In an electron–proton plasma, the non-propagating firehose mode is unstable if (for a gyrokinetic derivation, see Verscharen et al., 2019a)
[image: image]
If multiple species are present, this condition can be extended to (Kunz et al., 2015; Chen et al., 2016)
[image: image]
which also accounts for the contributions of relative drifts to the total parallel pressure (Gary et al., 1975b). Therefore, the non-propagating firehose instability can also be driven unstable in the presence of isotropic or anisotropic beam populations. At maximum growth, the non-propagating electron firehose instability has k ∼ 1/de.
The non-propagating electron firehose has a significantly lower threshold than the propagating electron firehose instability under typical solar-wind conditions (Gary and Nishimura, 2003; Lazar et al., 2022). The presence of suprathermal electron populations with properties consistent with observed solar-wind conditions lowers the threshold of the non-propagating firehose instability even further (Shaaban et al., 2019a). In the expanding solar wind, conservation of the first adiabatic invariant (magnetic moment) in a decreasing magnetic field naturally increases T∥e/T⊥e and drives the distribution toward the firehose instability thresholds (Innocenti et al., 2020). If this process happens faster than Coulomb collisions can moderate the anisotropy, then the non-propagating firehose instability can be triggered.
The non-propagating electron firehose instability thresholds constrain slow wind (but not fast wind) core electrons to the stable parameter space in electron measurements from Helios, Cluster, and Ulysses (Štverák et al., 2008). Electrons measured by Parker Solar Probe during encounters 1 to 9 are stable and far from the thresholds of the non-propagating electron firehose instability (Cattell et al., 2022).
Particle-in-cell simulations of the non-propagating electron firehose instability show that nonlinear wave–wave interactions play an important role during the nonlinear stage of the instability (Camporeale and Burgess, 2008; Hellinger et al., 2014). Highly oblique fluctuations grow initially, which then couple to modes with less oblique wave vectors. The interplay of the various modes leads to a situation in which the plasma “bounces” around the marginal stability threshold in parameter space. An anisotropy in suprathermal electron populations relaxes more quickly than an anisotropy in thermal electron populations during the instability’s nonlinear evolution (López et al., 2019a), which is also consistent with the observation of lower halo anisotropies (Štverák et al., 2008). Fully kinetic, expanding-box simulations demonstrate that the non-propagating electron firehose instability arises self-consistently in the expanding solar wind due to the conservation of the magnetic moment (Innocenti et al., 2019a). After onset, the firehose instability and its nonlinear evolution compete against the ongoing expansion to drive the system between stability and instability: also in expanding-box simulations, the electrons bounce around the marginal stability threshold in parameter space.
6 CONCLUSIONS AND OPEN QUESTIONS
We develop a semi-graphical framework for the analysis of resonant micro-instabilities based on the equations of quasi-linear theory. We apply this framework to electron-driven instabilities with relevance to the solar wind. With the help of this description, we discuss instabilities driven by temperature anisotropy and reflectional asymmetry in the electron distribution function.
Electrons make an important contribution to the overall dynamics and energetics of the solar wind through their pressure gradient and through their heat flux. Micro-instabilities modify the kinetic properties of the electron distribution function locally and thus have a local impact on the electron contributions to the global dynamics and energetics of the solar wind. Once triggered, they regulate the temperatures, temperature anisotropies, field-parallel currents, or heat flux. Throughout his career, Peter Gary has made groundbreaking contributions to the study of electron-driven instabilities in the solar wind, especially from the perspective of linear Vlasov–Maxwell theory and nonlinear plasma simulations.
Measurements with modern space missions have revealed a number of open questions regarding the action and role of electron-driven instabilities in the solar wind. Here, we list a selection of these topics that we consider important for future research:
1. While most linear-theory calculations assume a homogeneous and steady-state background plasma, the solar wind is far from homogeneity and a steady state. The plasma exhibits variations and inhomogeneities on a broad range of scales (Verscharen et al., 2019b). The action of micro-instabilities in such a turbulent and variable plasma is not understood. Most relevant electron-driven instabilities act on small electron scales (∼de or ∼ρe) at which the amplitude of the ubiquitous turbulent fluctuations in the solar wind is small. Therefore, they are likely to experience a less variable background on the relevant scales than ion-driven instabilities. Moreover, interactions between electrons and turbulent fluctuations also modify the electron distribution, so that a separation between the effects of micro-instabilities and the effects of turbulent dissipation is complex.
2. The solar wind is an expanding plasma flow. Therefore, the background parameters of the system change as a parcel of solar-wind plasma travels through the heliosphere with its local bulk velocity. This global large-scale evolution modifies the kinetic structure of the particle distributions. Through numerical models such as expanding-box simulations (Innocenti et al., 2019b, 2020; Micera et al., 2021) or semi-analytical kinetic approaches (Sun et al., 2021; Jeong et al., 2022b), a simultaneous treatment of instabilities and expansion effects has become possible. In this context, the implementation of the regulating impact of electron-driven instabilities in global solar-wind models is an important goal for our understanding of the solar wind (e.g., Chandran et al., 2011). Despite progress in our numerical capabilities, a fully self-consistent treatment of the large-scale expansion and electron-driven instabilities still lies far in the future.
3. Electron-driven instabilities are often treated in isolation. In reality, however, it is likely that electron-driven and ion-driven instabilities co-exist, depending on the mechanisms that create the driving deviations of the particle distributions from thermodynamic equilibrium. Numerical simulations that resolve both ion and electron processes and scales are a crucial tool for the understanding of the nonlinear stages of these combined instabilities (Schriver and Ashour-Abdalla, 1990; Riquelme et al., 2018, 2022). For example, shearing particle-in-cell simulations show that unstable electron-scale fluctuations can grow inside the unstable ion-scale fluctuations in systems with driven anisotropy (Riquelme et al., 2016). Fully kinetic particle-in-cell simulations show that the electron firehose instabilities develop concurrently with the ion firehose instabilities (López et al., 2022), which is a likely scenario since both species develop a temperature anisotropy due to solar-wind expansion. This effect increases the growth rate of the firehose instabilities compared to the linear prediction for the ion-driven firehose instabilities alone. We require such a combined description of electron-driven and ion-driven instabilities under realistic solar-wind conditions.
4. Although some of the instabilities discussed in this review are able to regulate the heat flux of the electron distribution, recent research suggests that the solar-wind plasma rarely exceeds the linear instability thresholds for heat-flux driven instabilities (Horaites et al., 2018; Schroeder et al., 2021; Jeong et al., 2022a). These findings highlight the uncertainty in our understanding of the importance of electron-driven instabilities in the solar wind. For all instabilities, it is crucial to investigate (a) how often they occur in the solar wind and (b) how strong their impact is on the evolution of the global system. These questions can only be answered by combining theory, simulations, and spacecraft observations. A quantification of the different contributions of instabilities would be worthwhile, as recently provided by Zhao et al. (2022) for Alfvén waves in collisionless plasmas.
5. As we show through our quasi-linear model, resonant instabilities strongly depend on the exact shape of the distribution function near the parallel speed that fulfills Eq. 16 via [image: image]. While temperature anisotropies and reflectional asymmetries in the distribution function each represent non-equilibrium features, natural plasmas are likely to exhibit a combination of both. Some recent studies combine these drivers in their analyses of electron-driven instabilities (Lazar et al., 2018b; Shaaban and Lazar, 2020; Vasko et al., 2020). While most theoretical descriptions characterise the instability-driving non-equilibrium features with prescribed distributions (e.g., with drifting bi-Maxwellian or bi-κ-distributions), it is more reliable (and potentially necessary) to evaluate the stability of the actual distribution functions without relying on distribution models (Dum et al., 1980). Modern numerical tools such as LEOPARD (Astfalk and Jenko, 2017) and ALPS (Verscharen et al., 2018) exist that are capable of this evaluation; however, a systematic application to measured electron distributions is still outstanding (for notable exceptions, see Husidic et al., 2020; Page et al., 2021; Schroeder et al., 2021).
6. Parker Solar Probe will continue to measure electron distribution functions in close proximity to the Sun. Solar Orbiter will measure electron distribution functions outside the ecliptic plane. With its modern sets of instrumentation, both missions will generate unprecedented amounts of solar-wind electron data in combination with measurements of fluctuations in the magnetic and electric fields. These data will resolve some of the listed science challenges here but also pose new questions about the action and role of electron-driven instabilities in the solar wind. Moreover, the space-plasma community is planning future missions, like the mission proposal Debye, dedicated to electron-scale kinetics and its impact on the global plasma system (Wicks et al., 2019; Verscharen et al., 2021a).
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FOOTNOTES
1In our convention, Ωj has the same sign as qj. This means particularly with regard to electrons that Ωe < 0.
2In this convention, Ek,l corresponds to left-hand polarisation and Ek,r corresponds to right-hand polarisation. The meaning of Ek,l and Ek,r for the characterisation of the sense of polarisation as left-circular and right-circular swaps when ωkr < 0. In a plasma with symmetric distribution functions around v∥ = 0, a forward-propagating wave solution with ωkr > 0 and k∥ > 0 has the same sense of polarisation in terms of Ek,l and Ek,r as the corresponding backward-propagating solution with ωkr > 0 and k∥ < 0.
3Surprisingly, Sarfraz et al. (2021) perform two-dimensional simulations with the same physical parameters used by Hellinger and Štverák (2018) and do not observe any oblique modes. However, their simulation box is much smaller than that employed by Hellinger and Štverák (2018) and, as a consequence, the growth of the mirror instability may have been inhibited.
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Collisionless plasmas in space often evolve into turbulence by exciting an ensemble of broadband electromagnetic and plasma fluctuations. Such dynamics are observed to operate in various space plasmas such as in the solar corona, the solar wind, as well as in the Earth and planetary magnetospheres. Though nonlinear in nature, turbulent fluctuations in the kinetic range (small wavelengths of the order of the ion inertial length or smaller) are believed to retain some properties reminiscent of linear-mode waves. In this paper we discuss what we understand, to the best of our ability, was Peter Gary’s view of kinetic-range turbulence. We call it the Gary picture for brevity. The Gary picture postulates that kinetic-range turbulence exhibits two different channels of energy cascade: one developing from Alfvén waves at longer wavelengths into kinetic Alfvén turbulence at shorter wavelengths, and the other developing from magnetosonic waves into whistler turbulence. Particle-in-cell simulations confirm that the Gary picture is a useful guide to reveal various properties of kinetic-range turbulence such as the wavevector anisotropy, various heating mechanisms, and control parameters that influence the evolution of turbulence in the kinetic range.
Keywords: plasma turbulence, kinetic range, particle-in-cell simulations, whistler waves, Kinetic Alfvén waves
1 INTRODUCTION
Understanding solar wind dynamics requires the ability to model not only the plasma flows and the evolution of turbulent electromagnetic field fluctuations, but also the exchange of energy between the plasma and the turbulent fluctuations. This exchange between fields and plasma can be thought of as operating in two regimes: the relatively long wavelengths of the inertial range (where the fluid description of plasma is valid) and the relatively shorter wavelengths of the kinetic range (where the kinetic behavior of plasma plays an important role).
The kinetic-range turbulence makes a marked difference from fluid turbulence. Due to the collisionless nature of space plasma, the velocity distribution can take any non-Maxwellian form allowed by the Vlasov equation. The non-Maxwellian features could include, for example, a beam component or temperature anisotropy as internal degree of freedom [1,2]. The non-Maxwellian features necessitate a kinetic treatment where the particle motions play an important role. Many collective effects such as wave-particle resonances (e.g. Landau and cyclotron resonances) [3,4] and kinetic instabilities [5,6] come into play, enriching the kinetic range dynamics significantly.
In both the fluid and kinetic regimes the fluctuation energy undergoes a forward energy cascade from longer to shorter wavelengths. In incompressible MHD (magnetohydrodynamics) the energy supplied by the largest scales is distributed across scales in the inertial range by a conservative cascade down to the dissipative scales [7–9]. The MHD cascade also develops strong anisotropy in the wavenumber space, with excess energy in perpendicular wavevector components k⊥ > k∥ [8,10], where k⊥ and k∥ denote the wavevector components perpendicular and parallel to the mean magnetic field B0, respectively. This picture modifies when compressive effects are included. At some scale in the inertial range, the compressive and incompressible cascades decouple and progress independently [11,12]. The nature of the cascade changes even more drastically near the kinetic scales. Accurate modeling of short-wavelength turbulence requires using the fully kinetic framework of Vlasov-Maxwell equations (1), (2), (13)–(16). The equations are typically studied under various limits: linear, quasi-linear, and nonlinear. The tools used vary from linear dispersion solvers to fully nonlinear kinetic simulations or a combination thereof [17–21].
In the spirit of celebrating the achievements and legacy of Stephen Peter Gary (1939–2021) and of extending his review [22], here we discuss the detailed profile of short-wavelength turbulence such as the energy cascade and wavevector anisotropy, heating rates, potential controlling parameters, competition between linear instabilities and nonlinearities. This is not going to be a comprehensive description of kinetic-range turbulence, but a summary of what we believe Peter Gary’s view of kinetic-range turbulence was, which we call the Gary picture of kinetic-range turbulence.
Peter Gary was a pioneer of using the kinetic theory and numerical simulations, and tackled many different problems in space plasma physics. He discovered, for example, in his seminal work in Gary [23] the reversal of field rotation sense as the ion cyclotron wave (left-hand polarized wave) turns into the kinetic Alfvén wave (right-hand polarized) at highly oblique propagation. The mechanism remained a mystery for a long time, and was finally understood as the transition from the Hall current into the diamagnetic current in the wave dynamics [24]. Peter Gary used analytic and numerical methods to understand the properties of linear-mode waves and microinstabilities in the kinetic plasma theory with applications to the wave activity in space plasmas such as the solar corona, the solar wind, the shock-upstream and shock-downstream regions, the magnetosphere, and the planetary and cometary environments [5]. Peter Gary also developed and ran simulations to reveal the nonlinear processes in turbulent plasmas beyond the limit of linear kinetic theory.
A huge amount of literature has been devoted to the nature of kinetic-range turbulence (see e.g., [22,25–29], and many references therein). There is an ongoing discussion in the solar wind turbulence community as to the character of the constituent fluctuations of the kinetic range; the majority of observations indicate that kinetic Alfvén modes are dominant at proton scales, while a minority of measurements implies that significant amplitudes of magnetosonic/whistler (MSW) mode are present as well [30–32]. The Gary picture is based on the notion that both types of fluctuations are present with an emphasis that the relative importance of these modes is given as functions of the plasma and turbulence parameters. The Gary picture has widely been tested against both two- and three-dimensional PIC (particle-in-cell) simulations (see, e.g. [33], about the concept and algorithm). The interpretation of the simulation results by Gary and his collaborators was accompanied by linear Vlasov theory and spacecraft observations in the solar wind.
2 TWO COMPETING CHANNELS OF ENERGY CASCADE
One may define plasma turbulence as an ensemble of broadband, relatively large amplitude, stochastic incoherent fluctuations in an ionized gas. Plasma turbulence is observed in many astrophysical systems [34,35], in the solar corona [36], in the solar wind [37,38], as well as in terrestrial and planetary magnetospheres [28]. The energy in turbulent magnetic fields is a likely source of accelerating or thermalizing electrons and ions in many space and astrophysical plasmas, although the scientific understanding of these energy transfer processes is yet incomplete and is the subject of substantial current research [39–41].
Given the highly nonlinear nature of turbulent processes, a common strategy is to perform simulations that run on massively parallel computers. Depending on the regime of interest single/multi fluid MHD simulations or kinetic simulations with varied levels of physics are used to study plasma turbulence [20,21,42–49]. In the kinetic range fully kinetic simulations that treat both ions and electrons as kinetic species are desirable. Of these, the most common simulation method is particle-in-cell [20,21]. Nonlinear computations usually lead to complex results which are not subject to simple interpretations such as scalings predicted by linear theory. Yet, the quasi-linear theory offers a hope that, perhaps under some conditions, some aspects of plasma turbulence can be represented in terms of relatively simple scaling relations.
The adjectives whistler and kinetic Alfvén are widely used to describe components of short-wavelength turbulence in space. The Gary picture describes whistler turbulence and kinetic Alfvén turbulence as co-existing, competing channels of energy cascade as follows:
1. Wavevectors develop nearly perpendicular to the local mean magnetic field (as a consequence of magnetohydrodynamic turbulence).
2. Whistler and kinetic Alfvén waves (or whistler and kinetic Alfvén turbulence, respectively1) are dominant at shorter wavelengths (in the sense that the energy exceeds that of other components such as sideband waves, pumped waves by wave-wave couplings, and short-living coherent or solitary waves).
3. Both of whistler and kinetic Alfvén channels forms an inertial-range spectrum with a power law.
4. Ions (protons) are primarily heated by the interaction with the kinetic Alfvén waves; Electrons are primarily heated by the interaction with the whistler waves.
The evidence is far from conclusive that only one kind of fluctuation mode is dominant in energetics throughout the inertial as well as the kinetic ranges. Figure 1 illustrates how both kinetic Alfvén and magnetosonic/whistler fluctuations contribute to kinetic-range turbulence. Although the overall energy density of magnetosonic/whistler turbulence may be small compared to that of Alfvén turbulence, it is possible that the former type may dominate fluctuation amplitudes and electron dissipation at sufficiently short wavelengths.
[image: Figure 1]FIGURE 1 | Schematic energy spectra suggesting the co-existence and competition between kinetic Alfvén turbulence (Alfvén channel) and whistler turbulence (magnetosonic channel) in the short-wavelength range. Each type of turbulence may have a non-trivial domain over which it dominates the magnetic fluctuation spectra. Picture drawn by Peter Gary.
From a theoretical perspective, Howes et al. [50] argued using gyrokinetic linear theory that the solar wind like parameters are a sweet spot for kinetic Alfvén waves to have very low damping rates and hence argued that kinetic Alfvén waves can cascade down to electron scales. Podesta et al. [51] however argued that the damping rates of kinetic Alfvén waves become significant before electron scales are approached. Howes et al. [52] used data from WIND spacecraft to argue that the fast mode fluctuations in the inertial range have much less power compared to the Alfvén fluctuations. They further argued that this implied negligible power in the fast magnetosonic/whistler branch in the kinetic scales. However theoretical considerations from compressible MHD turbulence suggest that Alfvén-Alfvén-fast triadic interactions, that are missing in incompressible MHD turbulence such as that by Goldreich and Sridhar [53], can pump power into higher wavenumber fast mode fluctuations [54]. There is evidence that in compressible MHD, there is a parallel cascade of the compressive fluctuations [55]. The compressive cascade decouples from the incompressible cascade at some scale in the inertial range and proceeds independently in a conservative fashion [12]. Such a decoupling could provide conditions for the cascade of compressive fluctuations to potentially transfer energy down to electron scales.
Another important fluctuation type is the left-hand polarized ion-cyclotron waves (or Alfvén-cyclotron waves) at relatively high frequencies in space plasmas. Parallel propagating cyclotron waves are likely to be local sources of turbulent energy in the solar wind. Indeed, the ion-cyclotron waves are observed by the Wind spacecraft in the solar wind, and the wave events are reported and analyzed by Peter Gary himself [56], indicating the excitation of ion-cyclotron waves (ICWs) by proton temperature anisotropy (with an excess of perpendicular temperature) and the excitation of whistler-type right-hand polarized magnetosonic waves by the ion component relative flows. The spacecraft observations of magnetic helicity by Podesta and Gary. [57], He et al. [58] support the presence of both kinetic Alfvén waves and parallel propagating ion-cyclotron waves or whistler waves in the turbulent solar wind. It was hypothesized by Klein et al. [59] that the ICWs and whistler waves are produced by kinetic instabilities and are not part of the turbulent cascade. Recent hybrid kinetic simulations of imbalanced turbulence, relevant to inner heliospheric conditions, also show evidence for possible localized generation of ICWs [60]. These ICWs were suggested to not have a significant energy budget but have enough energy perpendicularly heat of ions.
3 LESSONS FROM THEORETICAL AND NUMERICAL STUDIES
Peter Gary and his collaborators have done extensive PIC simulations and other theoretical analyses to test the Gary picture. The PIC simulations are typically initialized with a narrow-band spectrum of relatively gyrotropic, relatively long wavelength normal modes which satisfy the properties of kinetic Alfvén waves and/or whistler waves derived from the linear Vlasov theory. It is possible to visualize the turbulence energy in the four-dimensional spectral domain (spanning the frequencies and the three components of wavevectors), and the spectra from the PIC simulations can nowadays be compared to that from the multi-spacecraft data [61]. The nonlinear temporal evolution of the system leads to a forward energy cascade that develops a broadband, anisotropic spectrum of turbulence. Both electrons and ions gain energy as well as show increased species entropies. The simulations were performed using two different codes: 1) the P3D code with MHD-like initial conditions under both 2.5D and 3D configurations [62], [63] and 2) the 3D-EMPIC code [64] in which initial spectra of relatively long-wavelength fluctuations were imposed. Both P3D and 3D-EMPIC are fully three-dimensional (3D) codes. The simulations represent magnetized collisionless plasmas and a broad range of kinetic waves (such as kinetic Alfvén and whistler waves) are set.
3.1 Energy Cascade and Wavevector Anisotropy
Cascade Mechanism
The fundamental processes of energy cascade are formulated by nonlinear interactions that transfer energy across scales. The most likely process (in terms of probability or cross section) is the triadic interaction which models two waves interacting with each other to generate a different wave. These triadic interactions are constrained to the conservation of frequencies and wavenumbers in the form of.
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These couplings hold regardless of whether the fluctuations are linear wave like or nonlinear. Peter Gary liked to think of these interactions in the sense of two waves interacting to produce a third wave [7,53]. Any combination of the frequencies between ω1 and ω2 is possible although the most efficient couplings in hydrodynamics are k1 ∼ k2 and ω1 ∼ ω2. If the generated wave ω3 falls onto the solution of linear Vlasov dispersion equation, the wave ω3 may have a longer lifetime as the fluctuation is supported by the background plasma condition. In general, the generated wave ω3 does not fall onto the linear-mode dispersion relation and appears as a pumped or forced wave. The frequency and wavevector matching conditions (Eqs. 1 and 2) are a useful tool to test for the hypothesis that the forward cascade leads to wavevector anisotropies in a homogeneous, collisionless, magnetized plasma.
Gary [65] revisited the linear Vlasov theory and evaluated the matching conditions for three linear-mode modes: 1) Alfvén-cyclotron waves (at longer wavelengths), 2) magnetosonic waves (at longer wavelengths), and 3) whistler waves (at intermediate wavelengths). The test successfully explains that Alfvén waves and magnetosonic-whistler waves develop into forward cascade and wavevector anisotropy in favor of generating higher wavenumbers perpendicular to the mean magnetic field (energy spectrum extending perpendicular to the mean field). An exceptional case is that when the ion beta is close to unity, the cascade of long wavelength magnetosonic waves is favored by k⊥∼ k‖. The forward cascade of whistler turbulence shows a consistent development to wavevector directions predominantly quasi-perpendicular to the mean magnetic field in the PIC simulations [66–68] and in the Cluster and MMS observations in the solar wind [32,69–71].
Kinetic extension is needed to account for the energy transfer from the waves into the particles in the quasi-linear fashion. The wave-particle interactions occur efficiently when either the Landau resonance condition
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or the cyclotron resonance condition
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is satisfied. Here, v‖ is the parallel velocity of particle of jth species, and Ωj is the cyclotron frequency of jth species. The wave-particle interactions involving wave-wave couplings are, for example, represented by the condition
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for the Landau resonance [22].
The dispersion relation was used by Narita and Gary [72] and Saito et al. [73] to derive scaling laws for self-interacting whistler waves at highly oblique propagation with respect to the mean magnetic field. In the fashion of a phenomenological model, the inertial-range spectrum was constructed for homogeneous, highly-oblique whistler turbulence as a generalization of the Iroshnikov-Kraichnan model for magnetohydrodynamic turbulence [7,74]. The modeled whistler turbulence is characterized by an energy spectrum with a spectral index of −5/2 as a function of the perpendicular components of the wavevectors.
Wavevector Anisotropy
The simulations by Chang et al. [45,66,67,75], Gary et al. [68], and Hughes et al. [46,76] used a realistic ion-to-electron mass ratio of 1836, and focused on understanding the relationships between field fluctuations and both the electron and ion dynamics. These computations followed the time evolution of whistler fluctuations as they decay via forward cascade into a broadband, anisotropic, turbulent spectrum at shorter wavelengths (Figure 2). This cascade leads to a spectrum of fluctuations that are consistent with the linear dispersion solution for whistler modes especially in the low electron-beta case βe ≪ 1 (Figure 3).
[image: Figure 2]FIGURE 2 | 3D PIC simulations of whistler turbulence cascade. Simulation domain: 20483 cells. Macro-particles: 2.75 × 1011/species. The plot shows magnetic energy wavevector spectra at two times: t = 0 (top) and t Ωe = 78.3 (bottom). Left column: kx − ky spectra cut at k∥ = 0. Right column: k∥ − k⊥ spectra reduced over the azimuthal angle of the perpendicular wavevectors [45].
[image: Figure 3]FIGURE 3 | Energy spectrum in the domain of frequency and parallel wavenumber to the mean magnetic field computed over the full time evolution of PIC simulation using three different values electron beta: 0.01 (left), 0.1 (middle), and 1 (right). From Chang et al. [67].
The consequent reduced magnetic fluctuation spectra show clear breaks as functions of k⊥ corresponding to transitions from relatively steep slopes at long wavelengths to even steeper slopes at shorter wavelengths, similar to electron-scale spectral break measured near 50 Hz in Cluster spacecraft measurements of solar wind turbulence [30,77,78].
Defining the wavevector anisotropy factor A as the spectral moment (see, e.g. [79])
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the forward cascade of whistler turbulence in the 3D PIC simulations consistently leads to wavevector anisotropy extending perpendicular to the mean magnetic field characterized by A ≫ 1, consistent with analytic and numerical calculations for electron magnetohydrodynamic (EMHD) [80,81] as well as two-dimensional PIC simulations [82]. As the plasma beta increases, whistler turbulence becomes less anisotropic and evolves towards nearly isotropic spectra. This has been shown to be true in both PIC simulations [67] as well as the solar wind observations [83].
3.2 Heating Profile
Using 3D PIC simulations, a number of papers by Peter Gary and collaborators also elaborated on the issue of electron and ion heating rates by whistler turbulence [46,47,56,76]. The heating rate of jth species is evaluated by
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where Tj is the temperature of jth species (in units of energy, including the Boltzmann constant), Tj,ini is the initial temperature, and t the elapsed time normalized to the electron plasma frequency. The temperature is estimated from the pressure pj (the trace of pressure tensor) and the number density nj as [image: image]. We call Tj the total temperature of the jth species even though the corresponding distributions are not necessarily Maxwellians for two reasons: 1) it is the definition of temperature for collisional fluids with Maxwellian distributions, and 2) it is the quantity that is typically computed from spacecraft observations of distribution functions.
Considering the maximum values of the heating rates Qi (for ions) and Qe (for electrons) across each simulation, an approximately linear relationship was found between the heating rate ratio Qi/Qe and the mass ratio mi/me, suggesting that an artificially reduced mass ratio may not change the fundamental physics of whistler turbulence dissipation. Hughes et al. [76] showed that, although whistler turbulence heats electrons more rapidly than ions, ion heating does play a role in whistler turbulence dissipation. In particular, the ions experience the majority of their energy gain in directions perpendicular to the mean magnetic field, consistent with the temperature anisotropy observed in the solar wind [1,2,84,85]. Moreover, successively larger simulation domains corresponding to successively longer wavelengths of whistler turbulence yield weaker electron heating and stronger ion heating. This is consistent with the findings of Saito and Nariyuki [86] who used 2.5D PIC simulations of whistler turbulence leading to perpendicular proton heating. This is also qualitatively consistent with the findings of Wu et al. [87] and Matthaeus et al. [88]. In particular, Matthaeus et al. [88] suggested that the ratio of ion cyclotron time to nonlinear time computed at the proton scales is an important factor in determining the relative heating of ions and electrons. The ratio is directly proportional to a positive power of the system size (λ2/3). See Eq. 3 in Matthaeus et al. [88].
Gary et al. [56] used 3D PIC simulations to study ion and electron heating due to whistler turbulence as functions of the fluctuation energy [image: image] (at the initial time)
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They found that the maximum rate of electron heating scales approximately linearly with the fluctuation energy, suggesting a quasi-linear type heating due to electron Landau damping. The maximum ion heating on the other hand scales with the fluctuation energy roughly by a power of 3/2,
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suggesting a nonlinear mechanism acting to heat the relatively unmagnetized ions (Figure 4). The scalings (Eq. 9) are consistent with the non-resonant “stochastic heating” discussed by Chandran et al. [89], and is also close to the scaling [image: image] obtained from the 3D hybrid PIC simulations of Alfvén turbulence by Vasquez et al. [90]. This scaling is also consistent with the findings of Matthaeus et al. [88]. They also found that (see their Eq. 3) [image: image] where τci is the cyclotron time and τnl is the nonlinear time computed from fluctuations at the system size. Hughes et al. [46] studied whistler turbulence dissipation via ion and electron heating as functions of electron beta βe, and found that at [image: image] (10% fluctuation energy relative to that of the large-scale magnetic field) the maximum values of both Qe and Qi scale as [image: image]. It is worth noting that while there are similarities between the scaling laws derived by Gary et al. [56] and other works, more studies are needed to quantitatively differentiate or compare these theories further.
[image: Figure 4]FIGURE 4 | Heating rate Q for electrons and ions as a function of the magnetic fluctuation energy [image: image] at the initial time obtained from the 3D PIC simulations by Gary et al. [56]. The power-law fitting yields empirical scaling of [image: image] for the electrons and [image: image] for the ions.
Hughes et al. [46] used 3D PIC simulations to study electron and ion heating due to kinetic Alfvén turbulence. Similar to the 3D PIC simulations of whistler turbulence, the computations represent the forward cascade of freely-decaying turbulence carried out as an initial-value problem on a collisionless, homogeneous, magnetized plasma. In common with the whistler turbulence simulations, electron heating by kinetic Alfvén turbulence is preferentially in directions parallel/anti-parallel to the mean magnetic field (Landau damping) and the maximum electron heating rate linearly scales with the initial fluctuation energy, [image: image]. In contrast to the whistler turbulence case, however, the kinetic Alfvén turbulence simulations yield ion velocity distributions that remain relatively isotropic. The maximum heating rate is higher for the ions than for the electrons, Qi > Qe. An important difference between the whistler and kinetic Alfvén simulations was that the mass ratio used in the latter was mi/me = 100. One of the side effects of lower mass ratio, in the linear limit, is that the kinetic Alfvén waves can reach beyond electron scales for smaller mass ratio, but damp critically well before electron scales are reached for realistic mass ratios [91].
Based on the considerations above, a desirable set of simulations would cover not only a large inertial range above ion scales, but also have a realistic mass ratio. This is still computationally challenging by the present standards.
3.3 Search for Control Parameters and Scaling Relations
In the physical sense, dynamics and dissipation mechanism of kinetic-range turbulence are expected to depend on control parameters such as the fluctuation energy [image: image] and beta values (βe and βi) to be consistent with those observed in the solar wind. However, the large computational resources needed for the PIC simulations of plasma turbulence require that unphysical values have to be introduced to secure three-dimensional, long-time simulations such as the mass ratio mi/me and the electron thermal speed or Alfvén speed relative to the speed of light (vth, e/c, vA/c). Another free parameter is the system size which, as discussed above, can have a significant effect on the cascade of energy and hence the relative heating of ions and electrons.
These parameters are varied over a broad range of values. For example, in the linear theory calculations, Verscharen et al. [91] studied 1 < mi/me < 1836 and 10–4 < vA/c < 1/3. In nonlinear PIC simulations Gary et al. [56] studied 25 < mi/me < 1836 and Hughes et al. [93] studied 0.025 < vth, e/c < 0.10. Verscharen et al. [91] showed that mass ratio had a drastic effect on quasi-parallel magnetosonic/whistler branch, and quasi-perpendicular kinetic Alfvén branch. The kinetic Aflvén waves get critically damped for realistic mass ratio but can reach electron scales for artificially large electron mass. vA/c was not shown to have significant effect on the wave properties in the non-relativistic case. The simulations give us a sense of how the unphysical values affect the simulation results so that, even if we do not have the resources to run simulations with fully physical values, we can expect that whistler turbulence dissipation is likely to scale as the mass ratio me/mi. In another study Parashar and Gary [63] studied the effect of variations in relative ion/electron temperatures. They found that [image: image]. These results have qualitative similarities with the scalings found by Kawazura et al. [94], Schekochihin et al. [95], but are slightly different from the scaling found by Zhdankin et al. [96]. The difference in physical model, system size, inclusion of relativistic effects, and system size etc. can all contribute to the different findings. See Parashar and Gary [63] for a detail discussion of these issues.
There is ample evidence that the dissipation of kinetic-range turbulence happens in an intermittent way similar to magnetohydrodynamic turbulence [4,97–99]. Statistical tools such as probability density functions of increments, or scale dependent kurtosis are useful tools to quantify this intermittency. Using PIC simulations Chang et al. [75] showed that intermittency level increases with the fluctuation energy [image: image] and the electron beta βe and that the nonlinear dissipation processes are primarily associated with the localized current structures.
Within the theme of identifying scaling relations, Peter Gary also studied how the species entropies change with turbulence amplitude. For instance, Gary et al. [92] showed that the electron and ion heating rate (Figure 5A) and electron and ion entropies (Figure 5B) can be summarized as simple power law relations as a function of the dimensionless fluctuating magnetic field energy [image: image] for both whistler and the kinetic Alfvén turbulence.
[image: Figure 5]FIGURE 5 | Simple scaling relations derived from PIC simulations [92]. (A) The maximum values of the dimensionless time rates of change of the electron (blue dots) and ion (red diamonds) entropies derived from the whistler turbulence PIC simulations of [56]. The scaling relations derived for whistler turbulence are: the maximum entropy increase for electron: [image: image]; the maximum entropy increase for ion: [image: image] (B) The maximum positive values of the dimensionless time rates of change of the electron (blue boxes) and the ion (red dots) entropies of the kinetic Alfvén PIC simulations of [47]. The scaling relations derived for kinetic Alfven turbulence are: the maximum entropy increase for electron: [image: image]; the maximum entropy increase for ion: [image: image].
3.4 Linear Instabilities Versus Nonlinear Effects
An important dichotomy that arises in kinetic theory is the interplay of linear waves and instabilities with nonlinear turbulence. Solar wind and magnetosheath data organize themselves in the β‖—Rp plane, where β‖ is the parallel proton beta and Rp is the anisotropy of protons, in such a way that linear instability thresholds appear to constrain the data [6,100]. Based on these observations, it has been suggested that the microinstabilities play an important role in regulating the solar wind evolution. It has also been suggested that “majority of solar wind intervals support ion-driven instabilities” [101]. This raises a natural question: What is the relative importance of linear time scales (wave frequencies and instability growth rates) compared to nonlinear time scales? Peter Gary and collborators have addressed this question in many papers [102–105].
Matthaeus et al. [102] showed that the kinetic scale nonlinear times in the solar wind are comparable to or smaller than the linear timescales of waves and instabilities. Qudsi et al. [103] analyzed data from the MMS spacecraft as well as fully kinetic 2.5D simulations of turbulence with mean magnetic field out of the plane of simulation. The instability growth rates were computed based on the local β‖ and proton anisotropies Rp. They showed that the instabilities thresholds are large in intermittent locations near intense current sheets. It has been shown that a lot of kinetic activity happens near strong current sheets [106–108]. Intense distortions of the distribution function can happen near such current sheets and can render the distribution function unstable. Qudsi et al. [103] showed this proximity of instability growth rates and intermittent structures in both PIC simulations and MMS data.
As discussed earlier, the computational expense of fully kinetic simulations forces one to run them with artificial parameters and in reduced dimensionality. A good understanding of dissipative processes in kinetic plasmas requires comparative studies of various models and geometries. In the spirit of Turbulent Dissipation Challenge [98], Gary et al. [104] compared simulations in three different geometries to study the relative importance of instability time scales and nonlinear times. Figure 6 shows two dimensional probability distribution functions (PDFs) of kinetic instability rates and nonlinear rates computed at the scale of maximum instability growth rate at each point for 1) 2.5D perpendicular turbulence with mean magnetic field out of the plane of simulation, 2) 2.5D parallel turbulence with mean magnetic field in the plane of the simulation, and 3) a fully 3D turbulence simulation. It is evident from all three panels that the nonlinear rates are almost always larger than the instability growth rates. Only a small fraction of population lies in the regime where the instability growth rate is larger than the nonlinear rate. 2.5D perpendicular-plane simulation shows a complete dominance of nonlinear rates. Although the 2.5D parallel simulation shows a dominance of nonlinear rates, the ratio of the two rates is closer to unity compared to the perpendicular simulation. 3D simulation shows a wide spread in the rates while retaining the dominance of nonlinear rates. The PDFs in the 3D simulation show many qualitative and quantitative similarities to the magnetosheath dara from the MMS spacecraft and the solar wind data from the Wind spacecraft [105].
[image: Figure 6]FIGURE 6 | Probability distribution functions (PDFs) of tnl vs tinst. for three fully kinetic simulations [104]. (A) 2.5D perpendicular PIC with mean field out of the plane of simulation, (B) 2.5D parallel PIC with mean field in the plane of simulation, and (C) 3D PIC. The 2.5D perp PIC simulation shows a dominance of nonlinear time scales. The 2.5D parallel PIC simulation shows a distribution where nonlinear timescale dominates still. However, the distribution lies close to unity. 3D PIC shows a distribution that is similar to observations in the magnetosheath [105].
Peter Gary studied instabilities extensively starting in the 1990s, e.g. Gary et al. [109]. While the linear instabilities were often studied under the simplified assumption of a single anisotropic distribution, the presence of secondary populations, either as proton beams or alpha particles, can significantly impact the stability and thus the predicted growth rates.
The streaming speed of alpha particles relative to the protons (which is about the local Alfvén speed in the solar wind) can cause alpha/proton magnetosonic and Alfvén instabilities [110]. The relative flow difference between the alpha particles and the protons changes the occurrence of maximum growth rate for the temperature anisotropy instability of protons (exciting the ion cyclotron waves) into the direction of flow difference [111].
Linear instability analysis using the Helios data shows that the alpha particles in the solar wind play a more important role at larger distances from the Sun [112]. The growth rate under the presence of alph particles becomes non-negligible when compared with the turbulent cascade rate. Hence, the alpha particles can potentially impact the turbulent cascade through this channel.
4 CONCLUSIONS AND OUTLOOK
Observations of solar wind turbulence near proton scales, the beginning of kinetic range, show that kinetic Alfvén turbulence dominates magnetosonic-whistler turbulence at those scales. However, at shorter wavelengths of the order of the electron inertial lengths neither observations nor fully kinetic simulations have yielded definitive results. The studies carried out by Peter Gary and collaborators addressed several specific questions across the kinetic range to construct a more complete picture of plasma turbulence:
1. How do the spectra for kinetic Alfvén and whistler turbulence compare and scale with the plasma parameters beta and the fluctuation amplitudes?
2. What are the dissipation mechanisms for kinetic Alfvén and whistler turbulence, and if there is a cross-over from the former to the latter, what are its scaling properties?
3. Sample computations show that electrons are preferentially heated in directions parallel/anti-parallel to the large-scale magnetic field in both kinetic Alfvén and whistler turbulence, while the solar wind observations indicate that both an excess of parallel temperature and that of perpendicular temperare are possible. How can we systematically understand the electron temperature evolution in the frame of kinetic-range turbulence?
4. What are the parametric dependencies for electron and ion heating by kinetic Alfvén and whistler turbulence scenarios?
5. Can kinetic-range fluctuations be represented by dispersion relations derived from linear Vlasov theory while at the same time the fluctuations participate in the strongly nonlinear interactions characteristic of intermittent turbulence?
The central thesis of the Gary picture is that the kinetic Alfvén cascade dominates at the proton scales but critically damps before reaching electron scales. Near the electron scales, whistler turbulence starts dominating and plays an important role in electron dynamics. The kinetic-range turbulence depends on many variables, physical as well as numerical. Physical variables include the temperatures of ions and electrons (Te, Ti), their anisotropy (Tj,⊥/Tj‖), their plasma betas (βe, βi), the amplitude of turbulent fluctuations at the largest scales [image: image], and the energy containing scale (Λ). The physical but typically inexact parameters include the mass ratio of ions to electrons (mi/me) and the ratio of thermal (or Alfvén) speed to the speed of light (vth, e/c, vA/c). The parameter space to explore is extremely large and a successful exploration of it will keep many research groups busy for a long time to come. The solar wind plasma exhibits electron temperature with an excess of parallel temperature in the high-speed streasm and that with an excess of perpendicular temperature in the low-speed and high-density conditions [113]. Perhaps there are different scenarios of kinetic-range turbulence evolution.
Peter Gary through his numerous collaborations addressed various aspects of kinetic-range turbulence that support the Gary picture. Many papers have studied these parameter variations in the kinetic range using linear Vlasov theory, fully kinetic simulations in varied geometries, as well as spacecraft data from the solar wind and magnetosheath. Their results show that whistler and kinetic Alfvén turbulence can generate or sustain anisotropic power spectra, predict heating rates from whistler and kinetic Alfvén turbulence under varied conditions, explore effects of parameter variations on such heating profiles, and identify potential channels for the interplay between linear instabilities and intermittent structures. The work done by Peter Gary and collaborators contributing to the Gary picture of turbulence raises further questions that should be addressed by future studies.
6. What are the important parameters that determine the nature of kinetic range cascade and dissipation?
The large parameter space that needs to be explored implies that many linear theory studies and nonlinear kinetic studies are needed to identify how the variations of temperatures, betas, fluctuation amplitudes, and system size affect the kinetic-range turbulence. For example, careful and detailed maps of damping rates as a function of various physical and numerical parameters are still lacking. A catalogue of such maps can prove valuable to guide parameter searches for much more expensive nonlinear numerical simulations. Another interesting direction to explore within this theme is a comprehensive study to identify the nature of fluctuations near electron scales from large fully kinetic simulations. These simulations will need to span a large range of scales from the inertial range down to sub-electron scales. Parameter variations such as large-scale turbulence amplitude, plasma beta, and anisotropies etc. will need to be varied to get more details.
7. How do kinetic instabilities interplay with turbulence driven by large scales into the kinetic range?
Many papers have started to appear under this theme recently but much needs to be explored. How much power can such instabilities pump into the kinetic range? How frequent are such instabilities? Do they happen only near intermittent structures or can they be pumped by large scale conditions as well?
8. How critical are the approximations of the model used to describe kinetic-range turbulence?
Many models such as gyrokinetic, ten-moment two fluid, hybrid kinetic, Vlasov-Maxwell etc. are used to study kinetic-range turbulence. The gyrokinetic model, for example, does not include whistler physics and hence cannot address the issues regarding the competition between kinetic Alfvén and whistler cascades. The hybrid kinetic model does not include electron kinetic physics and hence is also unable to describe the electron scale kinetic physics. Ten-moment models, successfully applied to the global simulations of Earth’s magnetosphere and the plasma environment around Ganymede and Mercury, do not contain a time-evolution equation for the heat flux although the models include the evaluation of third-order moments in the anisotropy and non-gyrotropy of the pressure tensor [114]. Fully kinetic models are extremely expensive. Hence, comparative studies of these models are critical to identify the right tools and physics. On the numerical front, PIC has traditionally been the popular model for its relatively less computational expense. However, the noise stemming from finite number of particles can affect the electron scale dynamics significantly. On the other hand, the Eulerian Vlasov models have been computationally much more expensive. Newer finite element [48] and Hermite spectral methods [115] are being developed as well. With increasing computing power and improved numerical schemes, such models may become more desirable than PIC.
9. What are desirable analyses to identify and differentiate between whistler and kinetic Alfvén fluctuations and their role in plasma heating?
Commonly employed analyses include power spectra, heating rates, and intermittency analyses. Other potential analysis to perform could be to theoretically identify and analyse various dissipation measures such as Pi-D [99], stochastic heating [89], and field particle correlator [116]. Can four-dimensional Fourier spectra of kinetic-range turbulence simulations yield some interesting differentiating conclusions?
This is just a sampling of questions that directly follow up on Peter Gary’s contributions. The Gary picture addresses a relatively less explored part of the kinetic range, i.e., between proton and electron scales. Hence, the Gary picture has the potential, when properly validated and revised, to not only strengthen our understanding of turbulence in the near-Earth solar wind but will also lay the groundwork for interpretation of data collected by the on-going missions in the inner heliosphere by Parker Solar Probe, Solar Orbiter, and BepiColombo, and the upcoming HelioSwarm mission.
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Particle-in-Cell simulations and statistical analysis are carried out to study the dynamic evolution of a collisionless, magnetized plasma with co-existing whistler turbulence and electron temperature anisotropy as the initial condition, and the competing consequences of whistler turbulence cascade and whistler anisotropy instability growth. The results show that the operation of the whistler instability within whistler turbulence has almost no effects on the fluctuating magnetic field energy and intermittency generated by turbulence. However, it leads to a small reduction of the magnetic field wavevector anisotropy and a major reduction of the intermittency of electron temperature anisotropy. Hence, while the overall effect from whistler instability is minor as compared to that of whistler turbulence due to its much smaller field energy, the whistler instability may act as a regulation mechanism for kinetic-range turbulence through wave-particle interactions.
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1 INTRODUCTION
High-frequency short-wavelength whistler turbulences are often observed in space plasma (Beinroth and Neubauer, 1981; Lengyel-Frey et al., 1996; Narita et al., 2011, 2016). We define whistler turbulence as a broadband ensemble of incoherent field fluctuations in a magnetized plasma at frequencies between the lower hybrid and electron cyclotron frequencies and at wavelengths much shorter than the ion inertial length. There have been significant debates about the possible sources of whistler turbulence in recent years. One possible scenario is the cascade of fluctuations from the longer wavelength inertial range. Kinetic Alfvén waves and higher frequency magnetosonic-whistler fluctuations have been considered as the two candidates (Gary and Smith, 2009). Recent solar wind observations (Leamon et al., 1998; Sahraoui et al., 2009, 2010; Kiyani et al., 2012; Salem et al., 2012) and numerical simulations (Howes et al., 2008; TenBarge et al., 2013) have identified the existence of the kinetic Alfvén fluctuations with a wavelength around the ion inertial length or ion thermal gyro-radius. However, the mechanism on how such modes cascade fluctuation energy down to electron scale remains unclear. For instance, as the inertial range cascade preferentially transfers fluctuation energy to propagation directions relatively perpendicular to background magnetic field, where whistler fluctuations can be damped (Mithaiwala et al., 2012; Cerri et al., 2016), the cascade processes may not be able to provide a sufficiently large amplitude to feed to whistler turbulence.
Another possible scenario is kinetic whistler instabilities. A specific growing mode which can be a source for whistler turbulence at relatively long electron-scale wavelengths is the whistler anisotropy instability. We use subscripts “⊥″ and “‖″ to denote the directions perpendicular and parallel to the background magnetic field B0, respectively, subscripts e and i to denote electrons and ions, respectively, and [image: image] to denote the wave-vector. This instability is driven by electron temperature anisotropy T⊥e/T‖e > 1 and propagates at [image: image] in a homogeneous plasma. Observations have indicated that this instability is operating in the terrestrial magnetosheath (Gary et al., 2005). In the solar wind, while adiabatic expansion of the solar wind would typically lead to T‖e > T⊥e which can excite the firehose instability, there is evidence that local compressions and turbulence in the solar wind may also create T⊥e > T‖e (Gary and Madland, 1985; Gary, 1993; Karimabadi et al., 2013), which can excite the whistler instability. Particle-in-Cell (PIC) simulations (Gary and Wang, 1996; Gary et al., 2000, 2014; Saito et al., 2008) have demonstrated that this mode can generate enhanced whistler fluctuations and spectral transfer (Gary and Wang, 1996; Gary et al., 2000, 2014; Saito et al., 2008; Chang et al., 2014, 2015).
To further investigate the aforementioned scenarios, one must first understand the competing effects from whistler turbulence and whistler anisotropy instability. For instance, one of the primary consequences of plasma turbulence is to produce sharp spatial gradients in the plasma which can produce enhanced anisotropies locally and forward cascade to dissipate the energy from long wavelength to short wavelength (Osman et al., 2010; Greco et al., 2012; Parashar and Matthaeus, 2016). On the other hand, simulations of whistler anisotropy instabilities driven by a bi-Maxwellian velocity distribution for electrons in a homogeneous plasma showed that the instability imposes an upper bound or constraint on that anisotropy uniformly across the plasma (Gary and Wang, 1996; Gary et al., 2000, 2014; Hughes et al., 2016). The electron anisotropy upper bound derived by Gary and Wang (1996) was verified by observations in the solar wind and magnetosphere (Gary et al., 2005; MacDonald et al., 2008; Štverák et al., 2008; An et al., 2017). However, past studies have mostly addressed the effects from whistler turbulence and whistler anisotropy instability separately.
Gary et al. (2008, 2010), Saito et al. (2008, 2010), and Saito and Gary (2012) presented the first 2-dimensional (2D) PIC simulations of whistler turbulence, and Gary et al. (2012, 2014) and Chang et al. (2011, 2013, 2014, 2015) presented the first 3-dimensional (3D) PIC simulations of whistler turbulence. These simulations considered a homogeneous, magnetized, collisionless plasma upon which an initial spectrum of relatively long wavelength whistler fluctuations is imposed. The results showed that the forward cascade leads to fluctuations which are consistent with the linear dispersion solution for whistler fluctuations. Electron temperature anisotropy were also found to form during forward cascade. Hughes et al. (2014, 2017) and Gary et al. (2016) further investigated electron/ion heating due to whistler turbulence as a function of the initial fluctuating magnetic field energy density, and found the maximum electron heat rate scales approximately linearly with the fluctuating field energy density. This suggests a quasi-linear type heating due to electron Landau damping (Gary et al., 2016).
In this paper, we consider a collisionless, magnetized plasma with co-existing whistler turbulence and the electron temperature anisotropy as the initial condition, and investigate the consequences of both microinstability growth and turbulent cascade using 3D fully kinetic PIC simulations. Qudsi et al. (2020) and Bandyopadhyay et al. (2020) carried out 2D PIC simulations of the Alfvénic turbulence, where ion temperature anisotropy is generated by the development of the turbulence. The results showed that microinstabilities can develop locally in response to ion temperature anisotropies generated by turbulence and may affect the plasma globally, and that there is an apparent correlation between linear instability theory and strongly intermittent turbulence. It was also speculated that a similar process might also occur on electron scale. In this paper, in order to evaluate the effect from whistler instability at a given temperature anisotropy, we prescribe electron temperature anisotropy as the initial condition to drive the instability.
We carry out four different ensembles of PIC simulations: 1) an initially quiet, anisotropic plasma with prescribed initial electron temperature anisotropy; 2) an isotropic plasma with prescribed initial whistler fluctuations; 3) an anisotropic plasma with initial whistler fluctuations (varying initial electron temperature anisotropy and fixed initial fluctuation field energy); and 4) an anisotropic plasma with initial whistler fluctuations (fixed initial electron temperature anisotropy and varying initial fluctuation field energy). Results from PIC simulation are linked with a statistical analysis to understand whether there is any interplay between whistler turbulence and whistler instability, and what are the competing effects from these two processes.
2 SIMULATION MODEL AND SETUP
We consider a collisionless electron-ion plasma with a uniform background magnetic field [image: image]. For the jth (j = e, i) species, we denote the plasma frequency as [image: image], the cyclotron frequency as Ωj = eB0/mjc, the thermal speed as [image: image], and [image: image]. We denote the angle of mode propagation θ by k ⋅B0 = kB0 cos(θ).
The physical and numerical parameters are chosen to assure that the consequences of both microinstability growth and turbulent cascade can be accurately resolved in the simulation. In this paper, the initial electron plasma beta is taken to be of a typical value for the solar wind plasma, βe = 0.1. To study the effects of whistler anisotropy instability, we consider a range of initial T⊥e/T‖e values that are below and above the instability threshold in the simulation. Through a sequence of test runs with varying initial T⊥e/T‖e values, we find the threshold to excite whistler anisotropy instability for the parameters considered is T⊥e/T‖e ≃ 2.3, close to the calculation using the linear theory from (Gary, 1993). In this paper, we present simulations with initial temperature anisotropy of T⊥e/T‖e = 1, 2, 3, 5, 7, 9. To study the effects of whistler turbulence, an ensemble of whistler fluctuations are imposed at t = 0. The initially loaded whistler fluctuations are set to be relatively long-wavelength with approximately isotropic wavevectors. The spectrum is the same as that used in our previous simulation studies on whistler turbulence (Chang et al., 2011; Gary et al., 2012; Chang et al., 2013; Hughes et al., 2014; Chang et al., 2015). The initial whistler modes include n = 0, ±1, ±2, and ±3 of the fundamental wavenumber in the perpendicular direction, and n = ±1, ±2, and ±3 of the fundamental wavenumber in the parallel direction, where the fundamental wavenumber corresponds to the maximum wavelength that can be contained in the domain. This leads to a total of N = 150 normal modes with random phases (Chang et al., 2013). The simulations will consider initial total fluctuating magnetic field energy density.
[image: image]
at ϵ = 0, 0.05, 0.25, and 0.5.
We apply a three-dimensional (3D) full particle electromagnetic particle-in-cell code, 3D-EMPIC by Wang et al. (1995), to simulate the evolution of plasma under four different sets of initial conditions. In Simulation Group A, the ions are set to follow an isotropic velocity distribution while the electrons follow an anisotropic bi-Maxwellian velocity distribution function with different initial values of T⊥e/T‖e, at T⊥e/T‖e = 2, 3, 5, 7, and 9. The plasma has no initial field fluctuations, ϵ = 0. Simulation Group A is a typical setup for simulations of whistler anisotropy instability (Gary and Wang, 1996). In Simulation Group B, both the ions and electrons are set to have an isotropic velocity distribution. An ensemble of whistler fluctuations are imposed at t = 0, with the initial total fluctuating magnetic field energy density at ϵ = 0, 0.05, 0.25, and 0.5. The initial condition in Simulation Groups C and D is a combination of that of Groups A and B, where the electrons follow an anisotropic bi-Maxwellian velocity distribution function and the plasma is initially loaded with an ensemble of whistler fluctuations. In Group C, we take the initial field fluctuation at ϵ = 0.25 and change the initial temperature anisotropy at T⊥e/T‖e = 2, 3, 5, 7, 9. In Group D, we take the initial temperature anisotropy at T⊥e/T‖e = 3 and change the initial field fluctuation field density at ϵ = 0, 0.05, 0.25, 0.50. The simulation groups are summarized in Table 1.
TABLE 1 | Summary of simulation cases. In all cases, βe = 0.1 and vte/c = 0.1.
[image: Table 1]All the simulations are run using an artificial ion to electron mass ratio of mi/me = 400. The ion initial temperature is set to be Ti = T‖e. The ratio of the electron gyro-frequency to plasma frequency is Ωe/ωpe ≃ 0.447. The simulation box is a cube with a size in each direction at 51.2de, where de = c/ωe is the electron inertial length. The grid spacing is set to be Δ = 0.10de, and hence the mesh size is 512 × 512 × 512. The time step is set to be Δtωpe = 0.05. All the simulations are run for tωpe > 1000 (tΩpe > 447.20), i.e. more than 20,000 steps. The macro-particles used is 48 ions and 48 electrons per cell or about 3.1 × 1011 total macro-particles.
We use the Probability Density Function (PDF) in statistical analysis of magnetic fluctuations. The PDF of a random field B(x) may be defined as (Matthaeus et al., 2015)
[image: image]
Then the increments of the field components are
[image: image]
where r is the spatial separation length vector along the direction of any unit vector er. By summing over all the cells of a PIC simulation, one may construct a PDF for each component of the fluctuating fields as a function of the spatial separation r. If the random variable r is subject to a central limit theorem, the distribution is expected to be a Gaussian, whereas any departure from a Gaussian corresponds to a more strongly intermittent ensemble of fluctuations. An important advantage of the PDF analyses is that, by statistically averaging over a large body of observational and/or computational data, one may draw general conclusions which are less readily available via other means of data analysis. For example, the statistical analysis of solar wind magnetic fluctuations measured from the Cluster and ACE spacecraft by Kiyani et al. (2012) shows that the PDFs of both δB‖ and δB⊥ exhibit the same functional form in the kinetic range but not in the inertial range. The PDF analysis of the solar wind data from the Helios spacecraft (He et al., 2013) shows that, as the heliospheric distance of the spacecraft increases, the distribution of the local mean magnetic field vectors gradually broadens in the radial direction and becomes more scattered. The PDF analysis of 3D PIC simulations of whistler turbulence (Chang et al., 2014) shows distinct non-Gaussian “tails” in both the δB‖ and δB⊥ distributions as well as distinctly different functional forms between the two magnetic polarizations.
3 RESULTS AND DISCUSSIONS
3.1 Fluctuating magnetic fields
Figure 1 shows the normalized fluctuating magnetic field energy density averaged over all mesh points, [image: image], as a function of time for all the simulation runs. The results from Group A show that the fluctuating magnetic fields in Run A2 through A5 (T⊥e/T‖e ≥ 3) grow rapidly to saturation, with the growth rate in the linear phase matching the value calculated from the linear theory (Gary, 1993). This is similar to that in previous simulations of whistler anisotropy instability (Gary and Wang, 1996), where it showed pitch-angle scattering of the electrons by fluctuating magnetic fields reduces T⊥e and increases T‖e, and thus the temperature anisotropy. In Run A1 (T⊥e/T‖e = 2), the fluctuating magnetic field stays relatively unchanged because the initial anisotropy is below the instability excitation threshold and thus the instability is not excited. The results from Group B show that the fluctuating magnetic field energy decreases with time. This is similar to that in previous simulations of whistler turbulence (Gary et al., 2012), where it showed that the decrease of fluctuating magnetic field corresponds to an increase in the electron thermal energy with the parallel electron temperatures gaining more energy than the perpendicular electron temperatures. Gary et al. (2012) showed that such energy dissipation is primarily through wave-particle interactions via linear Landau damping at relatively small initial fluctuating field energy (0.02 ≤ ϵ ≤ 0.2) and fully nonlinear processes at large initial fluctuating field energy (ϵ > 0.2). Recent studies have suggested that both nonlinear Landau damping (Ganguli et al., 2010; Chang et al., 2013; Li et al., 2016) and current structure dissipation (Wan et al., 2012, 2015; Karimabadi et al., 2013) contribute to the nonlinear dissipation processes. Chang et al. (2014) suggested current structure dissipation as the dominant nonlinear dissipation process in whistler turbulence.
[image: Figure 1]FIGURE 1 | Time history of [image: image] for all simulation cases. (A) Simulation Groups A and B (B) Simulation Group C (C) Simulation Group D
The results from Group C show that, for a plasma with co-existing whistler fluctuations and electron temperature anisotropy as the initial condition, the time history of [image: image] is almost identical to that from Run B3 (ϵ = 0.25, T⊥e/T‖e = 1). The initial temperature anisotropy, whether below the instability threshold (Run C1) or above the instability threshold (Run C2 through C5), has little effect on [image: image]. Comparing the results from Group D with that from Group B further shows that the time history of [image: image] is influenced only by the initial fluctuating field energy density ϵ. The whistler anisotropy instability has almost no effect on the evolution of the overall magnitude of the fluctuating magnetic fields.Figure 2 shows the magnetic fluctuation wavevector anisotropy averaged over all mesh points
[image: image]
as a function of time for all the simulation runs. The tan2θB history in Run A1 is nearly constant as no whistler anisotropy instability is excited. The results from Run A2 through A5 follow the predictions of the linear theory (Gary, 1993): the maximum growth rate happens in the direction of k ×B = 0; the energy in the perpendicular direction is quickly damped due to resonance scattering of pitch angle, and thus the energy perturbation is mostly along B0. The results from Group B shows that the wavevector anisotropy increases rapidly. Larger initial fluctuating magnetic field energy density leads to a more rapid increase in wavevector anisotropy. This reflects the effect of forward cascade of whistler turbulence, which transfers the energy preferentially for k⊥≫ k‖, thus leading to the expansion of wavevector in the perpendicular direction. The forward cascade of whistler turbulence was discussed in detail in Gary et al. (2012) and Chang et al. (2011, 2013, 2014).
[image: Figure 2]FIGURE 2 | Time history of tan2θB for all simulation cases. (A) Simulation Groups A and (B) Simulation Group C (C) Simulation Group D
The tan2θB history from Group C qualitatively follows that of Run B3 (ϵ = 0.25, T⊥e/T‖e = 1). However, the initial temperature anisotropy also has a limited effect, showing that an increase of T⊥e/T‖e reduces the growth rate of tan2θB. This may be explained as a result of the action by the whistler anisotropy instability. A larger initial temperature anisotropy leads to a larger growth rate of whistler anisotropy instability, which in turn leads to stronger scattering of pitch angle, and thus faster damping of the energy in the perpendicular direction. Comparing the results from Group D with that from Group B, we find that, at a given initial temperature anisotropy, the effect of the whistler instability diminishes as the initial fluctuating field energy increases. This suggests that forward cascade from whistler turbulence has a far more dominating effect over pitch angle scattering from whistler instability on wavevector anisotropy.
To further investigate the effects of the whistler anisotropy instability on the intermittency generated by whistler turbulence, we calculate the probability density function (PDF) of the local fluctuating magnetic δB (i, j, k) for each cell. Figure 3 shows the PDF along the y direction. For Groups A and C, the PDFs from Run A1 and C1 are not shown because the whistler anisotropy instability is not excited in these two cases. Figure 3E (Run B1) shows the result for a quiet isotropic plasma. Figures 3A–D (Run A2-A5 from Group A) show the result for a quiet anisotropic plasma. The initial temperature anisotropy excites whistler anisotropy instability. As there is little change in the tail region, the whistler anisotropy instability did not generate enhanced whistler fluctuations for the simulation parameters considered. Figures 3E–H (Group B) show the result for an isotropic plasma with whistler fluctuations. Similar to previous simulations of whistler turbulence (Chang et al., 2014), an increase in ϵ leads to an enhanced tail region and the increased deviation from the Gaussian distribution. Figures 3I-L (Group C) show the PDFs for Group C are qualitatively similar to that in Group B, indicating that increasing the initial electron temperature anisotropy has very little effect on the fluctuating magnetic fields. Figures 3M–P (Group D) further show that the PDFs are only influenced by the initial fluctuating field energy. The results from Figures 1–3 are not surprising. As the magnetic field energy from the broad band whistler turbulence dominates over that from the narrow band, the operation of whistler anisotropy instability will have a very minor effect on the evolution of the fluctuating magnetic field.
[image: Figure 3]FIGURE 3 | Comparison of the probability distribution function of δB‖ along Y axis at Ωet ≈ 111.80. (A)–(D): Run A2 to A5. (E)–(H): Run B1 to B4. (I)–(L): Run C2 to C5 (M)–(P): Run D1 to D4.
3.2 Electron temperature anisotropy
We next compare the effects of whistler turbulence and whistler instability on electron temperature anisotropy. We calculate both the local temperature anisotropy Re (i, j, k) = T⊥e (i, j, k)/T‖e (i, j, k) from macro-particles in each cell and the average temperature anisotropy over all the cells of the simulation domain
[image: image]
where Nx, Ny, Nz are the total mesh points each direction, and subscripts i, j, k denote the cell number. Figure 4 compares Re vs. βe for Groups A and C at ωpet = 1000 (Ωet ≃ 447.2), when both the whistler turbulence and the whistler instability are developed (see Figure 1).
[image: Figure 4]FIGURE 4 | Average electron temperature anisotropy Re v. s. βe at Ωet = 0 and at Ωet ≈ 447.2 for Group A and Group C. The initial anisotropies are shown as transparent circle for Group A and transparent square for Group C, respectively. The final anisotropies for Run A1 through A5 are color circles with increasingly dark shades, and that for Run C1 through C5 are color squares with increasingly dark shades. The upper bound predicted by Eq. 6 is shown as the dotted line.
Gary and Wang (1996) showed that the wave-particle scattering from whistler instability imposes an upper bound on T⊥e/T‖e commensurate with that predicted by linear theory:
[image: image]
where Se is the dimensionless scalar conductivity of electrons (Gary, 1993; Gary and Wang, 1996). The anisotropy upper bound in the form of Eq. 6 was numerically fitted in Gary and Wang (1996) for parameters similar to that used here, and is shown as the dotted line in Figure 4. The results show that the average temperature anisotropy Re at the end of the simulations from Run A2 through A5 lay under the upper bound of Eq. 6. The Re from Run A1 is almost unchanged, as expected, as the whistler instability is not excited in this case. It is interesting to observe that the Re points from Group C are further below the upper bound from the linear theory prediction.
As turbulence produces strong inhomogeneity in plasma, we next examine the contours of local electron temperature anisotropy, Re (i, j, k). Figures 5, 6 show the contours of Re (i, j, k), on an x-y plane in the middle of the simulation domain, where we compare Re (i, j, k) for increasing initial fluctuating field energy (from left to right) for a fixed initial temperature anisotropy (T⊥e/T‖e = 3). In Figure 6, we compare Re (i, j. k) for increasing initial T⊥e/T‖e (from left to right) for a fixed initial fluctuating field energy (ϵ = 0.25). Both Figures 5, 6 are plotted for ωpet = 500 (Ωet ≃ 223.6), when all the cases are starting to approach an asymptote.
[image: Figure 5]FIGURE 5 | Contours of Re (i, j, k) on an x-y plane in the middle of the simulation box at time Ωet ≈ 223.60 for Run D1 (A), D2 (B), D3 (C), and D4 (D).
[image: Figure 6]FIGURE 6 | Contours of Re (i, j, k) on an x-y plane in the middle of the simulation box at time Ωet ≈ 223.60 for Run B3 (A), C2 (B), C3 (C), C4 (D), and C5 (E).
Figure 5A (Run D1) has no initial whistler fluctuation and thus the temperature anisotropy distribution is homogenous. As the initial spectrum strength ϵ increases, Figure 5 shows increasing intermittent fluctuations in temperature anisotropy due to turbulence. Figure 6A (Run B3) shows that turbulence produces strong anisotropies in an initially isotropic plasma. All of these results are to be expected. However, in Figure 6, as the initial anisotropy increases, we find that the intermittent fluctuations in the Re (i, j, k) contours start to diminish. The range of Re (i, j, k) in Figure 6 (from left to right) is summarized in Table 2, showing the temperature becomes more homogenous as the initial T⊥e/T‖e increases.
TABLE 2 | Re (i, j, k) value range of Figure 6.
[image: Table 2]Figures 5, 6 show that, in contrast to the minor effects on the fluctuating magnetic field, the whistler anisotropy instability has a major effect on the intermittency of temperature anisotropy generated by turbulence. The whistler anisotropy instability acts to reduce electron temperature anisotropy through wave-particle scattering. Wave-particle scattering is a microscopic process. Wave-particle scattering of electrons are affected more efficiently by local field fluctuations and are less dependent on the overall field energy. The results suggest that the fluctuation from the growth of a single mode of whistler anisotropy instability is more efficient in wave-particle scattering of the electrons than that of a spectrum of whistler modes. A stronger initial temperature anisotropy leads to a larger whistler instability growth rate, and stronger wave-particle scattering effect, and thus reducing the intermittency in temperature anisotropy generated by turbulence.
4 SUMMARY AND CONCLUSION
3D PIC simulations are carried out to study the dynamic evolution of a collisionless, magnetized plasma with co-existing whistler turbulence and electron temperature anisotropy as the initial condition, and the competing consequences of whistler turbulence cascade and whistler anisotropy instability growth. The results show that the operation of the whistler instability within whistler turbulence has no obvious effects on the fluctuating magnetic field. We find the overall fluctuating magnetic field energy and intermittency generated by turbulence are not influenced by the inclusion of an initial electron temperature anisotropy, while wavevector anisotropy is reduced somewhat by increased electron temperature anisotropy. In contrast, the results show that whistler instability has a major effect on electron temperature anisotropy. While whistler turbulence produces sharp gradients and enhanced electron temperature anisotropies locally, we find that increasing the initial electron temperature anisotropy actually leads to a reduction of the intermittency in the electron temperature anisotropy generated by turbulence, and the reduction of the average electron temperature anisotropy further below the upper bound as predicted by the linear theory for a homogeneous anisotropic plasma. The results suggest the small reduction of wavevector anisotropy and major reduction of electron temperature anisotropy are apparently due to whistler instability growth. Comparing to an isotropic plasma with whistler turbulence, an increase in the initial electron temperature anisotropy leads to a larger growth rate of the whistler anisotropy instability, resulting in faster damping of the energy in this perpendicular direction, and thus a small reduction of the growth rate of the wavevector anisotropy tan2θB. While turbulence produce sharp gradients and local enhanced anisotropies, the whistler anisotropy instability acts to reduce electron temperature anisotropy through wave-particle scattering. The results suggest that the fluctuation from the growth of a single mode of whistler anisotropy instability is more efficient in wave-particle scattering of the electrons than that of a spectrum of whistler modes. Thus, a larger initial global electron temperature anisotropy, when combined with enhanced local electron temperature anistropy, would lead to even stronger wave-particle scattering effects locally, thus leading to local temperature anisotropy reduction and a more homogeneous electron temperature landscape.
In conclusion, we find that the overall effect of whistler anisotropy instability on a plasma with co-existing whistler turbulence and global electron temperature anisotropy is minor comparing to that of whistler turbulence. This is because the fluctuating energy associated with the narrowband whistler instability is dominated by that from the broadband whistler turbulence. However, as field fluctuations from the growth of a single instability mode may be more efficient in the wave-particle scattering process than that from a spectrum of whistler modes, the whistler instability can significantly reduces the intermittency of electron temperature anisotropy generated by turbulence. This suggests that microinstability may act as a regulation mechanism on turbulence development. In this study, the whistler instability is generated by imposing a bi-Maxwellian electron velocity distribution as the initial condition. The competing consequences of whistler turbulence cascade and whistler anisotropy instability growth will need to be further evaluated in a more realistic setup where the instability develops naturally from turbulence in future study.
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The resonant right-hand instability (RHI) is often the dominant mode driven by reflected ions upstream of Earth’s quasi-parallel bow shock. In the tradition of Peter Gary, this paper further explores the right-hand instability using numerical solutions of the plasma dispersion relation and non-linear kinetic simulations, with parameters inspired by observations from NASA’s Magnetospheric Multiscale (MMS) mission. Agreement is found between the ion distributions in the particle-in-cell simulations and Magnetospheric Multiscale spacecraft data, which show the gyrophase bunching characteristic of the instability. The non-linear structures created by right-hand instability tend to be stronger when the plasma beta is lower. These structures have sizes of around 100 to 200 ion inertial lengths perpendicular to the magnetic field, presenting planet-sized disturbances to the magnetosphere. 2d and 3D hybrid particle-in-cell simulations show that modes with a range of propagation angles oblique to the magnetic field are excited, providing a ground to understand previous statistical studies of observed foreshock waves.
Keywords: foreshock, instability, oblique, electromagnetic, ions, bow shock
1 INTRODUCTION
At Earth’s bow shock, like at other collisionless shocks, ions reflected back upstream may form a beam population in velocity space. The free energy of this backstreaming ion beam drives a range of kinetic instabilities in the foreshock. For relatively tenuous and fast (compared to the background Alfven speed) ion beams traveling parallel to the magnetic field, the fastest growing linear instability is the resonant right-hand instability (RHI) (Gary, 1991). For low beam densities, this mode is a low-frequency wave carried by the background and excited by a cyclotron resonance with the beam ions. As described in another article in this collection (Winske and Wilson, 2022), Peter Gary was a pioneer in the Vlasov theory of electromagnetic ion beam instabilities in space plasmas (Gary et al., 1984; Gary et al., 1985; Gary, 1991). Gary’s work is an important piece of a large body of research on the theory and observation of RHI waves in the foreshock. Here, we re-examine properties and dynamics of the RHI using a modern hybrid particle-in-cell (PIC) code and example data from NASA’s Magnetospheric Multiscale (MMS) mission. The hybrid PIC simulations show that a finite temperature of the background decreases the amplitude of non-linear structures that develop and that a relatively broadband spectrum of modes may be excited with a range of propagation angles oblique to the local magnetic field.
Many early studies of RHI were inspired by data from the International Sun-Earth Explorer (ISEE) spacecraft. The data showed abundant wave activity in the foreshock, and it was recognized that RHI and other low-freqency modes were associated with backstreaming ions (Hoppe et al., 1981). Some effects of these waves include modifying the transport and heating of ions in the upstream plasma (Lee, 1982). The RHI in particular may also drive ultra-low frequency (ULF) waves in the 30-s period range (Watanabe and Terasawa, 1984; Greenstadt et al., 1995), which couple to particles trapped in Earth’s radiation belts. The non-linear evolution of RHI was found to be a possible driver of large-amplitude magnetic pulsations observed in the forshock (Akimoto et al., 1993). More recent simulation studies of RHI have focused on the global context of (ULF) waves and their transport into the magnetosphere (Blanco-Cano et al., 2009; Palmroth et al., 2015; Kajdič et al., 2021; Turc et al., 2022). In addition, very high-resolution field and particle data are now available from NASA’s MMS mission (Burch et al., 2016). Meanwhile, laser-driven laboratory experiments have offered a means of taking detailed measurements of ion beam instabilities in a reproducible environment (Heuer et al., 2020).
Here, we revisit RHI with a hybrid PIC code to further explore the waves and non-linear structures associated with the instability. Because earlier work focused on moderately cool beams with vthb ≲ vA (Hoshino and Terasawa, 1985; Winske and Gary, 1986; Akimoto et al., 1993) we also consider the effects of warmer beam and background ion populations. The finite temperatures moderately reduce the RHI growth rate, and they tend to reduce the amplitude of non-linear structures. We also explore the spectrum of oblique waves excited by a parallel ion beam. A statistical analysis of Cluster spacecraft data uptream of the quasi-parallel bow shock showed that the beam-driven waves have a power spectrum peaked at oblique propagation angles (Eastwood et al., 2005). This is at first glance at odds with the fact that the fastest growing mode for the beam and plasma conditions is the purely parallel propagating RHI. We find a range of oblique modes are excited in 2D and 3D simulations, consistent with solutions of the hot plasma dispersion relation. The simulations predict a typical perpendicular scale length of the non-linear RHI structures to be [image: image] to 200 di, indicating that the structures are planet-sized and may significantly impact the magnetosphere.
2 REVIEW OF THE RESONANT ION BEAM INSTABILITY
In this section, we include a brief review of the resonant right-hand instability (RHI) and define the conventions we use in our analysis. The RHI is a solution of the dispersion relation for magnetized plasmas with a beam ion population traveling along the magnetic field. For the cases of interest here, the fastest growing mode is purely parallel propagating. For purely parallel modes, the relevant dispersion relation for a plasma where each species j has an isotropic Maxwellian velocity distribution is (Gary et al., 1984):
[image: image]
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where k is the parallel wavenumber, [image: image], [image: image], uj is the bulk fluid drift velocity, and Z(x) is the plasma dispersion function. In the quasi-neutral cold plasma limit, this results in a polynomial relation D(ω, k) = 0 that yields four distinct unstable modes (Weidl et al., 2019) including the RHI.
To study the linear growth rates of the RHI for oblique propagation including finite beam and background ion temperatures, we consider numerical solutions (Montgomery et al., 1975) of the full hot plasma dispersion relation assuming drifting Maxwellian ion distributions (see, for example the appendix of Gary, 1991). We use the open-source New Hampshire Dispersion Solver (NHDS) (Verscharen and Chandran, 2018). We work in the rest frame of the background plasma, where the background ions have no net drift. The background plasma is taken to be uniform and consisting of ions of mass mi and unit charge. We denote the background density n0 and the temperature T0. The background magnetic field is also uniform, in the positive x direction, and of strength B0. A drifting Maxwellian ion beam population is included with a density nb, temperature Tb, and a drift speed ub in the positive x direction. The Alfven Mach number of the beam is MA = ub/vA, were we normalize the drift speed to the background Alfven speed [image: image]. For simplicity, we take beam ions to be the same species as the background ions. The electron population is charge- and current-neutralizing.
At Earth’s bow shock, the reflected ion population is characteristically low-density (with relative beam fractions less than a few percent) and fast (with Alfven Mach numbers MA > 2). Under these conditions, the low-frequency wave spectrum is dominated by the RHI. Figure 3 shows the maximum growth rate of the RHI over a range of propagation angles for a beam of density nb/n0 = .015 and an Alfven Mach number of MA = 10, similar to typical parameters at Earth’s foreshock. The three curves show the growth rates for three different beam temperatures. The uppermost curve is a relatively cold beam, and the peak growth rate for parallel propagation agrees with the large MA approximation for cold plasmas (Gary, 1978; Weidl et al., 2019), [image: image]. When finite temperature effects are included, the growth rate decreases as the beam temperature increases. This is because a smaller fraction of the beam is gyroresonant with the mode. The background temperature has a very minor effect on the growth rates as long as the background thermal speed is relatively low (vth0 ≪ ub) as is typically observed at Earth’s foreshock. We note that while additional beam-driven modes, including oblique Alfven modes Daughton and Gary. (1998) and the non-resonant mode (e.g., Gary. (1991), Chen et al. (2022), exist over this range, the RHI is dominant for the relatively fast (MA > 2) and tenuous beams that we consider here. In Section 3, we explore the non-linear development of the purely parallel-propagating RHI using a hybrid PIC code.
3 1D HYBRID SIMULATION AND EXAMPLE EVENT
We begin this section with an example of foreshock waves driven by reflected ions observed by NASA’s MMS mission (Burch et al., 2016). The MMS data are plotted in Figure 1, showing a fairly typical foreshock crossing in an interval upstream of the quasi-parallel bow shock on 30 January 2019. The magnetic field components in Figure 1A show a background field dominated by the radial Bx component along with large-amplitude wave fields (mainly By and Bz). The wave power is peaked near the local ion cyclotron frequency [image: image]. In the spacecraft frame, the bulk solar wind velocity is ux ∼ −300 km/s ∼ −10 vA, and the reflected ions appear as a more diffuse population centered near vx ∼ 0 (see Figure 1C). The approximate relative density of the reflected population is nb/n0 ≲ .05, and the relative parallel drift of the beam gives an Alven Mach number of MA ∼ 10. These rough parameters, which are fairly typical of Earth’s foreshock, serve as the basis for the numerical simulations below.
[image: Figure 1]FIGURE 1 | Example of RHI waves typical of the quasi-parallel foreshock as observed by the MMS2 spacecraft. The magnetic field in (A) is primarily in the x direction with large-amplitude waves in By and Bz. The total ion density it plotted in (B). The reduced ion velocity distribution in terms of vx is plotted in (C). In the spacecraft frame, the background moves in the −vx direction while the beam population is centered near vx = 0. The reflected beam ions have a relatively broad velocity spread compared to the colder solar wind population.
Because the electrons are far from resonance with the RHI and the mode frequencies are well below the electron plasma and cyclotron frequencies, hybrid numerical codes (Lipatov, 2002; Winske et al., 2003) that treat the ions as a kinetic species and the electrons as a massless neutralizing background are suitable for studying the linear and non-linear evolution of the RHI. Here, we use a hybrid version of the particle-in-cell (PIC) code VPIC (Bowers et al., 2008; Le et al., 2021; Keenan et al., 2022) to model the RHI. Numerous earlier studies of ion streaming instabilities have used similar electromagnetic hybrid PIC codes (e.g.,Winske and Quest., 1986; Hada et al., 1987; Gary and Winske, 1990; Winske and Omidi, 1992; Akimoto et al., 1993; Dubouloz and Scholer, 1995; Hellinger and Mangeney, 1999; Wang and Lin, 2003; Heuer et al., 2018; Weidl et al., 2019; Holcomb and Spitkovsky, 2019). Because the simulations in this section are 1D in the x direction, they only allow the growth of the purely parallel propagating modes, which are the fastest growing modes for the parameters we use. Note that for 2D or 3D systems with oblique modes, damping on the electrons can become more important. While this effect is included in the linear dispersion solver, it is not captured by the fluid model of the hybrid code.
As in other hybrid PIC codes, the electron model in Hybrid-VPIC takes the form of an Ohm’s law for the electric field:
[image: image]
where quasi-neutrality imposes n = ne = ∑sZsns (including a sum over species s of ions), the velocity ui is the charge-weighted ion flow ui = ∑sZsnsus/ne, and the current density is taken in the low-frequency approximation as μ0J = ∇ × B. We use a system of units based on the background magnetic field B0 and ion density n0, with times normalized by the cyclotron frequency ωci = eB0/mi and lengths given in terms of the ion inertial length [image: image]. Because we use particle shapes that are sums of quadratics in each direction, we choose grid resolutions with Δx ranging from .25 to 1 di to avoid an unphysical numerical dispersion that occurs when low spatial resolution and high-order particle shapes are used in hybrid PIC codes (Stanier et al., 2020). For these 1D simulations, we include 2000 particles per cell for each ion population. The normalized resistivity η/(B0/n0) and hyper-resistivity [image: image] are set to small values in the range of 1 × 10–4 to 5 × 10–3. For the simulations here, the electron pressure follows a simple isothermal closure, such that the electron pressure is given by pe = neTe, with Te a constant (Le et al., 2016). Test simulations with an adiabatic electron closure showed no discernible differences.
As described in Section 2, our 1D simulations contain a uniform background plasma of density n0 and temperature T0 (we set Ti = Te = T0) and magnetic field B0 in the x direction. To this is added a streaming population of beam ions of density nb (recall an equal number density of electrons is implicit in the quasi-neutral assumption of the hybrid code), drift velocity in the positive x direction ub, and temperature Tb. Figure 2 shows typical results from an RHI simulation with relatively cold background and beam populations. The three sets of panels in Figure 2 are at three different times over the course of simulation.
[image: Figure 2]FIGURE 2 | Results from 1D hybrid simulations of the resonant right-hand instability (RHI) with cold (vthi = vthb = 0.1vA) ion populations. The left panels are at early time tωci = 30, middle panels are at tωci = 64, and right panels are at tωci = 100. (A–C) Background (red) and beam (black) ion density profiles and magnetic field strength (blue). (D–F) Wave magnetic field components By and Bz. (G–I) Parallel x−vx phase space distribution of the ions, showing the dense background at vx ∼ 0 and the beam with an Alfven Mach number of MA = 10. (J–R) Beam ion distributions in the perpendicular vy−vz plane at the points marked by the vertical dashed lines in (A–C). The white lines show the direction of the perpendicular wave magnetic fields By and Bz, and the magenta lines show the direction of the bulk beam perpendicular velocity.
The leftmost panels are at time t*ωci = 30 when the RHI is nearing the end of a phase growth consistent with the linear instability. The background and beam density profiles as well as the total magnetic field magnitude in Figure 2A are relatively unperturbed. The ion phase space distribution in x−vx space in Figure 2 shows a weak modulation of the beam ions (the population centered at vx ∼ 10vA). Nevertheless, the RHI is here already strong enough to modulate the beam ions in perpendicular velocity space. The three panels of Figures 2J–L show the perpendicular velocity distribution of the beam ions in vy−vz space at the three locations marked by vertical dashed lines in Figure 2A. These distributions exhibit gyrophase bunching, with the beam ions undergoing motion in the plane perpendicular to the magnetic field. As in previous simulations and observations (Hoshino and Terasawa, 1985; Thomsen et al., 1985; Fuselier et al., 1986; Gary et al., 1986), the gyrophase bunched ions are out of phase with the wave magnetic field. In Figures 2J–L, the white line gives the direction of the wave magnetic field (By and Bz), while the black line shows the direction of the local bulk beam velocity in the y−z plane. The field and beam velocity are roughly 90° out of phase.
At later time, the RHI waves steepen into non-linear features. Non-linear structures have been observed with beam populations upstream of the bow shock, and they have been identified as shocklets (Hoppe et al., 1981; Hada et al., 1987) or magnetic pulsations (Akimoto et al., 1993). As in the earlier simulations of Akimoto et al., 1993, the non-linear pulsations driven by the RHI are characterized by correlated magnetic field strength |B| perturbations (see the blue curve in Figure 2B) that are correlated with the density n perturbations (red curve).
Thermal velocity spreads of the background and beam ions that are not large compared to the relative drift speed do not qualitatively affect the linear properties of the RHI, though the finite temperatures moderately reduce the growth rates. The non-linear features that develop, however, are weaker in amplitude in our simulations with higher beam and background temperatures. We show example data from a simulation with a beam thermal spread vthb = 3vA and background thermal speed of vth0 = vA in Figure 3. For cold beams ions as in Figure 2, practically all of the beam ions can become bunched where the RHI waves steepen. In addition to bunching in gyrophase angle, these resonant beam ions can be dramatically slowed down in the parallel direction, even locally coming to a stop in the background frame (see Figure 2H). For hot beams that are more diffuse in velocity space, on the other hand, a relatively smaller fraction of the beams ions are near exact resonance with the RHI mode. As a result, a smaller fraction of the beam ions in Figure 3H are slowed by the wave fields. This results in a much less spiky beam ion density profile in Figure 3B than for the cold ions case. Furthermore, because the RHI couples to compressional modes, the higher background pressure weakens the amplitude of the non-linear features. For even higher background temperatures with vth0 = 4vA (not plotted), there are no discernible pulsations or spikes in the density or magnetic field profiles.
[image: Figure 3]FIGURE 3 | Similar plots as in Figure 2, but with warm background ([image: image] or βi = 1) and beam (vthb = 3vA) ion populations. Again, the left panels are at early time tωci = 30, middle panels are at tωci = 64, and right panels are at tωci = 100. (A–C) Background (red) and beam (black) ion density profiles and magnetic field strength (blue). (D–F) Wave magnetic field components By and Bz. (G–I) Parallel x−vx phase space distribution of the ions, showing the dense background at vx ∼ 0 and the beam with an Alfven Mach number of MA = 10. (J–R) Beam ion distributions in the perpendicular vy−vz plane at the points marked by the vertical dashed lines in (A–C). The white lines show the direction of the perpendicular wave magnetic fields By and Bz, and the magenta lines show the direction of the bulk beam perpendicular velocity.
The beam ions do display strong gyrophase bunching in perpendicular velocity space, although the non-linear structures that develop are relatively weak for the warmer beam and background temperatures (see Figure 3). We display side-by-side in Figure 4 ion vy velocity distributions from the MMS event and from the Hybrid-VPIC simulation of Figure 3. The MMS data in Figure 4A show the vy distribution of ions over time, which may be taken as a proxy for distance x because the waves rapidly cross the spacecraft. A distribution in x−vy phase space from the hybrid PIC model is displayed in Figure 3B covering a range with a similar wave phase and amplitude as the MMS data. Note that [image: image] phase shift characteristic of the RHI between the wave fluctuations (carried by the background ions) and the gyro-bunched beam ions is visible in both the MMS data and the hybrid PIC simulation data.
[image: Figure 4]FIGURE 4 | Ion velocity distributions in vy from (A) the MMS event displayed in Figure 1 in an interval starting near time 01:05 and (B) from the hybrid PIC simulation with warm beam (vthb = 3vA) and background (vth0 = vA)) ions of Figure 3 at t = 40/ωci. In (A), the time t may be considered a proxy for the position x in (B) as the solar wind passes the spacecraft at the solar wind drift speed of 300 km/s ∼ 10vA. The correspondence is 50 s ∼ 100 di.
4 2D AND 3D HYBRID SIMULATIONS
In this section, we consider 2D and 3D hybrid simulations to study the evolution of the RHI in multiple spatial dimensions. The 2D or 3D geometry allows the development of a spectrum of modes with k vectors oblique to the magnetic field. As visible in Figure 5, the RHI growth rate is relatively insensitive to the propagation angle out to [image: image]. Interestingly, a statistical survey of 30-s waves observed in the Earth’s foreshock found that the distribution of wave propagation angles was typically peaked at an oblique angle of [image: image] to the magnetic field (Eastwood et al., 2005). Previous hybrid simulations suggested that refraction of steepening waves driven by the fastest growing parallel propagating modes could explain the presence of oblique modes in observations (Dubouloz and Scholer, 1995). On the other hand, (Strumik et al. 2015) studied the development of ULF waves in the foreshock of a 2D hybrid global magnetosphere model with a quasi-radial IMF and quasi-parallel bow shock. They found that averaging over the spectrum of excited RHI modes at different propagation angles gave a spectrum similar to the observations. We consider this possibility in our simplified uniform beam simulations below.
[image: Figure 5]FIGURE 5 | Growth rate of the RHI for oblique propagation as a function of the angle between the wave vector k and the background magnetic field for nb/n0 = .015 and MA = 10. Note that the growth rate is very similar for angles ≲35°. The three curves show the growth rate for different beam temperatures with thermal speeds indicated in the legend.
To examine the spectrum of oblique modes, we consider a 2D simulation in the x−z plane of a uniform beam, building on early hybrid simulation work on 2D ion-ion beam instability growth (Winske and Quest, 1986). The simulation domain is of size Lx × Lz = 1024 di × 1024 di = 2048 × 2048 cells, the background (vth0 = vA) and beam (nb/n0 = .02, MA = 10, vthb = 4.3vA) ion populations are each sampled by 400 particles per cell, and the time step is δt = .01/Ωci. In Figure 6, we compare the growth rates predicted by numerical solution of the hot plasma dispersion relation in (a) to the growth rates extracted directly from the hybrid PIC simulation in (b). The growth rate in each case is plotted in terms of the parallel (k‖ and perpendicular k⊥ wave numbers. The peak growth rate occurs for parallel propagation and corresponds to the usual RHI. Consistent with Figure 5, there is a relatively broad range of oblique wave vectors with growth rates very close to the maximum. Because of this, a wide spectrum of waves with varying propagation angles is excited. The modes plotted are all almost exactly right circularly polarized. The real frequency increases by a factor of few beyond propagation angles of 40°, and those more perpendicular modes may connect to a different wave branch.
[image: Figure 6]FIGURE 6 | (A) Growth rate computed using the NHDS Verscharen and Chandran, (2018) as a function of parallel (k‖di) and perpendicular ([image: image]) normalized wave numbers for a beam of density nb/n0 = .02, Alfven Mach number MA = 10, and beam thermal speed of vthb = 3vA. (B) Growth rate extracted from a 2D hybrid simulation with the same parameters as above measured by taking a time derivative of the magnetic field fluctuations.
The magnetic field and density structures that develop after the RHI saturates are very similar in 2D and 3D. Figure 7 shows comparisons of (a, c) the magnetic field component Bz and the (b, d) the plasma density between a 2D and a corresponding 3D hybrid simulation. These simulations are similar to the above simulation, but with a domain of size of L = 512di = 512 cells in each spatial dimension. The wide spectrum of unstable oblique modes produces magnetic fluctuations with oblique phase fronts. To quantify this effect, we show in Figure 8 a Fourier power spectrum of the wave magnetic field component Bz plotted in Figure 7A. The symmetry of the spectrum for k going to −k is simply a result of the Fourier transform of the real function Bz. The peak in the power spectrum is at kxdi ∼ .1, corresponding to a characteristic wavelength of [image: image]. As noted by (Strumik et al., 2015), the fluctuation power density is spread over a range of different k vectors centered at kz = 0. Averaging over this spectrum can explain the statistics of oblique ULF waves observed by (Eastwood et al., 2005) in Earth’s foreshock.
[image: Figure 7]FIGURE 7 | Comparison between (A, B) 2D and (C, D) 3D simulations. Left panels show Bz magnetic field component and right panels show density fluctuations in two runs with identical parameters (nb/n0 = .02, MA = 10, βi = 1, βb = 4.5) at a late phase after the resonant mode has saturated.
[image: Figure 8]FIGURE 8 | Power spectrum |Bz(kx, kz)|2 of the magnetic field plotted in Figure 7A. The dashed magenta lines indicate where the propagation angle is 30° with respect to the background field Bx.
As another way of displaying the parallel and perpendicular structure of the saturated magnetic field fluctuations, we plot cuts of the magnetic field components in Figure 9 along the (a, c) parallel or x direction and the (b, d) perpendicular or z direction. Again, the characteristic parallel wavelengths here are [image: image]. While the parallel mode (kz = 0) is fastest growing, the cuts in z show large variations in the perpendicular direction. The typical perpendicular length scales are [image: image] to 200 di and are associated with the excitation of a wide spectrum of oblique wave vectors in the original linear modes. Although not studied here, this spectrum of non-linear fluctuations in 3D can contribute to cross-field diffusion of ions (Kucharek et al., 2000).
[image: Figure 9]FIGURE 9 | Comparison between (A, B) 2D and (C, D) 3D simulations. Left panels show Bz magnetic field component and right panels show density fluctuations in runs with identical parameters (nb/n0 = .02, MA = 10, βi = 1, βb = 4.5) at a late phase after the resonant mode has saturated. The 2D and 3D simulations have similar characteristic parallel and perpendicular length scales.
5 SUMMARY DISCUSSION
Using a modern hybrid PIC code, we revisited the resonant right-hand instability (RHI), which is the dominant electromagnetic ion beam instability for parallel-propagating ion beams that are relatively fast and tenuous. The parameters for the simulations were inspired by MMS observations of typical quasi-parallel foreshock fluctuations. RHI is prevalent upstream of the quasi-parallel region of Earth’s bow shock and has been the subject of a large number of previous observational and theoretical studies, including important early works by Peter Gary (Gary et al., 1984; Gary et al., 1985; Gary et al., 1986; Gary and Winske, 1990; Gary, 1991). Here, we focused on properties of the RHI related to finite temperature effects and oblique propagation. The hybrid simulations show that warm (β > 1) background and beam ion populations produce less steep non-linear features than the cold populations assumed in many previous studies. Note the RHI itself scatters reflected beam ions effectively, and it is possible that the RHI scatters an initially cooler beam into the more diffuse beam with a larger velocity spread observed by MMS. In any case, a high-beta background plasma requires additional energy to be compressed, which explains the weaker non-linear compressional features observed in simulations with high plasma beta (particularly β ≫ 1, which is not typical of the solar wind at Earth’s foreshock).
Multi-dimensional (2D and 3D) hybrid simulations demonstrated that a wide spectrum of oblique modes is excited, in agreement with growth rates predicted by numerical solution of the hot plasma dispersion relation. The RHI instability growth rate is a fairly flat function of propagation angle out to [image: image]. The theoretical growth rates for the RHI agreed with the range of modes excited in the hybrid simulations, and the non-linear stage contained fluctuations with characteristic perpendicular length scales 2–3 times longer than the typical parallel wavelength. At Earth’s bow shock, typical parallel length scales would be 60di, which corresponds to .5 to 1.5 RE (Earth radii) for typical solar wind densities. The corresponding perpendicular lengths scales are 2–3 RE. These non-linear structures are therefore planet-sized, and they may impact the planetary magnetopshere.
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