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Robotic manipulators are widely used for precise operation in the medical field. Vibration suppression control of robotic manipulators has become a key issue affecting work stability and safety. In this paper an optimal trajectory planning control method to suppress the vibration of a variable-stiffness flexible manipulator considering the rigid-flexible coupling is proposed. Through analyzing the elastic deformation of the variable-stiffness flexible manipulator, a distributed dynamic physical model of the flexible manipulator is constructed based on the Hamilton theory. Based on the mathematical model of the system, the design of the vibration damping controller of the flexible manipulator is proposed, and the control system with nonlinear input is considered for numerical analysis. According to the boundary conditions, the vibration suppression effect of the conventional and the variable-stiffness flexible manipulator is compared. The motion trajectory of the variable-stiffness flexible manipulator and compare the vibration response from different trajectories. Then, with minimum vibration displacement, minimum energy consumption and minimum trajectory tracking deviation as performance goals, the trajectory planning of the variable-stiffness flexible manipulator movement is carried out based on the cloud adaptive differential evolution (CADE) optimization algorithm. The validity of the proposed trajectory planning method is verified by numerical simulation.
Keywords: variable-stiffness flexible manipulator, control design, vibration reduction, trajectory planning, CADE optimization algorithm
INTRODUCTION
Robotic manipulator plays an important role in medical diagnosis, due to the advantages of fast running speed, high accuracy, and low energy consumption. The dynamic analysis and vibration suppression control of the flexible robot manipulator system had attracted the attention to many scholars (Pratiher and Dwivedy, 2007; H. Moharam et al., 2013; Qiu et al., 2015; Cao and Liu, 2019; He et al., 2019; Jiang et al., 2021). The flexible manipulator is a dynamic system with strong nonlinearity and strong rigid-flexible coupling. The robot manipulators are generally considered to be conventional Eular-Bemolulli beams and Timoshcnko beams of equal cross-section (Timoshcnko, 1922; Benosman and Le Vey, 2004; Dwivedy and Eberhard, 2006). In the existing research on vibration control of flexible manipulators, Euler-Bernoulli beam theory is mostly used for theoretical modeling (Mladenova and Rashkov, 2004).
In recent years, scholars’ main research has focused on homogeneous and continuum manipulator, rectangular thin manipulator, functionally graded manipulator, and rotating flexible manipulator with additional mass (Cai et al., 2005; Cai and Lim, 2008; Dupont et al., 2010; Fan, 2012; Li et al., 2014; Chen et al., 2018). Zaher and Megahed (2015) described the deformation of the flexible manipulator using the hypothetical modal method and established a relatively complete dynamic model of the flexible manipulator. Macnab et al. (2004) studied the effect of the centralized mass method in the description of deformation, and verified through experiments that the centralized mass method has better processed results of the complex shape of the manipulator, but the positioning accuracy is low. In terms of modeling theory, Moallem et al. (2015) established a dynamic model of a flexible manipulator with end mass using Hamilton’s principle, and verified the effectiveness of Hamilton’s principle through numerical simulation. Herrnstadt and Menon (2016) developed a single degree of freedom elbow orthosis and performed a linear modeling on the suppression system. The linear model has been widely used to design the control technology of homogeneous flexible manipulators (Huang and Ji, 2020). However, less work has been done on the nonlinear modeling of variable stiffness manipulators.
At present, there are many researches on physical components and control optimization methods for suppressing vibration of flexible manipulator (Diken, 2000; Jinqiao et al., 2010; Guo et al., 2016; Wilbanks and Leamy, 2019; Chen et al., 2021; Niu et al., 2021; Zhang et al., 2021). Korayem and Ghariblu (2004), Ghariblu and Korayem (2006), Korayem et al. (2011), and Korayem et al. (2013) proposed an open-loop optimal control method to generate the optimal trajectory of a flexible mobile manipulator in point-to-point motion, so that the robot can bear the maximum load between two designated terminal positions. For the single-link flexible arm mounted on the base (Abe, 2009; Abe and Komuro, 2012; Abe, 2013), proposed a point-to-point trajectory planning algorithm. The cycloid function is used as the benchmark of motion trajectory interpolation, and the end residual amplitude is minimized as the goal for optimization, and a good vibration suppression effect is achieved. Boscariol and Gasparetto (2013) used the finite element method to establish a dynamic model of the planar flexible manipulator, and then used the indirect method to plan the trajectory of the planar flexible manipulator. Korayem et al. (2009) established an optimization model of boundary value constraints based on Pontryagin theory, and obtained the vibration suppression trajectory of the point-to-point control of the flexible manipulator. Fairs et al. (2009) used fourth-order polynomial motion trajectory and soft motion trajectory respectively, and took the loss energy in the motion process as the fitness function, and used genetic algorithm to optimize the motion trajectory of the two-link flexible manipulator to suppress residual vibration. Heidari et al. (2013) and others established a nonlinear finite element dynamic model of a three-dimensional flexible manipulator, and based on Pontryagin theory to use optimal control to obtain the optimal trajectory with minimum energy and minimum vibration. Boscariol and Gasparetto (2013) proposes a point-to-point trajectory plan method of minimum actuator jerks and vibrations. However, they did not consider the effects of variable stiffness, amplitude, energy consumption and trajectory approximation errors at the same time. Moreover, there are few researches on vibration suppression of flexible manipulators with variable stiffness rigid-flexible coupling, which brings challenges to the design of control methods.
In this paper, the problem of vibration suppression control of a variable-stiffness flexible manipulator in the presence of nonlinear input is studied. There are three contributions of this paper.
1) The PDE model of the variable-stiffness flexible manipulator is given in the presence of nonlinear input, which has better dynamic characteristics than the conventional manipulator.
2) A feedback controller of a manipulators that can realize joint angled control and suppress boundary vibration is proposed, in which the manipulator adopts a variable stiffness design.
3) The global optimization performance of the traditional optimization algorithm is improved by the CADE optimization algorithm, and then the minimum vibration displacement, the minimum energy consumption and the minimum trajectory tracking deviation are the performance goals, and the trajectory planning motion control of the variable stiffness flexible manipulator is carried out.
The remainder of this article is structured as follows. The PDE dynamic model for the variable-stiffness flexible manipulator is presented in Dynamic Modeling of Variable-Stiffness Flexible Manipulator section. A control method of vibration suppression of the variable-stiffness flexible manipulator is proposed to the nonlinear input in Control Design of the Flexible Manipulator section. Numerical Analysis of the flexible manipulator is carried out in Numerical Analysis of the Flexible Manipulator section. Numerical simulation results of optimization of vibration suppression trajectory are shown in Optimization of Vibration Suppression Trajectory section and conclusions are given in Conclusion section. The results show that the trajectory planning effect of the variable-stiffness robotic manipulator based on the differential evolution algorithm is better. The robotic manipulator system moves under the optimal vibration suppression trajectory and has smaller residual vibration.
DYNAMIC MODELING OF VARIABLE-STIFFNESS FLEXIBLE MANIPULATOR
For the variable-stiffness flexible manipulator system driven by the central rigid body, the analytical model is considered shown in Figure 1. The flexible mechanical manipulator is fixed on a central rigid body rotating around a fixed axis in a cantilever manner. The end load is considered as a mass m, and the influence of the mass size of the system is ignored. When working, the flexible manipulator is driven by the central rigid body to rotate around the vertical axis O in the horizontal plane.
[image: Figure 1]FIGURE 1 | Variable-stiffness flexible manipulator system.
Preliminaries
In order to facilitate the subsequent analysis, we propose the following lemmas, explanations and hypotheses for the formula derivation of the research.
Remark 1 For clarify, the notation[image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image]
Lemma 1 The length of the flexible manipulator is L, let [image: image], [image: image] with [image: image] and [image: image]. Then the following inequalities hold as (Rahn, 2002)
[image: image]
Lemma 2 Let [image: image] be a a function defined on [image: image] and [image: image]. Then the following inequalities hold as (Rahn, 2002)
[image: image]
Assumption 1 In this paper, the effect of gravity is ignored in the established physical model. Since both the rotational movement and elastic vibration of the flexible manipulator occurs to the horizontal plane, and the length of the mechanical manipulator is much larger than its cross-sectional width and height, it is assumed to be an Eider-Bernoulli beam.
Dynamics Analysis of the Flexible Manipulator
As shown in Figure 1, [image: image] is defined as the inertial coordinate of the system, the coordinate system [image: image] is a follow-up coordinate system fixed on the flexible manipulator, and the X1 axis is always tangent to the root of the flexible manipulator. The offset of the flexible manipulator during the movement is[image: image], and the displacement of the flexible manipulator is[image: image], where y(x, t) and θ(t) respectively indicate the elastic deflection of the flexible manipulator and the angular position of the flexible manipulator.
The kinetic energy [image: image] of the manipulator includes the rotational kinetic energy [image: image] of the central rigid body, the kinetic energy [image: image] of the flexible manipulator and the kinetic energy [image: image] of the mass of the flexible manipulator. The relationship between them can be given as [image: image], [image: image], [image: image], [image: image] can be written as
[image: image]
Where [image: image] represents the moment of inertia of the central rigid body, [image: image] is the density of the flexible manipulator, [image: image] is the cross-sectional area of the flexible manipulator, which also changes with the length x. [image: image] represents the actual rotation angle of the flexible manipulator, and [image: image] is the absolute displacement of t the flexible manipulator in the [image: image] coordinate system.
The potential energy Ep of the flexible arm system is expressed as follows
[image: image]
Where [image: image] is the elastic modulus of the flexible manipulator, [image: image] is tension of the flexible manipulator, and [image: image]is the moment of inertia that changes with the length x. [image: image] is the elastic vibration displacement of the flexible arm in the [image: image] coordinate system.
The control moment u(x,t) is added to drive the flexible manipulator system, F(L,t) is the input torque of the mass of the flexible manipulator, and its non-conservative force work [image: image] can be expressed as
[image: image]
The continuous mass distribution and continuous stiffness distribution characteristics of the flexible manipulator are considered. According to Hamilton’s principle Eq. 37, the variational equation of the flexible manipulator is defined as
[image: image]
Combining Eqs 3, 6, the variational formula for the kinetic energy [image: image] of the flexible manipulator is simplified based on the rule of integration as
[image: image]
Combining Eqs 4, 6, the variational formula for the potential energy [image: image] of the flexible manipulator is simplified based on the rule of integration as
[image: image]
Combining Eqs 5, 6, the variational formula for the non-conservative force work [image: image] of the flexible manipulator is simplified based on the rule of integration as
[image: image]
Based on Eqs 6, 7, the boundary conditions of the flexible manipulator are processed. The central rigid body is the fixed end, and its elastic displacement and elastic angular displacement are both zero. The end of the flexible manipulator is in a free state, and its bending moment and shear force are both zero. Then the boundary conditions of the flexible manipulator can be obtained as
[image: image]
Property 1: If [image: image], the kinetic energy of the system described by Eq. 3 is bounded, then the state [image: image], [image: image], [image: image], [image: image] related to it is also bounded in the corresponding range.
Property 2: If [image: image], the kinetic energy of the system described by Eq. 3 is bounded, then the state [image: image], [image: image], [image: image] related to it is also bounded in the corresponding range.
CONTROL DESIGN OF THE FLEXIBLE MANIPULATOR
Design of Control Method
According to the analytical model without external disturbance, the following variable-stiffness flexible manipulator system with governing equation as
[image: image]
Where [image: image] is the elastic modulus of the flexible manipulator, [image: image] is tension of the flexible manipulator, and [image: image]is the moment of inertia that changes with the length x.
The control objective is to build a distributed control u(t) to ensure that system state y(x, t) can track the variable reference trajectory [image: image] without violation of desired constraint. The force balance relationship of the boundary can be expressed as
[image: image]
A nonlinear boundary input is applied to the end of the manipulator, and control is performed at the end of the manipulator to adjust the vibration of the manipulator, so that the system tends to stabilize faster. According to the boundary Eq. 10, the nonlinear boundary input F(x,t) can be obtained as
[image: image]
When the kinetic energy, the potential energy of the flexible manipulator, and the kinetic energy of the mass are the smallest, the elastic deformation y(x, t) of the flexible manipulator is the smallest. Through considering tracking error and tracking error rate of change, the Lyapunov function is constructed as
[image: image]
Where [image: image] is the sum of the kinetic energy and potential energy of the flexible manipulator, and represents an index for restraining the bending deformation and bending change rate of the flexible manipulator. [image: image] represents the control error index and the kinetic energy of the mass. [image: image] is the cross auxiliary term. Then [image: image], [image: image] and [image: image] are defined as
[image: image]
Where k1 is the gain related to the controller, and [image: image], [image: image], [image: image]. Then the vibration suppression control strategy design is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Block diagram of control with trajectory planning for the flexible manipulator.
In the absence of external disturbances, the controller u(t) is designed to suppress vibration and track the trajectory [image: image]. Combining the control equations, boundary conditions and candidate Lyapunov function, through calculation and deduction, the controller of the variable-stiffness flexible manipulator system is designed as
[image: image]
Where k2 is the gain related to the controller, and [image: image], [image: image].
Analysis of System Stability and Boundedness
Lemma 3 The boundedness of the Lyapunov function Eq. 15 is given as
[image: image]
where [image: image].
Proof For the cross-phase Eq. 15, the following inequality can be obtained as
[image: image]
Where [image: image].Then [image: image] can be obtained as
[image: image]
Therefore, V(t) can be obtained as
[image: image]
Where [image: image] and [image: image] are two positive constants.
Lemma 4 The time derivative of the Lyapunov function Eq. 14 is proved to be bounded as
[image: image]
Proof Differentiating Eq. 14 with respect to time, [image: image] is obtained as
[image: image]
The error information [image: image], [image: image], [image: image] of the angle can be obtained as
[image: image]
Substituting boundary condition Eqs 10–15 into Eq. 22, [image: image] can be obtained as
[image: image]
Then [image: image] can be obtained as
[image: image]
Then [image: image] can be obtained as
[image: image]
Combining Eqs 12, 16, 22, 24–26, based on Lemma 1 and Lemma 2, [image: image] can be obtained as
[image: image]
Where
[image: image]
The parameters are chosen appropriately to make sure that [image: image], n = 1–6.Then combining Lemma 3 and Eq. 27, [image: image] can be obtained as
[image: image]
where [image: image], and [image: image].With Lyapunov direct method and based on Lemmas 1 and 2, the stability of the system with the proposed control law is analyzed. According to the analysis result, it can be found that the control system is a closed loop system and the system is stable. When the appropriate control gain parameters are selected, the system vibration state and angle tracking error will eventually converge. So as to achieve the purpose of restraining the elastic vibration during the movement towards the system and driving the arm of a predetermined angle.
NUMERICAL ANALYSIS OF THE FLEXIBLE MANIPULATOR
In order to investigate the reliability of the control model, a specimen with variable stiffness was designed for dynamic testing. The dynamic tests were carried out on specimens of the shape shown in Figure 3.
[image: Figure 3]FIGURE 3 | Numerical simulation structural drawing.
The material of the variable-stiffness flexible manipulator is aluminum alloy, and the central rigid body is driven by a private motor. The material properties of the variable-stiffness flexible manipulator system are given in Table 1. It is assumed that the joints of the flexible manipulator system completely track the trajectory during the movement, the whole movement process of the flexible manipulator is numerically simulated.
TABLE 1 | Parameters of the variable-stiffness flexible manipulator.
[image: Table 1]Numerical Analysis of Flexible Manipulators Control
In order to explore the superiority in the variable-stiffness manipulator, the control effects of two different rigid-flexible coupling manipulator models can be compared. The flexible robotic manipulators connected with a cantilever manner on the central rigid body include a uniform-stiffness robotic manipulator and a variable-stiffness flexible manipulator. The length and quality of the manipulator remains equal. The cross-section height H of the uniform-stiffness flexible manipulator is [image: image] m and the width B is [image: image] m. The elastic displacement changes of the middle and end of the uniform and variable-stiffness flexible manipulator are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Elastic deformation of different flexible manipulators (A) x = L. (B) x = L/2.
With the same controller and the same material properties of the manipulator, the maximum amplitude of the end of the variable-stiffness manipulator is 0.058 m, while the maximum amplitude of the end of the uniform-stiffness manipulator is 0.065 m. It can be found that the maximum elastic displacement of the variable stiffness manipulator is smaller.
Design of Motion Trajectory
According to the dynamic model of the variable-stiffness flexible manipulator system, it can be seen that the elastic vibration of the flexible manipulator is related to the joint angular displacement, angular velocity and angular acceleration. The trajectory planning of the flexible manipulator is the process of moving from the initial state to the target state within a certain period of time. According to the dynamic equation of the flexible manipulator system, the relationship between elastic vibration and motion trajectory is established. Therefore, the vibration suppression control of the flexible manipulator system can be performed by the method of joint trajectory planning, and the residual vibration of the system can be reduced.
In order to avoid excessive elastic vibration during the movement towards the flexible manipulator system, not only the trajectory of the system is required to be continuous, but also the first and second derivatives of the trajectory function are also continuous. When trajectory planning is carried out, the following three conditions must be met on the premise of meeting the specified time for the starting position on the target position:
1) The trajectory is smooth and continuous and maintains a monotonous increase or decrease.
2) The track speed and acceleration are smooth and continuous, and do not exceed the maximum limit value.
3) The following constraints need to be met:
[image: image]
Where [image: image]and [image: image] are the starting time and ending time respectively, [image: image]and [image: image] are the starting position and ending position of the joint respectively, [image: image] and [image: image] are the joint angular velocity and acceleration respectively.
At present, the common motion trajectory curves that meet the above constraints mainly include polynomial of degree five, cycloid and exponential functions (Biagiotti and Melchiorri, 2009). The polynomial of degree five, cycloid and exponential functions were taken as the motion trajectory, and compare the elastic vibration generated by the flexible manipulator under different motion trajectories.
[image: image]
Where [image: image] is the trajectory movement time, [image: image] and [image: image] are free parameters, and [image: image].
It is assumed that [image: image], [image: image], [image: image], and [image: image], the joint angular displacement, angular velocity and angular acceleration of the flexible manipulator under different trajectories can be obtained. As shown in Figure 5, the designed trajectory meets the above constraints.
[image: Figure 5]FIGURE 5 | Comparison of different designed trajectories. (A) Joint angular displacement. (B) Joint angular velocity. (C) Joint angular acceleration.
Numerical Analysis of Control Based on Different Design Trajectories
Since there is no design movement trajectory, as shown in Figure 6, it can be found that the variable-stiffness flexible manipulator system obviously has greater vibration, where the deflection of the variable-stiffness flexible manipulator system reaches to 0.058 m. The system reached a steady state after about 10 s.
[image: Figure 6]FIGURE 6 | Movement without trajectory planning: (A) Elastic deformation. (B) Rate of change of elastic deformation.
The central rigid body joint performs trajectory tracking based on the designed controller according to the trajectory Eq. 31, and the corresponding joint angle and acceleration changes can be obtained. As shown in Figure 7, the greater the maximum acceleration of the motion trajectory, the greater the fluctuation of the joint angle. The smaller the acceleration when near the target position, the faster the system will stabilize.
[image: Figure 7]FIGURE 7 | Trajectory tracking: (A) Angle. (B) Angular speed.
The elastic displacement changes of the middle and end of the variable-stiffness flexible manipulator under the designed trajectory are shown in Figure 8. The flexible manipulator has large elastic vibrations in the process of following the trajectory, and there is still a certain degree of residual vibration after the movement. Under different motion trajectories, the elastic vibration changes of the flexible mechanical manipulator are different. The greater the maximum acceleration of the motion trajectory, the greater the maximum elastic displacement generated. The smaller the acceleration when near the target position, the smaller the residual vibration displacement. When there is no trajectory planning, a large elastic displacement will be produced during the movement, and vibration will be produced during the movement, especially after the movement, the vibration takes a long time to recover to a stable state. This situation not only reduces the stability of the system, but also shortens the service life of the flexible manipulator. According to the comparison results, the maximum elastic displacement of the end under the fifth-order polynomial motion trajectory, cycloid motion trajectory and exponential motion is 0.040, 0.044 and 0.056 m. It can be found that the maximum elastic displacement of the flexible manipulator is the smallest when the movement is planned according to the polynomial of degree five trajectory.
[image: Figure 8]FIGURE 8 | Elastic deformation with the trajectory planning (A) x = L. (B) x = L/2.
As shown in Figure 9, the distributed elastic deformation and change rate of the manipulator after the polynomial of degree five trajectory movement can be obtained. It can be found that the vibration of the variable-stiffness flexible manipulator system is obviously reduced, where the maximum deflection rate of the variable-stiffness flexible manipulator system reaches to 0.028 m. The system reached a steady state after about 5 s.
[image: Figure 9]FIGURE 9 | Movement with the polynomial of degree five trajectory (x = L) (A) Elastic deflection. (B) Elastic deflection rate.
OPTIMIZATION OF VIBRATION SUPPRESSION TRAJECTORY
According to the vibration suppression results after trajectory planning, it can be found that vibration at the end of the variable-stiffness flexible manipulator after joint angular motion is still large. In order to make the mechanical arm system have a small residual vibration during movement and reduce it to zero in a short time, and make the end of the system reach the target position quickly and accurately, the above ideal trajectory needs to be optimized.
Optimization Target of Vibration Reduction
In view of the characteristics of the flexible manipulator system, considering the conservation of energy, the non-conservative force is used to express the total energy consumed by the system during the movement. In order to measure the amount of elastic vibration of the flexible manipulator during the movement and after the movement, a suppression indexed including the elastic displacement of the end during the movement and the residual vibration displacement of the end after the movement is proposed. Therefore, the objective function can be obtained as
[image: image]
Where [image: image] is the elastic displacement of the end of the flexible manipulator, [image: image], [image: image] and [image: image] are the weighting factors of the three terms in the formula, and [image: image]. u(x,t) is the control input signal, and dis(t) is the distance between the actual trajectory and the ideal trajectory. When trajectory planning is performed to ensure that [image: image] is minimum, the purpose of vibration suppression of the flexible manipulator system can be achieved through trajectory planning.
Trajectory Optimization Based on CADE Algorithm
The differential evolution (DE) optimization algorithm is a bionic intelligent algorithm that simulates the biological evolution mechanism of nature. The realization mechanism is to randomly reorganize the temporary individuals generated by the individual differences in the population to complete the population evolution. However, the mutated individuals are selected randomly, which increases the randomness of the algorithm, which leads to randomness in the optimization direction, and reduces the convergence speed. The cloud adaptive differential evolution (CADE) optimization algorithm uses cloud mutation operation, and new individuals are generated near the best individuals produced by the previous generation, which not only improves the convergence speed, but also maintains the characteristics of the best individuals. To ensure the randomness of basic mutation operations and the stable tendency of cloud mutation operations, the two methods are combined to perform mutation operations. The optimization algorithm has stronger robustness and convergence, and has a good effect on solving numerical optimization problems. The CADE algorithm flow chart is shown in Figure 10.
[image: Figure 10]FIGURE 10 | CADE algorithm calculation flow chart.
In order to obtain the optimal trajectory, the ideal trajectory (polynomial of degree five) is optimized to minimize the objective function Eq. 32 based on the CADE optimization algorithm. The algorithm introduces a cloud model that can generate cloud droplets with a stable tendency. During the evolution process, it can target the optimal individual, perform adaptive positioning of the global optimal solution, and improve the convergence speed. The mutation operation of the CADE algorithm is completed by the normal cloud generator, and the mutation factor and crossover factor are adaptively adjusted during the evolution process to ensure the diversity of new individuals in the early stage and the convergence in the later stage.
After the ideal trajectory is optimized by the CADE algorithm, a set of best deviations can be obtained, and then the best discrete trajectory is obtained as
[image: image]
In order to obtain the continuous optimal trajectory, the cubic spline interpolation method is used to interpolate the discrete trajectory. The interpolation condition can be defined as
[image: image]
Where the interpolation node is
[image: image]
The continuous function obtained by interpolation is used as the optimal trajectory of the joint. The designed controller Eq. 16 is used to track the optimal trajectory. As shown in Figure 11, the optimal vibration suppression trajectory curve and its speed curve can be obtained through optimization. Through comparing with the ideal trajectory, it can be seen that the optimized trajectory and its speed after optimization meet the boundary constraints, so the optimized trajectory meets the vibration suppression requirements. By comparing with the ideal motion trajectory, it can be seen that the maximum speed of the optimized vibration suppression trajectory are less than that of the ideal trajectory (polynomial of degree five).
[image: Figure 11]FIGURE 11 | Comparison of ideal trajectory and optimized trajectory (A) Angle (B) Angle speed.
Then the effect of trajectory vibration suppression after unverified optimization can be obtained. As shown in Figure 12, it can be seen that the maximum elastic displacement of the end of the flexible manipulator under the optimized vibration suppression trajectory is 0.033 m, the maximum elastic deflection stabilizes after 4 s.
[image: Figure 12]FIGURE 12 | Movement with the optimized trajectory (x = L) (A) Elastic deflection. (B) Elastic deflection rate.
The vibration suppression effect after the optimized trajectory and the ideal trajectory are compared. As shown in Figure 13, it can be seen that he flexible manipulator moves under the optimized trajectory, and the elastic displacement of the end is smaller than the ideal trajectory during the movement, and the maximum elastic displacement ratio between the optimal trajectory and the ideal trajectory is 0.8:1. Compared with the elastic vibration during the movement of the flexible manipulator, the vibration at the end of the flexible manipulator is suppressed to a greater extent of the optimal vibration suppression trajectory. After the movement is completed, the flexible manipulator can quickly return to stable state, which is 1 s faster than the ideal trajectory.
[image: Figure 13]FIGURE 13 | Elastic deflection of ideal trajectory and optimized trajectory (A)x = L. (B)x = L/2.
CONCLUSION
In this work, the vibration control problem of a variable-stiffness flexible manipulator with boundary input is studied. Taking into account the coupling characteristics between the central rigid body and the robot manipulator, using Hamilton’s principle, the PDE dynamic model of the flexible system is derived. It is worth mentioning that all analyses are based on the original PDE model. Simulation studies shows that the elastic deflection of the variable-stiffness flexible manipulator after trajectory planning is significantly reduced, and the system stabilizes in a short period of time. Then the ideal trajectory is optimized based on the CADE algorithm. The variable stiffness manipulator system under the optimized trajectory tends to stabilize and converge after 5 s. The proposed trajectory planning method not only improves the stability and positioning accuracy of the variable stiffness robot manipulator system, but also has a better vibration reduction effect. This study did not consider the influence of materials on the elastic deformation of the manipulator. In the future, the controller design for the variable-stiffness robotic flexible manipulator in the presence of different disturbances will be studied.
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Gesture recognition technology is widely used in the flexible and precise control of manipulators in the assisted medical field. Our MResLSTM algorithm can effectively perform dynamic gesture recognition. The result of surface EMG signal decoding is applied to the controller, which can improve the fluency of artificial hand control. Much current gesture recognition research using sEMG has focused on static gestures. In addition, the accuracy of recognition depends on the extraction and selection of features. However, Static gesture research cannot meet the requirements of natural human-computer interaction and dexterous control of manipulators. Therefore, a multi-stream residual network (MResLSTM) is proposed for dynamic hand movement recognition. This study aims to improve the accuracy and stability of dynamic gesture recognition. Simultaneously, it can also advance the research on the smooth control of the Manipulator. We combine the residual model and the convolutional short-term memory model into a unified framework. The architecture extracts spatiotemporal features from two aspects: global and deep, and combines feature fusion to retain essential information. The strategy of pointwise group convolution and channel shuffle is used to reduce the number of network calculations. A dataset is constructed containing six dynamic gestures for model training. The experimental results show that on the same recognition model, the gesture recognition effect of fusion of sEMG signal and acceleration signal is better than that of only using sEMG signal. The proposed approach obtains competitive performance on our dataset with the recognition accuracies of 93.52%, achieving state-of-the-art performance with 89.65% precision on the Ninapro DB1 dataset. Our bionic calculation method is applied to the controller, which can realize the continuity of human-computer interaction and the flexibility of manipulator control.
Keywords: dynamic gesture recognition, sEMG, MResLSTM, signal fusion, deep neural network
INTRODUCTION
The deep neural network is an intelligent heuristic algorithm used to solve complex real-world problems (He and Jiang, 2020). For example, deep learning is used for data mining to analyze user needs (Chen et al., 2021). The main purpose of the research on dynamic gesture recognition is to promote the development of dynamic human-computer interaction. The dynamic gesture recognition model is applied to the controller of the manipulator, which can improve the continuity and flexibility of the manipulator control. The surface electromyography signal (sEMG) contains a lot of information and can be used for gesture recognition and force prediction (Ma et al., 2020; Atzori et al., 2016; Sadikoglu et al., 2017; Baldacchino et al., 2018). Therefore, it is convenient and feasible to use it as an information interaction medium for human-computer interaction (Sun et al., 2020a; Hu et al., 2019; Jiang et al., 2019a; Shahzad et al., 2019). In biomedical signals, sEMG signals are widely accepted and decoded due to their neural basis and ease of use, so gesture recognition based on sEMG has become a research hotspot in manipulators and human-computer interaction (Xiao et al., 2021; Ahn et al., 2020; Gowtham et al., 2020). Many studies have found that sEMG-based deep learning approaches have great potential in gesture recognition. The gesture recognition model is applied to the controller of the Manipulator to control its actions (Rodríguez-Tapia et al., 2020). The control flow is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Dexterous hand control process with sEMG signal.
Surface sEMG signals represent a promising method to decode the movement intentions of amputees and control multifunctional dexterous hands in a non-invasive manner. The focus of sEMG signal research was to develop pattern recognition and classification techniques for detecting different hand movements. Therefore, many technologies, including fuzzy systems, neural networks, fuzzy support vector machines (SVM), hidden Markov models (HMM), and principal component analysis (PCA), have shown the high accuracy of hand motion recognition (Mendes Junior et al., 2020; Sun et al., 2020b; Cheng et al., 2021; Liao et al., 2021). Secondly, it is mainly from designing better features to improve the accuracy of the gesture recognition network. Then the process of feature extraction and selection is complicated. Third, different feature combinations have other recognition effects on the same model (Duan et al., 2021; Yu et al., 2019; Jiang et al., 2021a). However, deep learning can automatically learn the characteristics of sEMG and avoid the disadvantages of manually extracting the features. Unlike vision-based gesture recognition methods, sEMG-based gesture recognition is not affected by the surrounding environment, such as background lighting and occlusion (Jiang et al., 2019b; Tian et al., 2020; Mujahid et al., 2021). However, different arm positions, electrode displacements, signal non-stationarity, and force changes greatly affect the accuracy and robustness of the sEMG-based recognition model. Finally, only relying on sEMG for gesture recognition cannot fully characterize the features of gestures in motion, making it difficult for the recognition model to converge during training. Therefore, Signal fusion technology is adopted to improve the accuracy and robustness of the network (Xu Zhang et al., 2011; Sun et al., 2018; Tan et al., 2020).
Dynamic gestures are a set of continuous motion gestures to represent a specific meaning, generally including hand movements and arm movements. In the paper, deep learning methods are used to analyze dynamic hand movements. The residual model and variant ConvLSTM model combined into a multi-stream network. For a multi-stream network, each stream independently learns representative features by ResNet. Then, it fuses the features learned from all streams into a unified feature map. Simultaneously, a dual-stream classifier fused with sEMG and ACC signals is used to recognize various dynamic actions to improve the accuracy of behavioral action recognition. The proposed MResLSTM can directly input the preprocessed EMG signal into the network for dynamic gesture recognition. The contributions of this paper are as follows:
1) Surface EMG signals and ACC signals are collected to construct datasets containing six different dynamic gestures.
2) Embedding the SE unit into the Residual module can effectively solve channel dependence. At the same time, the strategy of pointwise group convolution and channel shuffle is adopted to reduce the calculation amount of the model.
3) The proposed MResLSTM achieves state-of-the-art results in terms of dynamic hand movement recognition.
The rest of this paper is organized as follows: Related Work discusses the related work, followed by the MResLSTM designed in Method and the optimization of the model. Experiment shows the experimental results and analysis, and Conclusion concludes the paper with a summary and future research directions.
RELATED WORK
Surface EMG signals is a non-invasive technique for measuring the electrical activity of muscle groups on the skin surface, which makes it a simple and straightforward method that allows the user to actively control the prosthesis (Takaiwa et al., 2011; Gregory and Ren, 2019; Wu et al., 2017). The basic principle of the human-machine interface based on surface EMG signals is to convert sEMG into controllable signals through algorithms such as machine learning. With the precision, portability, and signal processing algorithm performance of the acquisition system, the high reliability of the man-machine interface and the robustness of the prosthetic hand control have become a reality. Recently, many researchers have paid more attention to deep learning in the field of EMG pattern recognition. It can automatically learn features of different abstract levels from many input samples, thereby avoiding cumbersome feature extraction and optimization processes and realizing end-to-end EMG gesture recognition (Weng et el., 2021; Su et al., 2021; Tsinganos et al., 2019; Chaiyaroj et al., 2019).
Atzori et al. (2016) proposed a LeNet-based convolutional neural network model AtzoriNet for end-to-end EMG gesture recognition. He et al. (2018) combined a Long short-term memory network and multilayer perceptrons and conducted experiments on the NinaPro DB1 dataset. When classifying the 52 hand movements of 27 subjects, the accuracy rate reached about 75%. Hu et al. (2019) proposed a CNN model based on the attention mechanism and tested it on the NinaProDB1, NinaProDB2, BioPatRec subdatabase, CapgMyo subdatabase, and csl-hdemg database. Its accuracy rates are 87.0, 82.2, 94.1, 99.7 and 94.5% respectively. Geng et al. (2016) proposed GengNet for gesture recognition based on transient EMG signals. They applied a pre-training strategy to make the EMG gesture recognition performance of the network surpassed the method of extracting signal features and inputting traditional classifier models for gesture recognition. Wu et al. (2018) proposed LSTM-CNN for the dynamic recognition of gestures. Mendes Junior et al., 2020 investigated multiple classification techniques for six hand gestures acquired from 13 participants using eight channels sEMG armband with a sampling rate of 2 kHz. Their best result, with an average accuracy of 94% was obtained from 40 features with the large margin nearest neighbor (LMNN) technique. Côté-Allard et al. (2020) presented an analysis of the features learned using deep learning to classify 11 hand gestures using sEMG. The LSTM model is used to extract timing information in signals. The CNN model can perform secondary feature extraction and signal classification (Peng et al., 2020).
As mentioned above, it is obvious that deep learning methods can overcome the limitation of feature engineering for better feature quality. Many studies have shown that the accuracy of using DNN to classify surface EMG signals is generally higher. However, EMG signal recognition based on deep learning models is expected to improve accuracy and feature extraction complexity (Jiang et al., 2019c; He et al., 2019; Sri-iesaranusorn et al., 2021).
METHOD
The advantage of dynamic gesture research lies in the ability to apply the trained model to the control of dexterous hands. Dynamic gestures are a set of continuous motion gestures to represent a specific meaning. The dynamic hand movement is regarded as a dynamic transfer action in which one gesture posture is converted to another (Zhang and Li, 2019; Zhang et al., 2021; Liu et al., 2021). In this paper, we formulate the sEMG-based gesture recognition problem as a DNN based image classification problem. In the context of dynamic gesture recognition, the EMG signal has a strong timing. Instantaneous sEMG images and simple classifiers may not fully capture the time information between multiple frames, so a time window is used to sample the sEMG signal, and the sEMG signal is converted to an sEMG image within the time window. In this paper, the MResLSTM is proposed for dynamic gesture recognition, and its overall framework is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The overall framework of the MResLSTM.
The model includes two stages: feature extraction and feature fusion. First, the original sEMG image is decomposed into n patches of equal size. Then these patches are input into a multi-stream network, and each stream independently learns representative features by IMResNet. During the fusion stage, it fuses the features learned from all streams into a unified feature map. The convolutional long short-term memory extracts spatiotemporal feature information from local, global and deep aspects, and combines feature fusion to alleviate the loss of feature information. Finally, the feature map is input to the classifier for classification. To prevent over-fitting, the ReLU nonlinear function is applied after each fully connected layer, batch normalization is performed, and a 50% dropout layer is added after the fully connected layer. Many studies have found that the recognition effect of information fusion technology is better than that of single information. Therefore, this paper proposes a novel dynamic gesture recognition scheme based on the information fusion of sEMG and ACC signals. The original signal is directly converted into images for training the recognition network after preprocessing.
IMResNet
The IMResNet module is shown in Figure 2 and consists of two Re-SE units. We embed the SE module into the residual network to form a Re-SE module, the structure of which is shown in Figure 3. The channel relationship of the image constructed by a convolutional neural network through convolution is local. Many researchers hope that the correlation of channels can be explicitly constructed to enhance the feature maps obtained by convolution. Squeeze-Excitation module (SE) is adopted to solve the above issue. This SE module enables the network to increase its sensitivity to signal characteristics to use these feature information in subsequent conversions. The SE module is composed of Squeeze and Excitation, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | The structure of Res-SE.
The Squeeze compresses the global information to each channel for description through global pooling, effectively solving channel dependence. The output formula of the nth channel after global pooling is as follows:
[image: image]
Where In is the nth channel of the characteristic image; H and W are the height and width of the image, respectively; N is the number of channels of the picture. Global average pooling can make full use of the correlation of the channel, effectively shield the distribution information in the space, and make the calculation of the output characteristic information more accurate. After squeezing, the Excitation is used to capture the dependence of the channel fully. The Excitation is implemented with 2 fully connected layers. The full connection can use the correlation between channels to train the accurate image scale. The first fully connected layer compresses all channels C into C/k channels (k is the compression ratio). The second fully connected layer is restored to the original N channel. The purpose is to reduce the amount of calculation.
The dynamic gesture recognition has real-time requirements, so it is necessary to carry out a lightweight design to reduce network calculation. This paper adopted group convolution and channel shuffle, which greatly reduces the computational complexity of the model while maintaining accuracy. Group convolution minimizes the amount of calculation of the network, but it causes the feature information between different groups to not be exchanged. The core design concept of ShuffleNet is to rearrange different channels to solve the drawbacks caused by grouped convolution (Zhang et al., 2019; Li et al., 2020). The channel reorganization of the feature map after the group convolution ensures that the information can flow between different groups. The IMResNet can directly input the processed EMG image and automatically extract the features of the image.
Variant ConvLSTM
The surface EMG signal of dynamic gestures has a strong timing, so a timing network must be used to extract the timing characteristics of the signal. In this article, we improve the LSTM network structure. The LSTM unit has three thresholds: input gate it, forget gate ft, and output gate ot. The subscript t represents the time. In addition, use ct to represent the cell state of the LSTM at time t. The LSTM network can process time-series data, but if the time series data is an image, adding a convolution operation based on LSTM will be more effective for image feature extraction. The ConvLSTM is a variant of LSTM (Peng et al.,). It not only can extract time-series features but also can describe spatial features. The structure of the LSTM cell and ConvLSTM cell is shown in Figure 4. The main change is that the weight calculation of W has become a convolution operation so that the characteristics of the image can be extracted.
[image: image]
[image: Figure 4]FIGURE 4 | The structure of LSTM and ConvLSTM.
Eq. 2 is the calculation formula of the LSTM unit. Where xt is the input, Ct is the cell state, ht is the hidden state. “◦” represents the Hadamard product.
[image: image]
Eq. 3 is the calculation formula of the ConvLSTM unit. Where Xt is the input, Ct is the cell state, and Ht is the hidden state. “*” represents the convolutional operations, and “◦” means the Hadamard product. The ConvLSTM has a large number of parameters due to the convolution operation. In addition, the convolution in ConvLSTM has no spatial attention effect. The convolution of the three gates hardly affects the Spatio-temporal feature fusion. Therefore, reducing the convolution operation in the three gates can obtain better accuracy, fewer parameters and lower computational cost. This variant of ConvLSTM is improved on the basis of ConvSTLM, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | The structure of Variant ConvLSTM.
The Variant ConvLSTM only retains the convolution at the input state in the ConvLSTM structure. The rest of the convolution operations are replaced by global average pooling and fully connected operations. The working principle of VConvLSTM can be expressed by:
[image: image]
Eq. 4 is the calculation formula of the Variant ConvLSTM unit. Where Xt is the input, Ct is the cell state, and Ht is the hidden state. “*” represents the fully connected operations, and “◦” represents the Hadamard product. GP stands for global average pooling.
Dataset Acquisition
The acquisition of sEMG and acceleration signals is the basis for realizing human hand movement recognition. In this article, a 16-channel SEMG instrument is used for signal acquisition. When the signal is collected, the installation of the equipment is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Signal acquisition diagram.
The ages of the experimenters were distributed among ten persons between 20 and 30 years old. The details of the subjects are summarized in Table 1. The electromyography cuff is worn on the left hand, and the acceleration sensor is close to the back of the hand. During the collection process, the forearm should be kept as level as possible.
TABLE 1 | Demographic information the subjects.
[image: Table 1]The sampling frequency is set to 1000 Hz, the motion cycle of different gesture actions is set to 10 s, and a set of experiments are collected 20 times. During the experiment, taking into account the fatigue of the negative muscles, take a five-minute rest after each collection and proceed to the next set of experiments. In each experiment, the repeated method is to rest for 10 s, keep the action for 10 s, repeat twenty times, and collect for three consecutive days, using the same collection method every day. This method can be used to obtain temporal and spatial differences in myoelectric signals of the same individual. The complete paradigm is illustrated in Figure 7.
[image: Figure 7]FIGURE 7 | Signal acquisition flowchart.
The six gestures involving the entire hand movement are shown in Figure 8, including two-finger left turn (TFTR), two-finger right turn (TFTL), flat palm flip (FPTL), flat palm left turn (FPTL), flat palm right turn (FPTR) and flat palm fist (FPMF).
[image: Figure 8]FIGURE 8 | Six dynamic hand movements.
EXPERIMENT
The dataset is randomly divided into two groups: one is the training set, and the other is the test set. The training set contains 500 sets for each gesture, and each test set contains 60 sets. Experimental environment hardware: Intel(R) Core(TM) i5-10210U CPU@1.60 GHz; memory: 8.00 GB; system type: 64-bit operating system, x64-based processor. All experiments are implemented by PyTorch 1.7.0 + cu110 on NVIDIA GTX 1080Ti GPU.
Pretreatment
The process of sEMG signals collection is continuous, and the sEMG includes active segment signals and inactive segment information. To improve the accuracy and speed of the recognition model, it is necessary to eliminate non-active segment information. Research shows that the threshold method can efficiently extract active segments. The active segment detection formula is as follows:
[image: image]
Where c is the number of acquisition channels of sEMG; N is the number of sampling points; SEMGc(n) is the value of the nth sampling point of the c channel; SEMGcmean is the average value of the sEMG when the c channel is relaxed; TH is the set threshold. In this article, TH is 15% of the peak energy of each channel.
The raw SEMG contains a lot of noise, and the signal needs to be filtered and noise-reduced. The frequency of the power frequency noise in the environment is mainly concentrated at 50 Hz or the corresponding integer multiple of the frequency. A 20-order comb filter is used to filter it. Wavelet transform can highlight the signal characteristics in the time domain and frequency domain. Wavelet transform is to shift the basic wavelet function and then perform inner product with the signal that needs noise reduction at different scales. The wavelet transform is to shift the basic wavelet function, and then at different scales, the inner product with the signal that needs noise reduction, namely:
[image: image]
Where [image: image]>0, is the scale factor, and its function is to expand and contract the basic wavelet [image: image] function and [image: image] represents the displacement. In this paper, coif5 is used as the wavelet basis function, and the unbiased likelihood estimation threshold is used for threshold processing and the hard threshold function to process noise signals. The effect after sEMG treatment is shown in Figure 9.
[image: Figure 9]FIGURE 9 | The timing diagram of sEMG.
The proposed recognition network compares the recognition effect of the original EMG image and the multi-EMG feature image as the input source. The raw image and feature image are shown in Figure 10. The dynamic recursive feature selection algorithm is used to calculate the correlation between each EMG feature and the target using mutual information. The EMG feature that is least relevant to the target is eliminated, and the optimal feature is selected.
[image: Figure 10]FIGURE 10 | Raw image and feature image.
This paper selects four characteristics: average absolute value (MAV), signal high and low-frequency ratio (FR), median frequency (MDF), and power spectrum average power (MNP) to construct a featured image. The calculation formulas for the four characteristics are as follows:
[image: image]
Where xi represents the peak value of the i-th point of SEMG in the time sequence; K represents the number of signal sampling points. Pi represents the power value of the i-th point of SEMG on the spectrum; M is the signal bandwidth. LLC and LHC are the lower and upper cut-off frequencies of the low-frequency band, respectively; HLC and HHC are the lower and upper cut-off frequencies of the high-frequency band, respectively.
Experimental Results and Analysis
The calculation amount of a multi-stream network is larger than that of a single network. Therefore, it is necessary to construct a comparative experiment between a multi-stream network and a single network. In the comparison experiment, the input of both recognition models is all the original EMG images. At the same time, no ACC information fusion is added. In addition, the input matrix format of a single network model is different, and the input data format needs to be fine-tuned.
The experimental results are shown in Table 2. It can be seen from Table 2 that the gesture recognition effect of the multi-stream network is better than that of the single network. The multi-stream network can extract more key features and prevent the gradient from disappearing.
TABLE 2 | results of different networks.
[image: Table 2]Information fusion increases the workload of data collection, improves the complexity of the network, and reduces the identification efficiency of the network. Therefore, to verify the effectiveness of the fusion acceleration signal, a corresponding comparative experiment was carried out. In the experiments, the acceleration (ACC) signal is input into the network as an independent branch, the raw sEMG image is the input source of the network, and other conditions remain unchanged.
The comparison results are shown in Table 3. Only using SEMG for dynamic gesture recognition, its recognition effect is not as good as information fusion on the same model. The characteristic signals of a variety of signals are not entirely the same. Combining them may produce complementary information. These complementary features can improve the recognition accuracy of the network. However, sometimes information fusion can also lead to information redundancy.
TABLE 3 | results of information fusion.
[image: Table 3]To judge the effectiveness of feature extraction, the feature image and the original EMG image are used as the input source of the network to conduct a comparative experiment. During the experiment, both networks added ACC signals. The difference is the input source of the network.
The experimental results are shown in Table 4. The recognition effect of the input feature image is better than the original EMG image. The featured image effectively retains the critical information, which significantly improves the recognition accuracy of the multi-stream network.
TABLE 4 | results of the different input sources.
[image: Table 4]The average recognition rate of the proposed MResLSTM is 93.52%. However, it can be seen from Figure 11 that the recognition effect of the model is affected by individual differences. Experimental results show that the recognition rate difference between subjects is about 8%. The reason may be that the position of the acquisition instrument has changed or that the hand movement is fast or slow during the signal acquisition process.
[image: Figure 11]FIGURE 11 | The recognition rate of 10 subjects on MResLSTM.
To show the advantages of our model, more comparisons with other neural networks should be added, so it is necessary to conduct an experiment on the public dataset Ninapro DB1. The NinaPro DB1 dataset contains 52 different gestures of 27 healthy subjects, different from the gestures contained in the data set used in this article. It is necessary to fine-tune the model’s classifier to enable it to perform 52 classifications. The experimental results are shown in Table 5. Experimental results show that our proposed multi-stream network is better than other algorithms.
TABLE 5 | Comparison results of different approaches on NinaPro DB1.
[image: Table 5]Through the comparison of various recognition algorithms in Table 5, it can be seen that the recognition rate of the MResLSTM on the public dataset is 89.31%, which is 4 percentage points higher than MSCNN. It is not difficult to see from the comparative experimental results that with the further development of deep learning in EMG gesture recognition in recent years, the advantages of deep convolutional neural networks in the research of EMG pattern recognition have become more and more apparent. Among them, the average gesture recognition rate based on multi-stream CNN proposed by Wei reached 85.00%. The network is divided into a multi-stream decomposition stage and a fusion stage. In the multi-stream decomposition stage, each stream independently learns representative features through CNN. Then in the fusion stage, it merges the features learned from all streams into a unified feature map and then inputs it into the fusion network to recognize gestures. The experimental results show that the multi-stream network can make up for the single input data information and retain richer features.
When the following four experiments are performed, the data batch size is 128, and Epoch is 200. The four experiments are as follows: Experiment 1: the recognition model is a single network structure, and the input source is the original EMG image. Experiment 2: the recognition model is a multi-stream network structure, and the input source is the raw EMG image. Experiment 3: The recognition model is a multi-stream network structure, and the input source is the original EMG and ACC signal image. Experiment 4: The recognition model is a multi-stream network structure, and the input sources are characteristic EMG images and ACC signal images. The training accuracy and verification accuracy during network training are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Gesture recognition rate under different conditions.
Comparing Experiment 1 and Experiment 2, it can be seen that the multi-stream network converges faster during training, and the network is more robust. Secondly, the multi-stream network can retain more key features and improve the recognition accuracy of the network. Comparing Experiment 2 and Experiment 3, we can find that Signals fusion can effectively compensate for the shortcomings of single information, making the learned features richer. Comparing Experiment 3 and Experiment 4, we can see that the overall recognition rate of the original EMG image as the input of the network model is low. This is because only limited abstract features can be extracted from the original EMG image through convolution operation.
Figure 13 is the training loss graph of four different experiments. Loss1 represents the loss function of Experiment 1, and Loss2 indicates the loss function of Experiment 2. Loss3 means the training loss of Experiment 3, and Loss4 represents the data input is the loss of Experiment 4.
[image: Figure 13]FIGURE 13 | Training loss value under different conditions.
It is not difficult to see from Figure 13 that the network is challenging to converge when a single network is trained with the original sEMG as the input source. This is because a single network has limited features extracted from the sEMG, which is prone to overfitting. The multi-stream network can retain more effective information, making the accuracy and stability of gesture recognition better. Multi-stream networks have better generalization capabilities.
CONCLUSION
The motivation of research on dynamic gesture recognition based on sEMG signals is that it can promote the flexible control of manipulators. In this paper, the MResLSTM is proposed for dynamic gestures recognition. The problem of gesture recognition research based on EMG signal is that the amount of data is relatively small and easy to overfit. A multi-stream network structure can retain more crucial information to solve the issue. The strategy of pointwise convolution and channel shuffle is adopted to achieve the real-time requirements of the recognition model. This article uses feature correlation to select key features. The recognition rate of the MResLSTM on the feature image is 93.52%, and the accuracy on the original EMG image is 90.71%. Experimental results show that decent feature images can improve the recognition accuracy of the network. The comparative experiment results on the dataset Ninapro DB1 show our proposed model outperforms the state-of-the-art methods.
SEMG signals are one of the most widely used biological signals to predict the movement intention of the upper limbs. Converting sEMG signals into effective control signals often requires a lot of computing power and complicated processes. The high variability of sEMG and the lack of existing data limit the application of gesture recognition technology (Li et al., 2021; Aranceta-Garza and Conway, 2019). In future work, high-density sEMG (Chen et al., 2020) and multiple information fusion will be the direction of dynamic gesture recognition research. Secondly, the influence of the speed and cycle of hand actions on the model will be a meaningful direction.
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This paper proposes an optimization paradigm for structure design of curved-tube nozzle based on genetic algorithm. First, the mathematical model is established to reveal the functional relationship between outlet power and the nozzle structure parameters. Second, genetic algorithms transform the optimization process of curved-tube nozzle into natural evolution and selection. It is found that curved-tube nozzle with bending angle of 10.8°, nozzle diameter of 0.5 mm, and curvature radius of 8 mm yields maximum outlet power. Finally, we compare the optimal result with simulations and experiments of the rotating spinning. It is found that optimized curved-tube nozzle can improve flow field distribution and reduce the jet instability, which is critical to obtain high-quality nanofibers.
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INTRODUCTION
Nanofibers(Vasita and Katti, 2006; Bera, 2017; Kenry and Lim, 2017; Nayak, et al., 2011) have a wide range of applications in emerging areas such as energy generation (Persano, et al., 2015), water treatment (Saud, et al., 2015), healthcare (Feng, et al., 2019), and biomedical engineering (Xie, et al., 2008) owing to their excellent physicochemical properties and characteristics. Rotating spinning (Zhang and Lu, 2014) is an emerging method for nanofiber preparation. Figure 1 shows a basic rotating spinning setup including a container, two nozzles, a motor, and a collection device. In the process of rotating spinning, polymeric solution is ejected from the nozzle outlet, and jet is stretched by the centrifugal force to form solidified nanofibers. Rotating spinning overcomes limitations of materials and enables nanofiber production at lower cost. Therefore, it possesses the commercial production potential of nanofibers, compared with traditional nanofiber synthesis strategies such as self-assembly (Whitesides and Grzybowski, 2002), melt (Wei, 2018), phase separation (Ma and Zhang, 1999), template synthesis (Wade and Wegrowe, 2005), stretching (Ondarcuhu and Joachim, 1998), and electrospinning (Bognitzki, et al., 2001; Hohman, et al., 2001; Subbiah, et al., 2005; Teo and Ramakrishna, 2006; Badieyan and Janmaleki, 2015; Deshawar and Chokshi, 2017; Chen, et al., 2021). Therefore, more and more attention has been paid to rotating spinning technology.
[image: Figure 1]FIGURE 1 | Rotating spinning system.
The previous researches mainly focused on mechanisms of rotating spinning. Noroozi et al. (2020) established the string model to study the behavior of viscous jet in the rotating spinning. Divvela et al. (2017) developed a discrete model to predict the rotating trajectory of the viscous jet in rotating spinning. Padron et al. (2013) used high-speed photography to capture the forming process of the initial jet. Riahi (2017) established the mathematical model of rotating spinning and carried out the jet stability analysis.
Based on mechanisms of the rotating spinning, there are many studies about the nozzle structure. Xu et al. (2014) compared the nozzle and nozzle-less rotating spinning process. The results showed that the nozzle-type spinning could be easier to obtain thicker nanofibers. Chen et al. (2020) discussed the effect of nozzle tube length on jet stability through the simulation of the solution motion in the rotating spinning nozzle. Lu et al. (2013) controlled the diameter distribution of nanofibers by changing the nozzle diameter. Zhmayev et al. (2015) explored the influence of nozzle direction on the initial jet motion. Lai et al. (2021) proposed four types of nozzle structures: stepped, conical straight, conical, and curved tube. Simulations and experiments of the rotating spinning showed that the curved-tube nozzle is the optimal.
Nozzle has become the key part of the rotating spinning equipment affecting the solution motion state, the jet tensile motion, and the morphology of nanofibers. The structure of curved-tube nozzle is shown in Figure 2; parameters contain bending angle θ, straight tube length S, curvature radius R, nozzle diameter d, and taper α. Much progress has been achieved currently in the study of rotating spinning mechanism. However, the optimization of nozzle structure is still in a stage of infancy. In this paper, an optimization approach for structure design of curved-tube nozzle is developed, wherein the outlet power obtained by the product of outlet velocity and force is employed as the objective function, and genetic algorithm is applied to find the optimum combination of nozzle structure parameters.
[image: Figure 2]FIGURE 2 | The structure of curved-tube nozzle.
Genetic algorithm is a highly parallel, random, and adaptive global optimization search algorithm, which was studied by Professor Holland in the 1960s and improved by Dejon and Goldberg to form genetic algorithm (Katoch, et al., 2020). The strong versatility and global convergence can avoid the optimization process falling into local optimal solution (Kumar, et al., 2010; Bhoskar, et al., 2015). Therefore, it is very suitable for multivariate optimization problem (Wiśniewski, 2004; Guo, et al., 2009; D’Addona and Teti, 2013; Asadi, et al., 2014; Jiang, et al., 2021).
This paper mainly consists of three parts. In the first part, the correlation between the nanofiber morphology and structure parameter is established using dynamic model of rotating spinning. Outlet power of polymer solution is proposed as optimization objective. In the second part, genetic algorithms have been used to search for the optimal solution in a reasonable range. The numerical simulation of fluid motion in different curved-tube nozzles has been proceeded to analyze the distribution of flow field. In the third part, rotating spinning experiments have been carried out by straight-tube nozzle and curved-tube nozzle, respectively. We compared the simulation.
The variables and parameters used in this article are shown in Table 1 and Table 2 respectively.
TABLE 1 | The variables used in the formula and models
[image: Table 1]TABLE 2 | The parameters used in the formula and models
[image: Table 2]FLOW MODEL OF SPINNING SOLUTION IN CURVED-TUBE NOZZLE
Hydrodynamics Analysis for Rotating Spinning
The model of rotating spinning is shown in Figure 3. Cartesian coordinate system oxyz is stationary relative to rotating container. This non-inertial coordinated system rotates around the axis oy at angular velocity. The origin o is at the center of rotation. The axis oz coincides with the nozzle axis.
[image: Figure 3]FIGURE 3 | Motion model of rotating spinning. (A) The structure of curved-tube nozzle and container. (B) The spinning solution in curved-tube nozzle and container results with the experimental observations of power-law fluid to validate the optimization model.
In the process of rotating spinning, the flow solution is subject to pressure, centrifugal force, Coriolis force, viscous force, and gravity. The fluid motion can be regarded as steady motion. The continuity equation and momentum equation in the rotating frame are given as
[image: image]
where U is relative velocity vector, p is stress tensor, p = −p + T, T is partial stress tensor, p is pressure, w is angular velocity, ρ is density of the solution, r is position vector, w × (w × r) is centrifugal force, and 2w × U is Coriolis force.
Because the solution used in rotating spinning experiment is power-law fluid, the constitutive equation can be written as
[image: image]
where k is consistency index, n is the rheological index, D is the strain rate tensor, and I2 is the invariant of the strain rate tensor.
Formula Derivation of Outlet Power
To obtain analytical solution, we simplify the fluid motion in the nozzle to one-dimensional laminar flow. The fluid motion on plane orz is shown as Figure 4A.
[image: Figure 4]FIGURE 4 | Rotating spinning model. (A) One-dimensional flow of spinning solution. (B) Force diagram of micro-unit.
The Coriolis force can be ignored because it is counteracted by the pressure gradient along r axis of spinning solution in the container and nozzle tube. Figure 4B shows the forces acting on the micro-unit obtained from the flow field. Because of the existence of free flow surface in the container, the pressure gradient along z axis can be ignored. Momentum Eq. 1 can be given as follows:
[image: image]
where z is the axial position, w is angular velocity, and ρ is density of the solution.
The power-law fluid flows along the axis z direction. The constitutive Eq. 2 is simplified as follows:
[image: image]
where u is the flow velocity of spinning solution, r is the radial position, and k and n are the rheological indexes.
In addition, the following boundary conditions at the container wall should to be satisfied as
[image: image]
where D is the container diameter.
Substituting Eq. 4 into Eq. 3 and combined with Eq. 5, flow field distribution in the container is deduced as follows:
[image: image]
The average flow velocity of spinning solution in the container is expressed as
[image: image]
As shown in Figure 5A, the container outlet, nozzle inlet, and pipe wall are taken as the control bodies. According to Eq. 7, the average velocity of container outlet V1 is calculated as
[image: image]
where L is the distance from the container outlet to the rotation center.
[image: Figure 5]FIGURE 5 | Control body of the curved-tube nozzle. (A) Control body of shrinkage tube. (B) Control body of bend tube.
Based on the mass conservation equation of steady flow V1A1 = V2A2, the average velocity in straight pipe inlet V2 can be written as
[image: image]
In the nozzle tube, there is a pressure gradient along the axial direction. Momentum equation can be simplified as
[image: image]
The boundary conditions at the nozzle inlet and the wall can hold as
[image: image]
where α is taper and d is the nozzle diameter.
Substituting Eq. 4 into Eq. 10 and combined with boundary conditions (11), the distribution of flow field in the straight tube of nozzle is obtained as follows:
[image: image]
The average velocity is given as
[image: image]
where c is pressure drop. According to the boundary condition (11), it can be given as follows:
[image: image]
It is found that the pressure drop is related to the rheological parameters of solution, rotation angular velocity, and nozzle structure.
The nozzle straight tube outlet and nozzle elbow outlet are taken as the control bodies, as shown in Figure 5B, and the average velocity at the nozzle straight tube outlet V3 is expressed as follows:
[image: image]
According to the mass conservation of the steady flow, the average velocity at the nozzle outlet V4, the Coriolis force Fk, and centrifugal force FC on the jet are expressed as follows:
[image: image]
Therefore, the power at the nozzle outlet can be written as
[image: image]
PROCESS OF OPTIMIZATION FOR CURVED-TUBE NOZZLE
Optimization Model for Structure Parameters of Curved-Tube Nozzle
The main parameters of the curved-tube nozzle are θ, S, R, d, and α. Bending angle θ, curvature radius R, and nozzle diameter d are selected as the optimized design variables considering the influence of various parameters on the fluid motion during the spinning process. According to actual spinning conditions, other parameters are set as constants, and the optimization objective function is established as follows:
[image: image]
The design variables of the model can be written as
[image: image]
The system parameters of the optimization model are shown in Table 3.
TABLE 3 | System parameters of optimizing model
[image: Table 3]The simplified fitness function can be written as
[image: image]
Application of Genetic Algorithm in Curved-Tube Nozzle Optimization
The process of genetic algorithms is shown in Figure 6. The crucial sections of genetic algorithms are fitness function, encoding, and initial population. Design parameters (θ, R, d) are encoded in a particular bit string, namely, “chromosomes.” Each chromosome corresponds to an individual and individuals form populations.
[image: Figure 6]FIGURE 6 | The process of genetic algorithm.
The main operations of genetic algorithms are selection, crossover, and mutation. The value of output power is regarded as the individual adaptability. Selection operation can determine whether chromosomes generate crossover and mutation according to fitness. There are many kinds of selection methods such as roulette, rank, and tournament. In this paper, we choose roulette to process selection operation. Roulette selection operator is expressed as
[image: image]
where p is the probability that can be selected and f is the value of outlet power.
Crossover operation exchanges the fragments of nozzle structure parameter coding to form the next generation. Mutation changes one or more gene values in the coding of nozzle structural parameters. The strongest individuals are finally retained after several generations of elimination.
Optimization Results of Curved-Tube Nozzle
It can be found from Figure 7A that structure parameters are non-linear and non-monotonic to the outlet power. The fitness function is theoretical model searching for the best combination of design parameters. It should be verified by numerical simulation and corresponding experiments of rotating spinning to avoid unreliable conclusion.
[image: Figure 7]FIGURE 7 | Optimization process diagram based on genetic algorithm. (A) Fitness function. (B) Calculation process of genetic algorithm.
To explore the best structure of the curved-tube nozzle, the three structure parameters (θ, R, d) are optimized to maximize the objective function Eq. 21 based on the genetic algorithm. After multiple parameter adjustment and iterative operation, the basic setup properties of genetic algorithm are population size of 100 individuals, crossover probability 0.8, and 0.1 mutation rate. In Figure 7B, the calculation process of genetic algorithm can be seen. The maximum value of fitness function has been obtained after about 50 generations of evolution. The best design parameters corresponding to the maximum value of objective function 161.2 are shown in Table 4.
TABLE 4 | Optimum nozzle structure parameter values
[image: Table 4]Flow Field Simulation of Rotating Spinning
According to the dynamic model of the rotating spinning system, it can be seen that the flow field distribution is related to the bending angle, curvature radius, and nozzle diameter. Therefore, simulation experiments under different combinations of design parameters have been carried out by utilizing the finite-element CFD method.
Model Establishment of Simulations of Spinning Solution
The three-dimensional motion model of the spinning solution is established as shown in Figure 8. The solid structure such as container wall and nozzle wall can be simplified by the fluid simulation software ICEM.
[image: Figure 8]FIGURE 8 | The spinneret model of curved-tube nozzle.
Nozzle outlet, solution inlet, nozzle wall, and tank wall are the four parts in the simulation model. The container diameter is 10 mm, the overall length is 60 mm, and the nozzle straight tube is 12 mm long. The unstructured grid division method is adopted, and the maximum grid size is 0.6 mm. The boundary layer is divided into four layers meshing as hexahedral with 0.01 mm initial height and 1.1 increase rate.
Boundary Condition Setting for Rotating Spinning
The boundary conditions of rotating spinning motion model mainly include inlet boundary, outlet boundary, wall, dynamic mesh, and solution rheological parameters. The inlet boundary is velocity inlet, the hydraulic diameter is 6 mm, the outlet boundary is pressure outlet, and the hydraulic diameter is 2 mm.
The dynamic mesh is set as the rotating reference system, the rotating axis is z axis, and the rotating angular velocity is 4,000 rpm. The wall is set to move the wall relative to the grid area rotation speed of 0, and the rotation axis is z axis.
Analysis for Simulation of Flow Field in Curved-Tube Nozzle
Different simulations of solution motion are established with bending angle within 0–90°, curvature radius within 3∼8 mm, and nozzle diameter within 0.5∼1 mm. Figure 9–Figure 11 show simulation results of rotating spinning under different combinations of design structure parameters.
[image: Figure 9]FIGURE 9 | The velocity contours of spinning solution in tube of curved-tube nozzle.
[image: Figure 10]FIGURE 10 | The velocity contours of spinning solution in tube of curved-tube nozzle.
[image: Figure 11]FIGURE 11 | The velocity distribution of spinning solution at outlet of nozzle. (A) Nozzle diameter. (B) Curvature radius. (C) Bending angle.
Figure 9 and Figure 10 show the velocity contours of spinning solution in the nozzle tube and nozzle outlet, respectively. With the decrease of the nozzle diameter, the flow rate of the solution in the nozzle tube increases. This phenomenon shows that the relationship between nozzle diameter and compression effect is inversely proportional; the smaller the nozzle diameter, the better compression effect can be produced, resulting in more rapid flow velocity.
The maximum value of outlet velocity is concentrated at the tube axis when the bending angle of the nozzle is 10.8°. With the increase of bending angle, the flow field distribution gradually deviates from the tube axis and the outlet velocity gradually decreases. When the bending angle is 90°, the flow field in nozzle becomes chaotic and an obvious low-velocity region is produced, which reflects the negative influence of excessive bending angle on the flow field distribution.
Furthermore, the flow field distribution is more uniform when curvature radius is 8 mm. However, larger curvature radius consumes more solution kinetic energy, which leads to the decrease of the outlet velocity.
Figure 11 is a statistical analysis for the outlet velocity distribution along the radius direction. Figure 11A shows a significant linear relationship between the nozzle diameter and the outlet velocity. The larger the velocity, the greater the outlet velocity. Figure 11B and Figure 11C reflect the significant influence of curvature and bending angle on the deviation of flow field distribution in the rotating spinning process. Compared with nozzle diameter, these two parameters cannot increase the outlet velocity. However, the nozzle with the curvature of 8 mm and bending angle of 10.8° can reduce the deviation of velocity distribution at the outlet, make the flow field distribution more uniform, and benefit the stability of jet.
In conclusion, the best combination of structure parameters for curved-tube nozzle is bending angle 10.8°, curvature radius 8 mm, and nozzle diameter 0.5 mm, which is consistent with theoretical optimization results. It can effectively counteract flow field inhomogeneity and greatly improve the outlet velocity.
Rotating Spinning Experiment
In the process of rotating spinning, angular velocity, solution rheological characteristics, structural parameters, and other factors will affect the final experimental results. To verify the theoretical optimization results, comparative experiments have been carried out with the same concentration PEO spinning solution and the same rotational speed. The electron microscopy has been applied to study the fiber diameter and morphology of nanofibers prepared by the ordinary straight nozzle and the curved-tube nozzle.
The rotating spinning equipment and the nozzles used in the experiment are shown in Figure 12. The equipment can rotate at high speed by frequency conversion speed regulation, up to 6,000 rpm. We use two kinds of nozzle to prepare nanofibers: one is straight tube with nozzle diameter 0.5 mm; another is curved tube with bending angle 10.8°, curvature radius 8 mm, and nozzle diameter 0.5 mm. The rotating spinning experiment was carried out with 6% polyethylene oxide aqueous solution at the motor speed of 4,000 rpm.
[image: Figure 12]FIGURE 12 | Experimental equipment diagram. (A) The rotating spinning equipment. (B) Curved and straight-tube nozzle.
SEM images of PEO nanofibers with different nozzles are shown as Figure 13 and Figure 14. It can be found that the diameter distribution of nanofibers prepared by straight nozzle is relatively dispersive in the range of 1,000∼1,200 nm. Also, the surface quality of nanofibers is poor. In comparison, the diameter of nanofibers prepared by curved-tube nozzle is mostly in the range of 800∼1,000 nm, the diameter distribution of nanofibers is more concentrated, and the morphology of nanofibers is more uniform. In conclusion, the overall quality of nanofibers prepared by curved nozzles has been greatly improved.
[image: Figure 13]FIGURE 13 | Straight-tube nozzle. (A) SEM images of PEO nanofibers. (B) Histogram of fiber diameter distribution.
[image: Figure 14]FIGURE 14 | Curved-tube nozzle. (A) SEM images of PEO nanofibers. (B) Histogram of fiber diameter distribution.
CONCLUSION
In this paper, the motion and force of the spinning solution in container and nozzle during the rotating spinning process have been analyzed. Based on the genetic algorithm, the optimal structural parameters of the curved-tube nozzle are finally obtained, and the simulations and experiments are carried out for comparison and verification. It can be concluded that the curved-tube nozzle with bending angle 10.8°, curvature radius 8 mm, and nozzle diameter 0.5 mm can improve flow field distribution, increase outlet velocity, and fabricate high-quality nanofibers. However, the influences of friction resistance and gravity on spinning solution flow are not considered in the theoretical derivation, which leads to some differences between the simplified flow field distribution and simulation. Therefore, this problem would be considered more perfectly in the following research.
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Retinal vessels are the only deep micro vessels that can be observed in human body, the accurate identification of which has great significance on the diagnosis of hypertension, diabetes and other diseases. To this end, a retinal vessel segmentation algorithm based on residual convolution neural network is proposed according to the characteristics of the retinal vessels on fundus images. Improved residual attention module and deep supervision module are utilized, in which the low-level and high-level feature graphs are joined to construct the encoder-decoder network structure, and atrous convolution is introduced to the pyramid pooling. The experiments result on the fundus image data set DRIVE and STARE show that this algorithm can obtain complete retinal vessel segmentation as well as connected vessel stems and terminals. The average accuracy on DRIVE and STARE reaches 95.90 and 96.88%, and the average specificity is 98.85 and 97.85%, which shows superior performance compared to other methods. This algorithm is verified feasible and effective for retinal vessel segmentation of fundus images and has the ability to detect more capillaries.
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1 INTRODUCTION
The deep neural network is a typical bio-inspired intelligence computation technique, which based on the principles of biological processes that the connectivity pattern between neurons resembles the organization of the animal visual cortex. Due to the incredible abilities to solve complex problems, it has attracted much attention from many scholars and have been successful applied to solve complex real-world problems (Sun et al., 2020b; Sun et al., 2020c; Chen et al., 2021a; Jiang et al., 2021a). Retinal vascular occlusion, hypertensive arteriosclerosis and diabetic retinopathy are the most common diseases in retinal diseases and also the main cause of blinding in the world (Horton et al., 2016). It is estimated that the number of people with vision loss will double by 2050 (Varma et al., 2016). Early detection and treatment can preserve 90% vision and also help the auxiliary medical management departments to formulate preventive measures to reduce the number of newly diagnosed cases and reduce the medical related economic burden (Das, 2016; Guo et al., 2018; Sun et al., 2020a). The morphological structure of retinal vessels has important reference value for the diagnosis of the diseases. Accurate and rapid segmentation of retinal vessels is necessary for the treatment. However, the segmentation requires manual labeling by experts at present, which is not only time-consuming and laborious, but also not accurate enough to carry out large-scale labeling and segmentation. It is significant to develop retinal vessel segmentation algorithms to improve the intelligence of computers in the aspect of disease diagnosis and health screening. Due to the excellent performance of bio-inspired computation method (Deng et al., 2020; Zhao et al., 2020; Tao et al., 2021a; Jiang et al., 2021b), researchers tried various types of algorithms to improve retinal vessel recognition, focusing on the segmentation and extraction of detailed information of connected vessel stems and terminals.
In addition, retina is one of the most reliable, stable and hard-forged information among all the biological features used for identification. As early as the 1930s, some foreign scholars proposed the unique theory of the distribution of retinal vessels. Subsequent studies have shown that the distribution of retinal vessels is different, even for twins (Cao et al., 2017; Zhang 2020). Aside from changes in retinal features due to trauma and disease, the shape of the retinal vessels remains stable throughout life, making it ideal for identification. In the foreseeable future, retina recognition technology has a great hope to be applied to online payment, access control, automatic withdrawal and other civil fields with high security requirements. Therefore, the research on retina recognition technology has great value and good prospects.
In this paper, we proposed a novel retinal vessel segmentation algorithm based on residual convolution neural network, which involves three major steps: 1) the residual learning is introduced in the network structure; 2) the atrous spatial pyramid pooling is built to learn the feature information of different receptive fields; 3) the residual attention module and deep supervision module are applied to improve the accuracy of identifying the capillaries.
The main contribution of this work is to propose the novel algorithm for segmenting retinal vessel from fundus images. It outperforms many recent works, including several methods using deep learning. The proposed algorithm can obtain complete retinal vessel segmentation, including connected vessel stems and terminals, especially the capillaries, and is fast and easily scalable to any fundus image size. Three more specific contributions are also worth mentioning. Firstly, an improved residual attention module is built and combined with a designed deep supervision module, that successfully solves the problem of gradient disappearance and gradient explosion caused by the depth of convolutional neural network. Secondly, an encoder-decoder network structure is constructed, in which the low-level and high-level feature graphs are joined together. It effectively avoids inefficient learning and sharing in training. Thirdly, atrous spatial pyramid pooling is constructed by introducing the atrous convolution, that effectively enlarges the receptive field while reducing the number of training parameters. Our proposed algorithm can be used to help doctors diagnose retinal disease, and could also support future computer-assisted diagnosis, health screening, and retina identification.
The rest of this paper is organized as follows: Related Work discusses the related work contributed by researchers, followed by the Network Structure, in which each block has been described in detail. Experiment and analysis indicate the data acquisition, experimental results, comparison and analysis. Conclusion and future work conclude the paper with a summary and future research directions.
2 RELATED WORK
Retina is made up of complex blood vessels surrounding the tiny nervous system at the back of the eyeball, which contains a large number of features. Researchers have proposed many retinal vessel segmentation algorithms over the years, including matching filtering method (Singh and Srivastava, 2016; Roy et al., 2019), vascular tracking method (Pal et al., 2019; Alaguselvi and Murugan, 2021), image morphology processing and deep learning method (Grewal et al., 2018; Soomro et al., 2019).
Traditional image segmentation methods, as matching filtering method and vascular tracking method, focus on the various filters design and the image morphology process to achieve the purpose of retinal vessel segmentation (Li G. et al., 2019; Li J. et al., 2021). In the reference (Pachade et al., 2020), a unique combination of morphological operations, background estimation, and iterative thresholds was applied to achieve the retinal vessel segmentation. Girard et al. (2019) defined branches by nodes and combined with graph propagation to do the segmentation and classification, and Li et al., 2020b used a deep forest-based segmentation algorithm for retinal vessels. However, in some lesion areas and optic disc edges, these methods may incorrectly detect points as blood vessels. Fan et al. (2019) combined the matched filters and morphological process based on different Gaussian filters in different directions and vector field divergence. In the meantime, multi-scale wavelet transforms (Tian et al., 2021) was used to fuse feature images, and the maximum value of each pixel was calculated to obtain retinal vessel detection images. But the interference of optic disc will lead to the degradation of segmentation performance. Dharmawan et al., 2019a designed a retinal vessel segmentation method based on adaptive filter. Rodrigues and Marengoni, 2017 proposed a method based on morphology and wavelet transform, and Aguirre-Ramos et al. (2018) enhanced vascular contour through Gabor filter and Gaussian fractional derivative. Lu et al. (2016) used multi-scale filtering algorithm to preprocess images and Li et al., 2018 incorporated phase features to segment the retinal vessels. These traditional segmentation methods preliminarily achieved retinal vessel segmentation, but it still needs manual extraction of the image features due to the low accuracy in details, which may omit key details and fail to achieve end-to-end segmentation.
Deep learning based segmentation method developed rapidly in recent years. Yan et al. (2019) used a three-stage network model to segment the thin and thick vessels respectively, and then segmented the pixels by fusing the vessels. Liu (2021) proposed a method based on an optimized BP neural network, in which image features are extracted by adaptive histogram, matched filter and Hessian matrix. But the algorithm can only be applied on lesions in small area, and the large-scale lesion interference cannot be effectively avoided. Lu et al. (2021) segmented retinal vessels in fundus images through an attentional mechanism and conditional generative adversarial network, and Tang and Yu, 2021 adopted a BP neural network. In Reference (Dharmawan et al., 2019a), a hybrid algorithm was proposed by using a directional sensitive enhancement method and U-NET convolution network to train the enhanced image. But the algorithm is not optimized for multi-scale image segmentation, and the segmentation performance of vessels with lesions still needs improvement. These deep learning based methods have improved the accuracy of retinal vessel segmentation, but the segmentation performance still needs to be significantly improved in order to be widely used in machine-assisted health screening and identification in the future.
3 NETWORK STRUCTURE
Residual Module
To avoid the inevitable problems of deep neural networks as gradient disappearance and gradient explosion, residual learning (Chen et al., 2020; Feng et al., 2020; Yang et al., 2021) is introduced into the network. The parallel method is applied and the identity mapping is added to the output of the stacked convolution layer. It can effectively improve the feature extraction ability of the network. The function can be expressed as
[image: image]
where x represents the input; F(x) represents the output of the jagged edge. If F(x) = 0, it becomes an identity mapping, while the input and output of the residual module are equal. H(x) represents the final output of the residual module. The structure of the proposed residual module is shown in Figure 1. Different from the ordinary residual module, the 1 × 1 convolution is added to the identity mapping to adjust the number of channels, whose function can be expressed as
[image: image]
[image: Figure 1]FIGURE 1 | Schematic diagram of residual module.
Here g(x) represents the output of the convolution on the identity map.
The residual mapping of the residual module contains two 3 × 3 convolution layers and each convolution layer is processed by batch normalization (BN) (Awais et al., 2020) to accelerate the network convergence. Modified linear unit (ReLU) is used as the activation function, and L2 regularization is introduced to avoid network over-fitting. A dropout layer (Wang et al., 2019) (with random inactivation rate = 0.2) is added between the two stacked convolutional layers in the residual module to randomly discard some neurons during training, in order to prevent over-fitting and enhance generalization performance of the network.
Atrous Spatial Pyramid Pooling
The receptive field of the convolution layer is related to the size of the convolution sum. Larger size means larger receptive field and stronger feature extraction capability of the network, but it also means more parameters to be trained. By utilizing atrous convolution, also called expansion convolution or extended convolution, firstly proposed by Chen et al., 2018, the receptive field can be enlarged without increasing the number of training parameters of the network. Compared with traditional convolution, atrous convolution introduced a hyperparameter called expansion rate r. The larger the value of r is, the larger the receptive field will be. When r = 1, the atrous convolution is equal to the ordinary convolution. Figure 2 is the schematic diagram of atrous convolution with different expansion rates.
[image: Figure 2]FIGURE 2 | Schematic diagram of atrous convolution with different expansion rates as (A) r = 1, (B) r = 2, and (C) r = 3.
In order to enlarge the receptive field of the network without adding too many parameters, so as to increase the feature extraction capability, we utilize the outputs of atrous convolution with different expansion rates and stack them to form the atrous spatial pyramid pooling (ASPP) (Li M. et al., 2021; Lian et al., 2021), The structure is shown as Figure 3.
[image: Figure 3]FIGURE 3 | The structure diagram of the atrous spatial pyramid pooling.
This module is mainly composed of four parallel atrous convolution. including a 1 × 1 ordinary convolution (r = 1) and three 3 × 3 atrous convolution with expansion rate r = 2, 3 and 4 respectively. The number of convolution kernels of each convolution layers is set as 128. The outputs of the four convolution layers are concatenated as the total output of the ASPP. The multi-scale characteristic information of different receptive fields can be learned with different expansion rates, which can increase the recognition ability of small vessels. In addition, it also reduces the parameters that need to be trained and increases the training speed of the network.
Residual Attention Module
With the rapid development of deep learning, it has become particularly important to add attention mechanism into the network in recent years. The attention mechanism of image recognition is mostly constructed by masks. Essentially, it is to train the weight of another layer to identify the key information in the image, so as to increase the sensitivity of the network to the key information. The network can be trained to notice the key areas of each image to generate attention. Spatial transformer network (STN) model (Xu et al., 2021b) uses the attention mechanism to transform the spatial information of the original picture into another space while retaining the key information. In the meantime, Reference (Hu et al., 2020) proposed a SENet model, whose core idea is to learn the weight of each channel through the attention module, in order to generate attention in the channel domain.
In this paper, we propose a residual attention module, whose network structure is shown as Figure 4. This module is mainly composed of two parts, mask branch and trunk branch, whose output is represented by M(x) and T(x) respectively. Batch normalization and Rectified Linear Unit (ReLU) activation functions are used by default for all 3 × 3 convolutional layers. The trunk branch is composed of two 3 × 3 convolution layers and jump connections, which is used to extract feature information. In the mask branch, two down sampling and two up-sampling are carried out. After the process of Sigmoid activation function, a mask M(x) with the same size as the output of the trunk branch is obtained as the weight of the trunk output T(x). It can be expressed as
[image: image]
where x represents the input, M(x) represents the output of the mask branch, T(x) represents the output of the trunk branch, and H(x) represents the output of the residual attention module.
[image: Figure 4]FIGURE 4 | The schematic diagram of residual attention module.
Retinal Vessel Segmentation Network
The structure of the segmentation network proposed in this paper is shown as Figure 5, which is mainly composed of encoder, decoder and three deep supervision modules.
[image: Figure 5]FIGURE 5 | Structure diagram of the retinal vessel segmentation network.
The large size of the input image may affect the segmentation, so it is necessary to cut apart the fundus image. The image is cut by windowing of 64 × 64 pixels, and the sliding step is set to be 16. The dataset can be expanded by randomly flipping, rotation and cropping the images. In Figure 5, the width and height of the input image of the network is 64, and the number of channels is 1, which is written as 64 × 64 × 1. During each step, the size of the image and the number of channels will change. The number represents the width × height × channel number, as shown in Figure 5. In the encoder network, the residual module and the ASPP, together with the residual attention module, will not change the width and height of the image, but increase the number of channels. The 2 × 2 maxpooling layer reduce the width and height of the image by half and keeps the number of channels constant. In the decoder network, up-sample block doubles the width and height of the image, and the residual module adjusts the number of channels. After each stage of up-sampling and residual modules, stack with the branches on the encoder. The dimension of the image after decoder network is 64 × 64×64. Finally, after the residual module and the convolution layer with kernel size of 1 × 1, the width and height of the image became 64 and the number of channels is 1. As a result, the dimension of the output image is 64 × 64 × 1.
Three branches are introduced in the encoder as the input of the three deep supervision modules with different layers and blocks. The output of the three deep supervision modules and the output of the decoder are used together to calculate the loss function and update the weight parameters. Up-sampling is carried out by means of transposed convolution, and a symmetric coding-decoding network is constructed by splicing the low-level features of encoder and high-level features of decoder with the method of jump connection. A 1 × 1 convolution is used at the last layer of the decoder to adjust the number of channels to 1. Finally, the Sigmoid activation function is used to scale the output to the range from 0 to 1, which can be expressed as
[image: image]
where x represents the input of the activation function, f(x) represents the output of the activation function, whose value is normalized.
The loss function of the network is composed of the loss generated by three depth supervision modules and the trunk network. The function can be written as
[image: image]
Here, Loss represents the total loss of the network, Loss1, Loss2 and Loss3 represent the loss generated by the three deep supervision modules respectively, and Loss4 represents the loss generated by the output layer of the decoder. [image: image], [image: image] represents the iteration times of the current network, and epochs represents the total iteration times of the network. It can be seen that as the iteration of the network approaches 0, the weight of loss [image: image] generated by the deep supervision module decreases gradually.
Since the pixel number of vascular and non-vascular may can be quite different, the binary cross entropy loss function with weight coefficient (Li X. et al., 2019; Jamin and Humeau-Heurtier, 2020) is adopted to reduce the uneven distribution of positive and negative samples, and its mathematical expression is defined as
[image: image]
Here, Loss(n) represents the Loss1, Loss2, Loss3 and Loss4 in Eq. 5, with n = 1,2,3,4 respectively; m represents the total number of pixels in the input image; yi represents the label with value of 0 or 1, 0 represents background, and 1 represents blood vessel. [image: image] represents the output of the network, [image: image], [image: image], where [image: image] and [image: image] represent the number of non-vessel pixels and the number of vessel pixels respectively.
The batch size of the training is 20, the network iterates for 500 times, the learning rate is set at 0.001, and Adam is used as the optimizer.
4 EXPERIMENT AND ANALYSIS
Database and Training Environment
The network model is established on deep learning framework based on TensorFlow. The hardware configuration of the experiment is i5-1100K and GTX1030, and the software runs on the Win10 system. The database used for the experiment includes Digital Retina Images for Vessel Extraction (DRIVE) (Staal et al., 2004) and Structured Analysis of the Retina (STARE) (Hoover et al., 2000). The DRIVE data set has 20 training images and 20 test images with the resolution of 584 × 584 pixels. The STARE data set contains 20 images with the resolution of 605 × 700 pixels, in which ten images are used as the training set and the other ten as the test set.
Image Preprocessing
Environmental factors, such as illumination, interference and background, will affect the image segmentation, which leads to unsatisfactory result. Therefore, in order to further improve the accuracy of vessel segmentation, appropriate preprocessing operations are required for fundus images. Firstly, the image is transformed into grayscale image, and secondly, Gaussian filter is carried out to eliminate the noise. Thirdly, local histogram equalization (Dhal et al., 2020; Shi, 2021) and Gamma transformation are performed to adjust the contrast of the image.
4.1.1 Channel Separation
In the fundus examination, an RGB color image is obtained by the camera, composed of three separate channels: red, green and blue. The images are shown as Figure 6, in which (Figure 6A) is the original gray image, that is actually the average grayscale image of the three channels, and (Figures 6B,C,D are the original images in red, green, blue channel separately. The three-channel color image is too large and contains much useless data for subsequent processing. Single channel image information is enough for all the required information, which greatly reduce the amount of data processing and improve the computational efficiency. Channel compression and conversion is usually carried out by the weighted average of three images, or an optimal channel selection. To the human eye, the sensitivity to green is much higher than the other two colors (Ricci and Perfetti, 2007; Marin et al., 2011), as the contrast shown in Figure 6C. Therefore, the image in green channel is chosen instead of the original three-cannel image for subsequent image processing.
[image: Figure 6]FIGURE 6 | Original Image in different channels: (A) Original gray image, (B) Red channel image, (C) Green channel image, and (D) Blue channel image.
4.1.2 Gray Histogram Equalization
Histogram (Li et al., 2020a; Sulewski 2020), also known as mass distribution map, is used for statistical reports, in which multiple bars with unequal heights are utilized to represent the distribution of data. During the image process here, the gray histogram represents the image distribution of gray level in the range [0, L-1]. The discrete function can be described as
[image: image]
Here, n is the total number of images; nk refers to the total number of pixels at the kth gray level; rk refers to the kth gray level, and k = 0, 1, 2… L-1. In our experiment, L is set as 256. The gray histogram represents the frequency of pixels at each gray level shows in the image, with the gray level as the x-axis and the numbers of the pixels as the y-axis. Figure 7 shows two cases of the gray histogram of fundus images, with (Figures 7A,D) the original color images, (Figures 7B,E) the gray image after channel separation; (Figures 7C,F) the gray histogram of (Figures 7B,E) with the vertical axis as the normalized probability distribution of the pixels.
[image: Figure 7]FIGURE 7 | Two cases of gray histogram: (A, D) Original color image, (B, E) Gray image of the green channel and (C, F) Gray histogram of (B, E).
The goal of histogram equalization is to transform the original image from a certain concentration range of pixel values to a wider range so that the contrast between the similar gray value increase. The specific way is utilizing nonlinear stretch to transform the certain histogram to uniform distribution in a certain range, which can be described as
[image: image]
Here, r represents the pixel gray value before the transformation, s represents the pixel gray value after the transformation, and T(r) represents the transformation function. T(r) is a monotone increasing function in the range of 0≤ T(r) ≤L-1, which ensures that the variables r and s are one-to-one corresponding. 0≤ r ≤L-1 and 0 ≤ T(r) ≤ L-1 can ensure the range of gray value after transformation will not exceed the original one.
We use pr(r) and ps(s) to represent the probability density function corresponding to gray level r and s respectively. The inverse transformation from s to r can be described as
[image: image]
The inverse transformation function T-1(s) also meets the monotonically increasing condition in the range of 0 ≤ s ≤ L-1. According to the theory, if pr(r) and T(r) are known and r = T-1(s) is a monotonically increasing function, the gray level probability density function ps(s) of the image after transformation is shown as follows:
[image: image]
The transformation function of the histogram equalization function can be written as
[image: image]
Here, w is the integral variable. It can be seen from the right side of the Eq. 11 that the integral is the area below the function curve, so it meets the condition of monotone increasing. As the integral of pr(r), the probability density function of r, on the range [0, L-1] is 1, and s takes the maximum value L-1, which does not exceed the gray range of r, we can get the following formula as
[image: image]
Substitute Eq. 12 into Eq. 10, the probability density function ps(s) can be written as
[image: image]
Through the above equation, ps(s) is proved uniformly distributed, which indicates that we can obtain a gray image with more uniform gray distribution and higher contrast by histogram equalization transformation.
For digital images, the gray level is discrete, and the sum of the probability tensity function should be used instead of the integral. The probability of occurrence of gray level rk is approximately transformed into
[image: image]
Here, n is the number of all pixels in the image, nk is the number of pixels on the gray-level rk, L is the total number of possible gray-level in the image, so the discrete form of the transformation function is
[image: image]
The operation of discrete histogram equalization is to map each pixel in the input image of gray-level rk to the pixel in the output image of gray-level sk through Eq. 15. Different from the continuous form, the new image generated is not necessarily completely evenly distributed, but the image tends to be uniform as well with a higher contrast and a larger grayscale after transformation.
For the fundus images, the background will affect the histogram equalization, so the local histogram equalization (Lai et al., 2015) transformation for the eyeball part is used instead of global histogram equalization. Figure 8 shows the result of local histogram equalization. It can be seen from Figure 8 that the value of background pixels does not change as close to 0, while the histogram of the eyeball part is obviously stretched and the contrast improves obviously.
[image: Figure 8]FIGURE 8 | Histogram equalization results: (A, E) Gray image of green channel, (B, F) Original gray histogram of (A, E) separately, (C, G) Image after local histogram equalization, (D, H) Gray histogram after local histogram equalization.
4.1.3 Gamma Transformation
Gamma transformation (Hoo et al., 2017; Wang et al., 2018; Wang et al., 2021) can be used to adjust the contrast of gray images which are overexposed or underexposed. Nonlinear transformation is utilized to enhance the gray value of the dark area and reduce the gray value of the overexposed area, so that the overall detail of the image will be enhanced. The formula of Gamma transformation can be written as
[image: image]
Here, r is the input value of the gray image, with the range of [0,1]; s is the output value after Gamma transformation; c is the gray scale coefficient, usually equals to 1; γ is the Gamma factor, which controls the stretch of the entire transformation. The transformation with different Gamma factor γ is shown in Figure 9, where the abscissa and the ordinate represent the gray value before and after Gamma transformation for a certain pixel individually. It can be seen that the result differs with the factor γ.
[image: Figure 9]FIGURE 9 | Schematic diagram of Gamma transformation with different factor γ.
Gamma transformation is used to process the histogram equalization image, in order to further enhance the contrast. It is drawn from the experiment that the best contrast enhancement effect is with γ = 1.3. The Gamma transformation results with γ = 1.3 are shown in Figure 10.
[image: Figure 10]FIGURE 10 | Result of Gamma transform: (A, C) Images after histogram equalization, (B, D) Images after Gamma transform of (A, C) separately.
4.1.4 Training Data Preparation
As the pixel number of fundus images collected by different instruments is not the same, and also the size of the whole image is relatively large, the segmentation accuracy will be affected and small retinal vessels that contains vital information cannot be extracted when using the full-size images as the direct training data. Therefore, we adopt a sliding window on the image to capture certain areas as input, as shown in Figure 11. Firstly, fill the background pixel with the value of 0 to widen the height and the width of the image as integer multiples of 64. Secondly, a 64 × 64 window is used to slide from the upper left corner of the image, from left to right and top to bottom, with a sliding step as 16. The sliding window of 64 × 64 is fixed in this network, but the sliding step size can be change. The smaller the sliding step size is, the more data can be obtained, and larger slide step means less data obtained. The maximum sliding step size should not be greater than 64, as greater than 64 results in some aeras with information will be missed. In the meantime, the sliding step should not be too small, in order not to get a lot of overlapping areas. The sliding step is set as 16, as a total of 27380 64 × 64 training data can be obtained from DRAVE data set, and 15170 64 × 64 training data from STARE data set. The obtained data are randomly flipped and clipped in each epoch to ensure that the training data we sent to the network was different in each epoch.
[image: Figure 11]FIGURE 11 | Schematic diagram of windowing and data preparation.
Evaluation Indexes of Model Performance
Retinal vessel segmentation is to classify pixels and determine whether each pixel belongs to blood vessels. Four evaluation methods are used to evaluate the effect of vessel segmentation, which are accuracy RAcc, sensitivity RSe, specificity RSp and ROC curve. The function of the former three are as follows:
[image: image]
[image: image]
[image: image]
Here TP represents true positive, whose value equals to the number of accurately segmented vessel pixels; TN represents the true negative, and its value equals to the number of correctly segmented background pixels; FP represents false positive, with the value equals to the number of incorrectly segmented vessel pixels; FN represents the false negative, and its value equals to the number of wrongly segmented background pixels. A certain curve can be draw by the false positive rate (1-RSp) as the horizontal coordinate and the true positive rate (RSe) as the vertical coordinate, which is the ROC curve (Hoo et al., 2017; Michael et al., 2019). The area under the curve is defined as RAUC (Janssens and Martens, 2020; Muschelli, 2020), and the closer its value to 1, the better the segmentation effect is.
Experimental Results
Figures 12, 13 show the segmentation result on the DRIVE data set and STARE data set individually, in which (Figures 12A, 13A) is the original fundus image; (Figures 12B, 13B) is the image of retinal vessel manually segmented by experts, which is used as the standard reference; (Figures 12C, 13C) is the segmentation result of the typical traditional method in Reference (Fan et al., 2019); and (Figures 12D, 13D) is the segmentation result based on the proposed method. It can be observed from Figures 12, 13 that the segmentation image of the network is mostly consistent with the expert labeled image, and the capillaries are much more detailed than the traditional method. The vast majority of characteristic information for retinopathy recognition and identification is contained in these details.
[image: Figure 12]FIGURE 12 | Comparison of segmentation results of different algorithms on DRIVE data sets: (A) Original fundus image, (B) Reference standard, (C) Results in Ref. (Fan et al., 2019), and (D) Results by proposed method.
[image: Figure 13]FIGURE 13 | Comparison of segmentation results of different algorithms on STARE data sets: (A) Original fundus image, (B) Reference standard, (C) Results in Ref. (Fan et al., 2019), and (D) Results by proposed method.
Figures 14, 15 show the segmentation results of some local areas on the DRIVE data set and STARE data set separately, in which (Figures 14A, 15A) is the original fundus image with the selected local areas by the blue boxes; (Figures 14B, 15B) is the original image of selected areas; (Figures 14C, 15C) is the reference standard images of the selected areas; (Figures 14D, 15D) is the segmentation result based on method in Reference (Fan et al., 2019); and (Figures 14E, 15E) is the result based on the proposed method. The chosen local areas include relatively thick blood vessels, intersecting blood vessels, and thin blood vessels. It can be observed from Figures 14, 15 that the vessel pixels division has a higher accuracy in both thick and thin vessels, resulting in better continuity of blood vessels and fewer broken vessels, which is more conducive to extract key feature information.
[image: Figure 14]FIGURE 14 | Comparation of local segmentation effects on DRIVE data sets: (A) Original fundus image; (B) Original local image; (C) Local reference standard image; (D) Local segmentation results in Ref. (Fan et al., 2019); and (E) Local results by proposed method.
[image: Figure 15]FIGURE 15 | Comparation of local segmentation effects on STARE data sets: (A) Original fundus image, (B) Original local image, (C) Local reference standard image, (D) Local segmentation results in Ref. (Fan et al., 2019), and (E) Local results by proposed method.
We compare the segmentation performance of the proposed algorithm and the methods in the references, applied on DRIVE data set and STARE data set, as shown in Tables 1, 2 respectively. The accuracy of the proposed method on DRIVE data set and STARE data set is 0.9590 and 0.9688 respectively. The sensitivity is 0.8320 and 0.8432, while the specificity is 0.9885 and 0.9785 severally. The accuracy, sensitivity, and specificity on both data sets are generally improved compared to other algorithms. The ROC curve index of the algorithm in this paper is 0.9786 and 0.9820 individually. Though the RAUC is 0.0073 lower than the latest Reference (Lu et al., 2021), the specificity is significantly improved by the algorithm proposed in this paper, and the overall performance is improved in return. As for the STARE data set, the sensitivity of the proposed algorithm is 0.0137 lower than that in Reference (Dharmawan et al., 2019b), but all the other evaluation indicators improved. Therefore, the segmentation performance of the proposed method is effectively improved.
TABLE 1 | Segmentation performance comparison of different algorithms on DRIVE.
[image: Table 1]TABLE 2 | Segmentation performance comparison of different algorithms on STARE.
[image: Table 2]Figures 16, 17 are the histogram of the evaluation indexes of the proposed algorithm and other typical algorithms in DRIVE data set and STARE data set respectively. It can be seen more intuitively from the figure that the proposed algorithm has better segmentation performance and smaller error than other algorithms.
[image: Figure 16]FIGURE 16 | Comparations of evaluation indicators with different algorithm on DRIVE.
[image: Figure 17]FIGURE 17 | Comparations of evaluation indicators with different algorithm on STARE.
5 CONCLUSION AND FUTURE WORK
The proposed residual convolution neural network based retinal vessel segmentation algorithm has been proved as an effective way to extract the blood vessel from the fundus images. The accuracy of the proposed method on DRIVE data set and STARE data set reaches 0.9590 and 0.9688 respectively, with the sensitivity and specificity on both data sets generally improved compared to other algorithms. It has a better segmentation performance and smaller error than the existing methods, especially in the details of capillaries, which contains most of the key feature information of diagnose and identification. In addition, by introducing the ASPP module, the receptive field is enlarged and the number of training parameters is reduced, which means a great potential for sharply increasing the volume of the identifications data and shortening the recognition time.
On the basis of this work, it is still necessary to do further research on obtaining more detailed capillary features, and further extract features from the fundus image data of different pathologic conditions, different disease courses, or different healthy people. Besides, specific criteria are needed to evaluate the details of the segmentation quantitively. Continuous research will provide more forceful support for the realization of computer-assisted retinal disease screening and retina identification in the future.
In addition, the network structure and construction method proposed in this paper are of great reference significance to many other applications. Especially the proposed improved residual attention module combined with deep supervision module successfully overcome the gradient disappearance and explosion in the convolution neural network. The encoder-decoder network structure effectively avoids inefficient learning and sharing in training, and the atrous spatial pyramid pooling significantly enlarges the receptive field while reducing the number of training parameters. These contributions have potential implications for other applications of biological heuristic algorithms, not limited to image processing problem (Tao et al., 2021b), but can even be applied in public opinion dissemination (Chen et al., 2021b; Chen et al., 2021c) and behavior analysis (Xu et al., 2021a; Xiang et al., 2021). Further extended research will provide broader support for future applications in other aspects.
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Force-spinning is a popular way to fabricate various fine fibers such as polymer and metal nanofibers, which are being widely employed in medical and industrial manufacture. The spinneret is the key of the device for spinning fibers, and the physical performance and morphology of the spun nanofibers are largely determined by its structure parameters. In this article, the effect of spinneret parameters on the outlet velocity is explored and the spinneret parameters are also optimized to obtain the maximum outlet velocity. The mathematical model of the solution flow in four areas is established at first, and the relationship between outlet velocity and structure parameters is acquired. This model can directly reflect the flow velocity of the solution in each area. Then, the optimal parameters of outlet diameter, bending angle, and curvature radius are obtained combined with the gray wolf algorithm (GWA). It is found that a curved-tube nozzle with a bending angle of 9.1°, nozzle diameter of 0.6 mm, and curvature radius of 10 mm can obtain the maximum outlet velocity and better velocity distribution. Subsequently, the simulation is utilized to analyze and compare the velocity situation of different parameters. Finally, the fiber of 5 wt% PEO solution is manufactured by a straight-tube nozzle and optimized bent-tube nozzle in the laboratory, and the morphology and diameter distribution were observed using a scanning electron microscope (SEM). The results showed that the outlet velocity was dramatically improved after the bent-tube parameters were optimized by GWA, and nanofibers of better surface quality could be obtained using optimized bent-tube nozzles.
Keywords: force-spinning, nanofibers, spinneret, optimization, gray wolf algorithm
INTRODUCTION
Nanofibers are elongated fibers ranging between 10 and 1,000 nm in diameter (Agarwal et al., 2013; Kenry and Lim et al., 2017). They have different properties compared with the materials used to make them in terms of light, thermal, magnetic, and electrical properties, and they have many excellent properties such as high porosity, excellent mechanical properties, and high surface area ratio (Li et al., 2011; Wu et al., 2016). Therefore, this method has been highly valued by researchers majoring in fiber preparation. The unique properties of nanofibers make them increasingly widely utilized in tissue engineering scaffolds, high-performance filtration media, membrane materials, plate media, electronics, biological products, and composite reinforcement materials (Barnes et al., 2007; Wang et al., 2007; Zhang et al., 2013; Hu et al., 2014; Wang et al., 2017). At present, the preparation methods of nanofibers are melt blowing, microphase separation, template synthesis, self-assembly, and electrospinning (Huang et al., 2019). Due to the disadvantages of limited optional materials, low production efficiency, and high equipment requirements of the above methods, the force-spinning method has been studied by more scholars as a novel technology (Padron et al., 2013). Compared with conventional melt spinning and electrospinning, force-spinning does not require heating and insulating the spinning material during spinning or the addition of external electric fields; therefore, its operability is also relatively simple, and it has various spinning material choices.
The nanofibers fabricated by force-spinning show excellent performance in the medical industry. The polyhydroxy butyrate valerate (PHBV) fibers prepared by fast-centrifuge spinning expressed good biocompatibility (Upson et al., 2017). Nylon-6 nanofiber membranes that inhibited bacteria growth were developed, which suggested that they could be used as wound dressings (Mandana et al., 2019a). Comparing the nanofibers with platelets prepared by electrospinning and centrifugal spinning, the porous 3D structure of centrifugal spinning fibers enabled higher cell proliferation rates (Lukášová et al., 2019). Carbon nanofibers were prepared by centrifugal spinning using polyacrylonitrile, and the microstructural and electrochemical properties of the prepared samples were studied (Zhao et al., 2017).
The following studies investigated battery electrodes because of the good electrical performance of the nanofibers. Antimony tin alloy (SnSb) was considered a promising sodium-ion battery negative electrode material owing to its large capacity (Hao et al., 2018). Nanofibers made from one material are called single fibers and those made from multiple materials are called composite fibers, which show more excellent performance. Composite fibers prepared with polyethylene pyrrolyl ketone (PVP) and polyethylene glycol (PEG) had excellent thermal properties (Zhang et al., 2018). SnSb@carbon microfiber complexes as a high-performance anode of sib could maintain their structural stability in repeated charge and discharge cycles (Hao et al., 2019). PS/SiO2 composite nanofiber had thermal insulation properties, and it could be a new type of building thermal insulation material (Leng et al., 2019).
At the same time, the metal fibers were also prepared by force-spinning. Hollow hematite (α-Fe2O3) fine fibers with multiwall structures were synthesized by fast-centrifugal spinning (Mandana et al., 2019b). SnSb alloy porous carbon fiber (PCF) composite was prepared with a small particle size and uniform distribution (Ning and Li, 2021).
Some studies have focused on the effect of spinning parameters on fibers. The effect of various spinning parameters on the synthesis of alumina fibers with a diameter of 5–15 microns was studied, and the effect of rotation speed and viscosity on the quality of spun fibers was examined (Thamarai and Parag, 2018). The diameter distribution state of nanofibers was researched by changing the nozzle diameter (Lu et al., 2013). The effect of nozzle direction on the initial jet motion (Zhmayev et al., 2015) and the effect of nozzle length on jet stability through the simulation of the solution motion of the force-spinning nozzle were explored (Chen et al., 2020). According to the previous studies, several researchers have begun to seek the parameters most suitable for centrifugal spinning for fiber fabrication. Four different spinning nozzles were proposed and the curved-tube nozzle was found to be more suitable for high-speed centrifugal spinning (Lai et al., 2021). Based on the complex network dynamics model in the context of derived topics, the multidimensional public opinion process was modeled (Chen et al., 2021). Therefore, this article further optimizes the curved-tube nozzle parameters that affect the surface quality of the fiber morphology based on the previous research. First, the mathematical model of the solution was established by analyzing the flow state of the solution, and second, the structural parameters (bending angle, outlet diameter, and curvature radius) were optimized combined with the GWA to obtain the optimal parameters. Then, the correctness of the optimization results was tested by simulation. Finally, the nanofibers were spun in the laboratory and the fiber morphology and surface quality were observed by SEM. The results show that the optimized curved-tube nozzle can spin fibers of excellent morphology with better surface quality and smaller diameter distribution.
THE LITERATURE OF THE GRAY WOLF ALGORITHM
In order to further explore the influence of spinning equipment on fiber morphology and quality, an optimization algorithm is used to design the spinning nozzle parameters. The gray wolf algorithm simulates the predation behavior of gray wolves and can optimize the global search through the wide distribution of wolves; thus, it is utilized to optimize the spinning solution flow model to obtain the influence of equipment parameters at a certain concentration.
Yang et al. (2007) presented the Wolf Group Search (WGS) based on the survival of wolf populations in nature and utilized it into the local search process of Marriage in Honey Bees Optimization algorithm. Oftadeh et al. (2010) proposed a hunting research (HuS) algorithm inspired by group hunting of animals. Mirjalili et al. (2014) put forward a novel population intelligent optimization method, the gray wolf optimizer (GWO), which imitated the leadership hierarchy and hunting activity of gray wolves in nature.
A gray wolf family consists of several or a dozen wolves, and there is an obvious hierarchy in the family members. The gray wolves are usually divided into four types: alpha, beta, delta, and omega, simulating their leadership hierarchy, as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Leadership hierarchy and characteristics of wolves.
The top floor of the pyramid is α wolf, the most significant individual in the wolf family, and its work is mainly responsible for decision-making. The second floor of the pyramid is β wolf, the military counselor of the whole team, and its duty is to assist α in making management decisions. The third floor of the pyramid is known as the δ wolf and it follows α and β wolf instructions, but it can also command the inferior wolves. The bottom level of the pyramid is called the ω wolf, which accounts for the most number of wolves, whose duty is undertaking the main search tasks, and the key to the algorithm is how to utilize the ω wolf search capability fully. The algorithm was applied and improved in different domains in subsequent studies.
The GWO is quickly applied to various optimization problems due to the ease of operation and the ability to quickly seek optimal values. A modified Recurrent Neural Network with an adapted GWO was used to forecast students’ outcomes and functioned as an early warning system (Tarik et al., 2019). The GWO was used to optimize the super defect photonic crystal (PhC) filter, and the advantages of this method in simplifying the design process of PhC filter and seeking high-performance design are proved (Chaman-Motlagh, 2015). The gray wolf optimizer combined with a pattern search algorithm solved the problem of the management of smart grid power system security under critical conditions (Mahdad and Srairi, 2015). The algorithm was utilized to solve the non-convex dynamic economic load scheduling problem of the electric power system, and the results showed that the proposed algorithm could provide a very competitive search ability (Kamboj et al., 2016). A real-world scheduling problem in welding production was solved through an effective multi-objective discrete gray wolf optimizer (Lu et al., 2016). The maximum power point tracking (MPPT) design of the photovoltaic system adapted the gray wolf optimization technology (Mohanty et al., 2016). The GWO method was better suitable for UAV two-dimensional path planning problems than other optimization methods (Zhang et al., 2016).
Many researchers also paid attention to the application of GWO in practical problems combined with other algorithms and improving the traditional GWO. A systematic and meta-analysis survey of whale optimization algorithm (WOA) was conducted, and the statistical results of WOA modifications and hybridizations were established (Hardi et al., 2019). Then, a hybrid of WOA and GWO called WOAGWO was proposed, and it was found that WOAGWO achieved the optimum solution that was superior to WOA and GWO (Hardi and Tarik, 2020). The evolutionary population dynamics (EPD) removed the GWO search agents and relocated them around alpha, beta, or delta wolves to enhance development (Saremi et al., 2015). The hybrid PSO-GWO algorithm based on swarm intelligence had better performance than the particle swarm optimization algorithm in solving single region unit input problems (Saremi, 2016). The K-GWO, combining GWO with a traditional K-means clustering algorithm, solved the capacitated vehicle routing problem (Korayem et al., 2015). A new algorithm using K-means clustering to improve GWO performance was called K-means clustering Gray algorithm Wolf Optimization (KMGWO) (Hardi et al., 2021). A mechanism based on a mutation operator and an eliminating-reconstructing mechanism for wolves with poor search not only expanded the random search but also increased the convergence rate (Zhang and Ming, 2018). In order to eliminate the waiting time, two dynamic GWO algorithms were proposed, in which the position vector of the former search wolf could be updated after the comparison between itself or the previous searcher wolf and the leader (Zhang et al., 2021).
Considering that this algorithm is applied to the optimization of spinning equipment for the first time, the traditional gray wolf algorithm was adopted to optimize the model.
THE FLOW MODEL OF SPINNING SOLUTION IN SPINNERET
The structure of the force-spinning device is shown in Figure 2A. The equipment mainly consists of two nozzles, a container, several collecting columns, a collecting plate, and an electric motor. The nozzles and container form the spinneret. The spinning solution in the container rotates with the electric motor rotation and then moves toward the nozzle under the inertial force generated by motor rotation. The process of the solution ejection and the fiber formation is shown in Figure 2B. As the speed of the motor increases, the solution gradually forms small droplets in the orifice of the nozzle head (Figure 2B (3)).
[image: Figure 2]FIGURE 2 | Diagrammatic sketch of the spinning device and solution ejection. (A) Structure of the spinning device. (B) Ejection process of spinning solution. 1, electric motor; 2, collecting plate; 3, collecting column; 4, nanofibers; 5, connecting part; 6, nozzle; 7, container.
The spinning solution droplets will be ejected from the orifice and then move in the air to form the jet when the centrifugal force is large enough to conquer the viscous force and surface force of the solution. Subsequently, the jet stretches and becomes fine to form fibers with the solvent evaporating. Finally, the fibers are collected by collecting columns mounted on the collecting plate. The force-spinning spinneret is the vital core of this technique, and its structure parameters are directly related to the quality, property, and morphology of fabricated nanofibers.
The mathematical model of the solution outlet velocity was obtained by analyzing the flow of the spinning solution in the container, nozzle, straight tube, and bent tube. The structure schematic diagram of the spinneret is shown in Figure 3A. The spinneret consists of a container and two nozzles. The container rotates around the O1O2 axis and the solution and nozzles rotate with the container. The structural dimensions of the components are shown in Figure 3B. The internal diameter of the container is D, the distance from the section of the nozzle contraction to the axis of rotation is L0, the distance between nozzle straight-tube inlet to the rotation shaft is L1, and the distance from nozzle outlet to the rotation axis is L2, and the contractile angle is α.
[image: Figure 3]FIGURE 3 | Structure schematic diagram and dimensions of the spinneret. (A) Structure schematic diagram of the spinneret. (B) Structural dimensions of the spinneret. 1, nozzle outlet; 2, nozzle; 3, container; 4, rotation axis; 5, spinning solution.
The Cartesian coordinate system is established at the intersection point O of the container center axis and the rotation axis, where the container axis is the X-axis and rotation axis is Z-axis, and the Cartesian coordinate system is shown in Figure 4. The solution at point P, with the distance L from the rotation axis, is subjected to the centrifugal force Fcen, the viscosity force Fv and the Coriolis force Fc in the non-inertial coordinate system when the spinning device works. The direction of centrifugal force points to the positive direction of the X-axis, the viscous force to the negative direction of X-axis, and the Coriolis force to the opposite direction of rotation.
[image: Figure 4]FIGURE 4 | Cartesian coordinate system of the spinneret.
The solution flow in the spinneret will change compared with the nonworking state flow because of the Coriolis force existing. Figure 5 shows the flow change of the solution in the spinneret, where part 1 is the maximum solution flow velocity area under nonworking state flow and the maximum flow velocity area in working will transform into part 2. It is obvious that the maximum solution flow velocity area has a motion trend in the opposite direction of the rotational velocity; thus, when the solution is ejected from the spinneret outlet, the solution flow rate on one side of the symmetric axis is faster than the other side, which leads to the uneven distribution of the formed fiber mass and even the uneven fiber stress distribution in the production of metal fibers. The surface quality of nanofibers is also influenced owing to the uneven flow velocity. The modification of the spinneret structure can concentrate the solution's maximum velocity area at the outlet center (Lai et al., 2021).
[image: Figure 5]FIGURE 5 | Solution flow change in the spinneret.
The experiment found that adding a bent tube at the outlet of the nozzle straight pipe, making the solution velocity center change at the bend, could significantly improve the velocity distribution. Figure 6 shows the solution flow state at four areas in the additional bent tube. Section A-A to section B-B is the container area, section B-B to section C-C is the nozzle contraction section, section C-C to section D-D is the straight tube area, and section D-D to section E-E is the bent tube area.
[image: Figure 6]FIGURE 6 | Solution flow state in four areas.
The solution micro-mass is m and the velocity along with the centrifugal force Fcen, viscous force Fv, and Coriolis force Fc container axis is V at point P; therefore, the equations of Fcen, Fv, and Fc are, respectively, represented as follows:
[image: image]
where [image: image] is the velocity gradient of the spinning solution, k is the viscosity coefficient of the spinning solution, and n is the rheological index of the spinning solution, representing the rheological characteristics of the spinning solution. k and n both are related to the solution concentration, which can be obtained through the data measured by rheological experiments. [image: image] is the relative velocity of the solution at p point along the X-axis. [image: image] is the vector of the motor rotation angular velocity ω. The size of Coriolis force is [image: image].
The solution velocity along the axis of the container is very low when the spinning device starts to work, so the viscous force is very small. The solution in the container is mainly subjected to the centrifugal force and Coriolis force. The Coriolis forces are balanced with the intermolecular forces and the reaction forces of the container wall. When the spinning device works stably, the cross section is fully filled with solution; therefore, the effect of the Coriolis force on the container axis is negligible. The solution flows toward the nozzle under the centrifugal force. The solution flow in the container area can be seen as a steady flow because when the device works steadily, the velocity, pressure, temperature, and density at any point in the flow channel are constant.
In the non-inertial coordinate system, the solution flow in the container is in parallel linear motion. The velocity of the point p in the container is Vp. According to the energy equation, it can be written as
[image: image]
The 5wt% PEO solution was used for the experiment and the value of viscosity coefficient k and rheological index n are, respectively, 7.62 and 0.502. Substituting Eq. 1 into Eq. 2, the relationship between the velocity VP and the distance L can be known; thus, Eq. 2 can be simplified as
[image: image]
It is obvious that when the solution flows to section B-B, the velocity of VB is obtained as
[image: image]
When the solution flows into the nozzle, the velocity of the solution increases with not only the effect of centrifugal force but the shrinkage of the interior diameter of the nozzle. It is not feasible to use the energy equations or the continuous equations alone. Therefore, the velocity of section C-C is defined as follows:
[image: image]
As the velocity of the spinning solution increases rapidly, the effects of the viscous force and the Coriolis force also are enhanced dramatically. However, it just influenced the velocity distribution. The energy equation of solution in straight tube along the X-axis is written as
[image: image]
Substituting Eq. 6 into Eq. 7, the velocity of the spinning solution in the straight tube can be represented as
[image: image]
Hence, the velocity of solution in the straight tube is also a function of the L. The maximum is reached at section D-D of the straight tube. The velocity before solution flowing into bent tube is expressed as
[image: image]
When the solution flows into the bent tube, the direction of centrifugal force will change lightly and the solution flow in the bent tube is shown in Figure 7. The distance between the point P and rotation axis is L, so the centrifugal force is constructed as
[image: image]
[image: Figure 7]FIGURE 7 | Solution flow in the bent tube.
According to the energy equation, the velocity in the bent tube outlet is written as
[image: image]
It can also be written as follows:
[image: image]
The relationship between the angles β, θ, and φ can be expressed as
[image: image]
Since the angle ß is relatively small, it is set to 0 for computational convenience, which makes the direction of the centrifugal force point to the positive of the X-axis. Eq. 11 will be transformed into
[image: image]
Substituting Eq. 8 into Eq. 13, the outlet velocity of the solution at section E-E is obtained as follows:
[image: image]
OPTIMIZATION FOR SPINNERET WITH CURVED TUBE
The Mechanism of Gray Wolf Optimizer and Its Application in Curved-Tube Spinneret
The GWO algorithm consists of three main steps: searching for prey, encircling prey, and attacking prey. When the gray wolf determines the location of the prey, the head wolf a will lead other wolves to chase. However, in solving the function optimization problem, the position of the prey corresponds to the global optimal solution of the problem, which is not known in advance. α, β, and δ are the three wolves closest to their prey; thus, the position of the α, β, and δ wolves can be taken as an approximate solution, where the α wolf is the optimal solution.
The mechanism by which individuals within the group track their prey orientation is shown in Figure 8 and the specific calculation can be represented as follows (Mirjalili et al., 2014):
[image: image]
[image: image]
[image: image]
where t denotes the current number of iterations, [image: image] is the present position vector of the ω wolf after tth iteration, and Xα, Xβ, and Xδ are the position vectors of the α, β, and δ wolves, respectively. Dα, Dβ, and Dδ are the distance between the ω wolf and the α, β, or δ wolf. A and C are the coefficient matrices, which are given as follows:
[image: image]
where Iteration is the maximum number of iterations, r1 and r2 are two random vectors in [0,1], and the value a decreases linearly from 2 to 0.
[image: Figure 8]FIGURE 8 | Position updating in GWO.
The flow of the algorithm is as follows: 1) the number of wolves, the problem dimension, and convergence condition are set, and the initial position of each wolf and the values of a, A, and C are randomly generated in the search space; 2) calculate the fitness value of each wolf and select the position of the α, β, and δ wolves according to the optimal fitness value; 3) the distances between the remaining wolves and the α, β, and δ wolves are obtained according to Eq. 15; 4) update the individual positions of wolves according to Eqs. 16, and 17; 5) recalculate the values of a, A, C, and fitness; 6) if the convergence is achieved, end the iteration and output the results; if not, return to step (3).
The optimization problem is solved by establishing a relationship between the parameters affecting the outlet velocity and the GWO; therefore, the gray wolf position vector consists of three pending parameters in the outlet velocity. The vector X can be defined as follows:
[image: image]
Establishment of the Optimization Model
It can be obtained from Eq. 14 that the outlet velocity VE can be represented as follows:
[image: image]
Moreover, the optimization objective function is established as follows:
[image: image]
The simplified fitness function can be written as follows:
[image: image]
It could be found from Figure 9 that the maximum value of the outlet velocity is at the position of the larger value of curvature radius, smaller value of nozzle diameter, and bending angle.
[image: Figure 9]FIGURE 9 | Diagram of the fitness function.
The Optimization Structure Parameters of Curved-Tube Nozzle
Optimization is efficiently facilitated by determining the range of the parameters. The range of optimized parameters is shown in Table 1.
TABLE 1 | Range of optimized parameters.
[image: Table 1]After multiple parameter adjustment and iterative operations, the GWA optimization process is shown in Figure 10. Ti (i = 1,2,…,10.) represents the process diagram of the ith GWO optimization. It is obvious that the optimal search converges when the number of iterations reaches 18, which shows that the GWO can effectively solve the nozzle optimization problem. It is also known that the gray wolf algorithm was in the global search stage in the early stage, and the convergence rate was slow. The optimization search speed increased rapidly while more wolf members approached the a, β, and δ wolves.
[image: Figure 10]FIGURE 10 | Process of GWO for optimization.
In ten experiments, it can be found that when the number of iterations is 6–9, some experiments can find the optimal result quickly, and some are poor. This suggests that there may be possible progress toward local optimality during the global search of wolf populations.
The Optimization Results
The optimum nozzle structure parameter values are shown in Table 2.
TABLE 2 | Optimum nozzle structure parameter values.
[image: Table 2]THE FLOW FIELD SIMULATION EXPERIMENT FOR FORCE-SPINNING
The Simulation Model of Spinneret
The 3D structure and mesh model of the straight-tube and curved-tube spinnerets are shown in Figure 11. An unstructured grid was adopted to divide the solution flow model, and the grid structure was a tetrahedral mesh. The maximum mesh size of the straight tube and curved tube was set to 0.1 mm, and the maximum mesh size of the container and nozzles was 0.5 mm. The boundary layer was divided into three layers, and the boundary layer thickness was one-tenth of the maximum grid size of each part.
[image: Figure 11]FIGURE 11 | 3D structure and mesh model of the straight-tube and curved-tube spinnerets. (A) 3D structure and mesh model of the straight-tube spinneret. (B) 3D structure and mesh model of the curved-tube spinneret.
The boundary conditions of the force-spinning motion model mainly include four aspects. The inlet boundary is velocity inlet and the hydraulic diameter is set to 12 mm. The outlet boundary is the pressure outlet, and the hydraulic diameter is set to the corresponding diameter of the different nozzles. The dynamic mesh is set as the rotating reference system and the rotating axis is Z-axis. The rotating angular velocity is set to 3000 rpm.
The Flow Field Motion Simulation of Spinnerets
The flow field models at different bending angles, curvature radius, and outlet diameters were analyzed. The velocity gradient along the axis and the velocity distribution on the outlet cross section were used as the criterion to verify whether the best parameters optimized by the gray wolf algorithm were correct. Figure 12 shows the velocity cloud map along the tube axis and the velocity distribution at a bending angle of 9.1° and curvature radius of 10 mm, at outlet diameter of 0.6 mm and curvature radius of 10 mm, and at a bending angle of 9.1° and outlet diameter of 0.6 mm, respectively.
[image: Figure 12]FIGURE 12 | Velocity cloud map along the tube axis and velocity distribution cloud map at outlet section (A) θ = 9.1°, R0 = 10 mm. (B) D = 0.6 mm, R0 = 10 mm. (C) D = 0.6 mm, θ = 9.1°.
It can be easily known that the outlet velocity increases as the outlet diameter decreases from the velocity cloud map at the outlet section. The smaller outlet diameter can effectually improve the production efficiency. The change in the bending angle effectively concentrates the solution maximum outlet velocity on the tube axis, which made the solution distribution more even to fabricate nanofibers of high quality. The transformation of the curvature radius has little effect on the outlet velocity distribution.
The velocity tracing the intersection line between the rotational horizontal plane of the container axis and the outlet section is analyzed. Figure 13 depicts the velocity distribution clearly when the bending angle θ is 9.1° and the curvature radius R0 is 10 mm. It is obviously found that the maximum outlet velocity concentrates near the axis of the bent tube and the velocity increases with the outlet diameter decreasing. Figure 14 shows the velocity distribution in outlet diameter of 0.6 mm and curvature radius of 10 mm. The changes in bending angle mainly influence the velocity distribution. Figure 15 indicates the velocity distribution in the outlet diameter D = 0.6 mm and the bending angle θ = 9.1°. The variations in bending angle have little effect on velocity and its distribution.
[image: Figure 13]FIGURE 13 | Velocity distribution in different outlet diameters.
[image: Figure 14]FIGURE 14 | Velocity distribution in different bending angles.
[image: Figure 15]FIGURE 15 | Velocity distribution in different curvature radiuses.
THE FORCE-SPINNING EXPERIMENT
The comparative spinning experiments were carried out to test the correctness of the optimization. The polyethylene oxide (PEO) has a variety of outstanding properties, such as low toxicity and complete water solubility, excellent solution rheology, combination with organic solvents, low ash content, and thermo-plasticity, and can be used as a water-soluble film, textile slurry, thickener, flocculant, lubricant, dispersant, water-phase drag-reducing agent, cosmetic additive, and antistatic agent. The previous studies have shown that fibers can be spun more easily using the concentration of PEO solution between 4 wt% and 6 wt%; thus, the nanofibers were prepared with 5 wt% polyethylene oxide (PEO) aqueous solution (the molecular weight of PEO is 2 × 106) under the motor speed of 3000 rpm using two kinds of nozzles. The spinneret used in this experiment cannot continuously provide the spinning solution, and the solution needs to be readded when the whole solution in the container is finished. A device capable of providing the continuous spinning solution is patent-pending (202110649108.3). The outlet diameter of unoptimized nozzles is 0.6 mm, while the outlet diameter of the optimized nozzle is 0.6 mm, the bending angle is 9.1°, and the curvature radius is 10 mm. The nozzles and the spinnerets of force-spinning are shown in Figure 16. The spinneret relates to fitting fixed above the motor shaft with four screws. The spinneret rotates with the electric motor at high speed. The operating speed of the motor is dominated by the current output, which is controlled by adjusting the high-frequency regulator. The motor speed increases 300 rpm each time when it starts to work, while the speed increases 10 rpm each time when the motor speed is less than 500 rpm than and spinning speed. The collected fibers are sampled and examined under a scanning electron microscope (SEM).
[image: Figure 16]FIGURE 16 | Nozzles and device of force-spinning. (A) Nozzles of force-spinning. (B) Device of force-spinning.
The morphology and diameter distribution of the nanofibers were visualized by SEM. Figure 17 shows the nanofibers fabricated in the straight tube. It is obvious that the fabricated nanofibers express worse morphology. Beaded droplets appear on the fibers, which makes the surface quality of fibers decrease sharply. It can be found that the diameter distribution of fibers is dispersed. The fiber diameter is mainly distributed between 400 and 1,200 nm.
[image: Figure 17]FIGURE 17 | SEM image and the diameter distribution of nanofibers (unoptimized).
The fibers fabricated by optimized bent tube are shown in Figure 18 and they possess smoother surface and more even diameter that the diameter distribution of nanofibers is relatively in the range of 400–800 nm. Experiment results show that the morphology and the surface quality of nanofibers in the optimized bent-tube nozzles improve dramatically and the fibers with a smaller diameter can be obtained.
[image: Figure 18]FIGURE 18 | SEM image and the diameter distribution of nanofibers (optimized).
CONCLUSION
This article analyzed the reasons for the uneven distribution of the solution outlet velocity in the outlet cross section and established the corresponding solution flow velocity model for each part by analyzing the spinning solution force in the four areas of the container, nozzle, straight tube, and bent tube. The factors mainly affecting the solution outlet velocity were determined, and the GWA was used to seek the optimal parameters. The morphology and diameter distribution of the fibers spun by optimized and unoptimized nozzles were compared. The results showed that the nozzle with an outlet diameter of 0.6 mm, a bending angle of 9.1°, and a curvature radius of 10 mm could fabricate fibers with better surface quality and smaller diameter distribution. However, the radial offset produced by the Coriolis force cannot be found. The influences of friction resistance and gravity on spinning solution flow were not considered in the theoretical derivation. In the next study, the influence of the above factors will be considered and applied to optimize the nozzle parameters for fabricating core/shell configuration fibers.
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Flatness error is an important factor for effective evaluation of surface quality. The existing flatness error evaluation methods mainly evaluate the flatness error of a small number of data points on the micro scale surface measured by CMM, which cannot complete the flatness error evaluation of three-dimensional point cloud data on the micro/nano surface. To meet the needs of nano scale micro/nano surface flatness error evaluation, a minimum zone method on the basis of improved particle swarm optimization (PSO) algorithm is proposed. This method combines the principle of minimum zone method and hierarchical clustering method, improves the standard PSO algorithm, and can evaluate the flatness error of nano scale micro/nano surface image data point cloud scanned by atomic force microscope. The influence of the area size of micro/nano surface topography data on the flatness error evaluation results is analyzed. The flatness evaluation results and measurement uncertainty of minimum region method, standard least squares method, and standard PSO algorithm on the basis of the improved PSO algorithm are compared. Experiments show that the algorithm can stably evaluate the flatness error of micro/nano surface topography point cloud data, and the evaluation result of flatness error is more reliable and accurate than standard least squares method and standard PSO algorithm.
Keywords: flatness error, micro/nano surface, improved particle swarm optimization algorithm, minimum zone method, uncertainty, AFM
INTRODUCTION
A typical engineering surface consists of a range of spatial frequencies (Raja et al., 2002). The high-frequency or short-wavelength components are referred to as roughness, the medium frequencies as waviness, and low frequency components as form. Flatness error is one of the important standards to evaluate the quality of micro/nano surface. The surface flatness error of calibration samples, semiconductors, wafers, and other micro/nano devices is required to be extremely high. For example, extreme ultraviolet lithography wafers (Nutsch et al., 2008) require the highest flatness error of the exposure surfaces because the depth of focus is affected. Because of flatness defects, the exposure process suffers from defocusing. Those topography defects are expected to get a severe yield limiting factor of future technology generations. At present, the step height standard (SHS) samples are commonly used to calibrate scanning electron microscopy, scanning tunneling microscopy, and atomic force microscopy (AFM). It is a kind of micro/nano device with ultra-high precision nominal height. It is an important medium to transfer the micro/nano size of the standard device of national metrology standard department to the actual production and manufacturing (Yang et al., 2018). Therefore, its surface quality requirements are very high, and its flatness error index will directly affect the subsequent step height evaluation results. Therefore, it is of great practical significance to evaluate the flatness error efficiently and accurately.
The methods of evaluating flatness error include minimum zone method, least squares method, diagonal plane method, and three-far-point plane method. Among them, the minimum zone method and the least squares method meet the ISO standard. The ISO 6318 provides two criteria to evaluate the flatness error: the least squares criterion (LSC) (Moulai-Khatir et al., 2018) and the minimum zone criterion (Jalid et al., 2015). The LSC is widely used in the industry for assessing the dimensions and geometric tolerances. It is simple to compute, easy to implement in computer processing, and provides unique solutions. The minimum zone method is introduced in the ISO 1101 (ISO, 2017) standard. Figure 1 shows that flatness error is defined as the minimum distance between two parallel planes P1 and P2 containing all data points. However, the standard does not define the way of obtaining the minimum zone solution. In the existing literature, most of these algorithms are only used to evaluate the flatness error of the measurement results of micro scale CMM equipment. Whether it can be used for micro/nano surface topography is unknown. In addition, flatness error values obtained using different methodologies are not uniform as it is in the case of least squares method. For now, the success of the applied the minimum zone methodology is reflected on the approximation of the assessed flatness error to the exact value. Štrbac et al. (2020) proposed a large number of factors that affect measurement accuracy and give comparison between the efficacies of different the minimum zone methodologies. However, it can only be made for the same set of sampled points in coordinate metrology. Cui et al. (2008) applied particle swarm optimization (PSO) to the optimization calculation of flatness error, which can well to solve the optimization problems with nonlinear optimization objective function or multi-parameters. Moreover, the calculation accuracy of PSO is better than that of the least squares method, which is equivalent to that of other methods that meet the minimum zone conditions defined in the standard. It can obtain high-precision results and is simple and easy to implement. However, this method is easily affected by equipment noise and surface defects in the process of micro/nano surface topography treatment, resulting in unsatisfactory evaluation results.
[image: Figure 1]FIGURE 1 | Flatness error deviation.
In this paper, the flatness error evaluation of micro nano surface topography is studied. There are five contributions of this paper.
1) The existing bioinspired algorithms and traditional algorithms for processing two-dimensional surface topography data and three-dimensional surface topography data are reviewed, and their advantages and disadvantages are analyzed.
2) The characteristics of micro and nano surface topography data measured by atomic force microscope were analyzed.
3) Inspired by the minimum region method, hierarchical clustering algorithm and PSO algorithm, a minimum region method on the basis of the improved PSO algorithm is proposed to evaluate the flatness of micro and nano surface topography data.
4) The performance of the algorithm is analyzed by measuring the surface topography data of the SHS samples and compared with other classical algorithms.
5) The effects of different surface topography zone size on the results were analyzed.
The remaining chapters of this paper are arranged as follows: The related work is discussed in Related Work, and then, the step surface topography data are preprocessed in Data Preprocessing. In Flatness Error Evaluation Method, the principle of minimum region method on the basis of the improved PSO algorithm is studied. Experimental Results and Analysis gives the experimental results and analysis, and Conclusion summarizes the summary of this paper and the future research direction.
RELATED WORK
For the evaluation of micro/nano surface parameters, the evaluation methods are mainly selected according to the complexity of the corresponding micro/nano surface. For the surface with complex surface shape, we first use the segmentation method to separate the parts that we are interested in and then use the relevant evaluation methods to evaluate. The surface with simple structure and obvious characteristics can be evaluated according to the surface data type.
The micro/nano surface topography data are roughly divided into two-dimensional image data and three-dimensional image data. For the two-dimensional image data, Blunt and Xiao (2011) used the morphological segmentation method to segment the complex micro/nano surface topography features in the hard disk laser area. It provides the possibility to effectively describe the geometry of micro/nano surfaces. Pin et al. (2016) completed the segmentation of features in diamond grinding surface topography by marker-based watershed segmentation method. Among them, to get better segmentation effect, he tested different diamond disks and found that the segmentation results will decrease with the increase of diamond disk radius. Macaulay et al. (2014) conducted comparative experiments on the surface topography of laser textured silicon nitrides disk by height threshold method, gradient threshold method, morphological segmentation, and active contour method. It is concluded that the active contour method and morphological segmentation have good robustness and stable output results. Height threshold method and gradient threshold method have better sensitivity and more flexible parameter setting. For 3D image data, Lou et al. (2020) used the watershed segmentation method to segment the 3D features of triangular mesh comet surface, and extended Maxwell theory to the 3D watershed segmentation of triangular mesh surface. Jiang et al. (2021) proposed a multi-task semantic segmentation model, which not only can obtain the location information of the object but also further obtain the semantic information of the object.
When we get the data interested in surface topography, we can use some corresponding evaluation methods for evaluation. The flatness error evaluation mainly adopts the least squares method and the minimum zone method. There are many ways to determine the minimum zone. Many scholars are committed to this research. Xu et al. (2018) proposed a region search algorithm to improve the effectiveness and practicability of the flatness error evaluation method. The method determines the initial datum plane according to the existing measurement points, rotates the coordinate system to the x-y plane parallel to the initial datum plane, and then gradually determines the new coordinate A and B values through orthogonal test to determine the error size. Arezki et al. (2018) studied and implemented two minimum zone fitting algorithms, namely, exponential penalty function method and primal dual interior point method. These two algorithms can accurately evaluate the flatness error of surfaces with complex geometry. However, when there are too many surface points, the performance will decline sharply. Samuel et al. (1999) developed an algorithm on the basis of computational geometry technology, which can be used for the minimum zone and function-oriented evaluation of straightness and flatness. However, it mainly focuses on the data measured by shape measuring instruments and CMM. Cui et al. (2002) applied the genetic algorithm on the basis of real number coding to the evaluation of flatness error. According to the mathematical definition of dimension and tolerance, the mathematical model of flatness error evaluation that fully meets the minimum zone condition is established, and the fitness function of genetic algorithm is given. Sun et al. (2020) applied genetic algorithm to structural optimization and further analyzed the genetic algorithm. However, it has not been tested on the actual surface topography data. Weber et al. (2002) introduced a unified linear approximation technique to evaluate the forms of straightness, flatness, roundness, and cylindricity. The nonlinear equation is linearized by Taylor expansion method and then solved. Experiments show that the result is equal to or better than the least squares method. According to the characteristics of flatness error evaluation, Wen et al. (2007) proposed an algorithm applying evolutionary strategy to flatness error evaluation. The algorithm is based on real number coding, adopts selection strategy and Gaussian mutation operator, and can evaluate the flatness error according to the objective function. Yue and Wu (2008) proposed an incremental algorithm for rapid flatness error evaluation, especially for the case of few measurement points. Cui et al. (2013) proposed an error evaluation method on the basis of PSO, verified the algorithm with experimental data and compared it with some typical optimization algorithms. The results show that the algorithm is better than other algorithms and easy to implement. Luo et al. (2012) proposed to apply the improved artificial bee colony algorithm to the evaluation of the minimum zone of flatness error. Experiments show that it is suitable for form and position error measuring instruments and CMM.
However, if the point cloud data are large and there is noise interference, then data preprocessing is very important. Chen et al. (2021) proposed a random forest algorithm, which can identify and classify data. Compared with the neural network algorithm, it is proved that the algorithm has high recognition accuracy. Gan et al. (2006) proposed a hierarchical clustering method on the basis of data field. In this method, the interaction between material particles and its field description method is introduced into the abstract number domain space, and the self-organizing hierarchical aggregation of data objects is realized by simulating the interaction and motion of objects in the virtual data field. It can well realize the classification of data.
In addition to the solution algorithms of the two standard methods, the wave front sensing method can also be used to evaluate the flatness error of micro/nano surface. Nutsch et al. (2007) and Zhang et al. (2021) improved the wave front sensing method proposed by Makyoh and Shack Hartmann and applied it to the flatness error evaluation of wafer surface.
To sum up, for the three-dimensional point cloud data of micro/nano surface, the corresponding segmentation algorithm is used for preprocessing according to the complexity, and then, the appropriate flatness error evaluation method is used for evaluation. On the basis of this, this paper uses PSO algorithm combined with minimum zone method to evaluate the flatness error. At the same time, considering that the actual measured micro/nano surfaces topography data are large and contains some noise, hierarchical clustering algorithm is used to improve PSO algorithm to meet the actual evaluation requirements.
DATA PREPROCESSING
The standard sample used of this paper is SHS-1.8.0QC SHS of VLSI company. As shown in the Figure 2, the sample is mainly composed of accurate etching step height, monitoring instrument probe measurement dynamic and integrity test module. The nominal height is 1.8 μm (the calibration value is 1.767 ± 0.010 μm), the sample size is 25 mm, and SHS sample in the calibration zone is 2.5 mm long and 1 mm wide.
[image: Figure 2]FIGURE 2 | Schematic diagram of VLSI step height standard.
Figure 3 shows the measurement principle of atomic force microscope (Shu et al., 2021). In the nano scale measurement range, the form of force between the two atoms will change with the change of distance. When the distance is long, the attraction plays a major role. At this time, the two atoms are in a state of mutual attraction. As the distance between the two atoms decreases, the attraction will gradually weaken. When the distance decreases to a certain value, the force between the atoms will decrease to zero. As the distance between the atoms continues to decrease, the force between the two atoms will show as repulsion force. AFM uses an elastic microcantilever that is very sensitive to micro force to feel the force between the probe tip atom and the sample surface atom. In the system, one end of the microcantilever is fixed, and the other end is equipped with a nano needle tip. The microcantilever will deflect when subjected to force. The micro topography of the sample surface can be measured by detecting the deflection of the microcantilever. However, the equipment used is a park NX10 atomic force microscope with a measurement range of 45 × 45 μm. The step width of the SHS sample exceeds the imaging range of atomic force microscope, so it is necessary to measure the edge of the SHS sample in forward and reverse directions respectively.
[image: Figure 3]FIGURE 3 | Working principal diagram of atomic force microscope.
The scanning image data obtained by AFM cannot be directly used to evaluate the surface flatness error. Because of the influence of equipment noise and the instability of atomic force microscope measurement, some scratches or protrusions may appear in the scanned image in Figure 4. If we directly incorporate the problematic data into the evaluation method, then it will have a great impact on the accuracy of the evaluation results. Therefore, we need to preprocess the images obtained by AFM. At the same time, to reduce the contact damage to the probe and the sample of the measurement process, tapping mode is used for scanning.
[image: Figure 4]FIGURE 4 | Atomic force microscope original image.
First, as shown in Figure 5, we separate the step surface data into the scanned images of the SHS sample surface on the left and right. In this way, the surface topography data on SHS samples can be separated to obtain the required step surface topography data, which is the maximum area required for flatness error evaluation.
[image: Figure 5]FIGURE 5 | Separation process of required step surface topography data. (A) Left SHS sample surface. (B) Right SHS sample surface. (C) Left step surface. (D) Right step surface.
Then, we consider the influence of sampling zone on the measurement results. For CMM flatness error measurement, many scholars have done similar research on sampling zone. Jalid et al. (2015) considered the influence of CMM sample size of flatness error. However, whether the micro/nano surface is the same or not needs to be proved by some experiments.
To analyze the influence of point cloud area size on flatness evaluation results of different micro nano surface topography data. This paper intends to classify the measured micro and nano surface topography datasets according to the region size. The total data point cloud area obtained from the measurement is 45 × 45 μm. According to the actual situation of the data point cloud, it is divided into 5 × 5 μm, 10 × 10 μm, and total SHS samples. The fifth part will carry out algorithm experiments on these three different sample sizes and analyze the influence of different sample sizes on the measurement results.
The flow chart of the total algorithm framework is shown in Figure 6. The principle of the algorithm is introduced in detail in Flatness Error Evaluation Method.
[image: Figure 6]FIGURE 6 | The flow chart of the minimum zone method based on improved particle swarm optimization algorithm total framework.
FLATNESS ERROR EVALUATION METHOD
Minimum Zone Method
The traditional minimum zone method is to evaluate the sampling points of the surface measured by CMM equipment (Janani et al., 2019). The estimate of flatness error depends on the number and location of selected points in the part. The selection of sampling strategy is decided by the operator, and the size and location of sampling points affects the flatness error and uncertainty of the estimation.
According to the ISO standard, the minimum zone method is used to solve the flatness error. As shown in Figure 7, two parallel planes are determined on the upper and lower sides of the actual measured plane by a certain method, and all the measured points are contained, and the distance d between the two planes is the minimum, which is the calculated flatness error value.
[image: Figure 7]FIGURE 7 | Minimum zone of flatness error.
However, the upper and lower parallel planes must have three or more points in contact with the actual measured plane and meet one of the following three criteria at the same time.
1) Triangle criteria: As shown in Figure 8, find out four points in the measured plane, which are three extreme high points and one extreme low point, or three extreme low points and one extreme high point. The projection points of the plane formed by three extreme low points or one extreme high point or one extreme low point corresponding to three extreme high points is just on the inner side or edge of the triangle composed of three extreme low points or three extreme high points.
2) Intersection criteria: As shown in Figure 9, find four points in the measured plane, which are two extreme high points and two extreme low points. The line of the two extreme high points and the line of the two extreme low points should be in the intersection state.
3) Straight line criteria: As shown in Figure 10, find three points in the measured plane, which are two extreme high points and one extreme low point, or two extreme low points and one extreme high point. It is required that in the x-y plane, one extreme low point can just be on the line of two extreme high points, or one extreme high point can just be on the line of two extreme low points.
[image: Figure 8]FIGURE 8 | Triangular criteria.
[image: Figure 9]FIGURE 9 | Cross criteria.
[image: Figure 10]FIGURE 10 | Linear criteria.
Particle Swarm Optimization Algorithm
PSO algorithm is a swarm-based stochastic optimization technology proposed by Eberhart (1995) and Kennedy (1995). PSO algorithm is a biologically inspired algorithm, which is solved by simulating the social behavior of animals, including insects, cattle, birds, and fish. These swarms will form a cooperative way to find food. Each member of the swarms will constantly change the search mode according to the learning experience of its own and other members.
We can design a massless particle to simulate the individual in the swarm. The particle has only two attributes: speed and position. Speed is the speed of movement and position is the direction of movement. Each particle separately searches for the optimal solution in the search space, records it as the current individual extreme value, shares the individual extreme value with other particles in the whole particle swarm, and finds the optimal individual extreme value as the current global optimal solution of the whole particle swarm. All particles in the particle swarm adjust their speed and position according to the current individual extreme value found by themselves and the current global optimal solution shared by the whole particle swarm.
First, the population i (i = 1, 2, 3, …, n) is initialized, and then, the optimal solution is found by iteration. In each iteration, the particle updates its position by tracking the two extreme values pbest and gbest. Among them, pbest is the best position that the particle has reached, and gbest is the best position for all particles in the whole swarm.
The specific particle velocity formula is as follows:
[image: image]
[image: image]
where i is the total number of particles in the swarm; [image: image] is the velocity of particles; rand stands for generating a random number between (0,1); [image: image] is the current position of particles; and [image: image] and [image: image] is the learning factors of swarm.
Equation 1 contains the following: memory term, which is the size and direction of the last velocity of the particle; self-cognition term, which is a vector from the current point to the best point of the particle itself, indicates that the action of the particle comes from its own experience; and swarm cognitive term, a vector from the current point to the best point of the population, which reflects the cooperation and knowledge sharing among particles. Particles determine their next movement through the best experience of themselves and their companions. This is the standard form of PSO algorithm.
Minimum Zone Method Based on Improved Particle Swarm Optimization Algorithm
The surface data onto the step sample obtained by AFM is three-dimensional point cloud of large data points, which will appear local sharp bulges due to the influence of measurement process, surface dust, and other factors. If the PSO is used directly to evaluate, then the computation time and accuracy of the final algorithm will be affected by the computation time being too long or not convergent. To solve the above problems, the hierarchical clustering method is used to improve the PSO algorithm.
Hierarchical clustering uses Euclidean distance to calculate the distance between different types of data points. The data points in the minimum distance are combined. The calculation formula for Euclidean distance d is as follows:
[image: image]
where i and j are two different points in the dataset; and x, y, and z are the coordinate values of the point cloud in the coordinate system.
To improve the effect of data points clustering, all data points [image: image] (i = 1, 2, 3, …, n) can be hierarchical clustered according to the type of parallel plane.
First, each data point is divided into an independent class [image: image] (i = 1, 2, 3, …, n). The total number of classes is equal to the number of point cloud points in the sampling zone, and then, the data points in the same plane are clustered on the basis of this. As shown in the Figure 11, the corresponding parallel plane classes are formed according to the reference plane.
[image: Figure 11]FIGURE 11 | Schematic diagram of hierarchical clustering.
Second, according to the triangle criterion of the minimum zone method, the existing classes with three or more data points on the same parallel plane are clustered into new classes B (xj, yj, zj) (j = 1, 2, 3, …, m), and the very high plane and the very low plane in the new class relative to the datum plane are the containment planes of the minimum zone method. The plane equation is as follows:
[image: image]
Third, as shown in the Figure 12, the points above and below the two planes according to the extremely high plane and the extremely low plane are filtered. The remaining points will be used as data points to evaluate the flatness error of the target. Next, we use PSO algorithm to evaluate the flatness error of the filtered data points.
[image: Figure 12]FIGURE 12 | Filtering principle of surface topography point cloud data.
The core of using PSO algorithm to evaluate flatness error is to find the corresponding evaluation function. The principle of the minimum zone method is to find two parallel planes in the spatial coordinate system (x, y, z). All points [image: image] (i = 1, 2, 3, …, n) of the surface point cloud of the micro/nano surface are required to be contained in two parallel planes, and the distance [image: image] between the two parallel planes is minimum. Then, the minimum distance [image: image] is the flatness error value.
Therefore, the evaluation function of PSO can be defined as the distance between two parallel planes. Assuming that the reference plane S determined by the improved PSO algorithm is the position of the initial particle swarm, the equation is as follows:
[image: image]
where aj, bj, and cj are the coefficients of the corresponding plane equation.
The position of the plane is judged by all the points [image: image] (i = 1, 2, 3, …, n) of the point cloud, that is, whether the plane is in the point cloud or outside the point cloud. Then, two parallel planes are determined from the plane, and the condition that all points of the point cloud are just included between the two parallel planes is met at the same time. The equations of two parallel planes are as follows:
[image: image]
The distance between two parallel planes is as follows:
[image: image]
The fitness function is the minimum of two parallel planes, that is, the flatness error of the final solution:
[image: image]
When we know the initial particle swarm location and the corresponding fitness function, we can use the PSO algorithm to find the optimal solution.
EXPERIMENTAL RESULTS AND ANALYSIS
Evaluation Results and Analysis of Flatness Error
First, the surface topography data onto the SHS sample is segmented into a surface topography data of 5 × 5 μm. As shown in Figure 13A, the plane of the surface topography data obtained directly is not parallel to the x-y plane, so it is not convenient to evaluate the flatness error. The plane level algorithm is used to smooth the surface. It is computed from all the image points and is subtracted from the data. In this way, the processed surface data will be parallel to the x-y plane. At the same time, Figure 13B shows that, for the convenience of evaluation, fix zero and zero mean value algorithm is used to translate all the surface topography data to the x-y plane. The principle of the algorithm just added a constant to all the data to move the minimum value of zero, respectively.
[image: Figure 13]FIGURE 13 | Surface topography of the SHS sample of 5 × 5 μm. (A) Original surface topography of the SHS sample of 5 × 5 μm. (B) Surface topography of the SHS sample of 5 × 5 μm after leveled.
Second, improve the parameters of PSO algorithm: to improve the speed of the algorithm and hope that the result is as close to the ideal optimal value as possible, the initial range of particles is determined by the least squares method. Set the initial particle population n = 30 and the dimension of particle search space to 3. The number of final iterations is set to 50. The value range of inertia weight is 0.4–0.9.
Last, the surface topography data of 72 groups of leveled SHS samples of 5 × 5 μm were imported by standard least squares method, standard PSO algorithm, and minimum zone method based on the improved PSO algorithm. The flatness error evaluation results are shown in Figure 14. The evaluation results of standard PSO algorithm and standard least squares method are roughly the same, and the results based on the improved PSO algorithm are obviously better than the other two methods. However, in the 15th group of data in the figure, the results based on the improved PSO algorithm have also changed greatly. The specific reasons for this are shown in Figure 15. The surface topography of SHS leveled samples of 5 × 5 μm consists of 784 data points. Because of the influence of dust or noise on the surface topography of SHS leveled samples, a peak will be formed in the point cloud. Compared with the other two algorithms, the minimum zone method based on improved PSO combines hierarchical clustering and minimum region method, which can preliminarily remove the impact of noise on the results and has better robustness. However, because the number of surface data points is too small, it will have a great impact on the results when evaluating the surface shape area, so this group of results will fluctuate to a certain extent. However, its fluctuation range is still smaller than that of standard least squares method and standard PSO algorithm.
[image: Figure 14]FIGURE 14 | Flatness error evaluation of the SHS sample of 5 × 5 μm.
[image: Figure 15]FIGURE 15 | Reasons for the impact of measurement results.
In the overall view of the curve, the minimum zone method based on the improved PSO algorithm is smaller than the standard least squares method and standard PSO algorithm in the flatness error evaluation results of leveled SHS sample surface topography of 5 × 5 μm, and most of the evaluation results are very stable and robust. It can see from Figure 16 and Figure 17 that, when the number of iterations is close to 25, the minimum region method of the improved PSO algorithm has fully converged, whereas the corresponding standard PSO algorithm can reach convergence only after about 30 times, and the convergence result is significantly worse than the minimum region method based on the improved PSO algorithm. This shows that the algorithm can realize the optimal calculation of flatness error.
[image: Figure 16]FIGURE 16 | Fitness error curve of improved particle swarm optimization algorithm in flatness error evaluation of the SHS sample of 5 × 5 μm.
[image: Figure 17]FIGURE 17 | Fitness error curve of standard particle swarm optimization algorithm in flatness error evaluation of the SHS sample of 5 × 5 μm.
In the same way, the surface topography data of 16 groups of leveled SHS samples of 10 × 10 μm are imported into the standard least squares method, the standard PSO algorithm and the minimum zone method based on the improved PSO algorithm. The flatness error evaluation results are shown in Figure 18. There are 3,249 points in the surface topography data of leveled SHS samples of 10 × 10 μm. In the flatness error evaluation results of leveled SHS sample surface topography of 10 × 10 μm, because there are many points, the flatness error evaluated by the minimum zone method based on the improved PSO algorithm is significantly smaller than that evaluated by the standard least squares method and the standard PSO algorithm and has good robustness. At the same time, Figure 19 shows the flatness error evaluation results of leveled SHS samples of 10 × 10 μm based on the improved PSO algorithm also converge rapidly and completely, and the optimal calculation of error can be realized.
[image: Figure 18]FIGURE 18 | Flatness error evaluation of the SHS sample of 10 × 10 μm.
[image: Figure 19]FIGURE 19 | Fitness curve of improved particle swarm optimization algorithm in flatness error evaluation of the SHS sample of 10 × 10 μm.
For the total surface topography data on leveled SHS samples, standard least squares method, standard PSO algorithm, and least squares method on the basis of the improved PSO algorithm are introduced, respectively. The flatness error evaluation results are shown in Table 1.
TABLE 1 | The three algorithms are based on the flatness error evaluation results of the maximum SHS sample surface topography data.
[image: Table 1]The flatness error evaluation result of the minimum zone method based on the improved PSO algorithm is less than that of the standard least squares method and the standard PSO algorithm. Moreover, it can be seen from Figure 20 that the flatness error evaluation result of the minimum zone method based on the improved PSO algorithm can converge quickly and completely, and the optimal calculation of flatness error is realized.
[image: Figure 20]FIGURE 20 | Comparison of flatness error for SHS sample. (A) 10 × 45 μm. (B) 35 × 45 μm.
The average value of flatness error evaluation result in the surface data onto leveled SHS samples of 5 × 5 μm and 10 × 10 μm is shown in Table 2.
TABLE 2 | The average value of flatness error evaluation results of three algorithms under different SHS sample surface area.
[image: Table 2]Through the above experimental results, it can be observed that the size of leveled SHS sample data will directly affect the final evaluation results. As shown in Figure 14, it will even cause great changes to the measurement results of a certain time. In addition, with the increase of micro/nano surface topography data, the flatness error evaluation results of the three methods are also increasing. It is still uncertain which area size is the best. However, with the increasing area, the flatness error evaluation result based on the improved PSO algorithm will be more accurate.
Uncertainty Analysis of Measurement Results
Considering that the surface topography of leveled SHS samples has been evaluated for many times, the repeatability of flatness error evaluation results has been evaluated. Therefore, class A standard uncertainty can be used for evaluation. The basic method of class a standard uncertainty evaluation is to calculate the experimental standard deviation and average experimental standard deviation of single measurement results. Bessel formula is used to calculate the estimated standard deviation of a single measurement:
[image: image]
where n is the number of measurements, [image: image] is the average of measurement results, and xi is the results of each measurement.
Therefore, the standard uncertainty of a single measurement can be obtained from Eq. 10:
[image: image]
In addition, the standard deviation of the mean is as follows:
[image: image]
If we can get the corresponding confidence probability, then we can get the expanded uncertainty from the estimated standard deviation of a single measurement.
[image: image]
where k is the confidence factor; it depends on the confidence probability and the number of samples.
For the surface topography data of leveled SHS samples of 5 × 5 μm, the class A standard uncertainty values of the flatness error evaluation results of the three algorithms are shown in Table 3.
TABLE 3 | Two algorithms for evaluating the uncertainty of flatness error of the SHS sample of 5 × 5 μm.
[image: Table 3]For the surface topography data of leveled SHS samples of 10 × 10 μm, the class A standard uncertainty values of the flatness error evaluation results of the three algorithms are shown in Table 4.
TABLE 4 | Two algorithms for evaluating the uncertainty of flatness error of the SHS sample of 10 × 10 μm.
[image: Table 4]It can be seen from Tables 3 and 4 that, in the flatness error evaluation results of leveled SHS sample surface topography of 5 × 5 μm and 10 × 10 μm, the evaluation uncertainty of the minimum area method based on the improved PSO algorithm is far less than that of the standard least squares method and standard PSO algorithm. The experimental results show that the flatness error evaluation result of the minimum zone method based on the improved PSO algorithm is closer to the measured true value and has better reliability. At the same time, with the increasing area of surface topography, the reliability of flatness error evaluation results of the minimum zone method based on the improved PSO algorithm becomes better, whereas the standard least squares method and standard PSO algorithm become worse.
CONCLUSION
To meet the needs of flatness error evaluation of micro/nano surface, a minimum zone method on the basis of the improved PSO algorithm is proposed to evaluate the flatness error of micro/nano surface. The main contributions of this paper are as follows.
On the basis of the analysis of various methods, combined with hierarchical clustering, minimum zone method, and PSO algorithm, a minimum zone method on the basis of the improved PSO algorithm is proposed to evaluate the flatness error of micro/nano surface.
The flatness error evaluation results of standard least squares method, standard PSO algorithm, and minimum zone method on the basis of the improved PSO algorithm are compared. The results show that the evaluation results of the minimum zone method based on the improved PSO algorithm is better than the standard least squares method and the standard PSO algorithm, and the robustness of the minimum zone method based on the improved PSO algorithm is better than the least squares method. From the uncertainty results, the flatness error evaluation result of the minimum zone method based on the improved PSO algorithm is closer to the measured real value than the other two methods.
The standard class A uncertainty, the corresponding extended uncertainty, and flatness error of the three algorithms under leveled SHS sample surface data of 5 × 5 μm and 10 × 10 μm are studied. The results show that the flatness error will increase with the increase of micro/nano surface topography data. The reliability of the evaluation results of the minimum zone method based on the improved PSO algorithm is increasing.
However, there are still some limitations in this paper, which need to be further discussed. In this paper, only the evaluation results of 5 × 5 μm, 10 × 10 μm, and total leveled SHS sample surface topography data are considered, and the optimal surface topography area size for flatness error evaluation is not determined. The filtering method is not considered to eliminate the influence of noise on the evaluation results. In future research, we will further explore the impact of different size surface topography regions on the evaluation results and develop appropriate filters to meet the needs of micro/nano surface topography evaluation ISO, 2017.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
HS is responsible for algorithm writing, testing, and thesis writing. CZ is responsible for obtaining key data. JC is a participant in the paper. SW is the project leader.
FUNDING
This project is funded by the National Natural Science Foundation of China (nos. 51675167 and 51475150), National Science and Technology Major Project of China (no. 2018ZX04027001), Natural Science Foundation of Hubei Province of China (no. 2020CFB755), and Research Project of Education Department of Hubei Province of China (nos. T2020018 and Q20191801).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Arezki, Y., Zhang, X., Mehdi-Souzani, C., Anwer, N., and Nouira, H. (2018). Investigation of Minimum Zone Assessment Methods for Aspheric Shapes. Precision Eng. 52, 300–307. doi:10.1016/j.precisioneng.2018.01.008
 Blunt, L., and Xiao, S. (2011). The Use of Surface Segmentation Methods to Characterise Laser Zone Surface Structure on Hard Disc Drives. Wear. 271 (3-4), 604–609. doi:10.1016/j.wear.2010.06.014
 Chen, T., Yin, X., Peng, L., Rong, J., Yang, J., and Cong, G. (2021). Monitoring and Recognizing Enterprise Public Opinion from High-Risk Users Based on User Portrait and Random Forest Algorithm. Axioms. 10 (2), 106. doi:10.3390/axiom-s10020106
 Cui, C., Che, R., Luo, X., and Ye, D. (2002). Flatness Evaluation Based on Real-Coded Genetic Algorithm. Opt. Precision Eng. 1, 36–40. doi:10.3321/j.issn:1004-924X.2002.01.007
 Cui, C. C., Zhang, G. P., Fu, S. W., and Huang, F. G. (2008). Particle Swarm Optimization-Based Flatness Evaluation. J. Huaqiao Univ. (Natural Science). 39 (4), 507–509. doi:10.11830/issn.1000-5013.2008.04.0507
 Cui, C., Li, T., Blunt, L. A., Jiang, X., Huang, H., Ye, R., et al. (2013). The Assessment of Straightness and Flatness Errors Using Particle Swarm Optimization. Proced. CIRP. 10, 271–275. doi:10.1016/j.procir.2013.08.041
 Eberhart, R., and Kennedy, J. (1995). “A New Optimizer Using Particle Swarm Theory,” in MHS'95. Proceedings of the Sixth International Symposium on Micro Machine and Human Science,  (Nagoya, Japan, Oct. 1995) ( IEEE), 39–43. 
 Gan, W. Y., Li, D. Y., and Wang, J. M. (2006). Hierarchical Clustering Method Based on Data Fields. Dianzi Xuebao (Acta Electronica Sinica). 34 (2), 258–262. doi:10.3321/j.issn:0372-2112.2006.02.014
 Iso, I. (2017). ISO 1101-2017 Geometrical Product Specifications (GPS)—Geometrical Tolerancing—Tolerances of Form, Orientation, Location and Run-Out. Switzerland: ISO 1101:2017. 
 Jalid, A., Hariri, S., and Laghzale, N. E. (2015). Influence of Sample Size on Flatness Estimation and Uncertainty in Three-Dimensional Measurement. Int. J. Metrol. Qual. Eng. 6 (1), 102. doi:10.1051/ijmqe/2015002
 Janani, R., and Vijayarani, S. (2019). Text Document Clustering Using Spectral Clustering Algorithm With Particle Swarm Optimization. Expert Syst. Appl. 134, 192–200. doi:10.1016/j.eswa.2019.05.030
 Jiang, D., Li, G., Tan, C., Huang, L., Sun, Y., and Kong, J. (2021). Semantic Segmentation for Multiscale Target Based on Object Recognition Using the Improved Faster-RCNN Model. Future Generation Comp. Syst. 123, 94–104. doi:10.1016/j.future.2021.04.019
 Kennedy, J., and Eberhart, R. (1995). “Particle Swarm Optimization,” in Proceedings of ICNN'95-international conference on neural networks, Washington ( IEEE), 4, 1942–1948. doi:10.1109/I-CNN.1995.488968
 Lou, S., Pagani, L., Zeng, W., Jiang, X., and Scott, P. J. (2020). Watershed Segmentation of Topographical Features on Freeform Surfaces and its Application to Additively Manufactured Surfaces. precision Eng. 63, 177–186. doi:10.1016/j.precisioneng.2020.02.005
 Luo, J., Wang, Q., and Fu, L. (2012). Application of Modified Artificial Bee colony Algorithm to Flatness Error Evaluation. Guangxue Jingmi Gongcheng (Optics and Precision Engineering). 20 (2), 422–430. doi:10.3788/ope.20122002.0422
 MacAulay, G. D., Senin, N., Giusca, C. L., and Leach, R. K. (2014). Comparison of Segmentation Techniques to Determine the Geometric Parameters of Structured Surfaces. Surf. Topogr.: Metrol. Prop. 2 (4), 044004. doi:10.1088/2051-672x/2/4/044004
 Moulai-Khatir, D., Pairel, E., and Favreliere, H. (2018). Influence of the Probing Definition on the Flatness Measurement. Int. J. Metrol. Qual. Eng. 9, 15. doi:10.1051/ijmqe/2018011
 Nutsch, A., and Pfitzner, L. (2007). Chemical Mechanical Planarization (CMP) Metrology for 45/32 Nm Technology Generations. AIP Conf. Proc. 931 (1), 173–177. American Institute of Physics. doi:10.1063/1.2799365
 Nutsch, A., Pfitzner, L., Grandin, T., Levecq, X., and Bucourt, S. (2008). Determination of Flatness on Patterned Wafer Surfaces Using Wavefront Sensing Methods. Ninth International Symposium on Laser Metrology. 7155, 71550Z. doi:10.1117/12.814535
 Pin, N. C. b., Ismail, M. F. b., and Sulaiman, S. N. b. (2016). The Application of Marker Based Segmentation for Surface Texture Characterization. MATEC Web Conf. 68, 17003. doi:10.1051/matecconf/20166817003
 Raja, J., Muralikrishnan, B., and Fu, S. (2002). Recent Advances in Separation of Roughness, Waviness and Form. Precision Eng. 26 (2), 222–235. doi:10.1016/s0141-6359(02)00103-4
 Samuel, G. L., and Shunmugam, M. S. (1999). Evaluation of Straightness and Flatness Error Using Computational Geometric Techniques. Computer-Aided Des. 31 (13), 829–843. doi:10.1016/s0010-4485(99)00071-8
 Shu, H., Wang, S., Chen, J., and Zou, C. (2021). Evaluation of Grating Constants Based on Morphological Probe Reconstruction Algorithm. J. Hubei Inst. automotive Technol. 3, 63–67. doi:10.3969/j.issn.1008-5483.2021.03.014
 Štrbac, B., Mikó, B., Rodić, D., Nagy, J., and Hadžistević, M. (2020). Analysis of Characteristics of Non-commercial Software Systems for Assessing Flatness Error by Means of Minimum Zone Method. Tehnički vjesnik. 27 (2), 535–541. doi:10.17559/TV-20190603084835
 Sun, Y., Hu, J., Li, G., Jiang, G., Xiong, H., Tao, B., et al. (2020). Gear Reducer Optimal Design Based on Computer Multimedia Simulation. J. Supercomput. 76 (6), 4132–4148. doi:10.1007/s11227-018-2255-3
 Weber, T., Motavalli, S., Fallahi, B., and Cheraghi, S. H. (2002). A Unified Approach to Form Error Evaluation. Precision Eng. 26 (3), 269–278. doi:10.1016/s0141-6359(02)00105-8
 Wen, X., and Zhao, Q. (2007). Flatness Error Evaluation Based on Evolutionary Strategy. Chin. J. Scientific Instrument. 2007 (5), 832–836. doi:10.19650/j.cnki.cjsi.200-7.05.013
 Xu, B., Wang, C., Wang, W., and Huang, M. (2018). “Area Searching Algorithm for Flatness Error Evaluation,” in Proceeding of the 2018 2nd IEEE Advanced Information Management, Communicates, Electro-nic and Automation Control Conference (IMCEC),  (Xi'an, China, May 2018) ( IEEE), 690–693. doi:10.1109/IMCEC.2018.84694-50
 Yang, S., and Zhang, G. (2018). A Review of Interferometry for Geometric Measurement. Meas. Sci. Technol. 29 (10), 102001. doi:10.1088/1361-6501/aad732
 Yue, W. L., and Wu, Y. (2008). A Fast Evaluation Method for Flatness and Straightness Tolerance by Means of Incremental Algorithm. Acta Metrologica Sinica. 2008 (2), 120–123. doi:10.3321/j.issn:1000-1158.2007.01.007
 Zhang, L., Peng, P., and Ding, F. (2021). Epitaxial Growth of 2D Materials on High‐Index Substrate Surfaces. Adv. Funct. Mater. 31, 2100503. doi:10.1002/adfm.202100503
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Shu, Zou, Chen and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 05 January 2022
doi: 10.3389/fbioe.2021.791566


[image: image2]
Identification of Influential Modules Considering Design Change Impacts Based on Parallel Breadth-First Search and Bat Algorithm
Xianfu Cheng*, Zhihu Guo, Xiaotian Ma and Tian Yuan
Key Laboratory of Conveyance and Equipment, East China Jiaotong University, Nanchang, China
Edited by:
Tinggui Chen, Zhejiang Gongshang University, China
Reviewed by:
Yassine Meraihi, University of Boumerdés, Algeria
Xiangtao Li, Jilin University, China
* Correspondence: Xianfu Cheng, 1149@ecjtu.edu.cn
Specialty section: This article was submitted to “Bionics and Biomimetics”, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 08 October 2021
Accepted: 01 December 2021
Published: 05 January 2022
Citation: Cheng X, Guo Z, Ma X and Yuan T (2022) Identification of Influential Modules Considering Design Change Impacts Based on Parallel Breadth-First Search and Bat Algorithm. Front. Bioeng. Biotechnol. 9:791566. doi: 10.3389/fbioe.2021.791566

Modular design is a widely used strategy that meets diverse customer requirements. Close relationships exist between parts inside a module and loose linkages between modules in the modular products. A change of one part or module may cause changes of other parts or modules, which in turn propagate through a product. This paper aims to present an approach to analyze the associations and change impacts between modules and identify influential modules in modular product design. The proposed framework explores all possible change propagation paths (CPPs), and measures change impact degrees between modules. In this article, a design structure matrix (DSM) is used to express dependence relationships between parts, and change propagation trees of affected parts within module are constructed. The influence of the affected part in the corresponding module is also analyzed, and a reachable matrix is employed to determine reachable parts of change propagation. The parallel breadth-first algorithm is used to search propagation paths. The influential modules are identified according to their comprehensive change impact degrees that are computed by the bat algorithm. Finally, a case study on the grab illustrates the impacts of design change in modular products.
Keywords: modular product, engineering change, change impact degree, influential module, parallel breadth-first algorithm
INTRODUCTION
The product modularization has a significant influence on the product development process and on the whole product life cycle (Bonvoisin et al., 2016). The modular design has become a widely used and researched product and system development strategy that meets diverse customer requirements. A module is a relatively independent chunk of a system loosely coupled to the rest of the system (Höltt-Otto et al., 2012). There are many methods for designing modular products that can be classified into two main groups: function-based and matrix-based methods (Eppinger and Browning, 2012; Kashkoush and EIMaraghy, 2017). Modular design on the basis of Design Structure Matrix (DSM) has been widely studied in the literature (AlGeddawy and ElMaraghy, 2013; Borjesson and Hölttä-Otto, 2014; Cheng et al., 2018). In modular product architecture, independent complete modules are rare within a given product architecture. There often exists association relationships between modules. Due to various factors, such as changing requirements, improving the environment, technology infusion, and product upgrade, the product architecture may be modified to meet new customer requirements. A change to one module of a product may trigger a series of changes in other modules. To reduce the cost and negative impact of design change, the designers should try to control the change of modules in a product, especially influential modules. It is crucial for designers to decrease the influence of design change by reducing the change of influential modules in product design. Further, the identification of influential modules can help prevent the products failure and distribute the development resources. Whereby, the relative importance or influence of modules is measured in terms of design change impact.
Engineering change is unavoidable during the product evolution process. Manufacturing enterprises sometimes utilize engineering change to deal with technology obsolescence or improve quality with shorter turnarounds. Design change in modular products considers not only the change of module, but also the change of characteristic parameter or assembly constraints of the components in modules. So, the problem of module change can be classified into two types: change of a part propagating to other parts within the same module, and change of a part propagating to other parts in different modules (Lee et al., 2010). Some tools and methods for assessing or predicting the influence of engineering changes on products have been proposed in extant literature (Ollinger and Stahovich, 2004; Yang and Duan, 2012; Ahmad et al., 2013; Hamraz and Clarkson, 2015). However, they tend to be confined to an integrated product architecture or a single product instance (Ollinger and Stahovich, 2004; Lee et al., 2010; Yang and Duan, 2012; Ahmad et al., 2013; Hamraz and Clarkson, 2015; Hein et al., 2021). This paper aims at presenting an approach to analyzing the associations and change impacts between modules in modular products based on design structure matrix and change propagation network. According to the relationships between parts within a module and their change propagation characteristics, the propagation trees of change impacts are constructed, and all possible propagation paths of module change are captured. To effectively manage design change and prevent product failure in modular products, the impacts of design change between modules are analyzed, and the influential modules are identified from the perspective of engineering change. For the sake of simplicity, we will use the term change impact degree to refer to the relative impacts for a part or module being changed on another part or module.
The remainder of the paper is structured as follows: the following section reviews the related research; Analysis on Change Impact Degree Between Modules discusses the association and change impact degrees between modules; Change Propagation Analysis Within Affected Module identifies reachable parts affected by change propagation and analyzes the change impact degree of the affected part within module; the change influence of affected parts within module is analyzed, and influential modules are identified in Identification of Influential Modules Considering Design Change Impacts; next, Case Study discusses a case study to illustrate the proposed approach; finally, the conclusion and discussion are remarked in Conclusion.
RELATED LITERATURE
Engineering change is sometimes an effective evolution mode for enhancing product quality. It enables the product to fulfill affluent market segments, but at the same time, increase product design complexity. If properly managed, changes can provide opportunities for improvement to the product and increase its consumer value (Hein et al., 2021). A change may encompass any modification of the product as a whole or in part, and may alter the interactions and dependencies of the constituent elements of the product (Jarratt et al., 2011). Jarratt et al. (2011) summarized a categorized overview on engineering change and analyzed the nature of the engineering change process. A conprehensive review of engineering change is not repeated here. This section aims to discuss some relevant work from the association representation based on DSM and change propagation between modules and parts in the modules.
Clarkson et al. (2004) and Eckert et al. (2004) used likelihood and impact of change to predict the risk of change propagation, traced potential propagation paths among parts based on DSM, and outlined the methods to compute the risk of direct and indirect change propagation. Giffin et al. (2009) proposed a network-based analysis method using a combination of graph theory and DSM. They developed a set of indices to quantify the relative strength of each area in terms of its propensity. Koh et al. (2012) presented a modeling method matrix-based to assess the effects of engineering change propagation, which set up the house of quality and the change prediction method to model the performance of different change options. Pasqual and deWeck (2012) presented a multilayer network model of change propagation comprising product layer, change layer, and social layer. They developed the repository that includes a few novel tools and metrics for the analysis and management of change propagation. Mehta et al. (2013) proposed an approach to determine important attributes of engineering change, which employed the observed distribution and the domain knowledge to evaluate the importance of a feature set through retrieving similar past engineering changes. Maier et al. (2014) developed a discrete-event simulation model to evaluate the effects of different priority policies, which was based on a product architecture DSM and considered the combined effects of progressive iteration, rework and change propagation. Xie and Ma (2016) presented a graph-based association model to represent the network of constraints, and developed a dynamic inter-feature association map to analyze engineering change propagation. However, this previous research focused heavily on change propagation prediction and its management in an integrated or a single product.
A method based on matrix technique using engineering change forecast to prioritize product parts for modularization was introduced by (Koh et al., 2015), which can be applied to support decision makers in their modularization efforts from a change perspective. Lee et al. (2010) employed the analytic network process to measure design change impacts in modular products, and identified the final priorities of parts with their relative change impacts on the whole product. Ullah et al. (Hein et al., 2021) analyzed effective change propagation quantitative risk-based in a product family design, and adopted a seven-step mechanism comprising of a mathematical model and an algorithm. This approach takes into account direct and indirect change propagation, but does not analyze change impact degree between modules. Cheng et al. (2018b) discussed the coupling between modules in product family design, and presented a method for coupling analysis between platform/customization modules and decoupling strategies. In this method, the coupling between platform modules, between platform module and customization module, as well as between customization modules is depicted, respectively. Cheng et al. (2020) analyzed coupling association problems in design process of modular product design, calculated association dependence degree between modules, as well as addressed corresponding decoupling strategies for coupling modules. Unfortunately, these two proposed methods only consider direct influences of change propagation between two modules, and do not analyze all possible CPPs.
Identifying influential nodes in complex networks has attracted increasing attention in recent years. It is well known that many mechanisms such as spreading, cascading, and synchronizing are highly affected by a tiny fraction of key nodes in complex networks (Liu et al., 2016). Identifying the most efficient “spreaders” in complex network is a crucial step to optimize the use of available resources and ensure the more efficient spread of information (Kitsak et al., 2010). Gao et al. (2013) proposed a method of identifying influential nodes by semi-local centrality combined with modified evidential centrality, which considered the degree distribution to build the basic probability assignment of each node. Zhang et al. (2013) utilized the information transfer probability between any pair of nodes and the k-medoid clustering algorithm to identify influential nodes. Bae and Kim (2014) proposed a ranking method to estimate the spreading influence of a node in complex network using coreness centrality. Liu et al. (2016) proposed a method to evaluate the importance of nodes in complex networks based on degree and the importance of lines, which only needs the local information of nodes. Ahmad et al. (2013) presented an improved cluster rank approach to find influential nodes, which took into account common hierarchy of nodes and their neighborhood set. All of these above focused on influential nodes in a network, and did not discuss the importance of modules as well as the impact of node’s change.
In addition, a few papers available today address influential modules. Specifically, Lee et al. (2010) measured the relative importance of module with design change impacts in modular products through pairwise comparisons. The presented method simplifies tedious works for identifying indirect influences. The main limitation is that it cannot measure the impact of changes in a part or a module on a single part or module. Li et al. (2021) presented a method for function module partition of complex products and systems through community detection using weighted and directed complex networks. Li et al. (2019) identified the influential function modules based on weighted LeaderRank algorithm, and used susceptible-infected-recovered (SIR) model to assess the influence degrees of the identified function modules. However, they thought only of the number of relation types between the modules as the relationship between the modules, and did not consider design change impact. Influential modules could be identified and regarded as design preferences. Above preferences are provided for the designers to manage design change in modular product design. So, in view of the above, this article proposes a quantitative analysis approach that can be employed to assess the importance of modules considering change propagation across different modules.
ANALYSIS ON CHANGE IMPACT DEGREE BETWEEN MODULES
DSM is a popular technique based on a square matrix with identical row and column labels to represent and analyze connections among elements within a system, process, task, or product in a compact, visual, and analytically advantageous format (Steward, 1981; Browning, 2001). DSM has been widely used to support not only modularization for a product or product family but also engineering change (Clarkson et al., 2004; Samling and de Weck, 2007; Hong and Park, 2014; Cheng et al., 2018b).
According to space, material, energy, and information link between parts, the initial DSM of the product are built. The clustering algorithm is introduced to group these parts into modules and to identify interactions between modules. Detailed discussion on DSM to facilitate module identification is not within the scope of this article. The interactions between parts in the DSM can be represented in terms of risk (Clarkson et al., 2004), difficulty (Hoelttae and Otto, 2005), probability of change (Sharman and Yassine, 2017) or dependence (Jung et al., 2018), which would result in rework. Al Handawi (Alhandawi et al., 2020) defined three more changeability aspects based on the nature of change effects, namely, robustness, scalability and modifiability. From the perspective of design change, the change considers heavily the impact of the modification to one part on other parts. This paper aims to analyze relative change impact degree between modules. So, without loss of generality the probability of change propagation is utilized in this work. The probability of change propagation refers to the probability of a redesign of the dependent part being necessary given that a change has occurred in the feeding part (Sharman and Yassine, 2017).
Assume a product consists of a total of n parts and is divided into N modules, where Ci (i = 1, 2, … , n) is the ith part. These parts are arranged into DSM in the form of modules. Then the influence of design change of one part on another directly connected part, namely the probability of change propagation, is determined through analyzing relevant dependences between them. The new matrix with the probability of change propagation is called design dependency matrix (DDM) of modules.
For simplicity of explanation on design change impacts between modules, a product comprising of two modules M1 and M2, are taken as an example to describe and analyze their relationship and change propagation, as shown in Figure 1. Here, the row and column headings represent parts. The values of off-diagonal elements denote direct dependence between parts, and the direction of change propagation is from the element in the corresponding column to the element in the corresponding row. For instance, the matrix cell “0.5” in the third row and second column, represents the probability of a redesign of part C3 being necessary given that a change has occurred in part C2. The modules in DDM interact through bottleneck interactions. An interaction in DDM is considered a bottleneck when it does not allow the decomposition of DSM into mutually separable groups, and therefore appears outside the clusters. Each bottleneck in DDM represents an interaction between modules. There are two interfaces between module M1 and module M2. Module M1 influences part C5 of module M2 through part C3, and part C6 of module M2 influences part C2 of module M1 specifically. The modification of module M1 will lead to change of module M2 and vice versa.
[image: Figure 1]FIGURE 1 | Design dependency matrix with two modules.
Since change propagation network can capture all of the direct and indirect impacts among elements, the phenomenon of change propagation in DDM can be effectively mirrored in the network (Lee et al., 2010). The change propagation network between module M1 and module M2 corresponding to Figure 1 is shown as Figure 2. Here, the circle represents the node that indicates the product part, the number inside the circle denotes its serial number, an arrow indicates change direction from the part the arrow leaves to that the arrow enters, and the value near the line with an arrow is the corresponding change probability propagated from predecessor to successor.
[image: Figure 2]FIGURE 2 | Change propagation network between module M1 and module M2.
It can be seen in Figure 2 that the change impact of one module on another module is related not only to the interfaces between modules but also to the association among parts within downstream (affected) module. Assume there is an interaction between module Mp and module Mq, where part Ci in module Mp has effect on part Cj in module Mq, Ci and Cj are respectively called instigating part and affected part of change propagation from Mp to Mq. Since Mq is a “coupling subsystem,” Ci has influence not only on Cj but also on other parts in Mq. Cj may be regarded as a feeding part of change propagation within Mq. It can directly and indirectly affect other parts in Mq. Therefore, there is a need to analyze direct and indirect change impacts of Ci on Mq and to capture its change propagation paths. Simultaneously the change impact degree of Cj on other parts within Mq should also be computed.
Assume Mq consists of m parts, where mq and nq are the index of the first part and the last part of Mq in DDM, respectively. The change impact degree propagated from Cj to the kth part Ck in Mq is defined as P(Cj, Ck) (k = mq, mq+1, … , nq, k≠j), then the change impact degree of Ci on Mq, denoted as P(Ci, Mq), can be defined as follows.
[image: image]
where, rj,i is the probability of change propagation (direct change impact) of Ci in Mp on Cj in Mq, and [image: image] is indirect change impacts of Ci on other parts in Mq.
If Ci affects directly more than one part in Mq, for example, Ci affects both parts Cu and Cv in Mq, then P(Ci, Mq) should be the sum of their change impact degree, expressed as in Eq. (2).
[image: image]
where, ru,i and rv,i are respectively the probability of change propagation of Ci on Cu and Cv, P(Cj, Ck) and P(Cj, Ck) are respectively change impact degree of Cu and Cv on Ck in Mq.
The change impact degree propagated from upstream module to downstream module can be measured by computing the total change impact degree of all instigating parts. If Mp has t instigating parts that have influence on Mq, then the total change impact degree, P(Ci, Mq) propagated from Mp to Mq, can be represented as
[image: image]
CHANGE PROPAGATION ANALYSIS WITHIN AFFECTED MODULE
The change between modules is related to the association among parts within an affected module and the influence of the affected part in the corresponding module in which it is located. The larger the size of the module and the stronger the influence of the affected part in the corresponding module, the greater the scope of change propagation and the more the change propagation paths.
Identify Reachable Parts for Change Propagation
Before analyzing CPPs, it is necessary to identify which parts are influenced directly or indirectly by the affected part within the corresponding module in which it is located. DDM only represents direct dependence relationships between parts, and does not directly reflect reachable parts of change propagation of affected part. In this paper, reachable matrix is employed to achieve this task. According to DDM with clustered modules, it is possible to determine whether there are dependencies between any two modules. The modules in which affected parts are located are extracted as sub DDM. Then all of the non 0 value in the cells are modified to the value “1”. Its reachable matrix is computed, and the parts influenced directly and indirectly by affected part are judged. Here the affected part is also regarded as a feeding part of change propagation in the corresponding module. These influenced parts are reachable parts of change propagation. In reachable matrix, if there is one or more cell “0” in the column in which feeding part is located, it means that the part corresponding to this element does not rely on feeding part, and then the row and column in which this part is located can be deleted. Now, the matrix after dimension reduction is called the reduction matrix of reachable matrix.
Let us consider a DDM of a module comprising seven parts, as shown in Figure 3A. Assume part C4 is an affected part propagated from another module. Here, C4 can be taken as a feeding part of change propagation. Then initial design dependency matrix should be converted to Boolean DSM and reachable matrix, as shown in Figures 3B,C.
[image: Figure 3]FIGURE 3 | Identifying reachable parts of change propagation using reachable matrix.
It is evident from Figures 3A,B,C, that C4 passes the change onto the directly connected parts C1, C2, and C3 (they may be also indirectly influenced), and indirectly influences part C7 through intermediate parts. Hence, C1, C2, C3, and C7 are all reachable parts of change propagation from C4. In addition, the alteration of C4 does not propagate to parts C5 and C6. Here, reachable matrix can be reduced, as shown in Figure 3D. So, during analyzing all possible paths of change propagation of part C4, parts C5 and C6 can be ignored.
Search Change Propagation Paths Based on Parallel Breadth-First Algorithm
This section represents an intelligent parallel breadth-first algorithm to search change propagation paths based on the design dependency matrix and directed graph. Its basic idea is: instigating part of the module is regarded as start vertex V0 of directed graph, the adjacent vertex (parts) directly associated with V0 are accessed; then they will be taken as new vertices in turn, and the vertices that has not been accessed and is directly related to them are continuously accessed. Repeat the process until access traverses all the vertices.
The change propagation network can be represented as a directed graph, G=<V, E >, wherein the elements of V = (v1, v2,…,vn) are the nodes (i.e. vertices) and elements of E = (e1, e2,…, em) are the edges, which are used to link the nodes. Instigating part Cj and reachable part Ck are respectively considered as start vertex V0 and target vertex Vtarget. The intelligent parallel breadth-first algorithm is utilized to search all propagation paths from V0 to Vtarget. At the same time, the change propagation probability between parts is recorded. Then a breadth-first tree can be obtained by intelligent parallel breadth-first algorithm, where V0 and Vtarget are respectively the root and top of the tree. This algorithm use the existing vertices and the edges between vertices in the process of searching paths from beginning to end, namely, the vertices closed to V0 are firstly searched and then the vertices far away from V0 are searched (Buluc and Madduri, 2011; Beamer et al., 2012; Garcia et al., 2020; Yigit et al., 2021). In search process, the vertices in current task queue form the boundary of accessed vertices, which is called active vertex set.
Assume A represents the adjacent matrix corresponding to directed graph G. If aij in A equals to 0, it means that there is no link from vertex i to vertex j. If aij equals to 1, it means that there is a link from vertex i to vertex j. We utilize k processors to parallel search paths. That is, matrix A is divided into k blocks, and every processor K (p, q) (1 ≤ p ≤ m/k, 1 ≤ q ≤ m/k) deals with a corresponding sub-matrix Apq.
The search process of change propagation path from V0 to Vtarget based on intelligent parallel breadth-first algorithm is illustrated as follows.
Step 1: both the current boundary Bij and the next boundary Nij of breadth-first search algorithm are set to null, and the number of the lever of all the vertices is set to 0;
Step 2: all source nodes in graph G are input within the boundary corresponding to the processor where source nodes are located, which means that this vertex is reachable.
Step 3: each processor processes the assigned boundary in parallel. If the number of the lever in which a vertex of Bij is located is 0, then it will be put into the temporary set Hpq. Meantime, the number of the lever of this vertex adds 1 (initial value is set to 1). Then, the nodes of next boundary will be calculated and saved to Nij.
Step 4: After obtaining the set of the nodes of the lower boundary, they will be deemed as current boundary of the processor, and the number of the lever adds 1.
Step 5: if the number of the nodes in current boundary that need to be computed in the next time does not equal to 0, then go to step 3 and step 4. Otherwise, go to step 6.
Step 6: incorporate the lever number of all vertices in the processor, and get the information of the lever number of directed graph.
Step 7: get the information of all reachable paths of the vertices according to the layer number of the vertices.
Change Impact Degree Analysis for Feeding Part Within the Module
Change propagation patterns between parts have two types: 1) one part passes the change onto the directly connected parts, for instance, from C2 to C3 and C4 as shown in Figure 2; and 2) change propagation from one part to another part through one or more intermediate parts, for instance, from C2 to C4 through intermediate part C3, from C2 to C1 through intermediate parts C4 and C3, both of them are indirect change propagation. There is not only direct change impact between some parts, but also indirect change impact. For some parts, there may be only indirect change impact. For example, there is no direct change impact of C5 on C8, since the change of C5 propagates to C8 through parts C6 and C7. The propagation paths of indirect change impact are all possible paths of change propagation divergence.
The complex association relationships between parts make change propagation diffuse in different directions, which will form many change propagation paths. According to the relationships between parts and change propagation patterns, all direct and indirect CPPs from feeding part to reachable part can be identified, and then the change propagation tree is constructed, as show in Figure 4. The change propagation tree describes propagation characteristic of feeding part propagating within the module, and its every branch represents a direct or indirect path of change propagation. The elements within any path are not repeated, so the number of the elements in the longest path will not be more than the number of the parts within corresponding module.
[image: Figure 4]FIGURE 4 | Change propagation tree.
Generally speaking, the closer the relationships among parts within the module, the greater the divergence of change propagation, and the more the branches of the change propagation tree. For a CPP, the probability of change impact is related to the length of this propagation path, i.e., the number of relevant parts. For the sake of simplicity, the term “(Cj)→(Ck)” is used to refer to direct CPP. Assume there exist distinct CPPs from part Cj to part Ck, where Cj→Ck is one direct path with the propagation probability of rk, j. Of course, there may be no direct path, for instance, C7→C5, r5,7 = 0, as shown in Figure 1. The others s-1 paths are indirect. If Ci→Cu→Cv→Ck is one of the indirect CPPs (the rth path), as shown in Figure 4, then the change impact degree of this path is expressed as follows:
[image: image]
The different paths have different change impacts. All possible change impacts are reflected by corresponding propagation paths. The sum of change impacts of all possible CPPs from one part to another part are the change impact degree of the former on the latter. Hence, the change impact degree propagating from part Cj to part Ck, P(Cj, Ck), is the sum of change impact degree of all of s distinct change propagation paths, namely
[image: image]
Equation 5 can be applied to compute the change impact degree of the feeding part Cj on the reachable part Ck. For instance, let us consider a case shown in Figure 1. The change of C3 in module M1 will propagate to C5 in module M2, and the latter will cause the alteration of C6, C7 and C8. Consequently, C5 can be regarded as feeding part of design change in M2, The modification of C5 will directly propagate to C6 and C7, and the change of C6 will propagate to C8, whereby C6 is intercoupled with C7 that is intercoupled with C8. To analyze change impact propagation from C5 to all of other parts belong to M2, one should identify CPPs of C5 within M2. On basis of DDM in Figure 1 and change propagation network in Figure 2, the change propagation trees from C5 to C6, C7 and C8 in module M2 are constructed, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Change propagation tree from C5 to C6, C7 and C8.
Then, according to change propagation trees in Figure 5, we can respectively compute change impact degrees of C5 on C6, C7 and C8, as following.
For C5 to C6: P(C5,C6) = r6, 5 + r7, 5 × r6, 7 = 0.6 + 0.5×0.1 = 0.65.
For C5 to C7: P(C5,C7) = 0.5 + 0.6 ×(0.4 + 0.4×0.3) = 0.846.
For C5 to C8: P(C5,C8) = 0.6 ×(0.4 + 0.4×0.6) = 0.384.
The above change impact degrees are added, and the result is comprehensive change impact degree of C5 on all of other parts in M2, i.e.
[image: image]
Module M1 has only one instigating C3 that affects M2, moreover, M2 has only one affected part C5, so the change impact degree of M1 on M2 is equal to the following.
[image: image]
IDENTIFICATION OF INFLUENTIAL MODULES CONSIDERING DESIGN CHANGE IMPACTS
Analysis on the Influence of Affected Part Within Module
As mentioned in Analysis on Change Impact Degree Between Modules, the change propagation between modules is not only dependent on the association elements between modules, but also relies on the relationships among parts within the affected module and the influence of affected parts in the corresponding module in which it is located. For instance, module M1 affects part C5 in module M2, and module M2 affects part C2 in module M1, as shown in Figure 1. C5 is considered feeding part of change propagation from module M1 to module M2. Similarly, C2 is feeding part propagating from module M2 to module M1. The number of the parts for the two modules is the same. Their change propagation networks within modules M1 and M2 are similar and direct change probabilities are also near. Since the influence of part C2 in module M1 and part C5 in module M2 is not the same, their change impact degree is also different.
For each module, we can take any part as a change source, and then calculate its change impact degree that propagates to all of the other parts within the same module in which it is located. Assume a module M is composed of m parts, the change impact degree of the pth part within a module, P(Cp, M), is expressed as follows.
[image: image]
From the perspective of engineering change, the larger the value of change impact degree, the higher the influence of the corresponding part inside the module. According to change impact degree of each part, one can judge their influence within the same module. If the change impact degree of one part is the largest in the corresponding module, it means that this part has more significant effect on other parts. Namely, its influence is the highest in this module. So, in the design process of the modular products, it should be avoided as an affected part between modules as much as possible to prevent it from propagating further. If the change impact degree of one part is the smallest in the corresponding module, it means that this part has the smallest effect on other parts. When its value is equal to 0, it means that the corresponding part does not affect other parts and may limit the diffusion of change propagation.
For example, consider the example proposed change impacts discussed in Analysis on Change Impact Degree Between Modules. The change impact degrees of all parts in M1 and M2 are respectively shown in Table 1, 2.
TABLE 1 | The change impact degrees of parts within M1.
[image: Table 1]TABLE 2 | The change impact degrees of parts within M2.
[image: Table 2]It is evident from Table 1, 2 that part C1 has the largest effect on other parts (P(Ci, M1) = 2.487) in M1. So C1 is a dominant part in M1, next is C3, and then is C2 and C4. Similarly, the priority of change impact in M2 is C5, C6, C7, and C8 in turn.
Identification of Influential Modules
The change impact degree between any two modules embodies their direct influence, but it does not reflect the influence of design change for a module in the whole product. According to the definition from reference (Li et al., 2019), the influential modules are the modules that once the design changes, the cascading influence will be hard to control. In other words, the influential modules are those that have a significant impact on change propagation. So it is also necessary to analyze the impact of module changes from the perspective of the whole product, and consider simultaneously indirect change impacts between modules. Here, any a module is considered change source. We can analyse the influence of its instigating parts on other modules, and calculate its comprehensive change impact degree within a given product. According to comprehensive change impact degree of each module we can identify influential modules and the redesign priority of modules in products.
In Identify Reachable Parts for Change Ppropagation, we determined all reachable parts to which a change source propagated with reachable matrix. Consequently, in the process of analysing comprehensive change impact degree of module, the reachable matrix can be also used to identify reachable parts of other modules to which a change has occurred in the instigating part propagates. Then the change propagation network between modules is constructed according to the dependence between association parts. Take any module as change source and the corresponding instigating parts that affect other modules are determined. The CPPs of each instigating part are analyzed and captured, and the influence of each propagation path is discussed. The change impact degree of each instigating part on all reachable parts in other modules is computed. Here, other affected modules can be thought as an integrated module. The comprehensive change impact degree of upstream module in which instigating parts are located will be equivalent to direct change impact degree of upstream module on this integrated module.
Let us consider a product that consists of four modules. The change propagation network between modules is represented as Figure 6. The change of module M1 will directly cause alternation of modules M2 and M3. The modification of M2 will propagate to M3, and the latter simultaneously passes the change onto module M4. The measures, change impact degrees of parts within module used in Analysis on the Influence of Affected Part within Module, cannot be used directly to quantify comprehensive change impact degree of modules for the problem considered in this section, because their propagation ways are different. One module affects the other, but it does not mean that all parts of the former have an impact on the latter. Consequently, the module cannot be thought as node in change propagation network. For instance, M2 influences M3 and the latter influences M4 in Figure 6, but M2 does not affects M4. Since part C11 in M3 influenced by M2 is an absorption part, its change does not propagate to other parts. When the comprehensive change impact degree of M1 is computed, all of other modules, namely, M2, M3 and M4, can be regarded as an integrated module M1’. At this time, C3 and C4 are instigating parts. The change impact degree of M1 to M1’, is comprehensive change impact degree of M1 within the product, P (M1, A), i.e.
[image: image]
where “P (M1, M2) + P (M1, M3)" is direct change impact degree of M1 on M2 and M3, “P(C4, C7)·P(C7, M3)" and “P(C3, C10)·P(C10, M4)" are indirect change impact degree of M1 on M3 and M4, respectively.
[image: Figure 6]FIGURE 6 | Change propagation network between modules.
Assume a product is composed of N modules and n parts, where module Mi has r instigating parts that affect other modules, the comprehensive change impact degree of Mi, P (Mi, A), is expressed as
[image: image]
where P (Mi, Mi’) is change impact degree of one instigating part in module Mi on all of other modules.
The larger the value of P (Mi, A), the larger the influence of change propagation of module Mi within product. According to the value of P (Mi, A) of each module, the influential modules can be identified.
Another method computing comprehensive change impact degree is based on the level of CPPs. Since the number of modules in the longest path is not more than N, the maximum level of propagation paths does not exceed N -1. Then we can calculate comprehensive change impact degree of any a module for each level. The first level is used to compute direct change impact degree of initial module. The second level is applicable to compute its indirect change impact degree that propagates to another module through one intermediate module that has a direct effect on the former,and so on. The last level is for indirect change impact degree through N -1 intermediate modules. The comprehensive change impact degree, P (Mi, A) can be also represented as
[image: image]
where [image: image] is direct impact degree of initial module Mi on other modules in the first level of propagation paths; [image: image] is indirect impact degree of Mi in the second level of the path, whereas Mi affects indirectly Mk through intermediate Mj that has a direct influence on Mk. Both parts Cb and Cc belong to Mj that is directly affected by Mi. rb, a is the probability of change propagation from part Ca in Mi to Cb, Cb is affected part to Mi, and Cc is an instigating part to Mk. The last item in Eq. 9 is indirect impact degree of Mi in the last level of the path, whereas rd, c, … , rv, u are respectively change probability from instigating parts to affected parts between association modules, P(Cw, Mp) is change impact degree of part Cw that belongs to the previous module to Mp, and P(Cd, Ce),…, P(Cv, Cw) are respectively change impact degree within modules from feeding part to instigating part that affects the next module in the path.
Solution to Comprehensive Change Impact Degree Based on Bat Algorithm
With the increase of the number of parts, the number of propagation paths will increase exponentially. The comprehensive change impact degree involves massive calculation and is time-consuming. The biological evolution algorithms have been widely used (Li and Yin, 20112011a; Li and Yin, 20112011b; Chen et al., 2021a; Chen et al., 2021b). The bat algorithm has very high efficiency in optimization calculation (Mashwani et al., 2021; Saji and Barkatou, 2021). So this article uses bat algorithm to solve comprehensive change impact degree of complex network model.
The Principle of Bat Algorithm
Bat algorithm has the following three idealized assumptions (Yang and He, 2013; Xu and Zhang, 2016).
1) All bats use echolocation to perceive distance, and can distinguish the food or prey and obstacles in the background in the way we do not know.
2) At first, the bat flies at random speed and direction. They can search the prey through changing the wavelength λ and loudness S. Simultaneously, they can automatically adjust the transmitted pulse wavelength and rate r (∈[0, 1]) according to the distance.
3) Assume that the loudness varies gradually from the maximum value S (1) to the lowest constant value Smin.
Solution to Bat Movement
We will input the bats into n-dimension space. The frequency of the ith bat is Fi, and its position and speed are respectively, xi = (xi1, xi2, … , xin) and vi=(vi1, vi2, … , vin). Then the equations of the t generation for the bat i on the position and speed are as follows.
[image: image]
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where, Fmin and Fmax are respectively the maximum and minimum frequencies, β∈[0, one] is a random vector and its elements obey uniform distribution; xid (t) and xid (t +1) are respectively the dth-dimension position of bat i in the tth and (t+1)-th iteration optimization process, vid (t) and vid (t+1) are their corresponding speeds, and pgd (t) is the dth-dimension position of bat g with optimal global fitness in the tth and (t+1)-th iteration optimization process.
When the bat performs a global search, it also conducts a local refinement search to find a better solution. Once a best solution xold is chosen randomly from the current optimal solution set, the new pending position of each bat is generated nearby, as shown in type (13).
[image: image]
where, ε∈ (Bonvoisin et al., 2016Bonvoisin et al., 2016) is an arbitrary number, S(t) is the average loudness of all bats in the tth iteration.
In addition, the loudness Si and rate ri of pulse emission, are required to update with iterative process, in order to achieve a good balance of the algorithm between global search and local search. Update equation is as follows.
[image: image]
[image: image]
where, α is loudness attenuation factor and is a constant, 0<α < 1; γ is pulse frequency increase coefficient and is also a constant, γ > 0; Si (t) and Si (t+1) are respectively the loudness of bat i in the tth and (t+1)-th iteration optimization process; ri (t) and ri (t+1) are respectively the pulse rate of bat i in the tth and (t+1)-th iteration optimization process.
Assume the size of the bat population is n, and the position of the ith bat is x(i). The steps of solving the largest comprehensive change impact degree using the bat algorithm is given as follows.
Step 1. Build the network model of the product parts, and set parameters’ values of bat algorithm, such as the size of the bat population, the maximum number of iterations, and so on.
Step 2: Initialize the position x(i), speed v(i), frequency F(i), the pulse emission rate ri (1), and the pulse loudness Si(1). Apply bat algorithm to calculate the local optimal value, P(Mi’, A), and find out the corresponding optimal bat individual in the population.
Step 3: According to Eqs 10–12, update the position and speed of the bat in the iteration process.
Step 4: Produce a random number rand. If rand > ri (t), a new local solution P'(Mi’, A) is obtained by Eq. 13.
Step 5: For each bat individual, the corresponding random number rand is created. If rand < Si and P'(Mi’, A)>P(Mi’, A), then this solution is accepted. At the same time ri(t) and Si (t) are updated by Eqs 14, 15.
Step 6: Judge whether stop conditions are met. If they are satisfied, turn to the next step. Otherwise, go to step 3.
Step 7: Update and output the global optimal solution.
CASE STUDY
In this section, a case study on the crane grab is provided to illustrate the proposed analysis method of change propagation between modules and to identify influential modules. The grab is a kind of the special load handling device for the crane, which is mainly used to grab bulk cargoes. A typical crane grab contains 42 key components. Figure 7 illustrates the structure of the grab and its components explosion, and Table 3 summarizes a list of its key components. Cheng et al. (Cheng et al., 2018) clustered the components of the grab into nine modules using DBSCAN algorithm. The name of each module and the serial number of the components it contains are shown in Table 4.
[image: Figure 7]FIGURE 7 | Structure of the grab and its components explosion.
TABLE 3 | List of key components of the grab.
[image: Table 3]TABLE 4 | The name of each module and the serial number of the components it contains.
[image: Table 4]According to dependence relationships between components of the grab, the probability of change propagation from one part to another part is analysed and identified, and DDM of its modules is constructed, as shown in Figure 8. The change propagation network that represents design change relationships among modules and parts in the modules is constructed, as shown in Figure 9.
[image: Figure 8]FIGURE 8 | DDM of the grab with module.
[image: Figure 9]FIGURE 9 | Change propagation network for the grab.
Then, the change impact degree between modules can be calculated according to the proposed method. The influence of M1 on M5 is taken as an example to describe and analyse change propagation from the former to the latter. It can be seen from Figures 8, 9 that M1 passes the change of part C13 onto the directly connected parts C16 in M5, whereby the change of C16 will propagate to other parts, such as parts C17, C18, and so on. So, C16 is deemed as a feeding part of change propagation in M5. To analyse change propagation of C16, the reachable matrix of M5 is firstly computed, and the result is shown as Figure 10. It is evident from Figure 10 that the reachable parts of change propagation for C16 include not only C17 and C18 (direct propagation) but also C19 and C20 (indirect propagation), i.e., the modification of C16 will lead to the alteration of all of other parts in M5.
[image: Figure 10]FIGURE 10 | Reachable matrix of M5 for grab.
Next, the change propagation trees from C16 to C17, C18, C19 and C20 in M5 are constructed through parallel breadth-first search algorithm, as shown in Figure 11. All possible propagation paths of C16 within M5 are captured. The change impact degree of C16 on each reachable part is calculated as following.
[image: Figure 11]FIGURE 11 | Change propagation tree of C16 in M5.
For C16 to C17, it has two propagation paths, one is direct path from C16 to C17, and another is indirect path from C16 to C17 through intermediate part C18. So the change impact degree of C16 on C17 is.
P(C16, C17) = r17, 16 + r18, 16 × r17, 18 = 0.4 + 0.4 × 0.8 = 0.72.
For C16 to C18, P(C16, C18) = 0.4 + 0.4 × 0.8 = 0.72.
For C16 to C19, P(C16, C19) = 0.576.
For C16 to C20, P(C16, C20) = 0.3456.
The sum of above change impact degrees propagating from C16 to C17, C18, C19 and C20, is comprehensive change impact degree of C16 on all of other parts within M5, i.e.
P(C16, M5) = P(C16, C17) + P(C16, C18) + P(C16, C19)+ P(C16, C20) = 2.3616.
M1 has only one instigating part C13 that has effect on M5 and just influence C16 of M5, so the change impact degree of M1 on M5 is following.
P (M1, M5) = 0.4×[1 + 2.3616] = 1.34464.
Similarly, the change impact degrees between other modules can be computed, and then the comprehensive impact degrees of all modules can be obtained by bat algorithm. The results are shown as Table 5.
TABLE 5 | The results of change impact degrees of modules.
[image: Table 5]Table 5 shows the influence of change propagation for each module. The value of P (M1, A) is largest, followed by P (M6, A) and P (M7, A). Moreover, the comprehensive change impact degrees of these three modules are much bigger than that of other modules. So M1, M6, and M7 are influential modules in the grab. Both P (M4, A) and P (M5, A) equal to 0, which mean that M4 and M5 have no influence on other modules, in other words, both of them are full absorption modules. M8 and M9 have the same structure with synergistic functions. They just interact with each other, and have no effect on other modules. So they can be also regarded as absorption modules. From the standpoint of engineering design, design change of modules M1, M6, and M7 should be controlled as much as possible to effectively reduce the cost of product development and prevent the product failure.
CONCLUSION
Product modularization has a significant influence on the product development process and the whole product lifecycle. There often exist association relationships between modules. A change of one part/module may cause other parts or modules to change, which in turn propagates through a product. The change between modules is not only dependent on the association element between modules, but also relies on the relationships among parts within an affected module and the influence of the affected part in the corresponding module in which it is located. The larger the size of the module and the stronger the influence of the affected part in the corresponding module, the greater the scope of change propagation.
The proposed approach measures the relative change impacts of modules and parts in the modules. All possible CPPs are determined by a parallel breadth-first search algorithm. A reachable matrix is employed to identify which parts are influenced directly or indirectly by the affected part within the corresponding module in which it is located. A change propagation network that represents design change relationships among parts and modules is constructed. Then the direct and indirect impacts of change propagation are integrated, and the relative change impact degrees of modules and parts in the modules are computed. The influential modules are identified by the bat algorithm from the perspective of engineering change. Finally, an application of the proposed methods of association analysis and change impacts is demonstrated by an example of the crane grab. The methodology is applied to the design of other modular products. The design change impact in the modular product families can be studied in the future.
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Mobile robots have an important role in material handling in manufacturing and can be used for a variety of automated tasks. The accuracy of the robot’s moving trajectory has become a key issue affecting its work efficiency. This paper presents a method for optimizing the trajectory of the mobile robot based on the digital twin of the robot. The digital twin of the mobile robot is created by Unity, and the trajectory of the mobile robot is trained in the virtual environment and applied to the physical space. The simulation training in the virtual environment provides schemes for the actual movement of the robot. Based on the actual movement data returned by the physical robot, the preset trajectory of the virtual robot is dynamically adjusted, which in turn enables the correction of the movement trajectory of the physical robot. The contribution of this work is the use of genetic algorithms for path planning of robots, which enables trajectory optimization of mobile robots by reducing the error in the movement trajectory of physical robots through the interaction of virtual and real data. It provides a method to map learning in the virtual domain to the physical robot.
Keywords: genetic algorithm, mobile robot, digital twin, virtual model, trajectory optimization
1 INTRODUCTION
Mobile robots are an important branch of the industrial robot family, and their demand accounts for about 30% of the demand for industrial robots (Niloy et al., 2021). Mobile robots integrate the comprehensive application technology of mechanical, computer, artificial intelligence and other disciplines, which can effectively improve the efficiency of industrial production, reduce the labor intensity of workers, and increase economic benefits (Duan et al., 2021). Mobile robots use sensors to sense the environment and achieve autonomous movement in complex environments according to rational algorithms (He et al., 2019; Chen et al., 2021a). Path planning is the planning of a collision-free path from the current position to the target position under the constraints using the relevant algorithms (Hu et al., 2019; Huang et al., 2021). Path planning algorithms include genetic algorithms, ant colony algorithms, etc. These algorithms are used in different situations due to different computational principles (Li et al., 2019a; Jiang et al., 2021a). Most of the current research on mobile robots uses improved algorithms to reduce their optimal path length or the number of iterations, and there is a lack of research on error control during the actual motion of the robot (Li et al., 2019b; Bai et al., 2021). In practice, the robot cannot follow the planned path to the target position during the movement due to the influence of environmental factors or the error in the coordination of various parts of the robot (Chen et al., 2021b; Chen et al., 2021c). At the same time, the lack of data feedback from most robots during movement makes it impossible to determine where errors occur and to correct the robot’s work path, making it impossible for the robot to work in workplaces with high operational accuracy (Yu et al., 2019; Luo et al., 2020).
With the introduction of national-level manufacturing development strategies such as the U.S. Industrial Internet, Germany’s Industry 4.0 and Made in China 2025, smart manufacturing has become a common trend and goal for global manufacturing development (Jiang et al., 2019a; Cheng et al., 2021). As a key technology to realize the concept and goal of smart manufacturing, digital twin has received wide attention from academia and is being applied in more and more industrial fields (Hao et al., 2021; Jiang et al., 2021b). Digital twin is a technical means to realize the information interaction between the physical world and the virtual world, which creates virtual models of physical entities digitally, simulates the operation of physical entities in the real environment with the help of actual data, and dynamically optimizes the working state of physical entities (Tao et al., 2019; Lu et al., 2020; Jiang et al., 2021a). As a technology that makes full use of models and data and integrates multiple disciplines, the digital twin is oriented to the whole product lifecycle process, playing the role of a bridge and link between the physical world and the information world to provide more real-time, efficient and intelligent services (Jiang et al., 2019c; Huang et al., 2020; Liao et al., 2021). Digital twin-based precision distribution for production logistics is a combined application of digital twin technology and mobile robots (Li et al., 2019c; Li et al., 2020). Production logistics, including internal logistics and external logistics, is the key to ensure normal production, improve production efficiency and reduce product costs (Liu J et al., 2021; Yang et al., 2021). Digital twin production logistics refers to a new production logistics operation mode driven by twin data, through real mapping of physical entities and virtual models, real-time interaction and closed-loop control, to achieve task combination optimization, transportation path planning and transportation process control of production logistics, so as to achieve seamless and intelligent production process logistics (Sun et al., 2020b; Liu et al., 2021b).
In this paper, we develop a mobile robot based on digital twin technology, build a virtual environment in Unity, and complete the path planning of the virtual model using genetic algorithm. A communication architecture between the virtual model and the physical robot is proposed to complete the data interaction between the robot and the virtual model via Bluetooth, which achieves dynamic optimization of the physical robot movement process and improve the accuracy of the robot’s movement trajectory. In contrast to the work done by others, the focus of our work is to emphasize the real-time mastery and correction of errors generated during robot movement, and to achieve the reduction of errors in physical entities through the interaction of virtual models and physical entities. There are three contributions of this paper.
1) A robot that can move autonomously was developed.
2) A digital twin of the mobile robot was built in Unity.
3) The path planning of the robot was implemented in a virtual environment based on genetic algorithm.
4) A trajectory optimization method for a mobile robot was proposed. The trajectory error of the robot is gradually reduced by virtual-real interaction.
The rest of this paper is organized as follows. Reviewed some of the research done by domestic and international scholars on mobile robots and digital twins in Section 2. Section 3 describes the virtual environment of the robot and the genetic algorithm-based path planning in the virtual environment. Section 4 presents the experiments of digital twin-based mobile robot trajectory optimization and summarizes the experimental results. Section 5 concludes the paper with summary and future research directions.
2 RELATED WORK
Mobile robots have the characteristics of high efficiency, wide working range and convenient operation, etc. With the continuous enrichment of computer control theory and deep learning and other related theories, the requirements for the movement accuracy of robots have gradually increased Material and Methods (Huang et al., 2019; Miao et al., 2021). Robots with high motion accuracy can improve efficiency and avoid wasting resources when moving with high accuracy requirements, especially when completing transportation tasks in high-risk production areas (Ma et al., 2020; Sun et al., 2020a; Liu et al., 2021a). HUR Sung Wook et al. propose a new approach to efficient trajectory optimization that exploits the fact that the dynamics of a deterministic system is uniquely determined by the initial state and control over the time horizon of interest (Hur et al., 2021). Hu proposed a method based on content image retrieval to identify obstacles on the robot’s running path (Hu, 2021). Fu et al. analyzed the local minima problem and the target unreachability problem which are easy to occur in the artificial potential field method, and solved the local minima problem of the artificial potential field method better by introducing the virtual obstacle model (Fu et al., 2021). Huo et al. proposed an optimal fuzzy logic obstacle avoidance algorithm for implementing motion obstacle avoidance of mobile robots (Huo and Wang 2021). Zheng et al. proposed a laser-based person detection and obstacle avoidance algorithm for differential drive robots applied to a handling robot to transport materials along a reference path in the hospital field (Zheng et al., 2021). Luka Petrović et al. proposed a new trajectory planning algorithm using stochastic optimization in order to find a continuous-time Gaussian process for collision-free trajectory generation (Petrović et al., 2020). Deng et al. proposed a multi-obstacle path planning and optimization method that uses convex packages to optimize the base obstacles and obtain the corresponding set of base obstacle points, and uses cubic bezier curves to smooth the path to fit the kinematic model of the robot (Deng et al., 2021).
The concept of digital twin was proposed by Prof. Michael Grieves, who showed in his paper that virtual models and related subsystems are constructed to represent physical entities in a virtual information space and establish two-way dynamic connections through data from physical devices in real space, but due to technical limitations at that time, the concept of digital twin did not gain much attention (Tan et al., 2020; Sun et al., 2021). In 2011, NASA applied the digital twin concept to the Apollo project to construct virtual bodies of space vehicles in virtual information space, and through the observation and analysis of the virtual bodies, the prediction and maintenance of the flight status of space vehicles were realized, and then the digital twin technology began to attract attention (Tao et al., 2018; Liu Y et al., 2021a). Many internationally renowned companies have already started to explore the application of digital twin technology in product design, manufacturing and service (Sun et al., 2020c; Tao et al., 2021). In product design, for the innovative design of complex products, Dassault has established a 3D experience platform based on the digital twin, which uses the information from user interaction to continuously improve the product design model in the information world and to implement it into the physical product improvement (Sun et al., 2020d; Fu et al., 2021). In manufacturing, Siemens has built a production system model that integrates manufacturing processes based on the digital twin concept, formed a virtual enterprise based on the model and an enterprise mirror based on automation technology, and carried out application validation in the production process of Siemens industrial equipment: Nanobox PC. In terms of product service, PTC has made digital twin a key aspect of intelligent and connected products and is committed to establishing a real-time connection between the virtual world and the real world, enabling predictive maintenance of products and providing customers with efficient product after-sales service and support.
The digital twin technology mainly includes important parts such as the creation of virtual models, the collection of actual data, and the data interaction between physical entities and virtual models. The determination of model parameters, the fit constraints between components and the accuracy of the model are the key issues and difficult problems of the virtual model. Currently, research has been conducted in the framework and process of digital twin modeling, and there are many software for modeling, but there is a lack of a complete set of modeling theory and modeling process (Jones et al., 2020; Liu et al., 2020). Digital twin technology requires a high level of real-time data, and in most occasions automated data collection is used, which relies on the use of devices with good communication conditions and various types of sensors. Data interaction between physical entities and virtual models is the key to the implementation of digital twin technology, but there is little research related to the interaction and collaboration between machines and services (Zhuang et al., 2017; Guo et al., 2021; Ruzsa, 2021). Verner et al. developed a system of reinforcement learning scenarios in which humanoid robots learn the protocols required to lift weights of unknown mass by exploring state space. To speed up the process of physical training, these experiments were performed in a virtual space, simulated in a digital twin, where the parameters obtained from simulation learning were mapped onto the physical robot (Verner et al., 2018). Huang et al. demonstrated a linear tracking robot trained in digital twin mode in a virtual space (Huang et al., 2019). Matulis et al. present a method for creating and training a digital twin robot for a robotic arm. The project demonstrates that a trained robot can perform a given task even if it is currently in a state it has never been in before (Matulis and Harvey, 2021). Liu et al. proposed a digital-driven machining quality tracking and dynamic control method, which effectively solved the problems of low efficiency of quality problem traceability, poor timeliness and unpredictability of quality control in machining process (Liu Y et al., 2021b).
The application of digital twin technology in logistics and distribution is one of the future directions of digital twin, which realizes the accurate distribution of goods through the control of the distribution process of mobile robots. Currently, most of the domestic research on mobile robots considers the robot’s movement path planning. From the overall effect, the improved path planning algorithm improves the movement accuracy of the robot, but it is impossible to know the location where the movement trajectory error occurs and lacks feedback on the error during the robot movement (Liu et al., 2021d). Applying digital twin technology to mobile robots and establishing the interaction between robots and virtual models can grasp the robot’s operation in real time and optimize the robot’s movement trajectory (Zhao et al., 2021). Digital twin-based mobile robots can be applied to applications where trajectory attractions are demanding, such as power station inspection, space exploration, etc.
3 MATERIALS AND METHODS
This section describes the general approach and workflow for improving the trajectory accuracy of mobile robots, including the setup of virtual environments and genetic algorithm-based path planning. Figure 1 provides a functional overview of the digital twin robot virtual-reality interaction method. The robot entity is controlled by STM32 microcontroller, the orthogonal code disk determines the spatial coordinates of the robot and creates a virtual model of the robot in untiy. STM32 establishes communication with Unity’s virtual serial port to achieve data interaction between the physical entity and the virtual model.
[image: Figure 1]FIGURE 1 | Framework for interaction between virtual models and physical entities.
3.1 Physical Robot
The physical entity is objective and usually consists of control subsystems, power subsystems, actuation subsystems, etc. and accomplishes specific tasks through collaboration among the subsystems, and its environmental data and operational status are monitored in real time by sensors deployed on the physical entity (Weng et al., 2021). The robot is built from aluminum profiles and driven by RoboMaster M2006 DC brushless motors. The robot weighs about 13 kg and can achieve movements such as straight line movement, lateral movement, turning and other movements. The motors provide a maximum speed of up to 500 rpm, a maximum sustained torque of 1,000 mN m, and a maximum sustained output power of 44 W. Each motor is controlled by a 32-bit microprocessor STM32 board. The STM32 board controls the M2006 motor to drive the robot movement via the c610 electronic speed controller, using an orthogonal encoder and gyroscope to determine the robot’s position coordinates. The orthogonal encoder has two directions, X and Y, corresponding to one coordinate on the plane. By giving the coordinates, it can realize the fixed-point movement of the robot, and its combination with the gyroscope can realize the correction of the running trajectory by controlling the number of revolutions of the motors. The L298N module controls the electric actuators and mechanical jaws to grasp the object. The physical entity of the robot is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Physical structure of the robot.
3.2 Virtual Environment Construction
The virtual model is a digital mirror of the physical entity and mainly includes four layers of models: geometry, behavior, interaction, and association. Geometric models mainly describe geometric relationships such as size and shape (Xiao et al., 2021). Behavioral models analyze expected behavior, actual behavior, and random behavior. Interaction model refers to the data interaction, behavior interaction, information interaction between virtual model and physical entity (Liu Y et al., 2021c; Yun et al., 2021). The association model describes the interactions between the geometric model, the behavioral model, and the interaction model.
Unity was chosen to complete the construction of the virtual model, the motion control of the model, and the development of the experimental scenes. In Unity, a robot movement scene is built as shown in Figure 3, which includes a virtual model of the robot, two cylindrical obstacles, a white goods stacking area, and handing objects. When constructing the virtual model, it is necessary to consider the influence of realistic factors, such as the robot’s material, mass, and the robot’s movement speed. The specific parameters of the experimental environment are shown in Table 1. The requirement for the robot’s movement path is that the robot starts from the starting position, carries the handling objects through two obstacles, and finally reaches the white goods stacking area. The ability of the robot to place the load in the stacking area is a criterion for determining whether the robot is experiencing trajectory errors. There is a maximum speed limit on the movement of the physical robot and a height limit on the rise of the electric actuators, which must be captured and applied to the virtual environment during the experiment.
[image: Figure 3]FIGURE 3 | Virtual environment.
TABLE 1 | Experimental environment parameters.
[image: Table 1]3.3 Genetic Algorithm-Based Path Planning
Genetic algorithms are stochastic global search optimization methods that simulate the phenomena of replication, crossover, and variation that occur in natural selection and inheritance. Starting from an initial population, the population evolves to increasingly better regions in the search space by random selection, crossover and mutation operations to produce a group of individuals better suited to the environment, and finally converges to a group of individuals best suited to the environment to obtain a quality solution to the problem (Nazarahari et al., 2019; Sarkar et al., 2020). For path planning based on genetic algorithm, the individuals suitable for the environment are the suitable moving paths, and the one that best satisfies the conditions is obtained by random selection and crossover variation. The flow chart of virtual environment robot path planning based on genetic algorithm is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Genetic algorithm flow chart.
The steps of genetic algorithm-based path planning for virtual environment robots are as follows.
1) The raster method is used to model the robot’s walking space, which is represented by a square. The white grid indicates the moveable area and the black grid indicates the obstacle. In this paper, the robot walking space is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Raster map.
The Cartesian coordinate system is established with the first grid in the lower left corner of the map as the coordinate origin, so the coordinates of each grid can be expressed as (x, y). For example, the first grid in the bottom left corner can be represented as (1,1). The number in the raster represents the number n. The conversion formula between number and coordinate is shown in Equation 1. In this paper, the grid numbers of the starting and ending points are 3 and 45, and the grid numbers of the obstacles are 17 and 31, respectively.
[image: image]
2) Initialize chromosomes and use floating point encoding to form populations. The purpose of initializing the population is to randomly generate multiple feasible paths, feasible paths being those that do not collide with the obstacle grid.
3) To allow the dominant individual to be preserved, define the fitness function as shown in Equation 2.
[image: image]
Where [image: image] is the distance of each individual (path), [image: image] is the collision coefficient between the individual and the obstacles. If the path collides with the obstacle, then [image: image] take 0, if no collision then [image: image] take 1. Obviously, if the path collides with an obstacle, its fitness is 0. It will not be inherited to the next generation, and this individual is discarded. [image: image] is calculated using the Euclidean distance, and the calculation formula is shown in Equation 3.
[image: image]
4) A number of individuals were selected from the population using the roulette selection method. In this method, the selection probability of each individual is proportional to its fitness value, and the higher the fitness value, the higher the probability of being selected. The specific steps are as follows.
1) Calculate the fitness of each individual in the population.
2) Calculate the probability of each individual being inherited into the next generation population, as shown in Equation 4.
[image: image]
3) Calculate the cumulative probability of each individual, as shown in Equation 5.
[image: image]
4) Generate a uniformly distributed pseudo-random number [image: image] in the interval [0,1]. If qk-1< r ≤ qk is satisfied, select individual [image: image].
5) A random number approach is chosen for chromosome crossover operations to form new chromosomes, as shown in Equation 6. where a is the generated random number, si is the child, [image: image] and [image: image] are the parents.
[image: image]
6) The uniform variation operator is selected for variation operations. The original gene values at each locus in the individual coding string are replaced with a random number that matches a uniform distribution within a certain range with a certain small probability.
7) Formation of new individuals of the next generation. Calculate the fitness value of the new individual.
8) Determine whether the best individuals in the new generation population meet the expected requirements, and if so, output the result and go to step (I), otherwise, return to step (E).
9) Define two termination criteria: 1) Maximum number of iterations is 100; 2) Little chromosome variation and population stabilization. Before each genetic operation, determine whether the termination criterion is satisfied, and if the condition is satisfied, the optimization process ends. The specific parameters are shown in Table 2.
TABLE 2 | Genetic algorithm parameter settings.
[image: Table 2]According to the decoding method of genetic algorithm, the input is the coordinates of the starting point, target point and obstacles, and the output is the corresponding motion trajectory. According to the actual working conditions and task requirements of the physical robot, the motion trajectory of the robot is determined as shown in Figure 6. point A and point F denote the starting point and end point respectively, and points B, C, D and E are path critical points. The physical robot follows the dashed path from the starting point A through the obstacles to the end point F, and then returns along the solid path.
[image: Figure 6]FIGURE 6 | Virtual robot movement path.
4 RESULTS
4.1 Experimental Procedure
In digital twin technology, the virtual model serves as a realistic mapping, simulation, and feedback correction. After several simulation tests in the virtual environment, appropriate operating parameters are determined and sent to the physical entity to realize the control of the virtual model over the physical entity (Liu J et al., 2021). Before the experiment starts, set the moving speed of the physical robot and the lifting speed of the electric actuator to constant values. Since the physical robot uses an orthogonal encoder for global positioning, the directional movement of the physical robot can be achieved by specifying the location coordinates of the target point.
The specific operation process is: establish the same global coordinate system as the virtual environment in the physical robot control system, send the coordinates of points A, B, C, D, E and F in Figure 5 to the physical robot STM32 board, then the robot can move according to the coordinates after receiving the path coordinates. The movement process of the robot is shown in Figure 7. From the figure, it is clear that the physical robot moves according to the path obtained by training in the virtual environment.
[image: Figure 7]FIGURE 7 | Virtual models control the movement of physical robots. Panel (A) indicates that the robot passes the path point C; Panel (B) shows the robot passes an obstacle.
After the physical robot starts moving, the STM32 board sends the real-time coordinates of the moving path to the virtual environment. The virtual model moves in the virtual environment based on the obtained real-time coordinates, and determines the position of the robot trajectory offset by comparing it with the predefined running trajectory. The coordinates of the key points of the path are continuously adjusted according to the trajectory offset, thus gradually improving the accuracy of the actual moving trajectory of the physical robot. The experimental procedure is shown in Figure 8, where the red rectangular box shows the real-time data of the physical robot movement received by the virtual environment.
[image: Figure 8]FIGURE 8 | Virtual environments receive real-time movement data from physical robot.
4.2 Analysis of Errors and Sensitivities
The physical robot cannot reach the position of the specified coordinate point during the movement. The reasons for this phenomenon are measurement error, physical error, virtual error and other aspects. Measurement error refers to the dimensional measurement error and assembly error that occurs during the building process of the physical robot. Physical errors are the errors between the robot and the environment and the errors in the robot hardware, mainly the friction between the ground and the wheels, the encoder error and the gyroscope heading angle error. Virtual errors refer to the model dimensional errors and virtual model assembly errors that occur when modeling in the virtual environment.
Sensitivity analysis is the process of finding out the most influential factor on the experimental results among many uncertainties and analyzing the degree of its influence on the experimental target. Among several types of errors affecting the accuracy of robot motion trajectory, both measurement errors and virtual errors can be artificially controlled to reduce the occurrence of errors. Physical errors are random in nature and uncontrollable. Considering several factors that generate physical errors, among them, the friction between the ground and the wheels has the greatest influence on the experimental results, so the influence of other errors is ignored and only the influence brought by the friction between the ground and the wheels is considered.
Analysis of Experimental Results
The reason for setting the stacking area is that it is difficult to observe whether the trajectory deviation occurs during the actual movement of the robot, and it can be judged whether the robot shifts during the movement by whether the robot can place the goods correctly in the stacking area. Figure 9 shows a situation where the goods are not placed correctly, from which it can be determined that the physical robot has shifted during the movement. The larger the area of cargo deviation from the stacking area, the larger the amount of robot trajectory deviation.
[image: Figure 9]FIGURE 9 | Deviations in cargo placement.
Center1 is used to indicate the center of the bottom surface of the goods, and Center2 indicates the center of the stacking area. The distance between Center1 and Center2 is used to indicate the degree of deviation of the goods not correctly placed in the stacking area, as shown in Figure 8. The experimental procedure in Section 4.1 is repeated 20 times to obtain the graph of the variation of the distance between the two center points, as shown in Figure 10. As can be seen from Figure 10, the distance between the two center points gradually decreases with the increase of the number of experiments, which laterally reflects that the offset of the robot’s moving trajectory is gradually decreasing, thus improving the robot’s moving accuracy and realizing the optimization of the robot’s moving trajectory.
[image: Figure 10]FIGURE 10 | Trend of distance between two center points.
Further, to determine the location where the robot’s trajectory deviation occurred, the first five experimental paths were selected, and the actual coordinates of six key points were recorded and compared with the preset key point coordinates. The results are shown in Figure 11, and the red pentagons are the coordinates of the preset path key points. From the overall change, the actual moving path gradually approximates the preset path as the number of experiments increases; In terms of local variation, the trajectory coordinates of points B, D, and E vary greatly. After analysis, the reason for this phenomenon may be that the friction force on the robot becomes larger during the lateral translation of the robot, resulting in the robot not reaching the preset key point.
[image: Figure 11]FIGURE 11 | Comparison of coordinate changes of the first five movement trajectories.
5 DISCUSSION
In this paper, the trajectory optimization of mobile robots is achieved through digital twin technology. A mobile robot was designed, using the STM32 to control the movement of the robot and to receive data. A virtual model corresponding to a physical entity as well as a virtual environment that is the same as the real scene are created in Unity. Based on the data interaction characteristics of the digital twin technology, the robot’s movement path is dynamically adjusted, the robot’s movement accuracy is improved, and the closed-loop control combining virtual and actual is realized. The purpose of this work is not to innovate path planning algorithms, but to apply digital twin technology to mobile robots as an applied innovation. In contrast to the work done by others, this work focuses on the establishment of a digital twin of the mobile robot, the completion of the communication between the virtual model and the physical entity, and the realization of the trajectory optimization of the mobile robot.
This paper provides a reference for the application of digital twin technology in logistics and transportation industry, and provides a method to solve the connection between virtual models and physical entities, which is beneficial to promote the application of digital twin in other industries. However, the movement path of the robot in this paper is relatively simple and there are fewer obstacles on the movement path. In future work, it is necessary to consider how to improve the trajectory accuracy of the robot under more complex moving paths and to consider the time complexity and computational complexity of the algorithm. Meanwhile, the construction method of virtual model and the real time of real and virtual data interaction also need to be further studied.
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The intelligent monitoring and diagnosis of steel defects plays an important role in improving steel quality, production efficiency, and associated smart manufacturing. The application of the bio-inspired algorithms to mechanical engineering problems is of great significance. The split attention network is an improvement of the residual network, and it is an improvement of the visual attention mechanism in the bionic algorithm. In this paper, based on the feature pyramid network and split attention network, the network is improved and optimised in terms of data enhancement, multi-scale feature fusion and network structure optimisation. The DF-ResNeSt50 network model is proposed, which introduces a simple modularized split attention block, which can improve the attention mechanism of cross-feature graph groups. Finally, experimental validation proves that the proposed network model has good performance and application prospects in the intelligent detection of steel defects.
Keywords: defect detection, target identification, attention mechanism, feature extraction and fusion, split attention networks
1. INTRODUCTION
The application of Bio-inspired computation and artificial intelligence technology is gradually taking an important position in the field of mechanical engineering. More specifically, bio-inspired algorithms can replace humans to a certain extent, through training and learning to complete the tedious task of detecting steel surface defects (Chen et al., 2021a; Yang et al., 2021; Yun et al., 2021, 2022). Research on steel plate defect detection based on visual attention mechanisms and bionic algorithms will help the steel industry move towards intelligence and information.
Currently, the detection of steel plate defects is still dominated by manual inspection, i.e., manual visual inspection or random sampling of products (Tang et al., 2017; Yu et al., 2019, Yu et al., 2020; Jawahar et al., 2020; Tian et al., 2020). However, manual inspection has problems such as strong subjectivity, limited vision and low efficiency, which to a certain extent restrict the intelligent and efficient production in the steel industry (Sun et al., 2020a; Sun et al., 2020b; Jiang et al., 2021b; Zhao et al., 2021). Meanwhile, eddy current inspection, infrared inspection, leakage magnetic inspection, laser scanning, and machine vision have facilitated the equipment-based inspection of steel, but there are still problems such as low speed and accuracy of defect detection.
For steel plate defects, the types of defects are complex and diverse, and there are many influencing factors, and the shape of defects will continue to change with factors such as process and environment, which adds many challenges to steel defect detection (Li et al., 2019a; Hao et al., 2021). Figure 1 shows the four typical steel plate defects: (a) Pit defect, (b) Edge crack, (c) Scratches, (d) Rolled-in scale.
[image: Figure 1]FIGURE 1 | Four typical steel plate defects. (A) Pit defect, (B) Edge crack, (C) Scratches, (D) Rolled-in scale.
The key contributions of this work are:
1) The steel plate defect dataset is masked using Run-Length encoding, and the defect detection model is segmented using multi-scale feature fusion.
2) Based on the visual attention mechanism in the bio-inspired algorithms, combined with the feature pyramid network, on the basis of the residual network, a simple modular split-attention block is added, and the DF-ResNeSt50 network is proposed.
3) DF-ResNeSt50 network adopts radix-major to realize the block, the block is set to Cardinality = 2, Radix = 4, Width of bottleneck = 40. The proposed DF-ResNeSt50 algorithm is analyzed and compared with other classical algorithms. After experimental comparison, the network has better steel defect detection performance and detection efficiency.
The rest of this paper is organized as follows: Section 2 discusses the related work of steel plate surface defect detection in recent years. Section 3 briefly analyzes the data set, and proposes to use Run-Length encoding to compress the data and perform data preprocessing. In addition, an improved split-attention network based on the visual attention mechanism in bionic computing is proposed for residual networks and feature pyramid networks. Before network training, use mIou, Dice and other related indicators to monitor, and use Adam to dynamically adjust and optimize the learning rate. Section 4 compares and trains the proposed DF-ResNeSt50 network model after setting up the experimental environment and hyperparameters, and compared with other network models. Section 5 concludes the paper with summary and future research directions.
2. RELATED WORK
In the surface defect detection system, image processing and analysis algorithms are important content. The usual process includes image preprocessing, target area segmentation, feature extraction and selection, and defect recognition and classification (Weng et al., 2021). As the requirements for the surface quality of steel plates become higher and higher, the requirements for real-time detection and recognition accuracy are also higher and higher. A large number of algorithms appear in each processing flow, and these algorithms have their own advantages and disadvantages and their scope of adaptation (Doulgkeroglou et al., 2020; Luo et al., 2020).
Compared with traditional manual features, the biggest advantage of deep learning is that it can automatically learn the performance of complex high-level features in the data, reducing the complexity of manual feature design. In recent years, deep learning has been successfully applied to speech recognition, image recognition, image segmentation, defect detection and other fields (Huang et al., 2020; Li et al., 2020).
In the application of deep learning, Çelik et al. (2014) designed a defect detection method that applies wavelet transform ideas to neural networks, and experiments have proved that this method has excellent defect detection performance (Long et al., 2015). Li et al. (2017) designed a stack noise reduction autoencoder based on the Fisher criterion and built a defect detection model based on this, which can improve the recognition rate of defect types to a certain extent (Xiao et al., 2021). Gu et al. (2019) established a detection and recognition model for cold-rolled steel sheet surface defects based on the deep learning target detection algorithm Faster R-CNN (Jiang et al., 2021b). The accuracy of the model on the verification set reached an average of 93%. He et al. (2020) introduced a transfer learning method, using feature extraction networks trained on large-scale data sets to greatly improve training efficiency.
At present, deep learning algorithms are rarely applied to the detection of steel surface defects. The above-mentioned intelligent detection method for steel plate defects based on deep learning still has problems such as low classification rate and low accuracy of defect target detection. In a complex environment, the stability and robustness of the neural network detection system is difficult to guarantee (Chen et al., 2021b; Duan et al., 2021).
With the widespread use of deep learning, convolutional neural networks will have better defect feature recognition and detection capabilities. In this paper, convolutional neural networks are used to intelligently detect defects in steel plates to improve the automation and intelligence of defect detection in the steel industry.
3. DATA ANALYSIS AND NETWORK DESIGN
3.1 Data Analysis and Processing
3.1.1 Dataset
The steel plate defect dataset studied in this paper comes from the competition platform kaggle and the Russian steel giant Severstal. The data set contains 12,568 pieces of test set data and 1801 pieces of training set data. The vertical and horizontal resolutions of the picture are 256 and 1600 respectively.
As shown in Figure 2, in the training data, there are 5902 images without defects and 6666 images with defects. In a defective image, there are four types of defects, and the numbers of the four types of defects are not equal. Among them, 897 were pit defects, 247 were edge crack defects, 5,150 were scratch defects, and 801 were oxide scale defects. And, there are 6239 images containing 1 type of defect, 425 images containing two types of defects, 2 images containing three types of defects, and no images containing four types of defects.
[image: Figure 2]FIGURE 2 | Training set analysis. (A) Number of four types of defects (B) The number of types of defects contained in a picture.
As shown in Figure 3, in the test set data, there are 858 images without defects and 943 images with defects. In a defective image, there are four types of defects, and the numbers of the four types of defects are not equal. Among them, 141 were pit defects, 49 were edge crack defects, 706 were scratch defects, and 97 were oxide scale defects. In each image, there are 893 images containing one defect, 50 images containing two types of defects, and no images containing three or four defects at the same time. As shown in Figure 3.
[image: Figure 3]FIGURE 3 | Test set analysis. (A) Number of four types of defects (B) The number of types of defects contained in a picture.
From the analysis of the data set, the number of defective and non-defective images is roughly the same. The number of different types of defects is unbalanced, but the corresponding proportions of defects in the training set and the test set are the same. And most images have no defects or only contain one type of defect. This brings great difficulties and challenges to neural network construction and network training.
3.1.2 Run-Length Encoding
Because the defect image has a resolution of 256 × 1600, the size is too large to limit the computing power and neural network model, and it also has a great impact on the detection of small defects. This paper uses Run-Length Encoding (RLE) algorithm to compress the data.
RLE is a simple lossless compression method, which is characterized by very fast compression and decompression (Li et al., 2021). This method uses repeated bytes and the number of repetitions to simply describe the repeated bytes, that is, a series of consecutive identical data is converted into a specific format to achieve the purpose of compression.
Meanwhile, in order to reduce the amount of calculation and compress the deep learning model, this paper uses the parameter quantization method to train the network, and uses FP32 and uint8 mixed training to reduce the memory usage and training time of the model.
3.1.3 Data Preprocessing
Data preprocessing is an essential step before neural network training and testing. The quality of preprocessing will directly determine the training results. Based on pytorch, this paper uses torchvision graphics library to process data sets.
The data were processed and enhanced by ColorJitter (modifying brightness, contrast and saturation), RandomVerticalFlip (flipping vertically around X axis according to probability), RandomHorizontalFlip (flipping horizontally around Y axis according to probability). Finally, the data were regularized [mean = (0.485, 0.456, 0.406), std = (0.229, 0.224, 0.225)] and normalized.
The data preprocessing settings are shown in Table 1.
TABLE 1 | Data enhancement method.
[image: Table 1]In this section, the necessary analysis of the data set is carried out, and the data set is coded, decoded and processed to provide help for network training.
3.2 Model Evaluation Indicators and Parameter Settings
3.2.1 Evaluation Index
In the field of semantic segmentation, IoU(Intersection over Union), mIoU (mean Intersection over Union) and Dice are important evaluation indicators to measure the accuracy of image segmentation.
mIoU, i.e., calculating the IoU values on each category and then averaging them. It is calculated as TP (number of true samples)/[TP (number of true samples) + FN(number of false negative samples) + FN(number of false positive samples) numbers] (He et al., 2019; Cheng et al., 2020, 2021).
[image: image]
Equivalent to:
[image: image]
In which, i represents the true value, j represents the predicted value, represents the prediction of the i-type pixel as the j-type pixel, and k is the total number of categories. TP (True Positive) means that the prediction is correct and the prediction result is correct. FP (False Positive) means that the prediction is wrong and the prediction result is correct. FN (False Negative) means that the prediction is correct, but the prediction result is wrong.
[image: image]
Where, Dice is a common indicator in medical images. X represents the real result, Y represents the predicted result, and [image: image] represents the correct result of the prediction.
3.2.2 Weighted Loss Function
In deep neural networks, the loss function is used as an important indicator to evaluate the accuracy of the model, which provides a reference for the network model to approach the high-precision direction (Zhang H. et al., 2021). Decreasing the Loss value of the network model can make the model more and more accurate and improve the robustness of the model. Common loss functions include logarithmic loss function, mean square error loss function (MSE), cross entropy loss function, and exponential loss function.
In the multi-label classification problem, the binary cross entropy loss function (BCE Loss) is the most common. BCE Loss is defined as follows:
[image: image]
In which, n represents the total number of samples in the training set, [image: image] represents the true label of the ith sample, and [image: image] represents the model prediction value of the ith sample.
Sigmoid is a differentiable bounded function with non-negative derivatives at every point. It is often used in binary classification problems, as well as the activation function of neural networks (Ma et al., 2020), that is, to convert linear input into non-linear output.
[image: image]
The form of the Sigmoid function is shown in Eq. 5. When [image: image], [image: image] ; when [image: image] , [image: image].
This paper will use BCEWithLogitsLoss as the loss function for the intelligent detection of steel defects. BCEWithLogitsLoss combines the BCELoss and Sigmoid functions into one category, which is numerically more stable than using ordinary BCELoss and Sigmoid.
3.2.3 Learning Rate Adjustment and Its Optimizer
If the initial learning rate is too large, it will cause oscillation; the initial learning rate is too small, resulting in slow convergence; the later learning rate is too large, it will cause overfitting. Therefore, in the training process, a dynamically changing learning rate is generally set according to the number of training rounds. The ideal strategy is to start with a large learning rate and gradually decay.
In this paper, the ReduceLROnPlateau method is used to dynamically update the learning rate, which is based on the number of epoch training times and some measurement values (loss, accaurcy, etc.) to dynamically decrease the learning rate.
Adaptive Moment Estimation (Adam) is an optimizer that converges quickly and is often used. Adam uses the first-order moment estimation and the second-order moment estimation of the gradient to dynamically adjust the learning rate (Liao et al., 2020; Liao et al., 2021; Jiang et al., 2019a). It is an optimisation method of adaptive learning rate. This paper uses Adam optimization method to continuously optimize the learning rate.
3.3 Defect Detection Network Structure
3.3.1 Backbone
He and others proposed residual network (ResNet; He et al., 2016), which has become one of the most widely used CNN basic feature extraction networks in the field of computer vision by introducing the concept of residual learning into CNN (He et al., 2014). The residual block introduced in ResNet solves the problem of network performance degradation caused by gradient dispersion in the process of continuous deepening of the network. The residual module structure of ResNet is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Residual module structure of ResNet.
During forward propagation, due to the existence of short-circuit connections, the deep and shallow features satisfy the relationship:
[image: image]
[image: image]
In which, [image: image] and [image: image] represent the input and output features of the Lth layer residual unit, [image: image] represents the residual mapping learned by the network, and [image: image] represents the input feature of the Mth layer residual unit. Based on the chain derivation rule, the gradient during backpropagation is:
[image: image]
It can be seen that the residual module establishes a short-circuit connection between the input and output of the module through identity mapping, so that the gradient can be maintained during back propagation and the gradient dispersion phenomenon can be alleviated (Li et al., 2019b; Tan et al., 2020).
Meanwhile, ResNet uses a bottleneck structure to replace the original two 3 × 3 convolutions of the residual module, with significantly fewer parameters in the same input dimension. By stacking the basic units of the residual module, the depth of the network can break through the original limit and reach hundreds of layers.
Good performance of ResNet on image recognition and localization tasks showed that characterisation depth is of central importance for many visual recognition tasks. In the following years, excellent feature extraction networks such as ResNeXt, DenseNet, RegNet, SEnet, SKNet, etc (Xie et al., 2017; Liu X. et al., 2021; Liu et al., 2021b; Liu et al., 2021c; Liu et al., 2021d; Sun et al., 2020c; Sun et al., 2020d). were successively proposed, constantly refreshing the accuracy rate of tasks such as image classification. However, most of these detection algorithms have been studied based on ResNet for improvement.
3.3.2 Architectures
Target detection tasks and semantic segmentation tasks often need to detect small targets, and the data set in this article has small defect targets that need to be detected. However, in the deep learning model, after many layers of convolution, the characteristics of small targets will become fewer and smaller.
Feature Pyramid Networks (FPN) was proposed by Lin Tsung-Yi and others in 2017 (Lin et al., 2017). FPN introduces multi-scale in the feature pyramid network and improves on the basis of the SSD multi-layer branching method (Bai et al., 2021; Cui et al., 2021). Similar to the TDM (Top-Down Modulation) method, FPN is a top-down feature fusion method.
Feature pyramid networks is a multi-scale target detection algorithm, that is, there is more than one feature prediction layer. Although some algorithms also use multi-scale feature fusion for target detection, they often only use the features of one scale obtained after fusion. Although this approach can combine the semantic information of the top-level features and the detailed information of the bottom-level features, it will cause some deviations in the process of feature deconvolution, and only using the features obtained after fusion for prediction will adversely affect the detection accuracy (Huang et al., 2019; Jiang et al., 2019b). Starting from the above-mentioned problems, the FPN method can predict on multiple fusion features of different scales to maximize the detection accuracy.
As shown in Figure 5, the branches corresponding to the left half of the two networks in Figure 5 is the pre-trained network. Since the whole flow is bottom-up, it is called a bottom-up network. The entire flow of the branches corresponding to the right half of the two networks is top-down. The so-called top-down network is the core part of the FPN. The diagram shows (a) predictions for each layer of the network, and (b) predictions for the final layer after fusing the multi-scale features. In general, the (a) graph structure is widely used for target detection and semantic segmentation, while the (b) structure is more often used for semantic segmentation (Sun et al., 2021; Tao et al., 2022).
[image: Figure 5]FIGURE 5 | FPN architecture.
FPN uses a multi-feature fusion approach to improve the accuracy of the model. In this paper, FPN is applied to ResNeSt and improved and optimised accordingly to achieve better segmentation of steel surface defects.
3.4 DF-ResNeSt50
In 2020, Split-Attention Networks (ResNeSt) was proposed (Zhang M. et al., 2021). ResNeSt introduces the Split-Attention block, which consists of a feature map group and split attention operation.
The number of feature map groups is given by the cardinal hyperparameter k. The network refers to the generated feature map group as a cardinality array. And introduce a new base number called hyperparameter r, which represents the number of splits in the cardinal array. The total number of feature groups is G = kr, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | ResNeSt block.
The layout of Figure 6 is a cardinality master implementation, in which feature map groups with the same cardinality index are physically adjacent to each other. The cardinal implementation is simple and intuitive, but it is difficult to use standard operators for modularization and acceleration. For this reason, an equivalent base-first implementation has been introduced.
The combined representation of each cardinal group can be obtained by summing and fusing the elements across multiple splits. The representation of the kth cardinal group is:
[image: image]
Here the cth component is calculated as:
[image: image]
In which, each feature map channel is generated using a combination of weighted splits. H, W and C are the size of the block output feature map. The Eq. 10 for the cth channel is:
[image: image]
Where [image: image] denotes a (soft) assignment weight given by:
[image: image]
Based on the weights of the global contextual information, mapping [image: image] denotes [image: image], representing the weight of the split attention of the cth channel. As shown in Eq. 12 and Figure 7, when r = 1, r-Softmax is sigmoid, and when r > 1, r-Softmax is softmax.
[image: Figure 7]FIGURE 7 | Split attention module.
Figure 7 outlines the split attention block in a radix-major layout. The input feature map is first divided into kr groups, where each group has a cardinality index and a radix index. In this layout, groups with the same cardinality index are adjacent to each other. The divisions of the different groups are then added together to combine feature maps with the same cardinality index but different cardinality indexes. The global pooling layer aggregates in the spatial dimension, keeping the channel dimensions separate, and performs global pooling on each individual cardinal array. Finally, two consecutive fully-connected (FC) layers with a group size equal to k are added after the pooling layer to predict the attention weights for each segmentation. The two FC layers are activated using BN and ReLU in between, and the use of grouped FC layers makes it identical to apply each pair of FCs to the top of each cardinal array separately.
With this implementation, the first 1 × 1 convolutional layer can be unified into a single layer, and the 3 × 3 convolutional layer can be implemented with a single grouped convolution of the kr number of groups. The Split attention module can therefore be modularised using standard operators to improve network efficiency easily and quickly.
In this paper, the FPN and ResNeSt are modified and fused to complete the network construction, and named DF-ResNeSt50. DF-ResNeSt50 uses Cardinality(k) = 2, Radix(r) = 4 and width of bottleneck = 40.
State-of-the-art performance can be achieved on multiple tasks using the improved ResNeSt backbone model, namely: image classification, target detection, instance segmentation and semantic segmentation (Huang et al., 2021; Jiang et al., 2019c). ResNeSt outperforms all existing variants of ResNet and has the same computational efficiency. Therefore, this paper uses DF-ResNeSt50 for network training.
4. EXPERIMENTAL RESULTS AND ANALYSIS
4.1 Experimental Environment Configuration
The algorithm research and network training in this article are all carried out in the laboratory server. The specific computer system and experimental environment configuration used are shown in Table 2.
TABLE 2 | Experimental environment configuration.
[image: Table 2]Based on the good ecology and scalability of the Python language and the open source framework PyTorch, this article uses a series of open source libraries and toolkits to implement the overall algorithm program (Neuhauser et al., 2020; Sun et al., 2020). Such as: Numpy, Albumentations, segmentation_models.pytorch semantic segmentation model library, etc.
These open source tools greatly save the development time of the defect detection and segmentation program in this article, so that more time and energy can be invested in the research, improvement and experiment of the algorithm.
4.2 Model Training
4.2.1 Hyperparameter Setting
Before model training, some parameters cannot be learned from data and need to be set in advance, which are hyperparameters. The setting of super parameters will directly affect the training process and the final performance of the model. In general, it is necessary to optimize the hyperparameters and select a group of optimal hyperparameters for the model network to improve the performance and effect of learning (Chen et al., 2021c; Liu et al., 2021e; 2021f; 2022).
At the same time, under certain conditions, the larger the batchsize, the better the training effect. Gradient accumulation realizes the disguised expansion of batchsize. The setting of this paper is accumulation_steps = 8.
DF-ResNeSt50 is divided into two versions, DF-ResNeSt50-V1 and DF-ResNeSt50-V2. The DF-ResNeSt50-V2 version is an improvement and optimization based on the network structure of the V1 version, from post-mask processing, data enhancement, hyperparameters, etc. to improvements and optimizations. The different settings are shown in Table 3.
TABLE 3 | Hyperparameter setting.
[image: Table 3]This paper adopts ADAM optimizer to optimize learning rate and gradient descent in time. The evaluation indexes such as BCEwithLogitsloss, mIOU and DICE are introduced to evaluate the network.
4.2.2 Comparison of Training Results
The experiment trained a total of 6 network models: PSP (ResNeSt14), Unet (ResNeSt14), FPN (ResNet50), FPN (ResNeSt50), DF-ResNeSt50-V1, DF-ResNeSt50-V2. Each network is trained for 40 epochs (rounds), each epoch is about 17–22 min, and each network is trained for about 12–15 h.
The detection results of steel plate defects by different networks are shown in Table 4.
TABLE 4 | Comparison of training results.
[image: Table 4]As shown in Table 4, among the 6 network models, the best network model is DF-ResNeSt50-V2. And, the Dice comparison of different network models is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Comparison of different network models.
The BCE Loss, Dice and mIoU of DF-ResNeSt50-V1 and V2 are shown in Figures 9–14 respectively.
[image: Figure 9]FIGURE 9 | BCE Loss plot-V1.
[image: Figure 10]FIGURE 10 | BCE Loss plot-V2.
[image: Figure 11]FIGURE 11 | Dice score plot-V1.
[image: Figure 12]FIGURE 12 | Dice score plot-V2.
[image: Figure 13]FIGURE 13 | mIoU plot-V1.
[image: Figure 14]FIGURE 14 | mIoU plot-V2.
DF-ResNeSt50-V2 is in the 10th epoch reducing learning rate of group 0–1.00e-04. Therefore, a mutation occurred in the 10th epoch. In the training, we use the ReduceLROnPlateau method, BCEwithLogitsloss optimizer and loss function, so this mutation is normal.
In order to test the capability and effectiveness of the model, the effect of defect segmentation on the surface of the steel plate was visualised, with different defect types selected by different colour boxes. Figure 15 shows the visualisation of the defects in Figure 1.
[image: Figure 15]FIGURE 15 | Defect detection segmentation effect. (A) Pit defect (B) Edge crack, (C) Scratches (D) Rolled-in scale.
After a series of network improvements and algorithm optimisation, the DF model in this paper achieves a mIOU of 77.15% and a DICE of 87.10%. It better meets the needs of defect detection in the actual steel production process and provides help for the next intelligent and efficient detection of defects.
5. CONCLUSION
In order to solve the problem of steel defects with different sizes, low contrast and different defect categories, this paper uses the DF-ResNeSt50 network model to investigate steel defects. By analyzing the surface defect data of the steel plate, the data is pre-processed with ColorJitter, Random VerticalFlip, Normalize, etc. Based on the visual attention mechanism in the bionic algorithm, this paper combined with feature pyramid networks and split attention network model, from the perspectives of data enhancement, multi-scale feature fusion and network structure optimization, etc., the DF-ResNeSt50 network model is proposed. DF-ResNeSt50 uses the radix-major implementation block (cardinality = 2, radix = 4, width of bottleneck = 40), which has better detection performance and detection efficiency compared with related networks. In the future, the correlation optimisation of the network can be applied in the direction of object detection, video detection, quality detection, scene semantic understanding, etc., with broad application prospects.
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At present, the research of robot door opening method is basically realized by identifying the door handle through the synchronous sensing system on the premise that the bio-inspired mobile manipulator is located in front of the door. An adaptive door opening strategy of a bio-inspired mobile manipulator based on a synchronous sensing system is proposed. Firstly, the random delay distribution in clock synchronization technology is analyzed in detail, and its distribution is verified on the experimental platform of adjacent nodes. Based on the Gaussian distribution of random delay, the relative frequency offset and relative phase offset of adjacent nodes are calculated. The clock synchronization of network cable sensor nodes is realized. Secondly, based on the information data of synchronous sensing system, this article realizes target detection and tracking based on depth network. In addition, based on the sliding mode control theory, the dynamic model of the nonholonomic bio-inspired mobile manipulator is applied. Finally, a robust adaptive sliding mode control method for nonlinear systems with input gain uncertainty and unmatched uncertainty is proposed by combining adaptive backstepping with sliding mode control. By adding sliding mode control in the last step of adaptive backstepping, the uncertainty of the system is compensated, and the system trajectory is maintained on the specified sliding mode manifold. The tracking control and stability control of the nonholonomic bio-inspired mobile manipulator are simulated. The experimental and simulation results show that the control method proposed in this article is effective and feasible.
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1 INTRODUCTION
In recent years, with the rapid development of robot technology, robots are playing a more and more important role in people’s life. All kinds of robots have been widely used in national defense, industry, life, medicine, and other fields (Ahmad and Abbas 2020). Many high-tech automatic production lines use mechanical arms to help with loading, assembly, and other production operations (Almesaeed et al., 2021). For example, the automotive industry also uses mechanical arms to replace people in car body spraying, welding, and other work. Although robots can help us do a lot of repetitive work, if they are used to deal with more complex work, such as disaster relief and handling of dangerous goods, as well as dangerous work such as deep-sea exploration, it needs to involve quite complex image recognition and robot positioning (Ding et al., 2019; Lundeen et al., 2019). Most of them are operated manually rather than by robots. As a complex and practical robot, a manipulator results from the intersection and integration of various disciplines (Habibzadeh et al., 2018). In the traditional sense, the control mode of the robot is basically realized by manual control with a remote controller and operating handle, and its flexibility is poor (Brahmi et al., 2021). In this study, the natural body sensing control technology is introduced into the control of the manipulator and the control mode based on synchronous sensing technology (Tolosana et al., 2020). This non-contact adaptive control of the manipulator has great practical value. To a certain extent, the innovation of robot control mode is realized, making the robot control more diverse and flexible. Therefore, the research on this subject has certain engineering practical significance (Lu et al., 2020).
For the manipulator adaptive control of synchronous sensing system, the design of synchronous sensing system is also very important. Scholars have designed various corresponding time synchronization algorithms to solve problems (Jiang et al., 2021a; Xiao et al., 2021). Reference broadcast synchronization (RBS) is designed by Jiang et al. (2018), a receiver synchronization protocol. In the RBS protocol, the reference node sends broadcast information to adjacent nodes. After receiving the broadcast information, these adjacent nodes exchange their own timestamp information, and then the parameters required by the nodes are estimated by the linear regression method. Liu et al. (2020) designed a timing synch protocol for sensor networks (TPSN) protocol, a sender-receiver protocol. In this protocol, wireless sensor networks are dispersed in the form of a tree. The clock synchronization of the whole network is completed by synchronizing each node with its upper parent node. The mutual communication between each node and its parent node is realized by a two-way information exchange to compensate for the clock deviation. The flooding time synchronization protocol (FTSP) proposed by Nakanishi et al. (2020) assigns an ID number to each sensor node, completes the clock synchronization between the sending node and the receiving node through broadcasting synchronization packets, realizes the clock synchronization of the whole network by hierarchical classification, and uses linear regression deviation compensation to compensate for the relevant error source. The time diffusion protocol (TDP) proposed by Outón et al. (2019) is based on the iterative weighted average method and uses the information diffused by the sensor nodes involved in the whole network in the synchronization process. However, asynchronous diffusion protocol (ADP) uses the same diffusion method as TDP. However, the protocol in the sensor node is asynchronously completed when executed, and it will be independently completed when correcting the time of the node. Mo et al. (2020) proposed pairwise broadcast synchronization (PBS), a new information exchange mechanism. PBS uses two synchronization methods, sender-receiver and receiver only, to achieve energy-efficient network-wide synchronization. In this protocol, the common sensor node uses the timestamp information of the super node to synchronize the local clock (Zhao et al., 2021). The synchronization method reduces the total energy consumption of the whole network by reducing the times of exchanging timestamp information between nodes. Since less information is required to realize clock synchronization, it significantly reduces the energy consumption compared with RBS, tpsn, and other protocols. The advantage of paired broadcast synchronization protocol is particularly obvious when sensor nodes are densely deployed. Asfour et al. (2019) designed a distributed consistent clock synchronization algorithm (CCS). The algorithm aims to reduce the clock error between geographically adjacent nodes and keep all nodes at a common tilt rate to achieve long-term clock synchronization. It completes the parameter estimation of paired nodes by one-way broadcasting and then weights and averages the parameter estimation to realize the correction of the local clock.
The manipulator control system is a complex control system, which integrates many disciplines, such as computer, machinery, control, and electrical disciplines (Bostelman et al., 2018). In recent years, with the development of synchronous sensing technology, it has been gradually applied in the field of scientific research. Now, many researchers and engineers propose to apply body-sensing technology to the control of the robot to realize the research and design of a natural and non-contact human–computer interaction control system. Chen et al. (2021a) determined the position and direction of the door handle based on Bayesian a posteriori estimation based on force measurement. Assuming that the handle does not need to twist and the 3D model of the handle is known, Wu et al. (2020) designed a static manipulator to open the cabinet door and drawer. Liu et al. (2021a) ensured that the manipulator could perform the opening action by setting a series of behaviour modes after prepositioning the door handle range (20 cm). Furthermore, the tracking control of the bio-inspired mobile manipulator has been a hot issue in recent years. There are many control strategies to solve this problem. When the dynamics of the system is known, the commonly used control strategies include nonlinear feedback control, input-output feedback linearization, and computational torque control. These methods need to know the dynamic model of the system and ignore the dynamic uncertainty and external interference of the system. In order to solve this problem, many scholars have also done relevant work. Prianto et al. (2020) designed a robust controller based on Lyapunov stability theory for the case of system dynamic coupling and system inertia parameter uncertainty. Liu et al. (2021b) proposed neural network adaptive control, in which a neural network is used to estimate the dynamic coupling and parameter uncertainty of the system. When the dynamic parameters of the system are completely unknown, a robust damping controller is designed by Chen et al. (2021b). The algorithm can suppress the bounded disturbance in the system. Sliding mode control has strong robustness to the uncertainties and external disturbances of the system, so it is very suitable for the tracking control of the bio-inspired mobile manipulator. de Gea Fernández et al. (2017) and Goswami et al. (2021) proposed a sliding mode controller based on a neural network for the tracking control of an omnidirectional bio-inspired mobile manipulator. Hao et al. (2021) proposed a sliding mode control based on backstepping. The controller can quickly make the tracking error close to zero, make the tracking process more stable, and reduce the chattering of the system (Yang et al., 2021).
In order to overcome the above problems, the main contributions of this article are summarized as follows: 1) based on the Gaussian distribution of random delay, the relative frequency offset and relative phase offset of adjacent nodes are calculated to realize the clock synchronization of the network cable sensor nodes; 2) the location of target gate is detected and tracked by using synchronous sensor network and deep learning; 3) combining adaptive backstepping with sliding mode control, a robust adaptive sliding mode control method for nonlinear systems with input gain uncertainty and mismatch uncertainty is proposed to control the bio-inspired manipulator.
In this article, we construct a wireless sensor network with clock synchronization. Based on the random delay distribution obeying the Gaussian distribution, the relative frequency offset and relative phase offset of adjacent nodes are calculated to achieve the effect of clock synchronization. In addition, for the trajectory tracking control of the nonholonomic bio-inspired mobile manipulator, an adaptive sliding mode control strategy with an online estimation of system parameters is proposed. In this method, the bio-inspired mobile manipulator is considered a complete system. Firstly, the sliding mode controller is designed according to the dynamic equation of the system; then, an adaptive law is designed to estimate the uncertain parameters in the system. Compared with traditional sliding mode control, the algorithm does not need to know the upper bound of system parameters. Finally, a simulation example shows the effectiveness and superiority of the proposed method.
2 ARCHITECTURE DESIGN OF BIO-INSPIRED MOBILE MANIPULATOR BASED ON SYNCHRONOUS SENSING
2.1 Architecture Design of Bio-Inspired Mobile Manipulator Based on Synchronous Sensing
Wireless sensor network is a network system composed of a large number of wireless sensor nodes deployed in the monitoring area and formed by wireless communication (Xia et al., 2018; Wu et al., 2019). Its purpose is to collaboratively perceive, collect, and process the object information in the network coverage and then send it to the monitor. Therefore, the design of a single network wireless sensor node cannot be separated from the constraints of the whole network environment. Wireless sensor nodes are a kind of miniaturized computer system. For wireless sensor networks, the number is huge, and batteries are usually used to provide energy. After the energy of sensor nodes is exhausted, they cannot carry out data acquisition, which will directly affect the robustness and life cycle of the whole wireless sensor network. Therefore, the wireless sensor node is an important research aspect in wireless sensor networks. Therefore, the door opening adaptive control system of bio-inspired mobile manipulator based on synchronous sensing designed in this article is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The structure design of bio-inspired mobile manipulator based on synchronous sensing.
The architecture mainly includes data acquisition layer, wireless transmission layer, aggregation processing layer, and vehicle control layer. The aggregation processing layer and the vehicle control layer are the most important links, in which the aggregation processing layer is mainly used for data fusion, complementing and eliminating redundant information in time and space, and recombining according to the set conditions. Generally, data fusion helps increase the reliability and effectiveness of data, save channel bandwidth, and prolong the network life cycle. In addition, the onboard control layer mainly uses information for adaptive door closing control.
The application background requires the selection, accuracy, and acquisition frequency of sensors, as well as the protocol, frequency band, and transmission distance used in wireless communication. The power technology restricts the energy consumption of sensor technology and wireless communication technology. At the same time, it also requires the power consumption of the processor itself. Sleep technology is essential to the selection and application of sensors. The acquisition frequency required by the application background and the protocol of wireless communication technology put forward specific requirements for the processor’s processing capacity, data acquisition speed and accuracy, and on-chip resources. Therefore, as the core component of the wireless sensor node, the selection of the processor is restricted by all technical requirements.
2.2 Research on Clock Synchronization Technology in Sensor Networks
Each sensor node has its own local clock. By detecting the zero-crossing intersection of the periodic output signal of the local oscillator, the sensor node increases the count value in its counter. When the count value reaches a specified value, the interrupt response generates a clock signal, and then the counter will refill the initial value and start a new round of counting. Therefore, the physical clock model is expressed as follows:
[image: image]
where [image: image] is the standard time, [image: image] is the clock time maintained by the crystal oscillator at time t; [image: image] is the initial clock is the node clock at [image: image]; [image: image] is the true frequency of the crystal oscillator; [image: image] are parameters related to the characteristics of the crystal oscillator.
In this article, the receiver-receiver synchronization method is used to construct the synchronous sensor network. Consider a reference node R and any nodes A and B within the communication range of the reference node. At time i, node R sends the ith timestamp information to node A and node B, then node A and node B record the arrival time of the timestamp according to their own schedule, and after that node A and node B exchange timestamp information with each other. The clock model of the synchronization method of the receiver-receiver is shown in Figure 2. When the step message is transmitted in the wireless channel, there will be various delays. However, in practice, there are other delays, including interrupt processing, encoding, and decoding delays. However, these delays can be determined, so we will not consider them when designing the algorithm. Therefore, Gaussian time delay can be used to process.
[image: Figure 2]FIGURE 2 | RRS model considering the Gaussian distribution delay.
At time [image: image] , the arrival time [image: image] at node A can be expressed as
[image: image]
where [image: image] is the time information sent by the reference node; [image: image] and [image: image] are fixed delay and random delay, respectively. Similarly, the arrival time information at node B is
[image: image]
In wireless sensor networks, the two main factors affecting the accuracy of clock synchronization are the correct estimation of phase offset and frequency offset by sensor nodes and the propagation delay of synchronization messages. The propagation delay may be much greater than the clock synchronization accuracy we need. Therefore, it is necessary to study the exact causes and impact of these errors. Figure 2 shows the relationship between the delay factor and the network level. Three quantities are random, namely, transmission time, access time, and reception time. However, the other three quantities are fixed, namely, transmission time, propagation time, and reception time. Set reference node R and node A. Uplink delay and downlink delay are defined as
[image: image]
In ith time information interaction, the uplink and downlink delays are
[image: image]
where [image: image] and [image: image] have accordance with Gaussian distribution and [image: image] is the clock phase offset close to 0.
2.3 Research on Target Recognition Algorithm Based on Synchronous Sensor Network
Compared with traditional two-dimensional image information, depth image information has no special restrictions on the physical and geometric features of external objects or environment, such as lighting conditions (Jiang et al., 2021b). The distance information of the object or environment can be directly obtained using the obtained depth information, which greatly reduces the difficulty of recognition, positioning, and navigation (Sun et al., 2019). The door opening judgment method based on depth image information proposed in this article includes six parts: depth image acquisition, registration, position selection, preprocessing, fitting plane, and door opening judgment. The main content of the research is to judge the door opening based on the depth image, so it will be very important to select the position of the depth image. Whether the position can correctly represent the current state of the door will directly affect the final judgment result. The size of the door is length (2.03 m) × width (0.9 m), the door handle is located on the left of the door body, and the installation height is 0.92 M. Therefore, selecting the upper right of the door handle position will be able to more accurately describe the state information of the door. The most important thing is to build a target recognition network based on the depth image. The depth network structure designed in this article is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Design of target detection network based on synchronous sensor network.
For a 3 × 3, when d = 1, the corresponding convolution kernel size is 3. When d = 24, the corresponding convolution kernel size is 49 (Xu et al., 2020). The expansion rates are {1, 6, 12, 18, 24}, respectively, forming a cavity convolution group with gradient parallel structure, as shown in Figure 3. By setting different expansion rates, the size of the receptive field is expanded dozens of times on the original basis, and the characteristic images of the corresponding connection stage will respectively pass through the hole convolution in this hole convolution group in parallel to obtain the huge target in the SAR image. In addition, a feature transfer layer is formed between each two stages, and a hole convolution group is added between the last two stages to form a feature transfer network, which is conducive to the network to extract the cross-scale target features of SAR image. Then, in the top-down network, the feature map with stronger high-level semantic information is upsampled to generate a feature map with higher resolution. Finally, the feature maps with the same space size in the bottom-up and top-down processes are fused through horizontal connection, mainly using 1 × 1, which can make full use of the underlying positioning details. The low-resolution feature map is upsampled twice, and the upsampling map is combined with the corresponding bottom-up map to reduce the aliasing effect.
3 TRACKING CONTROL OF BIO-INSPIRED MOBILE MANIPULATOR BASED ON ADAPTIVE SLIDING MODE
3.1 The Dynamic Model of Bio-Inspired Mobile Manipulator
The mathematical model of bio-inspired mobile manipulator includes kinematic model and dynamic model. The purpose of establishing the dynamic model of the robot system is multifaceted. The forward problem of dynamics is related to the simulation and research of the robot system. The inverse problem is to realize the optimal control using the dynamic model to achieve good dynamic performance and optimal index. The application object of this research is the wheeled bio-inspired mobile manipulator system with nonholonomic constraints, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | The model diagram of a two-link bio-inspired mobile manipulator.
Consider the two-link space bio-inspired mobile manipulator shown in Figure 4, in which independent motors drive the two rear wheels of the mobile platform, respectively. A two-link manipulator is installed at the center of mass C of the mobile platform, and the position of its hinge is driven by a motor, respectively, in which the connecting rod 1 can rotate around the z-axis and the connecting rod 2 can rotate up and down. During the movement of the mobile platform, it is constrained by non-integrity (the wheels roll with the ground without sliding), while the manipulator is constrained by integrity. The non-integrity constraints on the mobile platform are
[image: image]
where [image: image] is the coordinate of the platform centroid C in the world coordinate system o-XYZ, D is the distance between the center point G of the two rear wheels and the platform centroid C, and φ is the included angle between the symmetry axis direction of the mobile platform and the x-axis.
Select the state vector of the system as [image: image], where [image: image] represent the rotation angle of connecting rod 1 and connecting rod 2, respectively. Then, Eq. 1 can be expressed as
[image: image]
where [image: image].
The dynamic equation of the system can be obtained by the Lagrange energy method:
[image: image]
where [image: image] are the state quantities of the bio-inspired mobile manipulator, which represent the position, velocity, and acceleration vectors of the system, respectively; [image: image] is the inertia matrix of the system and is a positive definite symmetric matrix; [image: image] is the matrix representing the centripetal force and Coriolis force; [image: image] is the term of gravity and friction; [image: image] is the bounded external interference; [image: image] is the input transformation matrix; [image: image] is the constraint matrix; and [image: image] is the Lagrange multiplier of the corresponding constraint.
Equation 3 contains the dynamic coupling between the mobile platform and the manipulator. Herein, the bio-inspired mobile manipulator is taken as a whole so that the dynamic coupling of the system can be considered. Then, the torque control law is designed based on the dynamic model of the system. According to the matrix theory, there is a full rank matrix. At this time, the kinematic equation of the system can be expressed as
[image: image]
Equation 3 contains the dynamic coupling between the mobile platform and the manipulator. Herein, the bio-inspired mobile manipulator is taken as a whole so that the dynamic coupling of the system can be considered. Then, the torque control law is designed based on the dynamic model of the system. At this time, the kinematic equation of the system can be expressed as
[image: image]
where [image: image]. In order to eliminate the binding force in Eq. 3, the unconstrained dynamic equation can be obtained as follows:
[image: image]
3.2 Design of Adaptive Sliding Mode Controller
For the bio-inspired mobile manipulator shown in Figure 5, our control task can be described as follows: given the reference trajectory [image: image], design the corresponding torque control law so that the actual running trajectory Z of the bio-inspired mobile manipulator can track the given reference trajectory [image: image]. That is, for any defined initial state, [image: image]. In this article, the unified control mode is adopted in the design of the controller. In other words, the mobile platform and the manipulator are considered as a whole, and the dynamic coupling of the system is considered in the design of the controller.
[image: Figure 5]FIGURE 5 | The structure figure of adaptive sliding mode controller.
Assuming that the desired trajectory of the bio-inspired mobile manipulator is [image: image], the tracking error of the system is
[image: image]
The sliding mode function of the system is defined as
[image: image]
where [image: image], [image: image], is the parameters that need to be adjusted in the controller design. The eigenvalues of Eq. 13 are located in the left half-open complex plane, so matrix [image: image] can ensure that the sliding mode is stable:
[image: image]
Assumption 1 [image: image] is bounded. There is a bounded function such that for any [image: image] & the following conditions are satisfied.The torque controller of the bio-inspired mobile manipulator system is
[image: image]
where K is the control parameter of driving torque and ε > 0 is the given constant, which is introduced ε to reduce the effect of buffeting. For any initial error E (0), the designed controller can ensure that the tracking error e(t) is uniformly ultimately bounded (UUB). That is, the stability of the system is guaranteed.It is required that the upper bound of system parameters in Eq. 12 is determined, but in the actual system, these parameters are uncertain and may change over time. If the method of directly giving these parameters is adopted, although it can also ensure a better tracking effect, this method will degrade the control performance when these parameters change greatly. Adaptive control is to solve the problem of unknown parameter estimation. It uses adaptive law to identify the system parameters online to realize the real-time adjustment of controller parameters. In order to reduce the influence of parameter uncertainty on the controller’s performance, this section gives the design steps of the corresponding adaptive sliding mode controller when the upper bound of the system parameters is unknown. The controller proposed in this article combines the advantages of sliding mode control and adaptive control. It has a strong anti-interference ability and can estimate the uncertain parameters in the system.Next, an adaptive law is designed to estimate the upper bound in Eq. 11, and the estimated value is [image: image]. Then the estimated value of the upper bound of the system parameters [image: image], parameter [image: image]. The adaptive law is designed as follows:
[image: image]
4 SIMULATION RESULTS AND PERFORMANCE ANALYSIS
In the simulation test, the time stamp sending cycle is set to 1s, and the test data are 500 observation points. Due to the difference between the start-up time of nodes and the time of establishing connections, we found in many experimental results that the initial phase difference of adjacent nodes is generally between 150 and 250 ms. Therefore, in the simulation experiment, we took the average value and set the initial phase difference to 200 ms to test the performance of the synchronous sensor network.
The manipulator door opening experiment studied in this article mainly includes three parts: first, how to locate the door handle by MT_A, that is, knowing where the door handle is and the distance between the door handle and the body; secondly, after positioning the door handle, combined with its own motion characteristics, how to correctly operate MT_A to the best position in front of the door; and finally, after MT_A reaches the best position in front of the door, according to the structure of the actuator at the end of the manipulator, the forward kinematics is used to plan the rotation component of each joint of the manipulator to enable the manipulator to operate the door handle with correct execution action and complete the door opening experiment.
4.1 Clock Verification of Synchronous Sensor Networks
For clock verification of synchronous sensor networks according to the above theoretical model of clock synchronization in wireless sensor networks, the actual paired sensor nodes are experimentally verified. Firstly, the basic test working conditions of the two nodes are set. After that, the timestamp information data is actually collected. The experiment set up a coordinator node and a terminal node based on the ZigBee network to establish a paired two-way information exchange mode. Local timestamp information is marked on the timers of the coordinator and the terminal node to exchange the local clocks between them. The coordinator and terminal node are wireless networking based on ZigBee technology, which are implemented in a modular and cascade manner. The random delay distribution of uplink Ui and downlink Vi is analyzed through the collected 10 groups (1,000 times in each group). It is verified that the random delay distribution obeys the normal distribution through the Q-Q diagram. Figure 6 shows that the random delay distribution of uplink Ui and downlink Vi is fitted by Q-Q diagram followed by a normal distribution, and the fitting degree is very high.
[image: Figure 6]FIGURE 6 | The random delay distribution diagram of the link layer.
As shown in Figure 6, in the experiment, the mean value of uplink and downlink is mainly about 15 because when we collect data, we designate the channel as ZigBee channel ch25, and there is no channel interference (such as signal preemption, signal waiting, signal frequency hopping), and the random delay part is much smaller than the fixed delay part. Therefore, this 20 ms is mainly consumed in the fixed delay, and the mean value of the random delay distribution tends to zero.
The time difference between uplink and downlink is used to prove the effectiveness of clock synchronization after compensating clock frequency offset and clock phase offset. After executing the clock synchronization algorithm based on the two-way information exchange model, 300 groups of timestamp information are sampled again. The results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | The random delay distribution diagram of the link layer. (A) Ui data fitting. (B) Vi data fitting.
As shown in Figure 7, after clock synchronization, the uplink and downlink basically fluctuate on and off the 20 ms horizontal line, consistent with the results of the above delay distribution verification. The experimental results show that the synchronization on the actual experimental platform is consistent with the theoretical results, and the theoretically estimated clock phase offset and clock frequency offset are correct. Experiments show that the synchronous sensing effect can be achieved through the above clock delay compensation.
When the random delay distribution of sensor networks obeys the normal distribution, the mean square error of clock phase offset and clock frequency offset gradually reaches the lower bound with the increase of the number of observations. The experimental results show that the performance of estimating clock phase offset and clock frequency offset is better. Using synchronous sensing, the position and angle information of the end of the bio-inspired mobile manipulator is shown in Figure 8. As shown in Figure 8, in the synchronous sensing system, the angle and position information of the bio-inspired mobile manipulator can be fed back to the controller in time without time delay.
[image: Figure 8]FIGURE 8 | End position and angle of the bio-inspired mobile manipulator under synchronous sensing.
4.2 The Accuracy Verification of the Algorithm
In order to verify the correctness and effectiveness of the dynamic sliding mode controller designed above, we have carried out simulation experiments on the adaptive dynamic sliding mode controller designed above. The control object used in the simulation experiment is the nonholonomic bio-inspired mobile manipulator system shown in Figure 1. In the simulation, it is assumed that the desired trajectory of the bio-inspired mobile manipulator system is [image: image] , so that the centroid position of the mobile platform tracks the elliptical motion and the angular displacement of the two connecting rods tracks the sinusoidal motion. The parameters of the system are shown in Table 1.
TABLE 1 | Key parameters of mobile platform and connecting rod.
[image: Table 1]As can be seen from Figure 9 when considering the nonholonomic constraints of the bio-inspired mobile manipulator and the coupling effects of the mobile platform and the manipulator. Even if the initial position error of the system is large, each state in the system can quickly track the upper reference trajectory, which shows that the method proposed in this article can meet the requirements of the rapidity of the controller. As can be seen from Figure 9, the method proposed in this article can make the system reach the desired position quickly, the adjustment time is shorter, and the steady-state tracking error of the system is smaller. Hence, the control effect of the method proposed in this article is better. The simulation results show that the dynamic sliding mode controller designed by us successfully realizes the tracking of the given trajectory of the wheeled bio-inspired mobile manipulator system. Even in the case of large initial error and random disturbance, the tracking effect is also very good, and there is no chattering of system control.
[image: Figure 9]FIGURE 9 | The simulation results of the bio-inspired mobile manipulator.
4.3 The Verification of the Superiority of the Algorithm
In order to compare with the traditional sliding mode control, the expected trajectory and initial state given by the two methods are the same, and the tracking error curve of the system is obtained, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | The simulation results of the bio-inspired mobile manipulator.
Through the simulation example shown in Figure 10, it can be seen that the controller proposed in this article can not only ensure the stability of the system and the boundedness of tracking error but also ensure good tracking effect when the system dynamic model is uncertain or there is bounded disturbance in the system. Compared with the traditional sliding mode control, the controller proposed needs less system information and can realize the real-time estimation of unknown parameters so that the control system has the ability of anti-interference to the changes of parameters. All these show that the adaptive sliding mode control proposed in this article is correct and effective for the trajectory tracking problem of the bio-inspired mobile manipulator. After the experiment, the method proposed in this article can successfully complete the door opening experiment in a certain range. However, this method is mainly based on the coordinate measurement of synchronous sensor network and target recognition. Therefore, it is highly dependent on the measurement accuracy of the sensor itself, and the measurement error of the sensor itself will affect the final experimental results.
5 CONCLUSION
In this article, the adaptive control of the bio-inspired mobile manipulator based on synchronous sensing is studied. In order to realize synchronous sensing, this article focuses on the random delay distribution and the clock synchronization of adjacent nodes in wireless sensor networks. Firstly, the theoretical model of delay distribution is established according to the delay component, and it is verified that the random delay distribution of adjacent nodes obeys the normal distribution. Secondly, the maximum likelihood estimation method is used to calculate the clock phase offset and clock frequency offset under the theoretical model of adjacent nodes. The clock phase offset and frequency offset are compensated on the hardware platform to realize the clock synchronization of adjacent sensor nodes. This article studies the trajectory tracking control of bio-inspired mobile manipulator. Aiming at the uncertainty of model parameters and the boundedness of external disturbances, an adaptive sliding mode controller is proposed. In addition, based on the dynamic equation of the bio-inspired mobile manipulator, the sliding mode function about the tracking error is defined, and the torque controller is designed according to the defined sliding mode surface. In the design of a traditional sliding mode controller, the upper bound information of parameters must be known. However, in the actual system, the upper bound of parameters is often unknown. Therefore, an adaptive method is proposed to estimate the parameters online. The results show that the proposed algorithm has good results.
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Imbalanced classification is widespread in the fields of medical diagnosis, biomedicine, smart city and Internet of Things. The imbalance of data distribution makes traditional classification methods more biased towards majority classes and ignores the importance of minority class. It makes the traditional classification methods ineffective in imbalanced classification. In this paper, a novel imbalance classification method based on deep learning and fuzzy support vector machine is proposed and named as DFSVM. DFSVM first uses a deep neural network to obtain an embedding representation of the data. This deep neural network is trained by using triplet loss to enhance similarities within classes and differences between classes. To alleviate the effects of imbalanced data distribution, oversampling is performed in the embedding space of the data. In this paper, we use an oversampling method based on feature and center distance, which can obtain more diverse new samples and prevent overfitting. To enhance the impact of minority class, we use a fuzzy support vector machine (FSVM) based on cost-sensitive learning as the final classifier. FSVM assigns a higher misclassification cost to minority class samples to improve the classification quality. Experiments were performed on multiple biological datasets and real-world datasets. The experimental results show that DFSVM has achieved promising classification performance.
Keywords: imbalance classification, deep neural network, fuzzy support vector machine, machine learning, oversampling
INTRODUCTION
In many fields, the distribution of data is imbalanced and the problem of imbalanced datasets occurs when one class is much larger than the other. For example, in disease diagnosis (Bhattacharya et al., 2017; Loey et al., 2020), most of the data are healthy, and it is difficult to obtain data on diseases. Moreover, with the deployment of various monitoring systems, more and more data are collected in smart cities and the Internet of Things, but there are a lot of data on the normal operation and abnormal data is rare (Du et al., 2019; Fathy et al., 2020). More specifically, this problem occurs when one class outnumbers the other class, which are usually referred to as majority and minority class, respectively (Tao et al., 2020). The majority class samples are more easily available, while the minority class samples are more difficult to obtain data due to natural frequency of occurrence or data collection. The imbalanced data distribution also exists in the fields of fraud detection (Li and Wong, 2015; Jiang et al., 2018), computer security (Wang and Yao, 2013), intrusion detection (Yao et al., 2018), drift detection (Wang et al., 2021), image recognition (Romani et al., 2018) and defect detection (Li et al., 2020). In machine learning, there are many well-established classification methods, such as decision tree, logistic regression, support vector machine and extreme learning machine (Shi et al., 2022), but they are based on the assumption of uniform data distribution and have over-all accuracy as the optimization goal. When traditional classification methods are used to deal with imbalanced classification, the result are more in favor of the majority class and ignore the importance of the minority class. Although the overall accuracy is relatively high, the minority class data with important information cannot be accurately identified.
Many imbalance classification algorithms have been proposed in recent decades. These algorithms can be generally divided into two main types: data-level and algorithm-level (Tao et al., 2020). The data-level approaches first bring the original imbalanced dataset to balanced distribution by some sampling processing, and then classify it by using a traditional classifier. The algorithm-level approaches attempt to improve existing classification algorithms by reducing their bias for the majority class data, and thus adapt to imbalanced data distribution.
In this paper, a novel imbalance classification method based on deep feature representation is proposed, named DFSVM. First, from the perspective of data features, a deep neural network is used to obtain the embedding space features. Appropriate feature representation can improve the classification performance of models, and it also enhances the differentiation of features of different classes and the similarity of feature areas of the same class. In addition, it will provide a basis for the effective recognition of samples. The deep neural network has a complex nonlinear network structure, which can effectively extract the deep features of samples. When training the network, a triplet loss function (Schroff et al., 2015) is used to enable the network to separate the features of minority class and majority class. Additionally, Gumbel distribution function (Cooray, 2010) is applied as an activation function in the activation layer. This function is continuously differentiable, and it can be easily used as an activation function in stochastic gradient descent optimization neural networks. The original input samples are mapped to the same embedding space after feature extraction. In the embedding space, a new minority class sample is randomly generated based on the distance between the sample and the center of the class, which makes the data distribution balanced. After obtaining the embedding features of samples, a fuzzy support vector machine (FSVM) (Lin and Wang, 2002) is used to classify. FSVM introduces membership values (MVs) in the objective function of traditional support vector machine, and it sets different misclassification costs for different classes samples. The misclassification cost of the minority class is higher than that of the majority class. FSVM is a cost-sensitive learning strategy that can effectively improve the recognition rate of the minority class samples. In addition, traditional classification methods use accuracy as classifier evaluation metrics, but classifiers with accuracy as evaluation metrics tend to reduce the classification effectiveness of the minority class. Moreover, accuracy limits the effect of minority class samples on classification performance. Therefore, this paper uses G-mean, F-measure and AUC values to evaluate the classification results more comprehensively.
The rest of this paper is organized as follows. In Related Work Section, the related work on imbalance classification is presented. Proposed Method Section describes DFSVM. In Experiments and Results and Conclusion Sections, the experimental results and conclusions are introduced.
RELATED WORK
The imbalance of data distribution and the limitation of traditional classification algorithms are the main problems that imbalanced classification faces, therefore, researches on imbalanced classification can be divided into two levels: data-level and algorithm-level.
Data-Level
Data resampling is the most representative method of data-level, which reduces the imbalanced ratio (IR) by changing the data distribution. The undersampling algorithm reduces the bias of model to the majority class by reducing the number of samples in the majority class. Random undersampling is the simplest approach, it randomly selects and removes part of the majority class samples. However, random undersampling easily leads to the deletion of potentially useful information, so some heuristic methods are proposed.
Neighborhood cleanup rule (NCL) (Laurikkala, 2001) uses an instance-based approach to reduce larger classes and considers carefully the quality of the data to be removed. To reduce the impact of some noisy minority examples on the performance of classifiers, Kang et al. (2016) proposed a new undersampling algorithm by introducing a noise filter. The weighted under-sampling of SVM (WU-SVM) groups majority samples into some subregions and assigns different weights based on their Euclidean distance to the hyper plane to retain the data distribution information of original dataset (Kang et al., 2017). The other popular sampling method is oversampling, which is used to balance the data distribution by increasing the number of minority class samples. Random oversampling can cause overfitting, so heuristic methods are also mostly used. The most representative one is the synthetic minority oversampling technique (SMOTE, Chawla et al., 2002). SMOTE generates a new minority sample by interpolating between k nearest minority neighbors. However, due to the irregular data distribution, new samples generated by SMOTE may become noise, which may increase the overlap between classes and lead to misclassification. In order to generate more reasonable samples, some variants of SMOTE have been proposed, such as Bordeline-SMOTE (B-SMOTE) (Han et al., 2005) and adaptive synthetic sampling approach (ADASYN) (He et al., 2008). The kernel-based SMOTE (KSMOTE) algorithm synthesizes minority data points directly in the feature space of SVM classifier and adds new data points by augmenting the original Gram matrix based on neighborhood information in the feature space (Mathew et al., 2015). Weighted kernel-based SMOTE (WK-SMOTE) overcomes the limitations of SMOTE for nonlinear problems by oversampling in the feature space and cost-sensitive support vector machine (Mathew et al., 2018).
Algorithm-Level
Traditional classification methods tend to favor majority class and ignore minority class samples when dealing with imbalanced data. To overcome the shortcomings of traditional classification, researchers have made improvements to the algorithms themselves. Typical improvements are cost-sensitive and ensemble learning methods. Fuzzy support vector machine (FSVM) (Lin and Wang, 2002) is a cost-sensitive algorithm. It introduces the fuzzy membership values (MVs) of each sample into the objective function of the support vector machine (SVM) to distinguish the importance of different samples. FSVM-CIL is an improved FSVMs for class imbalance learning that can be used to deal with class imbalances in the presence of outliers and noise, and its membership calculation is based on the distance in the original data space (Batuwita and Palade, 2010). Yu et al. (2019) proposed two relative density-based FSVM, namely, FSVM-WD based on within-class relative density and FSVM-BD based on between-class relative density, which use a similar strategy to calculate the relative density of each training sample based on K-nearest neighbor probability density estimation (KNN-PDE). ACFSVM is a FSVM method based on affinity and class probability, which calculates the affinity of majority class samples based on the support vector description domain (SVDD) model, and then identifies possible outliers and some border samples existing in the majority class (Tao et al., 2020). The basic idea of ensemble learning is to combine standard ensemble learning algorithms with existing imbalanced data classification methods, such as SMOTEBagging (Wang and Yao, 2009) and SMOTEBoost (Chawla et al., 2003). However, the training process of ensemble learning for base classifiers is more complicated and has limitations in handling high-dimensional data, and there are difficulties in choosing the type and number of base classifiers.
PROPOSED METHOD
The DFSVM method proposed in this paper uses a fuzzy support vector machine as the base classifier and uses data sampling method to obtain balanced data distribution. The new samples generated after oversampling still belong to the minority class, and the use of FSVM can further improve the model’s focus on the minority class. In addition, deep neural networks are used to obtain more discriminative feature information, which make subsequent classification convenient.
Feature Extraction With Deep Learning
With the significant increase in computer computing power and the explosive growth of data amount, deep learning has attracted a lot of attention in academia and industry in recent years. Deep neural networks (DNNs) have succeeded in significantly improving the best recognition rate of each previous problem by increasing the network depth or changing the structure of the model (Krizhevsky et al., 2012; He et al., 2016). Deep learning implementations rely on deep neural networks, which involves a cascade of multiple layers of nonlinear processing units for feature extraction and transformation. For example, convolutional neural networks (CNNs) are one such deep learning architecture that has achieved breakthrough performance gains in image classification (Kang et al., 2021). Feature representation is critical to the classification performance, so this paper applies the classification method to the embedding space after feature extraction.
In this paper, a deep neural network (DNN) is used as feature extractors because it can learn advanced feature representations from samples (Ng et al., 2016). Once training is complete, the hidden feature representations can be used as embedding features to reveal interesting structures in the data. To enhance the differentiation of features from different classes and reduce the differentiation of features from samples in the same class, a triplet loss (Schroff et al., 2015) is used to train the network model, bring samples in the same class closer, and further separate samples in different classes. Each sample can be converted into a differentiated feature space based on the trained model. The triplet loss uses anchor points, which allows the embedding space feature to be arbitrarily distorted. It is defined as:
[image: image]
where m is the margin and set to 0.2 in experiments, D is the distance function, a is the anchor point belonging to the minority class, min is the minority class samples, and maj is the majority class samples. [image: image] indicates that the value is taken as loss if it is greater than 0. If it is less than 0, the loss is 0. The smaller the margin, the easier the triplet loss converges to 0. Thus, the anchor point and minority class samples do not need to be pulled too close together, and the anchor point and majority class samples do not need to be pulled too far apart to make the loss converge quickly to 0. However, the smaller margin cannot distinguish the similar samples well. When the margin is too large, the distance between the anchor point and the minority class samples needs to be desperately close, and the distance between the anchor point and the majority class samples needs to be faraway. If the margin is set too large, it is likely that the final loss will remain at a large value, which is difficult to converge to 0, but can distinguish more similar samples with more certainty.
Figure 1 shows the results and geometric significance of optimization using triple loss. Triplet loss tries to learn an embedding space in which anchor is closer to the minority class samples, and the anchor is further away from the majority class samples. The deep neural network model with the triplet loss as the training criterion not only takes the simplicity of metric learning into account, but also has excellent nonlinear modeling capabilities of neural networks, which can greatly simplify and control the training process. When the two inputs are similar, the triplet loss can learn a better representation for the two input vectors with smaller differences, and thus perform well in the classification task.
[image: Figure 1]FIGURE 1 | Optimization result using triple loss function.
Gumbel distribution (Cooray, 2010) is used as the activation function in DNN. The Gumbel distribution, also known as Generalized Extreme Value (GEV) distribution type I, is widely used to design the distribution of extreme value samples of various distributions. The cumulative distribution function (CDF) is defined as:
[image: image]
When compared to the Gumbel distribution, the ReLU activation function shows some drawbacks for the class imbalance problem: it tends to underestimate the probability of minority nodes when dealing with the issue of class imbalance. Relative to the ReLU activation function, the Gumbel distribution function is not affected by the dying ReLU problem. Moreover, the Gumbel distribution is asymmetric, so that different penalties can be applied to the misclassification of both classes. In addition, the Gumbel distribution function is continuously differentiable, so it can be easily used as an activation function with optimization in a neural network. Finally, the whole DNN framework used for feature extraction is shown in Figure 2. The network used for feature extraction consists of three hidden layers, and we set the number of neurons in each layer to have the following relationship: the number of neurons in the next layer is half of the number of neurons in the previous layer. In the later experiments, we only set the number of neurons in the third layer, i.e., the dimension of the final embedding space, and the first two layers will make the corresponding changes according to the above rules. Figure 3 shows two t-SNE plots of the original Glass1 dataset and the dataset after the network training. It can be seen that after training, the different classes become easier to distinguish.
[image: Figure 2]FIGURE 2 | Deep neural network framework for feature extraction.
[image: Figure 3]FIGURE 3 | t-SNE plots of the original Glass1 dataset and after the network training.
Random Feature Oversampling Based on Center Distance
After obtaining the embedding space representation of samples, the data distribution is still imbalanced. The dataset in the embedding space is [image: image], [image: image] is the total number of samples, [image: image] , [image: image]. [image: image] is the value of the sample [image: image] on the [image: image]-th dimension feature, [image: image]. For the minority class samples, the set of features in each dimension is denoted as [image: image], where [image: image], [image: image]. [image: image] is the number of the minority class samples. [image: image] is the set of values of all minority class samples on the [image: image]-th dimension feature. The feature of each dimension of the new synthetic sample is randomly selected from the corresponding feature set, [image: image].
This method of randomly generated features can increase the diversity of the minority class samples and avoid overfitting. However, the method generates some outliers and noise, so a constraint based on class center distance is used to filter the synthetic samples. As shown in Figure 4, in the embedding space, the center of the majority class is [image: image], the center of the minority class is [image: image], and the center of the whole data is [image: image]. By calculating the distance between each center and the synthetic sample to determine whether the following equation is satisfied:
[image: image]
where [image: image] is the distance function. If the synthesized sample fits this condition, it will be kept, otherwise, it will be deleted. In this paper, the influence of irregular data distribution is avoided by calculating the class centers in the embedding space. The number of synthesized samples is set to achieve balanced data distribution.
[image: Figure 4]FIGURE 4 | Validation of the new synthetic feature vector.
Fuzzy Support Vector Machine
In many real-life applications, each sample has a different level of importance. For imbalanced data problems, the minority class samples are often more important than the majority class samples. In order to improve the classification performance, each sample needs to be assigned to a corresponding weight according to its importance. In this paper, a fuzzy support vector machine (FSVM) (Lin and Wang, 2002) is used as the classifier to achieve the assignment of different weights.
The data after sampling as [image: image], [image: image] is the total number of samples including all synthetic samples, [image: image], [image: image]. [image: image] is the feature dimension. Assuming that the dataset is [image: image]. [image: image] is the label of the corresponding sample. FSVM adds an attribute to each sample to expand the original data set to [image: image], [image: image] represents the fuzzy membership value (MV) corresponding to different samples. The greater the value of [image: image], the greater the importance of the sample. In this way, the optimization function of FSVM can be written as:
[image: image]
where [image: image] represents the margin ratio of the generalization ability of the learning model. The slack variable [image: image] represents the acceptable training error degree of the corresponding instance [image: image]. [image: image] is called the penalty parameter, it is a parameter that weighs the size of the separation interval and the number of misclassified points, as well as a trade-off between learning model accuracy and generalization ability. [image: image] is the mapping of high-dimensional feature space. The fuzzy membership value [image: image] can adjust the punishment degree of the corresponding sample. In order to solve this optimization problem, firstly, Equation 4 is transformed into an unconstrained problem using the Lagrangian function:
[image: image]
The above formula satisfies the following conditions:
[image: image]
Introduce Equation 6 into Equation 5. The optimization problem is transformed into the following formula:
[image: image]
where [image: image] is the Lagrangian multiplier corresponding to [image: image], and it must also meet the KKT condition:
[image: image]
In this way, the value of [image: image] can be calculated, and [image: image] can be calculated according to the following formula:
[image: image]
After that, the value of [image: image] can be calculated by Equation 8. The sample of [image: image] is called a support vector. When [image: image], the support vector is located on the boundary of the interval. When [image: image], the sample is located between the boundary of the interval and the separation hyperplane or on the side of the separation hyperplane that is misclassified. The biggest difference between traditional SVM and FSVM is that even though two samples have the same value of [image: image], the two samples belong to different types of support vectors due to their different fuzzy membership values [image: image]. Under normal circumstances, a smaller [image: image] is assigned to the majority class to make the decision boundary more reasonable. Finally, the decision function of the optimal separating hyperplane can be expressed as:
[image: image]
EXPERIMENTS AND RESULTS
Evaluation Metrics and Datasets
In this paper, G-mean, F-measure and AUC values are used to comprehensively evaluate the classification quality of the model. In imbalanced classification, the overall accuracy is not effective in evaluating the classification results. To evaluate the imbalanced classification effect by accuracy may cause the model to be biased towards the majority class, because a high overall accuracy can be obtained by ensuring only the correct classification of the majority class. The overall accuracy ignores the important influence of the minority class.
F-measure is defined based on the metrics of Precision (Pre) and Sensitivity (Sen), which are defined as:
[image: image]
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where TP (True Positives) denotes the number of positive observations (minority class) correctly classified as positive, FP (False Positives) denotes the number of negative observations (majority class) incorrectly classified as positive, FN (False Negatives) denotes the number of positive observations incorrectly classified as negative, and TN denotes the number of negative observations correctly classified as negative (Ye et al., 2020). The definition of F-measure is as
[image: image]
G-mean is defined based on the metrics of Sensitivity (Sen) and Specificity (Spe), which are defined as:
[image: image]
[image: image]
AUC (Area Under Curve) is defined as the area under the ROC curve and the coordinate axis. The value of this area will not be greater than 1. Among them, the ROC curve is called the receiver operating characteristic curve. It is based on a series of different binary classification methods (cutoff value or decision threshold), with the true positive rate (Sen) as the ordinate, and the false positive rate (1-Spe) is the curve drawn on the abscissa. The closer the AUC is to 1.0, the higher the authenticity of the detection method; when it is equal to 0.5, the authenticity is the lowest and it has no application value. The algorithm was tested on twelve binary classification datasets from the Keel database, as shown in Table 1.
TABLE 1 | Description of the datasets.
[image: Table 1]Experiment Settings
In data feature processing, a deep neural network with four fully connected layers is used. When using fuzzy support vector machine for classification operation, the kernel function is Gaussian kernel function. For FSVM classifier, penalty constant C and the width of Gaussian kernel σ are selected by gird search method from the set [image: image] and [image: image]. The fuzzy membership value of the minority samples is set to the imbalanced ratio (IR), which is the ratio of the number of samples of the majority class to the number of the minority class in the data.
[image: image]
where [image: image] is the number of the minority class samples, and [image: image] is the number of data of the majority class samples. The fuzzy membership value of the majority class is set to 1. In order to eliminate the randomness, five cross validation is applied, and the algorithms are executed for 5 independent runs.
In order to compare the classification performance of the proposed model, nine methods are used. B-SMOTE (Han et al., 2005) uses SMOTE (Chawla et al., 2002) to synthesize new samples for the minority-class samples lying around the boundary line. SOMO (Douzas and Bacao, 2017) produces a two-dimensional representation. Then it generates within-cluster and between-cluster synthetic samples. KmeansSMOTE (Douzas et al., 2018) uses k-means clustering algorithm and SMOTE to balance datasets, and only oversampling in safe areas to avoid noise. FSVM-CEN and FSVM-HYP (Batuwita and Palade, 2010) use a linear decay function to calculate the MVs based on the distance from the own class center or from the actual hyperplane, and finally use FSVM for classification. FSVM-WD and FSVM-BD (Yu et al., 2019) adopt a k-nearest neighbors-based probability density estimation to design a membership function based on the within-class and between-class relative density, and then assign weights to different samples. ACFSVM (Tao et al., 2020) first gives the corresponding formulation of affinity to calculate different affinities for each sample in the majority class. Then the class probability of each majority-class sample is determined using the kernel KNN technique and combined with its corresponding affinity as MVs. In addition, note that the parameters that existed in each algorithm adopt the default ones in each corresponding reference. For DFSVM, the margin m and the number of neurons in the third hidden layer of the deep neural network are selected by gird search method from the set {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and {2,4,6,8,10,12}.
Comparison of Imbalanced Classification Performance
To verify the effectiveness of the model on imbalance classification tasks, DFSVM is compared with nine representative and state-of-the-art class imbalance algorithms. Table 2 summarizes the experimental results on part of the datasets in terms of G-mean, F-measure and AUC, and highlights the best performing models in boldface. It can be observed that DFSVM achieves better performance in most cases. For the Cleveland0vs4 dataset, DFSVM improves 0.123 relative to ACFSVM under the G-mean metric. Although DFSVM does not achieve the best results on the AUC metric on the Cargood dataset, it achieves the best classification results on the G-mean and F-measure, which indicates that DFSVM has good recognition for the minority class. On the Pageblocks0 dataset, the classification performance of DFSVM did not achieve the best results on all three different evaluation metrics. However, its classification performance does not differ much from the best result. For example, for G-mean, it differs from the best by only 0.2%, and F-measure differs by 1%, which indicates that DFSVM still has a better classification effect. Yeast6 dataset has the highest imbalance ratio with IR = 41.4 and Glass1 dataset has the lowest imbalance ratio with IR = 1.82. The proposed method in this paper achieves better classification results on both Yeast6 and Glass1datasets. The best results were obtained for all evaluation metrics on the Yeast6 dataset, and two evaluation metrics for Glass1 dataset. This shows that DFSVM has good classification results for datasets with different imbalance ratios and it is robust.
TABLE 2 | Results of different imbalanced classification methods on datasets.
[image: Table 2]In addition, statistical tests were performed in this paper to verify the validity and significance of the proposed method. Under the null hypothesis, all algorithms are equivalent (i.e., any difference between their mean ranks is only random). The Friedman statistic
[image: image]
is distributed according to the [image: image] distribution with [image: image] degrees of freedom when N and k are large enough. N is the number of datasets, k is the number of algorithms performed for comparison, and R is the average ranking of the algorithms under different datasets. Friedman’s [image: image] statistic is undesirably conservative, so we use a better statistic
[image: image]
which is distributed according to the F-distribution with [image: image] and [image: image] degrees of freedom. We calculated the average ranking of different algorithms under the G-mean metric based on the experimental results in Table 2, and calculated the [image: image]. At significance level [image: image], the critical value is 1.976. Since [image: image] under G-mean is greater than 1.976, the null hypothesis is rejected, i.e., the algorithms compared are not equivalent at [image: image]. Since the null hypothesis has been rejected, the Nemenyi post-hoc test is utilized to complete the performance analysis, and DFSVM is regarded as the control method. When the difference between the mean rankings is greater than the critical difference ([image: image], where [image: image] in this paper), they are considered significantly different. The average ranking of the comparison method and DFSVM and the differences between them are given in Table 3. As can be seen from Table 3, DFSVM outperforms the other algorithms. Although it is not significantly different from KmeansSMOTE, FSVM-BD and ACFSVM, DFSVM is better than them in terms of classification effect on different data sets.
TABLE 3 | Average ranking of different methods on G-mean and its ranking difference with DFSVM.
[image: Table 3]Influence of Activation Function on the Performance of the Proposed Method
In this subsection, we compare the effect of the Gumbel activation function and the ReLU activation function on the experimental results. We selected five datasets, three of them are Ecoli datasets. They are different from each other, for example, in the Ecoli0147vs2356 dataset, positive samples belong to classes 0, 1, 4, 7 and negative samples belong to classes 2, 3, 5, 6; in the Ecoli01vs235 dataset, positive class samples belong to classes 0, 1 and negative samples belong to classes 2, 3, 5. In the experiments, the structure of the deep neural network is fixed, the number of neurons in the third hidden layer is set to 8, and the margin of triplet loss is set to 0.2. The experimental results are shown by Figure 5. It can be seen that the classification effect of Gumbel function is better than ReLU function. In the Ecoli0267vs35 dataset, the Gumbel function showed the most significant improvement. With the G-mean and F-measure metrics, the classification effect of the Gumbel function is 6.19 and 7.71% higher than the ReLU function. On the Glass1 dataset, although the classification quality of the Gumbel function is not as good as that of the ReLU function in the G-mean and F-measure metrics, the Gumbel function achieves better results in the AUC metric.
[image: Figure 5]FIGURE 5 | Classification effect of DFSVM under two different activation functions.
Influence of Classifier and Sampling Algorithms on Classification Performance
This subsection compares the classification quality of two different classifiers, SVM and FSVM. We also selected 5 datasets. In the experiments, the structure of the deep neural network is fixed, the number of neurons in the third hidden layer is also set to 8, and the margin of triplet loss is set to 0.2. The experimental results are shown in Table 4, and highlights the best performing models in boldface. It can be seen that the classification quality of FSVM is better than that of SVM. On the Ecoli01vs235 dataset, the AUC values of FSVM are slightly lower than those of SVM, but FSVM is 0.0524 and 0.2428 higher than SVM in G-mean and F-measure metrics. FSVM assigns a higher misclassification cost to the minority class in the objective function and therefore has a better imbalance classification effect.
TABLE 4 | Classification effect of DFSVM under two different base classifiers.
[image: Table 4]In addition, we compare the center distance based random feature oversampling method in DFSVM with different sampling methods, such as SMOTE, B-SMOTE, SOMO and KmeansSMOTE. In the experiments, we only replace the different sampling methods and keep the remaining settings the same. The experiments were conducted on four different datasets, and the results are shown in Table 5, which shows that the random feature oversampling method based on the center distance is better than the other sampling methods. The best results under each dataset are bolded. Although DFSVM does not have the best classification results on the G-mean and AUC for the Ecoli01vs235 dataset, it achieves the best classification results on the F-measure.
TABLE 5 | The experimental results of different sampling methods.
[image: Table 5]Influence of Network Structure and Margin on the Performance of the Proposed Method
This subsection conducts comparative experiments on different network structures of DFSVM. First, we selected three Ecoli datasets and one Yeast dataset for experiments on different margins. In the experiments, the margin of triplet loss is taken from {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and the number of neurons of the third hidden layer of the deep neural network is set to 8. The experimental results on the evaluation metrics are shown in Figure 6. The x-axis represents the values taken for different margins, and the y-axis represents the experimental result values for different metrics, such as G-mean, F-measure and AUC. It can be seen that in the same dataset, different metrics have the same trend with margin. However, the tendency of variation is not the same among different datasets. On the Ecoli0267vs35 dataset, the best classification results are obtained when the margin is 0.3. However, on the Ecoli01vs235 dataset, the classification is worse when the margin is 0.3. For all datasets, a smaller margin gives a better imbalanced classification result. Smaller margins make it easier for the triplet loss to converge to zero, but too small margins can make it difficult for the model to distinguish similar features. We also conducted comparison experiments on DFSVM with different hidden layer sizes. The fixed margin size in the experiments is 0.2, and the number of neurons in the third hidden layer of the neural network is taken from {2,4,6,8,10,12}. The experimental results under different evaluation metrics are shown in Tables 6–8. We selected three Ecoli datasets and three Yeast datasets, and the best results are bolded. It can be found that for the Ecoli dataset, the better results are achieved when the number of nodes is 6 and 8. For the Yeast dataset, better classification quality is achieved at node numbers of 8 and 10. In addition, it can be seen from Table 2 that the features extracted by the deep neural network are more beneficial for classification in comparison with other FSVM-based methods.
[image: Figure 6]FIGURE 6 | Classification results under different margins.
TABLE 6 | Classification results of DFSVM with different number of neurons for G-mean.
[image: Table 6]TABLE 7 | Classification results of DFSVM with different number of neurons for F-measure.
[image: Table 7]TABLE 8 | Classification results of DFSVM with different number of neurons for AUC.
[image: Table 8]CONCLUSION
This paper proposes an imbalanced classification method combined with deep neural networks, DFSVM. In order to obtain features with intra-class similarity and inter-class discrimination, a deep neural network is trained using triplet loss function and Gumbel activation function to obtain the deep feature representation. The results of the experiments show that the proposed feature extraction method has good information acquisition ability and can effectively distinguish different classes. To balance the data distribution, a random feature sampling algorithm based on the center of class is used in the minority samples to maintain the diversity of the minority class samples. Compared with other sampling algorithms, it can effectively avoid overfitting and improve the generalization performance of the model. Fuzzy support vector machine has provided a higher misclassification loss for the minority class, and it enhanced the classification performance of the algorithm for the minority class. According to the experimental results, it can be found that the proposed DFSVM has good classification results on evaluation metrics: G-means, F-measure, and AUC. In future work, more efficient network structures and more robust feature extractors can be used to provide valid measures for imbalanced classification.
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A Burch–Schneider (BS) cage is a reinforcement device used in total hip arthroplasty (THA) revision surgeries to bridge areas of acetabular loss. There have been a variety of BS cages in the market, which are made of solid metal. However, significant differences in structural configuration and mechanical behavior between bone and metal implants cause bone resorption and interface loosening, and hence lead to failure of the implant in the long term. To address this issue, an optimal design framework for a cellular BS cage was investigated in this study by genetic algorithm and topology optimization, inspired by porous human bone with variable holes. In this optimization, a BS cage is constructed with functionally graded lattice material which gradually evolves to achieve better mechanical behavior by natural selection and natural genetics. Clinical constraints that allow adequate bone ingrowth and manufacturing constraint that ensures the realization of the optimized implant are considered simultaneously. A homogenization method is introduced to calculate effective mechanical properties of octet-truss lattice material in a given range of relative density. At last, comparison of the optimum lattice BS cage with a fully solid cage and a lattice cage with identical element density indicates the validity of the optimization design strategy proposed in this article.
Keywords: genetic algorithm, bioengineering, lattice material, structural optimization, Burch-Schneider cage
1 INTRODUCTION
Genetic algorithm (GA) is an efficient way to solve optimization problems by mimicking the principle of natural evolution (Goldberg, 1989; Liu et al., 2021; Weng et al., 2021). In terms of naturally evolved structures, such as porous human bone, birds’ wing, and shell, GA could be an efficient method for bio-structure optimization. A BS cage is an acetabular reinforcement device used in THA revision surgeries for supporting bulk bone grafts (Schatzker et al., 1984). The current BS cage is made of solid metal, for example, titanium, stainless steel, and cobalt–chrome alloy, which has a stiffness of at least five to twenty times that of bone (Chang et al., 1990). Because of the great difference in the stiffness magnitude of prosthesis and bone, the orthopedic implant starts carrying most of the load while the bone lacks enough mechanical stimuli. The phenomenon of reduction in load was identified as stress shielding, followed by bone resorption, and, consequently, led to failure of the implant in the long term (Huiskes et al., 1992; Katoozian et al., 2001; Liu et al., 2021). Aiming at reducing the risk of stress shielding, flexible implants with relatively low stiffness are designed. However, high failure rates due to excessive stress along the bone–implant interface have been reported (Sun et al., 2020a). The bone–implant interface loosening, which results from micro-motion of the implant along its interface with bone, is another primary reason for the failure of the prosthesis. One result of the micro-motion is the decrease in the amount of bone that grows into the implant, hence leading to the instability of the implant. Several experiments on animals have been done to study the fixation of implants with porous surfaces by bone ingrowth, that is, biological fixation, which has been proven to be related to the pore size of the implant. Pore size in the range of 50–800 µm is typically studied and considered to provide adequate fixation strength (Bobyn et al., 1980; Bragdon et al., 2004; Sun et al., 2020b).
As the implant can be modified in quite a wide range, including geometry and mechanical properties, implant design has promise to address the bone resorption and bone–implant interface loosening problems. Studies on implant design with the goal of reducing the stress shielding phenomenon have been done extensively. Reducing the mass of the fully dense implant is one solution to reduce stiffness, subsequently reducing stress shielding; hence, shape and topology optimization are usually adopted. Gross considered the use of a hollow stemmed hip implant to reduce stress shielding and optimized the shape of the hollow in the stem while keeping the outer profile of the stem smooth (Gross and Abel, 2001). However, the strength of this hollowed structure with a large void area should be concerned. Ridzwan optimized the section of the femoral implant subjected to volume percentage range from 30% to 70% to reduce stress shielding (Ridzwan et al., 2006). As the density-based optimization method was adopted, the boundaries of optimum results are zigzag, and optimum results were represented by elements with relative density ranges from 0.89 to 1. Fraldi applied maximum stiffness topology optimization on the femur implant and obtained continuous element density distribution, ranging from 0 to 1, within the implant as a result of volume constraints (Fraldi et al., 2010; Chen et al., 2021b,a). However, he did not mention how to match these elements with various densities to certain microstructures in terms of effective material properties. Deng worked on the topology optimization of the cavity domain in the profile of the femur using the level set method, preserving the external shape of the original femur (Deng et al., 2016). In addition to reducing the mass of the solid material, that is, modifying the topology or geometry of the implant, another solution to reducing the stiffness of the implant is adopting light-weight materials, like composite material or cellular material. Analytical and numerical research on optimization of configuration of fiber-reinforcement composites in hip implants had been performed (Chang et al., 1990; Katoozian et al., 2001).
Due to the recent advances in additive manufacturing (AM) techniques, for example, selective laser melting (SLM) and electron beam melting (EBM), fabricating complex-shaped structures with cellular materials has become feasible (Jiang et al., 2021b). Light-weight cellular materials are heterogeneous and exhibit advanced mechanical and biological properties, which makes cellular materials attractive for bone implants in biological engineering (Jiang et al., 2021a; Yang et al., 2021). The properties of cellular materials are determined, on the one hand, by the constituent material they are made up from and, on the other hand, by the way the solid is distributed in the cell, that is, microstructural configuration. According to the microstructural configuration, cellular materials fall into two major categories: foam and lattice. Foam materials are made up of disordered voids with a variety of sizes which can produce reduced stiffness. In titanium-based foam, stiffness drops with the square of relative density, contributing to the reduction of stress shielding (Shen and Brinson, 2007; Luo et al., 2020). However, the porous microarchitecture of metallic foams causes stress and strain concentration near voids which reduces fatigue strength. Other than foam material, lattice material is structurally simple, which is built by replication of a periodic unit cell. Compared with foam, lattice material has relatively high strength. The competitive advantages of lattice material in optimization principally lie in two aspects: first, by using unit cells with given material properties, the cells can be used as mesh elements in numerical calculation, which could ease computational intensity of analysis and optimization; second, using lattice material to construct components provides direct control on the mechanical behavior of components at the macro-level by altering morphologic parameters of microstructures in the micro-level. Plenty of research had been done on the design of femoral stem implants with lattice displayed microstructure (Harrysson et al., 2008; Parthasarathy et al., 2011; Arabnejad Khanoki and Pasini, 2012; Arabnejad et al., 2017). In most work, the implant is built with a periodic microstructure with identical porosity of each cell, except the work Arabnejad had done. Arabnajad attempted to reduce stress shielding of two-dimensional femoral stem implants with hollow square unit cells.
By far, the bone implant design work mainly focused on the stress shielding phenomenon, and various methods had been proposed to address this problem. Besides, the femoral stem implant is the most studied implant due to its importance and its relatively simple geometry. To the best of our knowledge, no work has so far been done to optimize three-dimensional lattice BS cages with functional graded porosity, aiming at reducing bone resorption and improving bone–implant bounding strength concurrently.
As human bone with variable pores is the result of long-term genetic evolution, this study proposes an optimization framework for cellular BS cages by genetic algorithm. In this method, the BS cage is featured with lattice material with varied densities, and each cell of the lattice is viewed as a chromosome while a crossover or mutation operator is used to create new generations. Consequently, the optimized BS cage has variable pore sizes like human bone and hence performs applicable biomechanical properties and provides biological fixation. Besides, manufacturing constraint that considers the minimum strut size is guaranteed for the fabrication of the designed implant.
2 DESIGN METHODS
2.1 Biological Problem Statement
The BS cage was first developed by Dr. Burch for the treatment of a patient with old, unhealed acetabular fracture in 1974, and Dr. Schneider developed it further in 1975 (Hoell et al., 2012). Figure 1 is a radiograph of a patient’s right hip 3 years after reconstructing with a BS cage. A BS cage consists of a hemispherical shell, an inferior flange inserted into a prepared slot in the ischial bone to ensure rotational stability, and a superior flange resting against the ilium. Besides, three to five screws are inserted into the pelvis bone to supply fixation. Owing to its geometry, a BS cage can provide a large contact between the implant and the pelvis bone, distributing the joint force over a large area, hence achieving long-term stability. The BS cage has been recognized as the first implant that could reconstruct massive acetabular defect due to its high support on the acetabular socket and the femur stem.
[image: Figure 1]FIGURE 1 | Radiograph of a patient’s right hip with a BS cage (Rosson and Schatzker, 1992).
After the fixation of the BS cage, a polyethylene acetabular liner is cemented to the socket of the BS cage, which is used to orientate the femoral head. The femoral head is generally re-established bone-replacement implant, as fracture on acetabular occurs simultaneously with defect on the femoral head it connected with.
Accurate geometry models, materials, and boundary conditions are key to analyzing the mechanical behavior of the BS cage and the pelvis bone. Due to the complexity of the pelvis structure, the pelvis model is constructed by 297 CT scans of a male weighing 80 kg in this study. In order to capture precise details of the BS cage, 3D scan is introduced to obtain points on the surface of the BS cage; the point clouds are subsequently used to create a CAD model. A BS cage is made from titanium as titanium has adequate cost and stiffness compared to other biomaterials, for example, tantalum and stainless steel. Titanium is also used in the femoral stem implant, with a Young’s modulus of 110 GPa and a Poisson’s ratio of 0.3. Material properties of porous BS cages with lattice material will be introduced in detail in the next section. The liner between the femoral stem and the BS cage is made from polyethylene, with a Young’s modulus of 1 GPa and a Poisson’s ratio of 0.4. There is cement between the liner and the BS cage for fixation of the liner, and the Young’s modulus of cement is 2.5 GPa and the Poisson’s ratio of cement is 0.3. The Young’s modulus and Poisson’s ratio vary in different parts of the pelvis bone; hence, the pelvis is heterogeneous.
In many previous research studies, a rough description of material properties of the pelvis bone is adopted by assuming the pelvis is a two-phase structure (Manley et al., 2006; Phillips et al., 2007; Plessers and Mau, 2016). In these studies, the pelvis bone is simplified as a structure with a thin cortical outer shell and a trabecular inner region. However, it has been found that the strain of the cortical bone is very sensitive to cortical thickness (Anderson et al., 2005). Hence, a finite element (FE) pelvis model with accurate description of material plays an important role in predicting mechanical response. In this study, the relationship between material properties of the pelvis and the gray value of its CT scan images is built to estimate the heterogeneous material model of the pelvis. It has been demonstrated that the density of bone tissue is linear to the gray value, Hounsfield Unit (HU), of pixel in CT images. The material properties of bone have a power relationship with the density of bone tissues. Thus, HU can be used to estimate the material properties of the pelvis bone (Baca and Horak, 2007). The Young’s modulus is formulated as follows:
[image: image]
in which,
[image: image]
As defined in Eq. 1, the pelvis bone is divided into three types: cortical bone, cancellous bone, and bone marrow, corresponding to HU⩾1500, 100⩽HU⩽1500, and HU⩽100, respectively. According to the classification of bone, the relationship of Young’s modulus and HU is represented by a piecewise function with each HU corresponding to a specific Young’s modulus. For cancellous bone, its density is derived with regard to the HU it associated with and the density of cortical bone, which is assumed as 2.0 g/cm3. The Poisson’s ratio of the pelvis bone is assigned as 0.3. By mapping each pixel of CT scan images to elements in the FE model of the pelvis, elements are assigned to material properties calculated by the HU of corresponding pixel (Korshunova et al., 2021). The mesh model of the pelvis bone is depicted in Figure 2, in which the pelvis is built with heterogeneous material and each material is marked with one color.
[image: Figure 2]FIGURE 2 | Mesh model of the human left pelvis with heterogeneous material.
After the generation of the FE model with assignment of material properties, boundary conditions are applied as depicted in Figure 3. The human pelvis is constrained by joint and ligaments, which could be simplified as two major components: the pubic symphysis and the sacroiliac joint (Hao et al., 2011). In previous research, contact force in the hip joint has been tested, and average force of walking and standing on one leg is 238% of body weight, and force is 251% of body weight when climbing upstairs. In this study, resultant force in the hip joint is 1962N, 250% of body weight, which is -408N in X direction and 1919N in Y direction (Bergmann et al., 2001). Numerical calculation of the assembly model is conducted in ANSYS, where solid 186 elements are used for the cage and solid 185 elements are used for other parts.
[image: Figure 3]FIGURE 3 | Assembly model of the human left pelvis and boundary conditions.
2.2 Mechanical Properties of Lattice Materials
2.2.1 Homogenization Method
The homogenization method has been recognized as a rigorous method for calculating effective properties of lattice material or composite materials characterized by periodic microarchitectures. Microstructure is the smallest repeating cell that represents the overall configuration and properties of bulk materials; hence, one microarchitecture is treated as a representative volume element (RVE) in numerical analysis (Hassani and Hinton, 1998). Structures made of these materials are considered heterogeneous at the microscopic level, while being viewed as homogeneous at the macroscopic level. The main idea of homogenization is finding a homogenized material constant to describe the behavior of heterogeneous material, of which quantities vary slowly on macroscopic while quantities oscillate rapidly on microscopic, by asymptotic expansion in the two scales (Auricchio et al., 2020; Carraturo et al., 2021; Deng and To, 2021). Taking the quantities on the microscale into consideration, field quantities on the macroscale can be expanded as follows:
[image: image]
where x and y are the real length of the unit vector in microscopic and macroscopic coordinates, respectively, and ϵ = x/y has a small value. The superscript ϵ of quantities is an indication of the double scale. For the linear elasticity problem, displacement and stress are quantities that need to be asymptotically expanded in the homogenization method, and the relation of displacement and stress follows Hook’s law, that is, the equilibrium equation:
[image: image]
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[image: image] is the stress, [image: image] is the strain, [image: image] and [image: image] are displacements, and [image: image] is the effective elastic tensor which can be derived as follows:
[image: image]
where [image: image] is the volume (area) of the entire RVE, Ys is the solid in the RVE, Epqrs is the elastic matrix of the solid material the structure is made from, [image: image], [image: image] are unit test strain applied on the boundary of the RVE, and ɛpq and ɛrs are the corresponding induced strain. For the three-dimensional structure, the elastic matrix is a 6 × 6 matrix, which can be calculated by applying the test strain six times; each time, one strain component was set to the unit whereas the remaining five are zero.
Once the effective elastic matrix is obtained, the effective compliance matrix is calculated as follows:
[image: image]
where the compliance matrix [image: image] is a matrix in terms of elastic constants, and for orthotropic material, the compliance matrix can be written as follows:
[image: image]
Hence, the effective Young’s modulus, Poisson’s ratio, and shear modulus of heterogeneous lattice material are obtained.
2.2.2 Mechanical Properties of Lattice Truss Materials
Lattice material is typically composed of spatially periodic unit cells which are specified by structural elements, such as rods and beams, interconnected at nodes. Due to the topology similarity of unit cells with macro truss structures, this type of lattice material is also named lattice truss material. The struts mainly express uniaxial tensile or compressive deformation when subject to macro load; hence, lattice truss material is always stretching dominated. Tension and compression properties are more important indications to a BS cage, which is a thin shell structure, other than shear behavior. Mechanical properties of lattice truss material have been studied analytically and experimentally in previous work, where each strut is assumed to be pinned at its corresponding node under the precondition that the lattice has low relative density (Fan et al., 2008). In these works, Young’s modulus is the property that the study mostly focused on, and analytical Young’s modulus is expressed as a linear equation in terms of relative density. Although the properties of lattice truss materials have been analyzed, numerical studies on the properties of three-dimensional lattice truss material are lacking.
In this study, three typical unit cells of stretching dominated lattice are selected and the homogenization method is used to calculate the effective material properties of corresponding lattice materials. Structural configuration of these unit cells, that is, octet-truss, body-centered, face-centered, and effective material properties of corresponding lattice material with relative density of 0.5 are depicted in Figure 4. Relative material properties are ratios of material constants of lattice material to that of solid materials the lattice is made up from. Due to geometrical symmetry of these three cells, the values of elastic constants in three directions are equal, and constant in one direction is exhibited in figures and hereafter for brevity. From Figure 4, it is observed that the octet-truss cell is composed of one octahedral with 6 nodes and 12 rods and four tetrahedral cells. Octet-truss has relatively higher Young’s and shear modulus than body-centered and face-centered cells that could reduce tensile and shear deformation during use. Poisson’s ratio of octet-truss is medium to reduce transverse deformation. Octet-truss has the best performance in resisting deformation on the whole; hence, the octet-truss cell is chosen as the RVE of the lattice BS cage to improve the strength of this shell structure. The geometry and mesh model of one octet-truss cell is depicted in Figure 5, in which the whole geometry and mesh model is built from a 1/8 octet-truss due to the geometry symmetry. Effective properties of octet-truss cells with a relative density ranging from 0.1 to 0.8 are calculated using the homogenization method for optimization, and the elastic matrices are shown in Figure 6.
[image: Figure 4]FIGURE 4 | Relative effective mechanical properties of three typical stretching-dominated unit cells.
[image: Figure 5]FIGURE 5 | Geometry and mesh model of one octet-truss unit cell.
[image: Figure 6]FIGURE 6 | Elastic matrix of an octet-truss cell with relative density ranging from 0.1 to 0.8.
The relation between relative element density and effective mechanical properties of octet-truss lattice is precisely obtained. Continuous expression of effective mechanical properties with respect to relative element density is beneficial to reducing computational cost in optimization. Hence, a continuous function of effective mechanical properties with respect to relative density of cells is introduced in this case. According to the effective mechanical properties calculated previously, a continuous effective material property function with respect to element density is achieved by polynomial fitting functions:
[image: image]
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where [image: image] and [image: image] are effective Poisson’s ratio and Young’s modulus, and υs and Es are Poisson’s ratio and Young’s modulus of solid material, which is titanium in this case. The degree of accuracy of these fitting functions scaled by R-square is above 0.998, and the fitting function curve, together with discrete points, is shown in Figure 7. In Figure 7, the y axis represents the ratio of effective properties of lattice material composed of octet-truss cells to properties of fully solid material the lattice is made up from. It can be seen that effective Young’s modulus is approximately linear to relative density at very low density, which is in agreement with analytical results in previous research.
[image: Figure 7]FIGURE 7 | Fitting function curves and discrete numerical points of effective properties with respect to relative density of octet-truss cells.
2.3 Optimization of Functionally Graded Cellular BS Cage
Cellular bone implants made up of lattice material provide an exciting opportunity for orthopedic applications and mechanical properties of lattice implants. Lattice implants should ideally be tailored to match the stiffness of the host bone so as to reduce bone resorption induced by stress shielding. Mechanical properties of lattice implants can be altered by varying the topology of unit cells; hence, the mechanical response of the implant structure at the macroscale level can be characterized by control on the topology of RVEs. Optimization of a functionally graded cellular BS cage turns into an optimization of topology of RVEs of lattice material the BS cage is made up from.
In this case, the topology of the given octet-truss cell is characterized by its morphological parameters, for example, strut thickness, pore size, cell size, and porosity. By geometric analysis, the relation between porosity and strut thickness is built as follows:
[image: image]
where p is porosity of the cell, measured as percentage of the void in a fully solid cell, ρ is the density of the cell, t is strut thickness, and l is strut length. Any morphological parameter of a cell can be calculated by the other two morphological parameters.
In optimization, specific constraints related to practical application other than volume constraint of components should be taken into consideration. The BS cage is fabricated by AM, which has a limitation on the resolution of the lattice struts: a minimum strut thickness of 200 µm is required to ensure accuracy in the dimensions of the manufactured parts. Besides, it has been demonstrated that the pore size between 50 and 800 µm allows proper bone ingrowth and secondary long-term biological stability.
The interaction between morphological parameters, together with clinical and manufacturing constraints, is described in Figure 8. In Figure 8, pore size p and strut thickness t are set as the horizontal and vertical axis, respectively. As described in Eq. 11, element size l and porosity ρ can be calculated by pore size and strut thickness, and a series of contour lines of element size and porosity are illustrated in Figure 8. The size of elements used in this work is depicted by solid blue lines, which ranges from 1.2 to 1.5 mm. Besides, two essential constraints, that is, manufacturing and biological constraints, are considered. A minimum 3D manufacturing strut thickness of 0.2 mm is represented by the black line, while a maximum pore size of 0.8 mm for biological fixation is represented by the green line. Taking into consideration both clinical constraints and manufacturing constraints, the admissible design space is highlighted in orange color. Any point in this domain is feasible to meet biological fixation requirement and manufacture limitation. According to the design domain, porosity of RVEs is set as design variables, and the value of porosity is limited from 0.2 to 0.7 with given RVE size.
[image: Figure 8]FIGURE 8 | Interplay between morphological parameters of an octet-truss cell and design constraints.
The optimization objective of the BS cage is minimization of compliance, which could reduce stress concentration by redistributing materials appropriately and enhance the strength to support loading from the hip joint. Based on the morphological parameters analyzed earlier, the optimization is formulated as follows:
[image: image]
where c is the compliance, U is the global displacement matrix, K is the global stiffness matrix, F is the force vector. V is the material volume of the component, ρ is the element density, and V0 is the volume constraint which is set as 0.4 in this study to facilitate the bone ingrowth.
In the optimization process, each element density is coded as a binary string and the fitness value is the elemental sensitivity which is equal to the element strain energy as follows:
[image: image]
where ue is the nodal displacement vector of the element, and ke is the element stiffness matrix, which is related to element density ρe. The initial values of element densities are set as the same value which equals to volume constraint 0.4. Based on the fitness values, choice probabilities of the father and mother gene are determined for crossover procedure. Mutation of the density gene allows the element with high fitness value to evolve to high density and the element with low fitness value to evolve to low density. In this optimization, the crossover factor is set as 0.3 and the mutation factor is set as 0.2. After crossover and mutation, each element individual of the population obtains a new gene. The optimization procedure is terminated when the objective values between successive iterations is less than 10–3.
3 RESULTS
In the optimization process, the convergent history of the objective is shown in Figure 9. The compliance of the cage varies until the 36th iteration, when the convergence criterion is satisfied and hence iteration is terminated.
[image: Figure 9]FIGURE 9 | Convergence history of the objective in optimization of the BS cage.
To verify the validity of the optimization performed on the BS cage, a comparison of performance of the BS cage and the pelvis bone it attached in three different cases is carried out. In the cases, three different BS cages, which are a fully metal cage, a porous cage with identical porosity, and a porous cage with optimized graded porosity, are implemented, and the Von-Mises stresses distribution of both BS cage and pelvis are shown in Figure 10. The Von-Mises stresses are highest in the fully solid cage (a) and lowest in the functionally graded lattice cage with tailored mechanical properties after optimization (c). As can be seen from Figure 10, there is not obvious variation in the stresses of the pelvis bone in the three cases. However, the values of maximum Von-Mises stress of the pelvis bone in case (c) is lower than it is in the other two cases. For the comparison of stresses over the bone–implant interface, several points from the distal end to the proximal end of the cage are selected, and stress values on these points are illustrated in Figure 11. It indicates a substantial reduction in the interface stress of the optimum lattice cage with respect to the fully solid cage, which helps to reduce the risk of interface debonding.
[image: Figure 10]FIGURE 10 | Von-Mises stress distribution plot of (A) a full solid BS cage and the corresponding pelvis bone, (B) a lattice BS cage with an identical element density of 0.4, and (C) a lattice BS cage with an optimized graded element density under volume constraint of 0.4.
[image: Figure 11]FIGURE 11 | Von-Mises stress distribution at the bone–implant interface.
The maximum Von-Mises stress of the lattice cage with optimum porosity is 135.835 MPa, which is about 18% less than that of the lattice cage with an identical porosity of 0.5 and 75% less than that of the fully metal cage. The fatigue of pure titanium for 107 cycles is about 425–700 MPa, which varies depending on the precise material characteristics and the production process (Pazos et al., 2010; Figueiredo et al., 2014). As the maximum Von-Mises stress of the optimized lattice BS cage is much less than its fatigue stress, the mechanical behavior of the optimized cage is considered guaranteed.
After obtaining the cage model with graded element densities, a post-processing is essential to mapping the mesh model with characterized element density to a CAD model with lattice material, where each unit cell of lattice corresponds to a mesh element in the mesh model of the cage. Hence, a Python code is developed to realize the mapping process and build the CAD model of the optimized lattice cage model with graded porosity of element in Rhinoceros. The final model of the optimum lattice BS cage model is shown in Figure 12.
[image: Figure 12]FIGURE 12 | Final CAD model of the functionally graded lattice BS cage and its partial enlarged view.
4 CONCLUSION
In this study, a functionally graded porous orthopedic prosthesis made up of lattice material is designed based on genetic algorithm. The BS cage, used in THA revision surgeries to bridge areas of acetabular loss and provide support to the acetabular socket, is the optimization object in this study. In the optimization design, lattice material constructed by replication of periodic unit cells is introduced due to its adequate mechanical properties, relatively low stiffness to reduce stress shielding, and biomechanical properties; it possesses pores for bone ingrowth. Besides, lattice material allows for direct control on mechanical properties of components made up by it. After analysis and comparison, octet-truss lattice is selected in this study and mechanical response of octet-truss lattice material with cell density in a given range is calculated using the homogenization method. Taking into consideration both manufacturing constraint and clinical constraint, interplay between morphologic parameters of the octet-truss cell is obtained; subsequently, design constraints are determined. Therefore, this scientific problem of designing a graded density porous BS cage with tailored mechanical properties is formulated as an optimization problem for the relative density of elements of a BS cage with the goal of maximizing the structural compliance. Finally, a BS cage with functionally graded lattice material is achieved by optimization, which allows biological binding with the pelvis bone and reduces stress on the BS cage and the pelvis bone. A full solid cage and a lattice cage without optimization are set as references to verify the effectiveness of the design framework. This paper can contribute to the practical applications of topology optimization in bioengineering. An octet-truss unit cell has good mechanical property compared with other unit cells. However, a single unit cell with prescribed structural configuration limits the design space of this optimization problem. In future work, several unit cells could be used simultaneously to improve the performance of the porous BS cage.
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To alleviate the influence of aging on the elderly, a hip–knee coupling exoskeleton with offset theory is designed in this article to improve people’s athletic ability. With the novel design, the unique application strategy of the offset principle for hip and knee joints is developed, and a hip–knee coupling mechanism is proposed to solve the discrete power assistance problem for the knee joint. To acquire the success of the design, the mathematical model of the coupling mechanism is established to optimize the load environment of the exoskeleton system, and furthermore, an algorithm adapted to human movement is proposed to determine the monotonicity of the cam profiles. For the selection of the elastic parameters in the coupling mechanism, the sensitivity condition is proposed, and the human–machine interaction model of the KESM is further established. A man–machine coupling model was used to verify the scientificity of the exoskeleton design, and the comparison between the joint powers with or without exoskeleton indicated that the exoskeleton theoretically saved at least 20% of the human body’s energy.
Keywords: exoskeleton, couple mechanism, offset theory, joint power consumption, walking assistance
1 INTRODUCTION
When a person gets older, the deceleration of muscle strength and joint function brings much confusion to the daily activities of the elderly (Brown et al., 2020). This article intends to alleviate such problems from the direction of mechanical engineering, hoping to design a dexterous mechanism that provides walking assistance to humans. The lower limb exoskeleton provides a new design perspective, which is advantageous, compared with other walking aids, as it can accompany the human into various environments.
The lower limb exoskeleton can be divided into powered exoskeleton and passive exoskeleton according to different functional principles (Schick et al., 2020). The powered exoskeleton directly provides external energy to human motion, in which the actuators are used to convert hydraulic energy, electrical energy, or pneumatic energy into mechanical energy required by the human body (Stauffer et al., 2009; Talaty et al., 2013; Tsukahara et al., 2015; Lovrenovic and Doumit, 2016; Li et al., 2017; Munera et al., 2017; Ding et al., 2018; Niu et al., 2018; Pan et al., 2018; Zhang et al., 2018; Chen et al., 2019; Schick et al., 2020). The powered exoskeleton has made remarkable achievements in human walking assistance (Pardoel and Doumit, 2019). However, the ambiguity and complexity during the intention recognition for human motion is a dangerous potential factor for the elderly with poor balance.
Passive exoskeleton has more advantages in compactness than powered exoskeleton (Lovrenovic and Doumit, 2016). The essential function of passive exoskeleton is to allocate energy consumption more reasonably in human motion because the exoskeleton does not provide additional energy. The way of energy redistribution depends on the structural design. Different structural designs have different meanings for human motion.
Reducing the influence of gravity on the human body is a method of exoskeleton design. Passive exoskeleton with gravity compensation function can reduce the muscle strength in patients suffering from muscle weakness (Nathan, 1985; Agrawal and Fattah, 2004; Banala et al., 2006; Fattah et al., 2006; Rahman et al., 2007; Koser, 2009; Nakayama et al., 2009; Arakelian, 2016; Hung et al., 2017; Alamdari et al., 2019; Zhou et al., 2020). In the assumed conservation process for the mechanical energy of the human–machine system, the joint torque that represents the energy consumption of the human body is an important factor that is ignored. The devices (Lee and Wang, 2015; Lovrenovic and Doumit, 2019) fulfilled its power assistance function by taking advantage of changes in gravitational potential energy as the body walks, in which the exoskeleton gives the pelvis an upward force to reduce the load of the user’s knee joint. However, the wearer’s kinematics tests show that the exoskeleton interferes with the human body.
The mutual transformation between the joint positive and negative work is another way to realize the power assistance function of the exoskeleton. The ankle exoskeleton is a small exoskeleton structure around the ankle joint, which has an elastic component parallel to the calf muscle to reduce its metabolic energy (Wiggin et al., 2011; Collins et al., 2015; Yandell et al., 2019). References (van den Bogert, 2003; van Dijk et al., 2011; van Dijk and Van der Kooij, 2014) propose a design idea of the artificial tendon to reduce muscle strength, which realizes the conversion between positive and negative work in multiple joints. However, the construction of the system is complicated. Specifically, the test results for the prototype (van Dijk and Van der Kooij, 2014) are far less than the expected benefits.
Based on the development of exoskeletons, an easy-to-implement theoretical method for the hip and knee joints is proposed in this article, which is called the offset principle. Its essence is to realize the mutual transformation between the joint positive and negative work in a single joint, in which the unique application strategy based on human mechanics is presented. Specifically, to adapt to the variable stiffness characteristics of the knee joint, a hip–knee coupling mechanism based on multi-joint linkage is proposed in this article to solve the discrete power assistance problem for the knee joint. This article provides a set of theoretical references for the design of the hip–knee coupling mechanism, which includes motion planning, system modeling, optimization algorithms, and sensitive conditions.
Specifically, chapter 3 covers the design principle and structure design of the exoskeleton. In particular, the motion process of the coupling mechanism is predicted. In chapter 4, a mathematical model is developed to optimize the load condition of the coupling mechanism. In particular, an algorithm is proposed to determine the monotonicity of the cam profiles. Chapter 5 is applied to the parameter design of elastic elements in the coupling mechanism. In particular, the sensitivity condition is proposed, and furthermore, the human–machine interaction model for the knee energy storage mechanism is established. In chapter 6, a design index for the effectiveness of the exoskeleton based on the offset theory is proposed, and the power assistance effect of the lower limb exoskeleton on the human body is proven.
2 THE EXOSKELETON DESIGN BASED ON THE OFFSET THEORY
2.1 The Content of the Offset Theory
The exoskeleton design is based on the offset theory, the mutual offset between joint positive and negative work that includes the unique implementation strategies for the hip and knee joint. Specifically, the judgment method of positive torque is that the direction of the joint torque is the same as the vector direction of joint rotation. The functional principle of the exoskeleton is similar to the tendon structure in the biological motion system—through the passive elastic structure, the energy consumption at the joints is more rationally distributed throughout the gait cycle.
Specifically, for the hip energy storage mechanism (the HESM), there are two conversion nodes (node A and node B) between positive and negative works during the whole gait cycle (Figure 2). The ideal conversion is to store the negative work between node A and node B, and transfer it to the positive work in the region after node B. However, it must be clear to grasp the position of node A; otherwise, it will cause an additional burden to the human body in the part of the time before node A. The position of node A varies from person to person, which is an unknown factor that cannot be clearly defined. However, taking into account the energy conservation law, the energy absorbed from the human body will eventually be compensated for the movement of the lower limbs, which can provide more energy for the human body in the power assistance period. Therefore, this article chooses the period to store energy when the hip joint swings backward and feedback to the human body when the hip swings forward.
Compared with the HESM, the knee energy storage mechanism (the KESM) also needs to solve a discrete power assistance problem. The main responsibility of the knee joint in the swing period is to ensure that the lower limbs complete the initial preparation for the next gait. In this process, in addition to the small amount of energy consumption required for the leg to complete movement, it does not bear other loads (Figure 1); that is, the main task of the knee joint in the swing period is to complete the relevant movement rather than bearing the load. Therefore, the design criterion of the KESM in the swing period is to ensure that there is no kind of obvious interference for the knee joint, including movement and geometry. During the stance period, similar to the hip joint, there is a transition node (the node D) in Figure 2. For the same reasons, the interval between point C and point E is set as the working area of the HESM.
[image: Figure 1]FIGURE 1 | Relationship between the joint torque and angle for the knee joint.
[image: Figure 2]FIGURE 2 | Movement characteristics of the lower limbs of the human body.
2.2 The Structure Design of the Exoskeleton
The hip–knee coupling exoskeleton is divided into bilateral structures on both sides, and the basic design principles are consistent. To show its spatial structure as comprehensively as possible, this article takes the right structure as an example to introduce the lower limb exoskeleton (Figure 3). The hip and knee joints of the lower limb exoskeleton are connected by three pushrods (the roller follower) connected by bolts. The design for the roller follower is to form the transfer component of the coupling mechanism and establish a human–machine interaction bridge for the HESM. Each mechanism (the HESM and the KESM) has a personalized knob to adjust the power assistance degree for different populations.
[image: Figure 3]FIGURE 3 | (A) human-computer interaction of the exoskeleton. (B) Structural design of the exoskeleton. 1-exoskeleton hip, 2-exoskeleton knee, 3-exoskeleton lower leg, 4-hip end cap, 5-waist connection plate, 6-hip master cam, 7-hip deputy cam, 8-pawl, 9-hip spring, 10-pushrod 3, 11-pushrod 2, 12-pushrod 1, 13-knee cam, 14-knee torsion spring, and 15-knee outer cap.
2.2.1 The Design of the HESM
The HESM with one-DoF is used to equivalent hip movement in the sagittal plane (Figure 3A). The hip cam is connected to the waist plate through two centrally symmetric holes in four holes, the purpose of which is to coordinate the hip cam with the pawl at different curvatures, and adjust the relative sliding between the cam and the pawl by changing the extrusion force to ensure that the pawl can move in time. The hip cam is divided into the hip master cam and the hip deputy cam. The hip master cam converts the stroke of the cam mechanism into the deformation of the spring to realize the energy transfer between humans and machines.
The hip master cam, when the hip joint rotates backward, compresses the hip spring to recover the joint negative work, while the hip deputy cam controls the position and orientation of the pawl by rolling extrusion, and further limits the movement of the roller follower during the stance period. The pawl is built-in a torsion spring to ensure that it can be reset in time at the beginning of the swing period. Compared to meshing motion, the reason for using the rolling friction is that there is a complete set of actuating travel and return travel of the cam mechanism in the whole gait cycle. The friction generated by rolling extrusion can fully realize the control of the position and orientation of the pawl in the actuating travel of the hip cam, and the adverse friction can avoid the influence on the position and orientation of the pawl in the return travel of the hip cam.
2.2.2 The Design of the KESM
The KESM is used to equivalent the knee movement in the sagittal plane (Figure 3B) (Xing, 2013). The knee inner cap and the knee outer cap are bound to the human thigh and the human calf, respectively. The two ends of the knee torsion spring are fixed on the knee cam and the knee outer cap, respectively. The knee cam is used to realize the energy storage control of the knee torsion spring. When the pawl completes the limit of the knee cam mechanism during the stance period, the knee cam, the roller follower, and the pawl rest on the human thigh. At the same time, driven by the human calf, the subsequent flexion of the knee joint will be reflected in the deformation of the knee torsion spring, during which the mechanism realized, at the knee joint, the conversion between the joint positive and negative works.
2.2.3 The Motion Law of the Coupling Mechanism
The orderly and periodic joint coupling guarantees normal human movement. Following this orderly movement idea, this article explores the movement rules between the hip and knee joints, and designs a hip–knee coupling mechanism. The essential function of the coupling mechanism is to use the inherent movement habits of the human body to establish the internal coupling law of the exoskeleton, which not only solves the clutch problem in the exoskeleton but more importantly ensures the comfort of the human body in the man–machine interaction. The coupling mechanism is the collection of the hip auxiliary cam, pawl, roller follower, and knee cam, whose function is to transform the motion signal of the hip joint into the on–off signal of the KESM. As a bridge of coupling or interaction between joints, the coupling mechanism is of decisive significance to the realization of the function of the KESM. Its outstanding design features are as follows (Figure 12):
1) The pawl can limit the movement stroke of the roller follower in advance during the support period, which is guaranteed by the timely movement of the pawl that is driven by the rolling extrusion of the hip deputy cam.
2) Under the limit of the claw, the roller follower does not move. The deformation of the knee torsion spring will be influenced by the flexion of the knee joint.
3) During the swinging period, the roller follower’s free movement is not restricted by the pawl.
The current mechanism adjustment scheme is to use the length of the roller follower to adjust the trigger cycle of the coupling mechanism and the fixed position of the cam relative to the waist plate to adjust to the degree of rolling friction adapt to the movement habit.
3 THE LOADING OPTIMIZATION FOR THE COUPLING MECHANISM
The coupling mechanism is an important part of the KESM. Its function is to convert the motion law of the hip joint into the clutch signal of the KESM, in which when the roller follower restricts the movement of the knee cam under the movement constraint of the pawl, the rotation of the knee joint will be reflected in the elastic deformation of the knee torsion spring, and further realize the offset between the joint positive and negative works. Therefore, the KESM performs its assist function without relative internal movement and the realization of the restraint relationship of the pawl on the roller follower needs to ensure the stroke amount of the roller follower within the design rotation angle (Figure 12). However, the known quantities at the two points on the cam cannot determine the outer contour of the knee cam, which requires the contour equation to be solved according to the predetermined function requirements in the entire range of motion.
The optimal design of the contour equation of the knee joint cam is necessary. Although the knee cam and the roller follower maintain a static relationship under the pawl constraint, and the contact point between them is constant under the constraints of the rotation angle and the motion stroke, and the influence of other variables on the cam profile will be reflected in the moment arm between the cam and the roller follower at the contact point. When the energy storage of the knee torsion spring reaches its maximum, the size of the moment arm will affect the contact force between the cam and the roller follower, and ultimately affect the load environment of the pawl. The pawl is a force-bearing body with an abrupt cross section, and a good force-bearing condition has a positive meaning for the strength of the exoskeleton.
The schematic diagram of the knee cam and roller follower is shown in Figure 4, in which, to obtain a compact design, the cam is designed to be symmetric about the −45° axis to reduce the stroke of the roller follower.
[image: Figure 4]FIGURE 4 | Structure diagram of the knee cam and roller follower.
To ensure that the internal motion of the coupling mechanism meets the design objectives of this article, based on previous design experience, taking into account the structural load, structural size and continuity of internal motion, and other factors, the basic design requirements for the knee cam are shown in Table 1. As shown, [image: image] and [image: image] are the unknown design quantities that need to be selected according to the change of the moment arm of the contact point.
TABLE 1 | Basic design requirements for the knee cam.
[image: Table 1]To facilitate the calculation, the data in Table 1 are based on Figure 4, where the origin is the rotation center of the cam, and the X–Y coordinate system conforms to the Cartesian coordinates.
To reduce the machining cost of the cam, the contour equation of the cam is set as a fourth-order polynomial based on five design requirements. The function expression is
[image: image]
In the previous formula, a, b, c, d, and e are unknown quantities that need to be calculated.
Bring [image: image], [image: image], [image: image], [image: image], and [image: image] into the equations and simplify the equations to get the following formula, in which the unit of length used is the millimeter.
[image: image]
Turn the equations into matrix equations to get
[image: image]
The values of [image: image] and [image: image] can be obtained as
[image: image]
Furthermore, based on the known cam equation, the equation of the straight line where the spring force lies can be obtained:
[image: image]
Furthermore, the moment arm equation of the elastic force can be obtained as
[image: image]
After introducing [image: image] and [image: image], the equation can be simplified to
[image: image]
After defining [image: image] and [image: image], the three-dimensional graph of [image: image] at the contact point can be obtained. Based on Figure 1, [image: image] will cause [image: image].
To make the exoskeleton fit the motion law of the human body, the monotonicity of the cam radius needs to be restricted. A judgment algorithm based on [image: image] is defined in Matlab:
[image: image]
In the previous formula, [image: image] is the distance from a point on the cam profile to its center of rotation, the function [image: image] is to arrange the matrix in order from large to small, and the function of the threshold [image: image] is to fully accommodate the influence of calculation errors on the results.
The three-dimensional graph of [image: image] with [image: image], [image: image], [image: image], and [image: image] is obtained, respectively (Figure 5).
[image: Figure 5]FIGURE 5 | Monotonicity of the cam profile equation.
In Figure 5, the yellow area represents [image: image] and the blue area represents [image: image]. Based on Figure 6, to get the maximum moment arm, the upper right boundary of the yellow area needs to be considered. To obtain high-precision design requirements, this article selects [image: image]; at this time, [image: image], [image: image], and [image: image].
[image: Figure 6]FIGURE 6 | Moment arm at the contact point.
4 THE PARAMETER DESIGN OF THE ELASTIC COMPONENT IN THE COUPLING MECHANISM
The coupling mechanism is to transfer or convert the motion form of one joint into the clutch signal for the other joint, and for the passive lower extremity exoskeleton, the clutch signal is the decisive factor for establishing a connection between the energy storage element and the joint movement and, according to the work needs of the lower limb exoskeleton, should be generated and transmitted in time, which is the sensitivity requirement. In this article, the contact between the pawl and the roller follower is the decisive factor for the effectiveness of the coupling mechanism, and the parameter design of the knee torsion spring, especially the initial moment of the torsion spring, which exerts the driving force to the roller follower will be the key to the design of the coupling mechanism.
4.1 The Parameter Design Criteria for the Knee Torsion Spring
To achieve the power assistance of the exoskeleton, in addition to the sensitivity requirements, the parameter design also needs to meet another requirement: the torque that can be provided by the knee torsion spring can not only meet the movement needs of the exoskeleton calf, and only by providing a higher driving torque, can excess mechanical energy be transmitted to the human body.
Based on the following formula, in the process of the power assistance, the torque provided by the knee torsion spring will linearly decrease with the reduction of the rotation angle of the human knee joint. To ensure that the knee torsion spring can continuously provide positive power assistance to the human body, when the initial torque of the torsion spring and the driving torque required for the exoskeleton’s calf swing are clarified, the slope of the torsion spring needs to be selected. Its essence is to make requirements for the stiffness coefficient of the knee torsion.
[image: image]
In the previous formula, [image: image], [image: image], [image: image], and [image: image], respectively, represent the stiffness, torque, moment angle, and initial torque of the knee torsion spring.
The aforementioned torque curves are shown in Figure 7A. Based on the geometric law of each curve, the requirement for the knee torsion spring is to ensure that during the support period, its torque curve ([image: image]) is always higher than the torque curve required by the exoskeleton calf ([image: image]), where the ratio of the derivative of [image: image] to [image: image] is the stiffness value of the torsional spring of knee joint.
[image: image]
[image: Figure 7]FIGURE 7 | (A) Parameter design of the knee torsion spring. (B) Driving torque of the cam. (C) Driving torque of the exoskeleton calf.
4.2 The Initial Force of the Knee Torsion Spring
The CAD model of the exoskeleton constructed in SolidWorks was imported into Adams for dynamic and kinematic simulations. To overcome the influence of gravity in the initial state on the basis of ensuring the uniqueness of the variable, this article imposes a small angular velocity on the cam. The principle is that to maintain a constant angular velocity of the cam, the system needs to apply a driving torque to it. To make the measured joint torque meet the accuracy requirements, the applied speed-driven equation is defined as [image: image] (the minus sign in the equation is related to the direction of rotation of the cam).
The simulation results are shown in Figure 7B. In the entire simulation interval, the torque range applied by the knee torsion spring to the rotary joint of the cam is [1.1525, 1.1540], and the output torque at the zero time is selected to be 1.15 Nm, which can ensure that there are two significant digits.
4.3 The Stiffness of the Knee Torsion Spring
Because the exoskeleton calf under different swing states has different requirements for its driving torque, to ensure that the exoskeleton can continuously provide positive work for the human body during the entire working period, it is necessary to measure the change of the driving torque. Because the exoskeleton calf is tied to the human calf, the two have the same motion state, so it is necessary to apply the motion data of the human knee joint to the exoskeleton knee joint and measure the driving torque it receives during the entire gait cycle. The simulation result is shown in Figure 7C, where the available range of the driving torque is between [0, 0.595], and the position where the extreme value of the torque appears in this interval is (0.125, 0.2481).
Based on the linear correlation principle between the torque of the knee torsion spring and the motion angle of the knee joint, [image: image] under the minimum condition can be obtained after the unit transformation and proportional scaling of [image: image]. At this time, the proportional value of the scaling represents the minimum stiffness that the knee torsion spring should have. Therefore, [image: image] with the lower stiffness should meet two requirements: one is the linear relationship with [image: image] and the other is it should be over the point (0.595, 1.1538) and the point (0.125, 0.248), respectively.
Based on Figure 7C, the preload of 1.1538 Nm is greater than the maximum torque of 0.2481 Nm required by the exoskeleton calf. It can be judged from the geometric position of each curve in Figure 1 that the characteristic curve that meets the requirements can be obtained only by setting the stiffness of the knee torsion spring to a negative value. However, the negative stiffness of the knee torsion spring is not desirable, which is contrary to the original design intention of the knee energy storage mechanism in this article. However, it is not difficult to find from another perspective that when the positive stiffness parameters of any value are adopted, the torque of the torsional spring will always be higher than the driving torque required when the leg swings. The essential significance is that not all mechanisms need to set the lower limit on the spring stiffness, because the calculation of the lower limit is affected by the size, shape, and weight of the mechanism. However, the further selection of the torsional spring stiffness should first select the appropriate load moment on the basis of human comfort, and then scale the angle change of the human knee joint. This process is similar to the calculation of the lower limit value of the torsional spring stiffness.
5 THE RESULT DISCUSSION AND INDEX DESIGN FOR THE EXOSKELETON EFFECTIVENESS
Considering that the simulation of the model can directly reflect the change of the joint torque, it can avoid the influence caused by the non-unique variable (van den Bogert, 2003; van Dijk et al., 2011; Wiggin et al., 2011; van Dijk and Van der Kooij, 2014). To verify the walking assistance effect of the lower limb exoskeleton, the coupling body consists of the human body model, and the exoskeleton established in SolidWorks is imported into Adams, and applied motion data at normal walking speed to the lower limb joints to get the efficiency curves of the hip and knee joints when the exoskeleton is working and not, respectively, and then by comparing the average values of the absolute value of the joint power to comprehensively judge the performance of the exoskeleton (van Dijk et al., 2011; Wiggin et al., 2011).
5.1 The Functional Verification of the HESM
The hip joint powers in the two working conditions are shown in Figures 8A,B. To test the influence of the initial torque and the spring stiffness on the HESM, several different parameter collocations were selected (Figures 8A,B) (Wiggin et al., 2011; Yihua et al., 2019), where [image: image] represents the initial force (N) and [image: image] represents the spring stiffness (N/m):
[image: Figure 8]FIGURE 8 | (A) Verification of the HESM under the initial force of 300 N. (B) Verification of the HESM under the initial force of 500 N.
Figure 9 contains the angle curve of the hip joint and the tension curves of the hip straight spring. First of all, it is worth affirming that the tension changes follow the angle change, which shows that the parameter settings of the motion pair, collision force, and spring force are correct, and further shows that the HESM completes the energy storage and release in time. When the tension of the spring increases, it indicates that the human body inputs energy to the energy storage mechanism, and on the contrary, it represents the energy storage mechanism, which outputs the stored energy to the human body.
[image: Figure 9]FIGURE 9 | Tension changes of the hip spring.
Based on Figures 8A,B, it is worth noting that on the whole, the power curves of the energy metabolism when the exoskeleton is working are closer to the zero-scale line than when the exoskeleton is not working, which fundamentally indicates that the exoskeleton designed in this article successfully follows the previous design idea and is a feasible design scheme. Second, based on the variation tendency of the simulation results with the exoskeleton with different parameters, the larger the initial torque and spring stiffness, the greater impact it brings on the hip energy consumption. Specifically, the decrease of joint power in the front interval is due to the forward swing of the hip joint, which is the present working area of the HESM to assist the body motion. This uses the joint negative work stored by the HESM to compensate for the joint positive work. At the same time, it cannot be ignored that the power curves in the latter part are higher than when the exoskeleton is not working, which is a treatment method for the instability characteristics of the transformation node between the positive and negative works.
Two things in the simulation results were beyond the expectations. First, the simulation results of the man–machine coupling model all have a negative value region in the vicinity of 0.2 s, which will directly weaken the assistance effect of the exoskeleton on the hip joint. The immediate reason is that the parameter combination selected in this article exceeds the endurance of the hip joint (Collins et al., 2015; Lee and Wang, 2015; Alamdari et al., 2019). Second, there is an area with a positive power value near 1.1 s, which is abnormal to the related data. Although it does not waste the total energy of the human body, a wide range of contrary signs of the value of number will seriously affect the auxiliary effect of the lower extremity exoskeleton (van den Bogert, 2003; van Dijk et al., 2011; Wiggin et al., 2011; van Dijk and Van der Kooij, 2014; Collins et al., 2015; Lee and Wang, 2015; Yandell et al., 2019).
To verify the walking assistance ability of the HESM under different parameter combinations at an objective level, this article discusses the energy-saving efficiencies from the perspective of the average value of the absolute value of the joint power, and the results are shown in Figure 10. The reason is the power curves of the hip joint are composed of a series of discrete points. Based on the calculation method of the ultimate walking assistance efficiency of the HESM shown in the following formula, the result in this article is 52.36%, which is theoretically much higher than that of other exoskeleton designs (van den Bogert, 2003; Banala et al., 2006; Rahman et al., 2007; van Dijk et al., 2011; Wiggin et al., 2011; van Dijk and Van der Kooij, 2014; Collins et al., 2015; Lee and Wang, 2015; Hung et al., 2017; Alamdari et al., 2019; Lovrenovic and Doumit, 2019; Yandell et al., 2019; Zhou et al., 2020), and the existing simulation results are much smaller than it. The reason for these huge differences includes not only the two unexpected situations mentioned before but also a great difficulty in the transformation degree and identification cycle between the joint positive and negative works.
[image: image]
[image: Figure 10]FIGURE 10 | Energy-saving efficiency of the HESM fort the hip joint.
In the previous formula, [image: image], [image: image], [image: image], [image: image], and [image: image], respectively, represent the joint power of the discrete points without exoskeleton in the A, B, C, D, and E intervals, and [image: image] represents the total number of scattered points during the gait cycle (Figure 8).
5.2 The Functional Verification of the KESM
To preliminarily verify whether the KESM works according to the predetermined design criteria, the torque curves of the knee torsion spring are derived in the post-processing interface after simulating the human–machine coupling model, and the change is shown in Figure 11, where [image: image] represents the initial moment (Nm) and [image: image] represents the spring stiffness (Nm/deg.). It needs to be stated in advance that the initial torque of the torsional spring of the knee joint is set as 1.15 Nm, which ensures it can overcome the gravity of the roller follower at zero time.
[image: Figure 11]FIGURE 11 | Torque changes of the knee torsion spring.
Based on the simulation results (Figure 11), it can be cleared that except for one peak, all the other torque curves under different parameters present an approximately horizontal state in the whole gait cycle, where the time range is consistent with the cutoff period of the displacement curve of the roller follower (Figure 12). The reason is that it proves that the knee torsion spring only plays a role in energy storage in the stance period, and there is no obvious energy delivery with the human body in the swing period.
[image: Figure 12]FIGURE 12 | Motion characteristics of the coupling mechanism.
To determine whether the KESM is of positive significance, it is necessary to combine the displacement curve of the roller follower and the angle curve of the knee joint to make a combined analysis with the knee joint powers with and without the exoskeleton. The previous curves are shown in Figures 11–13. In the whole gait cycle, these power curves under different working conditions show approximately the same state except for some differences in the stance period. The time range when the differences appear is consistent with the interaction time between the roller follower and the pawl, indicating that the KESM has no significant influence on the joint power in the swing period and completes the energy transfer between humans and machines in the stance period.
[image: Figure 13]FIGURE 13 | Verification of the HESM.
The verification criterion of the KESM is similar to that of the HESM because when the exoskeleton is working, the dispersion of the joint power curve relative to the zero-scale line is smaller than that when the exoskeleton is not working, which can prove that the design of the KESM has a successful foundation. In fact, by comparing the joint power curves under the two working conditions (Wiggin et al., 2011; Alamdari et al., 2019), it can be seen that when the knee joint is bent, the KESM stores the negative work, in which direction is opposite to the knee movement and compensate the positive work required for the positive movement of the knee joint when the knee joint extends straightforward.
In this article, the arithmetic mean of the absolute value is calculated for several discrete points of the power curves of joint energy metabolism, and the results are shown in Figure 14. Based on the calculation method, the ultimate walking assistance efficiency of the KESM is as follows: the result in this article is 66.72%, which is theoretically much higher than that of other exoskeleton designs (van den Bogert, 2003; Banala et al., 2006; Rahman et al., 2007; van Dijk et al., 2011; Wiggin et al., 2011; van Dijk and Van der Kooij, 2014; Collins et al., 2015; Lee and Wang, 2015; Hung et al., 2017; Alamdari et al., 2019; Lovrenovic and Doumit, 2019; Yandell et al., 2019; Zhou et al., 2020), and the simulation result is still less than the theoretical value. The extreme value of the principle of mutual offset between joint positive and joint negative work in the whole gait range will be the focus for future improvement.
[image: image]
[image: Figure 14]FIGURE 14 | Walking assistance ability of the KESM in the stance period.
where [image: image] represents the scattered points of the without exoskeleton curve during the stance period (Figure 8).
6 CONCLUSION
Aging brings inconvenience and confusion to the daily activities of the elderly. To alleviate such problems from the direction of mechanical engineering, this article designed a hip–knee coupling exoskeleton with offset theory to provide people with the walking assistance function, in which the offset theory was discussed in detail, and based on it, an innovative hip–knee coupling theory was proposed, which includes the motion planning, system modeling, optimization algorithms, and sensitive conditions. The main content of the hip–knee coupling was to extract the motion law of the hip joint and convert it into the clutch control signal of the KESM. Specifically, the structural design of the HESM was to convert the stroke of the cam mechanism into the deformation of the spring to realize the energy transfer between the human and the machine. The structural design of the KESM was to not produce any form of interference, including movement and geometry, to the human knee joint during the swing period, and realize the power assistance function during the stance period.
To achieve the exoskeleton design successfully, the simplified mathematical model of the coupling mechanism was established to optimize the load environment of the exoskeleton system, and on that basis, an algorithm was proposed to determine the monotonicity of the cam profiles. In addition, the sensitivity condition was proposed for the coupling mechanism, and on that basis, the human–machine interaction model for the KESM was established to select the elastic parameters of the coupling mechanism. To verify the effectiveness of the exoskeleton, based on the offset theory, a design index for the energy-saving efficiencies of the exoskeleton was proposed; by monitoring the energy storage components, the energy transfer between humans and machines was preliminarily verified, and by comparing the joint energy consumption power under two working conditions, the effectiveness of the mechanism was finally verified. For the energy storage element, a larger initial force or initial moment and a larger elastic stiffness will have a greater impact on the joint moment of the human body.
Based on the current simulation results, the ultimate walking assistance efficiency can be achieved between 52.36 and 66.72% for the HESM and KESM, respectively, which is theoretically much higher than that of other exoskeleton designs, but the existing exoskeleton prototype did not reach the ideal power assistance effect. This was related to the working cycle and parameter settings of the energy storage element. In addition to the more detailed partition of the working cycle of the lower limb exoskeleton, if the elasticity and stiffness of the components are properly increased, the working capacity of the mechanism will be improved, but this should take into account the comfort of the human body and the exoskeleton effect on the joint moments. Setting the ideal stiffness of the elastic element is a complicated engineering problem, which requires further research and exploration based on this article.
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Foot contact detection is critical for legged robot running control using state machine, in which the controller uses different control modules in the leg flight phase and landing phase. This paper presents an online learning framework to improve the rapidity of foot contact detection in legged robot running. In this framework, the Gaussian mixture model with three sub-components is adopted to learn the contact data vectors corresponding to running on flat ground, running upstairs, and running downstairs. An online data stream learning algorithm is used to update the model. To deal with the difficulty in obtaining contact data at landing moment online, a “trace back” module is designed to trace back the contact data in the memory stack until the data meet with the probability contact criterion. To test if the foot is in contact with the ground, a projection method is proposed. The acquiring data vector during the leg flight phase is projected onto an independent random vector space, and the contact event is triggered if all projected random variables fall within 1.5σ of the corresponding Gaussian distribution. Experiments on a legged robot show that the presented algorithm can predict the foot contact 16 ms in advance compared with the prediction using only leg force, which will ease the controller design and enhance the stability of legged robot control.
Keywords: legged robot, contact detection, online learning, data stream clustering, Gaussian mixture model
INTRODUCTION
The ability to negotiate unstructured terrain is the most significant advantages of the legged robot compared with wheeled and tracked vehicles. Due to the discrete foot point characteristic in legged locomotion, like the human and other legged animals, the robot goes through a series of foot contact in locomotion. Based on different foot contact states, a finite state machine is usually adopted to identify the gait phases, and then different control modules will plan the leg motion trajectory to balance the robot. Thus, robust perception of the foot contact arises as a crucial ability in legged robot control. Though a force sensor mounted on the foot could be a straightforward solution (Wagner et al., 2017), it is easily damaged due to the foot–ground impact and the unknown rough terrain. Furthermore, the foot force sensor would increase the inertia of the leg.
Rather than using an indirect perception method like visual sense (Jiang et at., 2021), the endpoint force estimator is a classical approach to detect the endpoint contact state (Morinaga and Kosuge, 2003; Ortenzi et al., 2016; Camurri et al., 2017). To avoid calculating the acceleration of the joint angle, a more feasible approach based on the generalized momentum is adopted (De Luca et al., 2006; Manuelli and Tedrake, 2016). Considering the floating nature of the mobile robot trunk, Flacco et al. (2016) developed a formulation of the residual based on the floating-base dynamics of the humanoid to estimate the external force. A further extension to the multi-contact situation was done by Manuelli and Tedrake (2016) on an atlas robot. Some other works can be used as reference (Haddadin et al., 2008; Li et al., 2019; Dong et al., 2020; Wang et al., 2020; Yousefizadeh and Bak, 2020). The main drawback of these contact detection methods is that they only use the robot dynamic information, such as joint angle and angular velocity. These data are always noisy, and the kinetic parameters of the robot may change as the robot runs for a long time, which would degrade the detection performance.
To make a more robust contact prediction, data fusion in the probability framework was introduced by Hwangbo et al. (2016). This approach fused dynamics, differential kinematics, and kinematics using a hidden Markov model (HMM) to infer the contact state. Kim and Lee (2017) used the IMU data of the human body, leg, and foot to predict the foot contact. The Kalman filter is another framework to fuse the acquired information (Miezal et al., 2017; Yang et al., 2019). Camurri et al. (2017) used approximate ground reaction forces as input to a contact probability prior to determining if the foot is fully in contact with the ground. A most impressive work in this direction was presented by Bledt et al. (2018b), and the contact detection algorithm had been applied to the MIT Cheetah 3 robot (Bledt et al., 2018a). They used the extended Kalman filter to fuse the estimated leg force, gait phase, and leg height and achieved very high detection accuracy.
Though the current data fusion methods work well in foot contact detection, some model parameters need to be selected very carefully, and the robustness to robot kinetic parameters change is unknown. The learning approach provides a promising solution to this challenge. Rotella et al. (2018) employed fuzzy C-means (FCM) clustering to differentiate contact from leaving states using the contact wrench and IMU data. Piperakis et al. (2019) directly learned the gait phase by clustering, in which foot contact detection is an implied process. But both of the approaches need the measuring forces, and the clustering process is completely off-line. Ma et al. (2019) and Lin et al. (2021) trained a Gaussian mixture model (GMM) to cluster the contact data set. However, they both assumed the availability of a very sophisticated force and visual perception system. Neural networks are also used to learn robot contact (Sharkawy et al., 2020). However, all of these learning algorithms were done off-line. In real legged robot application, the robot should deal with impact and unknown rough terrains, so a contact detection method which can adapt to changing robot parameters and environments is desirable.
The main contribution of this paper is to present an online learning framework for foot contact detection of a legged robot. The detection algorithm adapts the model parameters to different terrains for a fast and accurate detection. For online learning, a “trace back” scheme for an online contact data acquisition method is proposed. A projection technique is adopted for a fast prediction of the contact states based on the GMM.
MATERIALS AND METHODS
Robot
The proposed foot contact prediction framework is verified on an electric motor actuated hopping robot DynJump, as shown in Figure 1. The hip joint is actuated directly by the motor while the knee joint is actuated through train driving. The parameters of the robot are listed in Table 1.
[image: Figure 1]FIGURE 1 | Experimental platform.
TABLE 1 | Parameters of the robot.
[image: Table 1]To focus on the study of foot contact prediction, the robot hopping motion is constrained in a vertical direction through a guide rail. The control board communicates to the motor driver through the CAN protocol at 250 Hz.
Robot Control
As we only focus on verifying the foot contact detection, a classical finite state machine is adopted as a high-level control scheme. The robot states are divided into the flight phase and contact phase based on the foot contact states as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Robot states in hopping.
In the flight phase, a pre-calculated foot point trajectory is tracked through a position control scheme. The controller would bring the leg length to a predefined nominal leg length and leg angle for the next landing. After the leg landing, the leg motion is planned based on a virtual spring–mass model (Piovan and Byl, 2015). The detection algorithm for the state switching control will be discussed in the following section. The robot trunk vertical velocity is estimated at the landing moment to initialize the calculation of the robot trajectory after landing. As the robot is only subjected to the force of gravity in the flight phase, the initial velocity can be derived as
[image: image]
where vc and tc are the velocity and time at the moment the foot contacts the ground and g is the gravity constant. For determining the exact moment when the foot leaves the ground, we actively shorten the leg at the later stage of the contact phase, and the corresponding time and robot vertical velocity are recorded as t0 and v0.
Probability Contact Prediction Model
As the contact is an impact between the robot and the environment, variables associated with the interaction can be used to indicate the contact state of the foot. Though foot force can reflect the physical interaction between the foot and the ground, we can only estimate it based on the dynamics of the leg due to the absence of the foot force sensor. In robot dynamics, sensor noise and transmission clearance may introduce errors in foot force estimation. Furthermore, the kinetic parameters are always changing and unknown, so it is not very reliable if we only used the foot force to predict the contact. Although we can adopt a higher threshold to increase the reliability, a larger time delay in contact detection will degenerate the robot control performance.
The foot height and the gait cycle represent the kinematic interaction between the robot and the environment. For a running gait of the robot, like trotting gait, the robot will completely leave the ground during running, and the accurate foot height is difficult to obtain based on proprioceptive perception. Similarly, the gait cycle is highly dependent on the terrain and gait. So limited prediction performance would be obtained if we used kinematics information only.
Based on the analysis above, an indicator vector s = [fyhfoottg]T is defined to estimate the contact probability of the foot contact. Here fy is the vertical foot force, hfoot is the foot height relative to the leaving ground level, and tg is the gait cycle. Though Kalman filter is suitable for fusing the measuring data, a method which can learn from real data online would have advantages in environment adaption and be more robust to robot kinetic parameter uncertainty.
The GMM
To deal with different types of terrain, a GMM is adopted. Based on the insight into the legged locomotion in different terrains, we divide the terrains into three categories, and each is modeled using a basic Gaussian model, which is a sub-component of the GMM.
One basic Gaussian model accounts for the flat ground that has different roughness, and the others correspond to the robot going upstairs and downstairs as shown in Figure 3. We can easily obtain the foot contact probability of incoming data as
[image: image]
where the [image: image] is the model parameters, π is the weight of the particular Gaussian model, μ is the mean value, Σ is the covariance matrix, K is the number of the sub-component of the GMM. And the posterior probability of the data x belonging to component k, which is also known as responsibilities p(k|x), is given by Bayes’ theorem as
[image: image]
[image: Figure 3]FIGURE 3 | Three categories of terrain in hopping.
Indicator Vector Calculation
Foot point force: The foot force is a primary indicator of the contact. A generalized momentum method as in De Luca et al. (2006) is used to estimate the joint torque [image: image] corresponding to the external force on the foot point; it follows that
[image: image]
where [image: image] is the joint angles, n is the number of degrees of freedom, p = Mq is the generalized momentum, and [image: image] is a factorization of the Coriolis terms, which makes [image: image] a skew-symmetric matrix. Then the estimated foot point force [image: image] can be calculated using the Jacobian matrix J as
[image: image]
We hypothesize that there is no singular position during the flight phase, as the leg is always in a bent position during hopping.
Foot height: As the terrains are unknown, we estimate the foot height relative to the leaving ground level. If the ground is flat, the foot is expected to land when the height is back to zero, and if there is a step, the height at landing would be significantly higher or lower than zero. The foot height can be expressed as
[image: image]
where v0 is the initial vertical speed of the robot trunk, g is the gravity acceleration, t is the time relative to the leaving ground moment, lt is the leg length function depending on the joint angle, and l0 is the initial leg length. We should note that as we assume that the robot runs in a sagittal plane and the pitch angle is constrained, v0 can be derived by taking the derivative of the function lt.
Gait cycle: In a stable gait, the robot movement is always periodic, and therefore, the foot contact event is triggered periodically. In the viewpoint of probability, a cyclic movement means that a contact event most likely happens after a specific period of time from the previous foot contact. Thus, a gait time is adopted as one of the indicators for foot contact prediction. The gait cycle is calculated as in (7).
[image: image]
where t is the robot running time and tc is the time of the previous foot contact.
Foot Contact Prediction
When the robot is in the flight phase, the robot should estimate the contact state based on the sampling indicator vector calculated in previous section. With the GMM, the probability density of the newly coming data vector can be obtained. However, it is tedious to integrate the GMM density function to gain the distribution function, which means that it is computationally inefficient to infer the contact state by the probability density of the random vector. In this paper, we project the indicator vector along the direction which decouples the random vector into three independent random variables.
The projection matrix is determined using the covariance matrix in GMM (Horn and Johnson, 2012). As the covariance matrix is a semi-definite symmetric matrix, there exists a matrix C that satisfied D = CΣCT, where D is a diagonal matrix with diagonal entries [image: image], [image: image], and [image: image] and Σ is the covariance matrix. The matrix [image: image] can be determined using the elementary transformation. Then the random vector can be projected as
[image: image]
And the mean of the random variable vector of sp is Cμ, and μ is the mean before projection. The three elements in vector sp are three independent random variables, and the variances are [image: image], [image: image], and [image: image]. So we define the contact vector set Sc as
[image: image]
where [image: image] and [image: image]. The definition means that if the three projected random variables are all located in 1.5σ of the Gaussian probability density function, we assume that the leg contact event is triggered.
Initial Model Parameter Training
Though we expect that the robot can adapt to different terrains online, an off-line learning to obtain a group of initial parameters can speed up the online learning process. We used the classic two-step expectation maximization (EM) method for training. The two steps can be summarized as follows.
E-step: The responsibilities can be computed as
[image: image]
M-step: The parameters in the Gaussian component can be calculated as
[image: image]
[image: image]
And for the next iteration,
[image: image]
In the data training procedure, a series of hopping experiments were conducted for data collection. The robot hopped on flat ground, upstairs, and downstairs. A high landing force threshold was adopted for reliable contact detection as the GMM had not yet been established. The threshold was determined based on the estimated foot force in a robot free-fall experiment, as shown in Figure 4. The corresponding fly phase time, estimated leg force, and foot height were simultaneously recorded at 200 Hz by the control board. We found that there was a non-negligible time delay in landing detection due to the high landing force threshold. We manually selected the contact data on the force cure after we collected all the experimental data. For each terrain, 30 contact data points were collected, and the learning process was done in the MATLAB 2018b environment.
[image: Figure 4]FIGURE 4 | Vertical foot force in free-fall experiment.
Online Model Adaption for Different Terrains
As the terrain is unknown and the robot parameters may change over time, an online GMM adaption is desirable for robot control. As there are many online data stream clustering methods (Kokate et al., 2018), we would focus on dealing with the outlier point caused by the chatter effect, which balances the response time and model stability. Another problem in online clustering for leg contact detection is how to identify the sensory data corresponding to the foot–ground contact moment without the foot force sensor or external force sensors mounted on the ground. We cannot use the predicted contact results of GMM as the data are used for training the prediction model. A likelihood criterion of the foot contact event is used to find the exact contact data. This method would lead to a large time delay that cannot be used for contact prediction, but the data can then be used for online training of the GMM.
Here we use a modified version of SWEM (Dang et al., 2009). Three independent data sets are established corresponding to three GMM components. When the contact data were acquired, the probability density of the data in each of the three GMM components is calculated. The contact data would be put into the data set corresponding to the GMM component, which has the maximum probability density. When the number of newly arriving data in any of the three data sets reaches 5, the GMM will be updated as in the algorithm presented in this section.
We define that g(10) is the GMM of the data from the beginning 1 to N, and the newly arriving data are xN+1, ⋅⋅⋅, xN+M as in Song and Wang (2005). Different from many other applications, only one contact datum is available in one gait cycle, so we define a time window with five data points, and only one basic Gaussian model is used to model the five data points. The maximum likelihood method is used to estimate the parameters.
[image: image]
where j is the number of the parameters and L(θ) is the likelihood function, [image: image]. This calculation is conducted for every five newly arriving data. When we obtain the mean and variance matrix of the Gaussian model, a T2 statistic testing for the equality of the mean to the existing mean value in GMM is conducted (Song and Wang, 2005). Once the mean value is tested to be equal to any existing basic model, the Gaussian model will be merged to the corresponding basic Gaussian sub-model in GMM with the rule
[image: image]
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where μj and Σj are the mean and covariance of the jth sub-component of GMM; πj is the weight of the jth sub-component in GMM; μ, Σ, and π are the new mean, covariance, and weight, respectively; N is the total number of data that have been used for update; and Mk is the data number in the time window.
If the mean value is tested to be different from any basic Gaussian model in the GMM, the new Gaussian model will be labeled as a temporary outlier Gaussian model. For the outlier Gaussian model, it will also be merged to the nearest basic Gaussian sub-model in GMM, but a fading rule will be applied to it until it is determined as an outlier model or a shift of the existing basic Gaussian model. The merging procedure will be carried out in two steps.
Firstly, the temporary outlier Gaussian model will be merged to the existing outlier Gaussian model with the fading rule as
[image: image]
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where μ0 and Σ0 are the mean and covariance of the existing outlier Gaussian model, respectively; μk and Σk are the mean and covariance of the temporary outlier Gaussian model, respectively; μ and Σ are the new mean and covariance, respectively; M0 is the total number of data in the outlier set; and λ is the fading factor.
We should note that this procedure will be carried out in every model update no matter if the data are outliers or not. When the mean of the newly coming data is tested equal to the existing mean in GMM, the μk and Σk in (18) and (19) are set to zero; thus, the existing μ0 and Σ0 are faded down by factor λ.
Secondly, the resulting new outlier model will be merged with the nearest basic Gaussian component. But the parameters μ, Σ, and π of the present basic Gaussian component are reserved in the memory. When the next time window data come, if it is tested equal to any basic Gaussian component, the model will be merged as formulas (15)–(17), or if it is tested as an outlier model, the model will be moved to the outlier set and merged to the existing outlier model as formulas (18) and (19). Then the merged model will be merged with the nearest basic model.
When the outlier data situation emerges three times in succession, we assume that a concept shift happens, which means that the terrain or gait changes. Then the corresponding outlier data will be moved out of the outlier set and merged to the nearest basic component. The resulting GMM is considered as a new initial model for the newly arriving data. On the other hand, if the outlier data situation does not emerge in three consecutive time windows, the mean and the covariance will soon decrease to zeros due to the fading factor.
Online Contact Data Acquisition
As we learn the contact model online without the force sensor mounted on the ground or foot, identifying which data are the contact data becomes a difficult task. Though the contact prediction module presented above will give an indication, we need to get the data in another way in order to update the prediction model and improve the prediction performance.
To collect the contact data, a “trace back” module is proposed. The algorithm includes two steps: firstly, we would detect the contact event using the GMM or leg force threshold, and then we would trace back from the contact event time to find the exact contact data.
Two situations are considered in the contact event detection: one is when the contact is triggered by the GMM, and the other is when the contact is triggered by the estimated foot force. It is obvious when the contact event happens in the first situation as the GMM will give an indication. However, when the robot encounters a new terrain or if the robot is unstable, the estimated foot force will firstly trigger the contact event. A typical estimated foot force trajectory during hopping is shown in Figure 5A. A fact we should note is that the estimated foot force changes to positive when the foot just leaves the ground, which is inconsistent with the physical truth as the foot force should either be negative or zero under the definition of foot force direction in this paper. This estimation bias occurs when the leg shortens rapidly to force the robot to enter the flight phase, which will converge to zero in about 20 sampling cycles before the next foot landing. A time criterion is added to filter this abnormal condition. A likelihood technique is used to determine if the contact event is triggered. The distribution function of the contact force is used to verify the contact probability at each time stamp. We test five consecutive foot force data to ensure that the contact event detection is reliable. The adopted distribution function is shown in Figure 5B, and the contact event criterion is defined in (20).
[image: image]
where xp is the coming data corresponding to the present sampling time and xp−n is the data at n previous sampling time. The criterion means that if the misjudgment probability is below the threshold in a five-sample time window, we assume that the foot is in contact with the ground in the present sampling time. During robot running, a sliding window containing five data points is built, and the data in the sliding window will be tested if they satisfy the criterion in (20) in every control cycle. As the contact test is a conservative estimation, the resulting contact moment is several time steps after the leg contact, which is the reason why we cannot use this method to indicate the leg contact event for robot control.
[image: Figure 5]FIGURE 5 | (A) Foot force during hopping. (B) Contact force distribution function.
As shown in Figure 6, as the lower point on the curve satisfies the contact criterion, a contact event happens. Once a contact event is confirmed, a “trace back” method is invoked to find the exact contact time moment. The contact probability is calculated in reverse order along the curve from the present data until the contact probability of the data is less than 0.5. The last data point in this procedure, with a probability of more than 0.5, will be adopted as the contact data. The “trace back” algorithm is shown in Table 2. In the algorithm, if the contact event is triggered, i.e., the trigger flag variable trigger = 1, a “trace back” procedure is employed to calculate the contact probability of Fp−k until the corresponding probability is less than 0.5.
[image: Figure 6]FIGURE 6 | Trace-back scheme.
ALGORITHM 1 | Table 2 Trace-back Algorithm
[image: Algorithm 1]Once five contact data are collected, a local Gaussian model is built using (14). To determine which sub-component of the GMM is to be updated, a testing procedure is adopted to determine if the mean value of the new arriving data is equal to any of the existing sub-models. Here, we use Hotelling’s T2 test, which is applicable for multivariate normal data. The H0 hypothesis is the mean value of the contact data µ = µj, where µj the is one of the mean values of the sub-component of the GMM. When the sampling size is small, the T2 statistics can be expressed as
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where n is the number of the samples, Σ0 is the covariance matrix of the sub-model in GMM, and [image: image] is the mean of the samples. If the H0 hypothesis is satisfied, we can derive that
[image: image]
where Fd,n−d refers to an F distribution with d numerator degrees of freedom and n − d denominator degrees of freedom, n is number of the samples, and d is the dimension of the data vector. We can refer to the F distribution table to find out if the derived random variable in (22) obeys the F distribution, thus determining whether the H0 hypothesis is true. If the H0 hypothesis is true, the data will be used to update the GMM; otherwise, the data would be considered as outlier points if the mean is not equal to any means of the sub-components of the GMM.
RESULTS
Hopping With Foot Force Contact Detection
For comparison, the robot hopping data of contact detection with only foot force were collected. The foot force threshold was 40 N in the hopping experiment, which means that the landing control program would be triggered when the estimated foot force exceeded 40 N. The threshold was selected based on experimental data, which could prevent an incorrect estimation of the contact state due to the evaluated error of the foot force and the noise in data measurement. A time criterion was added to the contact detection in this experiment, in which the contact event was triggered only 50 ms after the leg left the ground. Hopping data on flat ground are shown in Figure 7. Data of hopping upstairs and downstairs are shown in Figure 8; the tdelay is the time delay between the leg in contact with the ground and the leg force exceeding 40 N; tu and td are the flight times of hopping upstairs and downstairs, respectively. The time delay is unavoidable because we have to ensure that the contact is not triggered by the noise or evaluated error. In hopping experiments, the time delay is about 16 ms.
[image: Figure 7]FIGURE 7 | Contact detection with foot force on flat ground.
[image: Figure 8]FIGURE 8 | Contact detection with foot force in hopping upstairs and downstairs.
Initial GMM Training Through Hopping Data
To establish the initial GMM, we collected three groups of contact data, corresponding to hopping on flat ground, hopping upstairs, and hopping downstairs. In hopping-upstairs and hopping-downstairs experiments, we placed a wood plank under the foot when the robot was in the flight phase to mimic hopping upstairs and took away the plank after the robot took off to mimic hopping downstairs. The thickness of the wood plank was 1.5 cm, which was limited to the ability of the motor and transmission system. Though the height is relatively small compared with the size of the leg, it does verify the effectiveness of the prediction method as the higher the stair is, the farther different contact data in the phase space are away from each other, which will ease contact detection.
The contact data were processed in MATLAB 2018b and were selected manually in this stage. Then, the contact data were clustered using the fitgmdist function in MATLAB with a component parameter of 3. The classification result is shown in Figure 9.
[image: Figure 9]FIGURE 9 | (A) Initial Gaussian model visualized by contact cycle and foot height. (B) Initial Gaussian model visualized by contact cycle and foot force.
Contact Prediction Using GMM
After the learning process, the GMM could predict the contact time more accurately, as shown in Figure 10. In each control cycle, the maximum probability of coming data in the three components is calculated first. Then, the mean value of the coming data vector will be projected into a space where the three projected variables are independent as in (8). If all of the values are within 1.5σ, we believe that the contact happens. By using the actual contact data to renew the GMM, the model detects the contact event as soon as the leg lands.
[image: Figure 10]FIGURE 10 | Hopping on flat ground with GMM contact prediction.
The GMM predicted the contact in stepping upstairs and downstairs, which was also more precise than the prediction using contact force, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | Hopping upstairs and downstairs with GMM contact prediction.
The main advantage of the learning method is that it can adapt to the change in terrains. In a terrain-changing experiment, the robot firstly hopped on flat ground, and then some wood strips were placed on the ground to mimic the changing of terrain roughness. The estimated vertical foot forces and estimated contact time are shown in Figure 12. Three gait cycles on flat ground are shown in the figure, and the GMM predicted the contact time precisely.
[image: Figure 12]FIGURE 12 | Hopping on roughness-changing ground.
As the GMM model was updated only when five new gait data had arrived, the GMM prediction performance degenerated when the terrain just changed. The leg force prediction module was evoked to detect the foot landing, leading to a detection time delay of about six control cycles. In the first updating phase of the GMM model, including the last gait cycle on flat ground and the first four gait cycles on rough terrain, there was only one gait cycle where the GMM predicted the foot contact. In the second GMM updating phase, the GMM successfully predicted the foot contact in two gait cycles. After two updating phases, the GMM could always predict the foot contact with a higher time delay of about two control cycles as the variance of the GMM gets higher, as shown in Table 3.
TABLE 3 | Covariance matrices on flat ground and rough terrain.
[image: Table 3]DISCUSSION
Learning Vs. Data Fusion
Another effective contact detection approach is the data fusion technique, which combines different data to enhance accuracy. In the robot hopping experiments, the robot could detect the contact in one cycle delay, while the data fusion method applied to MIT cheetah 3 introduces a delay of four to five control cycles (Bledt et al., 2018a). This result shows that the proposed learning method can perform better if the robot runs on the same terrain with cyclic gait, which is true in most cases. Every animal or human would have preferred walking and running speeds, and the terrain types are limited in daily life. The gait contact parameters of hopping are distributed over a small area if the robot moves in the same terrain with the same gait.
How Does the Learning Algorithm Adjust to Different Terrains to Achieve Fast Detection?
On flat ground, the elements in the covariance matrix would be small, and the prediction would be very accurate, while in rough terrain, the absolute values of the matrix elements increase, and the prediction becomes a little rough. The most important point is that the elements in the covariance matrix will go back to being small if the terrain is a flat ground again, which means that the learning prediction method can predict the contact as accurately as possible. Owing to the online learning method, the prediction algorithm can adapt to different terrains that the robot has never encountered before.
Acquiring Data Online
A difficulty in learning the leg contact detection online is that the contact data for updating the GMM cannot be collected directly, as there is no force sensor to indicate the moment when the foot is just in contact with the ground. A “trace back” strategy is presented in this article. When the contact event is triggered by the GMM prediction module or leg force criterion, the update module will trace back the contact data in the memory stack until the data meet with the probability criterion.
How Does Accurate Contact Prediction Affect Running Gait?
A state machine control strategy is usually adopted to control a legged robot’s running gait. A contact event will trigger a shift in state, and the control module will change as well. So an accurate detection of the contact event is critical, which is even more important in high-speed running. In our experiment, the control cycle is 4 ms, and the learning detection module can predict the contact event four control cycles in advance. In the fast running gait of a quadruped, the total gait cycle could be less than 300 ms, and the contact period for each leg can be less than 40 ms (Hudson et al., 2012). And the contact period includes the leg compressing phase and leg extending phase, with each period being 20 ms. So the proposed prediction method would ease the control strategy design and enhance the control performance.
CONCLUSION
This paper presents a learning contact detection framework for legged robot running control. The algorithm continuously learns the characteristics of the contact data during robot running, including the period between two consecutive landing events, foot height, and contact force. A GMM is adopted to describe the three situations in running gait: running on flat ground, running upstairs, and running down stairs. Experimental results show that the mean value and covariance matrix of the contact data vector differ discernibly among different terrains, which enables learning detection.
To deal with the change in terrain and gait, an online learning scheme is presented. A main difficulty in online learning is acquiring contact data online without the help of force sensors. A “trace back” technique is proposed in this paper: when the contact event is triggered by the GMM or foot force threshold, the algorithm will trace back the contact data in the memory stack until the data meet with the probability criterion. And the GMM will be updated online after every five contact data points are collected, so the GMM can change with the terrain and gait. The learning contact detection algorithm was verified on a hopping robot. The detection model changed with the terrain by adapting the GMM parameters or, more specifically, by updating the mean value and covariance matrix of the sub-model in the GMM. Experimental results show that the learning algorithm can predict the foot contact to the ground four control cycles in advance compared with the detection method with only leg force. In the future, the algorithm will be applied to different robots and terrains to further verify its effectiveness, and more gait parameters can be added to the GMM to enhance prediction performance.
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With the manipulator performs fixed-point tasks, it becomes adversely affected by external disturbances, parameter variations, and random noise. Therefore, it is essential to improve the robust and accuracy of the controller. In this article, a self-tuning particle swarm optimization (PSO) fuzzy PID positioning controller is designed based on fuzzy PID control. The quantization and scaling factors in the fuzzy PID algorithm are optimized by PSO in order to achieve high robustness and high accuracy of the manipulator. First of all, a mathematical model of the manipulator is developed, and the manipulator positioning controller is designed. A PD control strategy with compensation for gravity is used for the positioning control system. Then, the PID controller parameters dynamically are minute-tuned by the fuzzy controller 1. Through a closed-loop control loop to adjust the magnitude of the quantization factors–proportionality factors online. Correction values are outputted by the modified fuzzy controller 2. A quantization factor–proportion factor online self-tuning strategy is achieved to find the optimal parameters for the controller. Finally, the control performance of the improved controller is verified by the simulation environment. The results show that the transient response speed, tracking accuracy, and follower characteristics of the system are significantly improved.
Keywords: manipulator, PSO algorithm, quantization factor–proportion factor, position control, fuzzy-PID control
INTRODUCTION
In order to increase the working capacity of the robot, it must be controlled steadily. Therefore, the positioning control of the manipulator is essential. Positioning control is a point–point control in which a fixed parameter setting is specified. The variables of the joint are able to remain in the desired position, unaffected by torque perturbations and independent of the initial state (Lohic et al., 2018; Tian et al., 2020; Jiang et al., 2021a; Liu et al., 2021a). The manipulator is adjusted by the controller so that its joints reach the desired position specified by the user. The difference between the ideal position of the manipulator and the current given value is used as input to the controller to achieve its positioning control (Cheng et al., 2020; Cheng et al., 2021a; Xiao et al., 2021). Currently, distributed PID control of manipulator joints is widely used in the practical production of industrial robots (Jiang et al., 2019a; Qi et al., 2019; Liu et al., 2021b). Although these feedback controllers are designed on the basis of ignoring inter-joint dynamics coupling, they have proven to be effective in practice (Bai et al., 2021; Chen et al., 2021b). On this basis, domestic and foreign scholars and experts are constantly updating the manipulator positioning control algorithm to continuously improve the manipulator positioning control performance (Zhukov, 2019; Ma et al., 2020; Chen et al., 2021c).
Different environments and different shapes of industrial manipulator structures and drive methods are studied. In response to the current shortcomings of industrial manipulators with large mass, large size, and low-positioning accuracy, a highly integrated control system model with small size, light weight, perfect functionality, and electrical hybrid drive was designed (Liao et al., 2020; Duan et al., 2021). Against the shortcomings of the current manipulator with low-positioning accuracy, an adaptive control system is proposed to improve the positioning accuracy of the manipulator (Sun et al., 2020a; Chen et al., 2021a; Yun et al., 2021). However, research on adaptive control strategies has to progress further yet.
In order to achieve high robustness and high accuracy of the manipulator, a self-tuning PSO-fuzzy PID control method is proposed. Quantization factors–scaling factors in the fuzzy PID algorithm are optimized by PSO. The PID controller parameters dynamically are minute-tuned by the fuzzy controller 1 through a closed-loop control loop to adjust the magnitude of the quantization factors–proportionality factors online. Correction values are outputted by the modified fuzzy controller 2. The transient accuracy, response speed, and robustness are improved. The key contributions in the work are as follows:
1) A self-tuning PSO-fuzzy PID control method is proposed.
2) The controller optimal parameters are found by a quantization factor–scaling factor online self-tuning strategy.
3) The performance of the algorithm is analyzed and verified with experimental.
The remainder part of the article is arranged as follows: in Related Work Section, the related work for positioning control strategies is described. In Establishment of Kinetics Model Section, a four-degree-of-freedom manipulator is modeled. A self-tuning PSO-fuzzy PID positioning controller was designed and simulated in Methods Section. The last section is the Conclusion.
RELATED WORK
Now, more and more intelligent algorithms are used to manipulator control systems (Zhang et al., 2017; Lu, 2018; Jiang et al., 2019b; Huang et al., 2019; Nguyen et al., 2019; Huang et al., 2020; Ozyer, 2020; Sun and Liu, 2020; Cheng et al., 2021; Liu et al., 2021c; Yu et al., 2021). Due to various factor interferences, such as the environment, the robot cannot be positioned accurately, and the positioning error will gradually increase (Sun et al., 2020b; Ozyer, 2020; Liu X. et al., 2021). Against the problem of uncertainty in the motion control of the manipulator, the manipulator is controlled to obtain the desired position by means of a calculated torque method (He et al., 2019; My and Bein, 2020), which improves the systematic robust to a certain extent. RBF neural networks can compensate for external environmental disturbances. A PD + RBF control algorithm is combined, which improves the immunity and robust of the power positioning system (Wen et al., 2016; Huang et al., 2021). An adaptive fuzzy SMC algorithm is proposed to the positioning control problem of articulated robots, and the steady-state convergence is good and has some robustness (Zirkohi and Fateh, 2017). Aiming the interference of internal and external factors on the performance of the robotic arm, a joint trajectory sliding mode robust control algorithm is proposed. It can effectively avoid the system jitter phenomenon. However, there are internal models with external disturbances (Weng et al., 2021; Zhao et al., 2021).
While there are algorithms that can improve on some aspects, there can be limitations. A passive-based control method for single-link flexible robotic arms is proposed. Precise positioning of the linkage end is achieved by a combination of precise joint positioning and linkage damping, but the stability is less than ideal (Jiang et al., 2019c; Jiang et al., 2021b). When the modeling is uncertain and the external disturbance is large and complex, it will lead to the phenomenon of jitter and vibration. By improving the interferer, compensating for external disturbances with feedback, and using neural networks to approximate the errors, the jitter is effectively suppressed, and the response speed and tracking accuracy are improved. However, it is suitable for situations where the system modeling error and external disturbances fluctuate greatly (Feliu et al., 2014; Sun et al., 2021). A motion control algorithm with a non-singular sliding mode saturation function method is proposed by combining a sliding mode variable structure and a BP neural network algorithm (Choubey and Chri, 2021; Yang et al., 2021). It provides accurate and stable control of the motion state of the robotic arm. A sliding mode controller was designed (Li et al., 2019a). Variable gain is incorporated into the controller, thus resulting in a controller with high robust and motion control accuracy. However, it is limited to the joint space.
A complete set of gravity compensation algorithms is proposed. According to the joint moment measurements, the parameters are adjusted in real time to meet the dynamic requirements of each stage of the main dynamic positioning process (Wang, 2020). Combining PD control with preset performance control, a simple PD control structure and a preset performance function based on a logarithmic form error transformation are used to design the robotic arm motion controller. The control algorithm improves the dynamic response performance to a certain extent. To speed up convergence, a PD-type iterative learning control law was devised (Zhao et al., 2018). The gain matrix is modified in real time to shorten the correction interval and overcome the problem of slow convergence of system disturbances, but it is less stable.
In summary, there are numerous ways to improve control strategies at this stage, and positioning control strategies are essential. However, there are still problems with some control strategies that need to be addressed, and further research is needed on universality and robustness. The response time and accuracy of the controller also need to be improved. This article finds the optimal parameters by modifying the fuzzy controller to adjust the size of quantization factor–proportion factor online. In the meantime, the improved solution is simulated and compared with the general solution.
ESTABLISHMENT OF KINETICS MODEL
Manipulator Structure
The manipulator working space is illustrated in Figure 1. It has four rotary joints. Combined with the theory, the research will use this manipulator as a carrier to derive a dynamic model.
[image: Figure 1]FIGURE 1 | Working space of the four degrees-of-freedom assembly manipulator.
Mathematical Model
In order to facilitate the modeling, the dynamic characteristics of the driving circuit, the friction and motion damping between components, and the influence of motor dynamics are ignored (Li et al., 2019b; Ardeshiri et al., 2020; Li et al., 2020; Luo et al., 2020; Garcia et al., 2021). The model simplification of the aforementioned 4-DOF manipulator is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Simplified model of the manipulator.
In which, [image: image] is the base, [image: image] is the big arm, [image: image] is the forearm, and [image: image] is the end execution arm. [image: image] is the weight center of the motor rotor, [image: image] is its weight, and [image: image] is its moment of inertia. [image: image] is the moment of the connecting rod inertia, [image: image] is its weight, and [image: image] is its rotation angle. [image: image] is the connecting rod centroid distance and [image: image] is the connecting rod length (Sun et al., 2020c; Yu et al., 2020; Tao et al., 2022). The parameter value set of the manipulator are illustrated in Table 1.
TABLE 1 | Manipulator parameter values.
[image: Table 1]The connecting rod movement, part of the kinetic energy affected can be ignored (Liu et al., 2018; Nabavi et al., 2019). Aiming the complexity of the dynamic model, the coupling terms are not considered (Wen et al., 2017; Loucif et al., 2020; Tan et al., 2020), choosing [image: image] as the generalized coordinate, Eq. 1 is obtained as the simplified dynamic equation:
[image: image]
where [image: image] represents the systematic inertia matrix, [image: image] represents the systematic centripetal force and Coriolis force vector, [image: image] represents the systematic gravity vector, [image: image] represents generalized control force vector, and [image: image] is the vibration external disturbance force generated. For this model, it has basic properties:
Property 1: It has upper and lower bounds. Scilicet for [image: image] vector has Eq. 2:
[image: image]
where [image: image] represents the Euclidean norm of a matrix or vector, [image: image].
Property 2: [image: image], [image: image] vector has Eq. 3:
[image: image]
Property 3: [image: image] constant, let the generalized external disturbance force vector satisfy the Eq. 4:
[image: image]
Property 4: [image: image] constant, let the generalized control force vector satisfy the Eq. 5:
[image: image]
Property 5: [image: image] constant, let the Coriolis force vector and centripetal force satisfy the Eq. 6:
[image: image]
Property 6: The gravitational moment [image: image] represents the gravitational potential energy gradient vector [image: image], scilicet [image: image]. [image: image], let the gravity vector satisfy the Eq. 7:
[image: image]
METHODS
PD Control of Gravity Compensation
The control system instability is easily caused by the integral action in PID. However, as a feedback controller with good closed-loop performance, PD control has extensive applications in single-degree-of-freedom second-order systems (Okamoto and Tsiotras, 2019; Liu et al., 2021d). However, the industrial manipulator with four degrees-of-freedom, the joints and links are not completely independent of each other. There are interactions, so the controllers for each part cannot be designed separately (Sun et al., 2020d; Liu et al., 2021e).
When the controller considers the gravity of the manipulator has the Eq. 8:
[image: image]
[image: image]
According to Eq. 8 and Eq. 9, Eq. 10 is the PD control closed-loop equation of gravity compensation:
[image: image]
where [image: image], and the balance point is [image: image].
[image: image]
From [image: image] and the proportional gain matrix [image: image], the global positive definiteness can be known. Eq. 12 is obtained by taking [image: image]:
[image: image]
For [image: image], the derivative of a function that is turned into a semi-negative definite, scilicet:
[image: image]
where [image: image] is the smallest eigenvalue of [image: image].
Fuzzy PID Controller
The output of the controlled manipulator adjusted by the controller is called the driving torque (Sun et al., 2020a; Liao et al., 2021). Aiming the positioning control, the fuzzy control scheme is designed in this section (Li et al., 2019c). Equation 14 is obtained as the simplified dynamic equation:
[image: image]
where, [image: image] is the position vector and [image: image] is the output torque vector of the controller.
The gravity term of Eq. 14 is moved to the right of the equal sign as part of an uncertain disturbance.
[image: image]
where size of [image: image] is bounded, [image: image], scilicet [image: image] is a positive real number so that [image: image]. The hybrid fuzzy PID controller total output is superimposed output of the PD control and the fuzzy controller. Figure 3 is the fuzzy PID control system block diagram of a four-degree-of-freedom manipulator.
[image: Figure 3]FIGURE 3 | Fuzzy PID control system.
According to the dynamic model and characteristics of the manipulator, the structure and parameters of the fuzzy controller are designed. The position deviation and the deviation change rate are the input variables of the fuzzy controller. Expert experience, the fuzzy controller output is obtained after repeated trials. [image: image] represents the position error of the manipulator, and [image: image] represents this error rate of change. Their output control volumes are [image: image], [image: image], and [image: image].
[image: image] and [image: image] are divided into seven fuzzy partitions. It represents negative big (NB), negative medium (NM), negative small (NS), zero (ZO), positive small (PS), positive middle (PM), and positive big (PB). The conformity degree of elements is quantitatively described by the degree of membership in the domain of discourse [image: image]. The fuzzy sets are represented by the membership function. Fuzzy concepts are represented by fuzzy sets. The following definition is proposed:
[image: image]
where [image: image] is the fuzzy collection of the identification number [image: image], [image: image] is the independent variable of the fuzzy collection, and [image: image] is the membership function of the fuzzy partition [image: image].
Based on the results of multiple simulation, the membership functions of the variables [image: image] and [image: image] are adjusted. The triangle membership function is used by them. [image: image] represents the domain of discourse. [image: image], [image: image], [image: image], [image: image], and [image: image], and Figure 4 is the degree of membership functions.
[image: Figure 4]FIGURE 4 | Degree of membership function ([image: image]).
According to the positioning control law of the manipulator, 49 fuzzy rules are designed and formed into a fuzzy control rule Figure 5.
[image: Figure 5]FIGURE 5 | Fuzzy control rule ([image: image]).
The gravity center method is used for defuzzification, and the Mamdani method is used for fuzzy inference (Fu et al., 2019; Zhou et al., 2019). Figure 6 is the characteristic face of the fuzzy inference system. It can be seen that the output surface obtained is relatively smooth compared to the input.
[image: Figure 6]FIGURE 6 | Characteristic face of the fuzzy inference system ([image: image]).
Self-Tuning Positioning Controller Design Based on PSO Algorithm and Fuzzy PID
The particle swarm algorithm is a global optimization algorithm inspired by the activity of flocks of birds. Starting from a random solution, iterations are made to find the optimal solution and evaluate quality of the solution by fitness. In the iteration process, the particles update their velocity and position through Pbest and Gbest to achieve the global optimum.
The update strategy is as follows:
[image: image]
[image: image]
[image: image]
where, [image: image] and [image: image] are the velocity and position of the particle in the now, respectively. [image: image]. [image: image] are the asynchronous learning factor formula. [image: image]. [image: image] and [image: image] are the adaptation value and the average adaptation value, respectively. The PSO is set to three dimensions.
The process for fuzzy PID based on PSO is as follows:
1) Initialize, run PSO, and retain Gbest.
2) The initial number of particles is 100, and the asynchronous learning factor parameters are [image: image]. The maximum number of iterations is 100. The setting value of [image: image].
3) Determining whether the inertia weight is a positive real number.
4) To update the velocity and position of the particle using Eq. 16 and Eq. 17.
5) Evaluate all particles in the population and calculate particle fitness values. The current particle fitness is compared with the historical Pbest, and the population all-particle fitness is compared with the historical Gbest. In this article, the composite metric ITAE is that the integral of absolute deviation in time, as the fitness; the smaller the value, the better the performance. ITAE can calculate comprehensive assessment of the systematic dynamic and static performance. It is calculated as follows:
[image: image]
where [image: image] is time, and [image: image] is the control of position error variation.
6) Calculating and updating Gbest.
7) [image: image] are dynamically adjusted by means of a fuzzy rule.
8) Determine if the termination condition is met. To end when the fitness threshold or maximum number of iterations is obtained, otherwise return to Step 3.
The fuzzy PID algorithm based on PSO is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Fuzzy PID algorithm flow based on PSO.
PID controller deficiencies can be compensated by the fuzzy PID control to a certain extent. However, the quantization factor–proportion factor is usually artificially set. There are some disadvantages, such as difficult to set fuzzy rules, quantization interval, large influence of parameters, and lack of self-adjustment. The article uses a self-tuning PSO-fuzzy PID control method. The quantization factors–proportionality factors in the fuzzy PID algorithm are optimized by PSO. The quantization factor–proportionality factor online self-tuning strategy is adopted as shown in Figure 8.
[image: Figure 8]FIGURE 8 | Self-tuning fuzzy PID control system based on PSO.
The quantization–proportion factor controller is constituted of a fuzzy controller 1 and modified fuzzy controller 2. The inputs of the two controllers are the deviation [image: image] and the deviation change rate [image: image]. The controller 2 outputs for [image: image], [image: image], and [image: image] are [image: image], [image: image], [image: image], respectively. According to the controller input changes, the system adjusts the size of the quantization factor–proportion factor online.
Introduce [image: image], [image: image], and [image: image], and [image: image] and [image: image] are the initial input quantities.
[image: image]
where, [image: image] and [image: image] become larger, and [image: image] becomes smaller. [image: image] and [image: image] have an enhanced effect on the controller. When [image: image] becomes larger, the basic domain [image: image] becomes larger, and the role of [image: image] is enhanced (Baigzadehnoe et al., 2017).
The fuzzy rules of [image: image] and [image: image] are determined. Since they are only related to [image: image] and [image: image], they are divided into [image: image], which represent [image: image]. Table 2 is fuzzy rules.
TABLE 2 | Amendment rules of [image: image].
[image: Table 2]According to many tests of the conventional fuzzy controller, [image: image] and [image: image] are triangular membership function degrees, as illustrated in Figure 9. [image: image], [image: image], and [image: image].
[image: Figure 9]FIGURE 9 | Degree of membership function of [image: image].
The fuzzy partition of [image: image] is divided into seven, namely {VB, MB, B, S, MS, VS, ZO}, and they represent {Largest, medium-large, large, small, medium-small, smallest, zero}. Figure 10 is the fuzzy rules.
[image: Figure 10]FIGURE 10 | Amendment rules of [image: image].
All membership function degrees of the modified fuzzy controller 2 are adopted triangular membership function degrees. Defuzzification also uses the center of gravity method. The characteristic face of the fuzzy inference system is illustrated in Figure 11. The convergence curve of the algorithm is shown in Figure 12.
[image: Figure 11]FIGURE 11 | Characteristic face of the [image: image] fuzzy inference system.
[image: Figure 12]FIGURE 12 | Convergence curve of the algorithm along the function.
EXPERIMENT
For verifying the effectiveness of the aforementioned controller, a numerical simulation experiment was achieved in MATLAB/Simulink. The real-time state value of the manipulator system is solved by ode4 (Runge–Kutta) (Higueras et al., 2018). Through the feedback of the current state value, the current control torque of the system is obtained. After repeated iterations, the desired state of the manipulator is finally obtained. The solver uses a fixed step size of 0.0001.
The result of the positioning control of the manipulator is verified. The self-adjusting strategy and dual fuzzy controllers are adopted through the PSO-fuzzy PID. The simulation experiment is carried out. It is compared with the conventional fuzzy PID positioning controller.
[image: image], [image: image], [image: image], and [image: image] are the actual angular displacement of joints 1, 2, 3, and 4, respectively. [image: image], [image: image], [image: image], and [image: image] are the desired angular displacement of joints 1, 2, 3, and 4, respectively. The systematic initial state is set as follows:
[image: image]
The calculation results of the positioning control of joints 1, 2, 3, and 4 are shown in Figures 13, 14:
[image: Figure 13]FIGURE 13 | Positioning control response of the angular displacement and angular velocity: (A) angular displacement of joints 1, (B) angular velocity of joints 1, (C) angular displacement of joints 2, (D) angular velocity of joints 2, (E) angular displacement of joints 3, (F) angular velocity of joints 3, (G) angular displacement of joints 4, and (H) angular velocity of joints 4.
[image: Figure 14]FIGURE 14 | Control torque input curve of the manipulator: (A) joint 1, (B) joint 2, (C) joint 3, and (D) joint 4.
Under conventional fuzzy controller control, the effective positioning accuracy was set to 0.005. According to the calculation results, the control time of the manipulator was 5s, and the effective positioning time of the joint was 2.8s on an average, with an average error of [image: image]. However, under control of a self-tuning PSO-fuzzy PID controller, the average time for effective positioning of the robot joints was 1.8s, with an average error of [image: image]. The improved self-tuning PSO-fuzzy PID controller has a smoother control input torque than the normal fuzzy PID controller.
CONCLUSION
For the positioning control of articulated robots, a modified fuzzy PID controller is designed on the basis of a mathematical model of the manipulator. First of all, the fuzzy control theory is analyzed. Based on empirical data, the type and number of fuzzy subsets of their inputs and outputs and their affiliation functions are designed. Second, the fuzzy set is characterized by an affiliation function curve, and the fuzzy control rules are established. The actual control experience is transferred to the fuzzy controller, and the fuzziness of the output objects is translated into numerical operations. Then, a self-tuning PSO-fuzzy PID positioning controller is designed, and the two positioning controllers are simulated by MATLAB/Simulink. The final simulation results show that the modified fuzzy PID controller has higher control accuracy and smoother control torque than the normal.
The proposed controller can be applied to different industrial manipulators. The future research plan is to apply this controller to the hardware realization of the industrial assembly manipulator.
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With the rapid economic growth and the continuous increase in population, cars have become a necessity for most people to travel. The increase in the number of cars is accompanied by serious traffic congestion. In order to alleviate traffic congestion, many places have introduced policies such as vehicle restriction, and intelligent transportation systems have gradually been put into use. Due to the chaotic complexity of the traffic road network and the short-term mobility of the population, traffic flow prediction is affected by many complex factors, and an effective traffic flow forecasting system is very challenging. This paper proposes a model to predict the traffic flow of Wenyi Road in Hangzhou. Wenyi Road consists of four crossroads. The four intersections have the same changing trend in traffic flow at the same time, which indicates that the roads influence each other spatially, and the traffic flow has spatial and temporal correlation. Based on this feature of traffic flow, we propose the IMgru model to better extract the traffic flow temporal characteristics. In addition, the IMgruGcn model is proposed, which combines the graph convolutional network (GCN) module and the IMgru module, to extract the spatiotemporal features of traffic flow simultaneously. Finally, according to the morning and evening peak characteristics of Hangzhou, the Wenyi Road dataset is divided into peak period and off-peak period for prediction. Comparing the IMgruGcn model with five baseline models and a state-of-the-art method, the IMgruGcn model achieves better results. Best results were also achieved on a public dataset, demonstrating the generalization ability of the IMgruGcn model.
Keywords: traffic flow prediction, deep learning, graph convolutional network, gated recurrent unit, temporal and spatial correlations
INTRODUCTION
The number of motor vehicles is rising with the rapid development of technology and economy and caused more serious traffic congestion. How to relieve traffic congestion effectively has become a hot topic of concern (Hou et al., 2019). In order to relieve traffic pressure and improve the smoothness of travel, various solutions have emerged, such as increasing road width, traffic flow limiting according to single and double license plates, using public transportation, and developing traffic management systems.
The main strategy to solve traffic congestion in the early days was to enhance road construction and increase the traffic capacity of the roads to meet the traffic demand. Since the rate of road construction was far from keeping up with the increase in vehicles and the limitation in urban area (Yu et al., 2019), this led to severe traffic jams during the peak hours of travel to work. The research focus has shifted to how to make the best use of urban roads by improving the utilization of existing roads. Intelligent transportation systems (ITS) have also emerged (Do et al., 2019), to manage vehicles intelligently and direct traffic flow, to change the spatial and temporal distribution of vehicles in the road network and equalize traffic flow.
Early traffic flow detection mainly relied on manual survey records, and with the development of computer and electronic information technology, detection techniques were gradually improved. Domestic and foreign researchers proposed automatic acquisition methods, such as parameter threshold method, pattern recognition method, and numerical analysis method. The latter turned to the use of GIS technology to locate and collect data such as vehicle travel time and speed, with travel time as the main metric parameter. However, the lack of proper understanding and grasp of the mechanism of urban road congestion and spatiotemporal characteristics of traffic flow led to the recurrence of traffic congestion, and sudden traffic accidents has caused episodic traffic congestion problems. It cannot make a correct early warning of the place, time, radius of the traffic congestions, and duration of occurrence. Therefore, the existing strategies on controlling traffic congestion also tend to stay at the level of theoretical analysis, lacking systematic and real-time operational measures, which require intelligent traffic control and guidance.
Traffic control and guidance system are the main direction of ITS research, and the main problem of traffic control and guidance is traffic flow prediction (Tang et al., 2013). Urban roads are composed of intricate road sections and various intersections. The composition of traffic flow varies from time to time and place to place. The causes of traffic congestion, the location of occurrence, and the radius of the traffic congestions of influence are also different, and traffic flow shows obvious characteristics of temporal and spatial distribution. Figure 1 shows the obvious cyclical changes of traffic flow during a week. Figure 2 shows the variation of traffic flow during a day, and it can be seen that there is a peak period in the morning and one in the afternoon.
[image: Figure 1]FIGURE 1 | Visualization of traffic flow in 1 week at the Yile intersection of Wenyi Road.
[image: Figure 2]FIGURE 2 | Visualization of traffic flow in 1 day at the Yile intersection of Wenyi Road.
Traffic flow prediction is one of the ways of data collection and processing in intelligent transportation systems. How to use effective traffic information to predict the traffic flow conditions in the next few minutes or hours so that drivers can better choose smooth roads and, thus, effectively reduce traffic congestion is one method called short-time traffic flow prediction method (Liu and Guan, 2004). Short-time traffic flow prediction methods are divided into three main categories (Luo et al., 2019): prediction models based on linear statistical theory, prediction models based on nonlinear theory, and prediction models based on artificial intelligence theory. There are also some hybrid prediction models (Guan and Chen, 2006), such as wavelet analysis models combined with ARIMA models (Dou et al., 2009), in order to give full play to the advantages of each prediction model, while having the characteristics of integration and complementarity between models so that the road traffic flow can be predicted accurately and comprehensively, and the prediction accuracy can be improved effectively.
With the continuous development of the artificial intelligence theory, traffic flow prediction has also started to adopt deep learning methods. The essence of deep learning is artificial neural network. Neural network is a mathematical or computational model that mimics the structure and function of a biological neural network (the central nervous system of animals, especially the brain) for estimating or approximating a function. The neural network consists of a large number of artificial neurons linked for computation and is capable of simple decision-making abilities and simple judgments similar to those in humans.
Domestic and foreign scholars have used deep learning as the focus of their research (Yi et al., 2017) and achieved certain results. Huang et al. (2014) proposed a deep architecture model, which consisted of a deep belief network (DBN) at the bottom and a multi-task regression layer at the top, to predict traffic flow. Yi et al. (2019) studied the implementation of a deep long short-term memory recurrent neural network (LSTM-RNN) in a highway system. These methods confirmed the effectiveness and feasibility of deep learning in the direction of traffic flow prediction, but did not fully consider the spatiotemporal characteristics of traffic flow. Wu et al. (2018) proposed a DNN-based traffic flow prediction model (DNN-BTF) to improve the prediction accuracy, using convolutional neural networks to mine spatial features and recurrent neural networks to mine temporal features of traffic flow. Wang and Xu proposed an LSTM-RNN-based time series prediction model for urban highway traffic flow in a deep learning framework, which reconstructed the traffic time series by the integrated spatiotemporal correlation of traffic flow, so that the LSTM-RNN gains and enhances data mining capability. Zhene et al. (2018) proposed a deep learning model based on CNN and RNN, using matrix traffic as input, extracting traffic features using CNN, predicting feature evolution using RNN, and mixing the two models to achieve traffic flow prediction. Although these methods considered spatiotemporal correlation, they did not address the long-term memory problem and the gradient problem in backpropagation.
This paper studied the prediction of traffic flow from both spatial and temporal aspects, combining the temporal feature extraction module and the spatial feature extraction module. First, we obtained the spatial characteristics of traffic flow by graph convolutional network and then predicted the future traffic flow based on the spatiotemporal correlation of traffic flow. The IM module was also proposed in the temporal feature extraction module, to enhance the connection of traffic flow between input and hidden state, and improve the traffic flow prediction capability.
When extracting temporal features of traffic flow, it is necessary to predict the next moment by remembering the information of the previous moment, but it is difficult to remember the input information that is too far apart. Therefore, the problem of long time dependence needs to be solved. The GRU model is used to obtain the temporal features of traffic flow because it has a simpler structure and less computation, which can reduce the risk of overfitting. For the traditional GRU model, the inputs and the hidden states passed down from the previous moment are independent of each other until they enter the model interior. They only interact with the information inside the GRU. This may lead to the loss of valid information. We proposed the IMgru model with a richer interactive representation of the inputs and hidden states, which enhances the significant information, reduces the secondary information, and enhances the modeling capability of the model.
In addition, since the traffic flow at the four crossroads of Wenyi Road interact with each other spatially. It is not accurate to predict traffic flow only by the temporal characteristics of traffic flow. Therefore, a combination of spatial and temporal characteristics is needed to predict the traffic flow.
In this paper, the traffic flow dataset of Wenyi Road in Hangzhou was collected, and the prediction effect was affected by the dense flow of people and vehicles during the peak hours of weekdays in Hangzhou, which was very prone to traffic accidents and was affected by weather and other factors. Therefore, the Wenyi Road dataset was divided into peak period and off-peak period for separate prediction. In order to achieve better results in the off-peak period, the model proposed in this paper was applied to Wenyi Road dataset and two public datasets. The experiments showed that the IMgruGcn model can mine the spatiotemporal correlation of traffic flow, and the prediction results are better than other models.
RELATED WORK
Traditional traffic flow forecasting methods are mainly based on linear statistical models and nonlinear theory-based models. Linear statistical-based models use mathematical statistical theory to analyze historical traffic and predict future traffic, including autoregressive sliding average (ARIMA) models (Williams et al., 1998), historical average (HA) models (Chang et al., 2011), Kalman filter prediction models (Kalman and R, 1960), and support vector regression classifier (SVR) models (Smola and Scholkopf, 2004). The historical averaging model is a simple method and can solve the problem of traffic flow variations at different times to some extent, but its prediction is static and cannot solve sudden traffic accidents and unconventional traffic conditions. Although the equipment used in the linear statistical model is relatively simple and low cost, the real-time performance is poor.
Nonlinear theoretical models to predict traffic flow by finding the original features of the traffic system in high-dimensional space through phase space reconstruction include wavelet analysis models (Ouyang et al., 2017), chaos theory models (Jieni and Zhongke, 2008), and mutation theory-based models. Nonlinear models have some advantages in the processing of time series, but there are disadvantages, such as more complex models and large computational effort.
The current mainstream models are neural networks, deep learning models, etc. (Yi et al., 2017), and the commonly used one is the BP neural network. Using deep learning long short-term memory neural networks (LSTM) (Kang and Zhang, 2020), MF-CNN (Yang et al., 2019), etc., traffic flow features are extracted from the temporal perspective for prediction. DMVST networks (Yao et al., 2018), ST-ResNet (Zhang et al., 2017), and traffic flow features are mined from the spatial perspective using convolutional neural networks (CNN). Currently, more and more researchers are studying the characteristics of traffic flow from both spatial and temporal perspectives to make more accurate predictions. For example, the ASTGCN model (Guo et al., 2019), an attention-based spatiotemporal graph convolutional network, consists of three independent components that model three temporal characteristics of traffic flow: current dependence, daily cycle dependence, and weekly cycle dependence. The STGCN model (Yu et al., 2017) is where STGCN effectively captures comprehensive spatiotemporal correlations by modeling multiscale traffic networks. The DCRNN model (Li et al., 2017) models traffic flow as a diffusion process on a directed graph and introduces a diffusion convolutional recurrent neural network (DCRNN) that captures spatial correlation using bidirectional random wandering on the graph, and captures temporal correlation using an encoder–decoder architecture with scheduled sampling.
Traditional convolutional networks, such as CNNs, have strong feature extraction and integration capabilities. CNNs are able to learn the pixel arrangement patterns in images by iterative updates of the convolutional kernel parameters to learn different shape features and spatial features. However, CNNs process data with very regular structured networks, i.e., very neatly arranged matrices, which are difficult to process for data with topological graph structure. The traffic flow data we study has a lot of irregular data structure, which requires the use of graph convolutional network to process, and the essence and purpose of the graph convolutional network is to mine the spatial features of the topological graph. In real life, there are many irregularly shaped data structures. Graph structures that are more typical, such as traffic road networks, social networks, chemical structures, and so on, do not have a regular internal structure like pictures or language. Graph structures are generally irregular; each node in the graph is unique around the structure, for this structure of data. With the use of traditional CNN, RNN network cannot be solved, or the effect is not ideal.
Inspired by the above research, this paper used both graph convolutional network (GCN) (Kipf and Welling, 2016) and gate recurrent unit (GRU) (Cho et al., 2014) to mine the spatiotemporal characteristics of traffic flow, and improved the GRU network by proposing the IM module, which enables a richer interactive representation between the input of the current moment and the hidden state passed down from the previous moment. This model is called the IMgru model, which enhances the significant information and weakens the secondary information, and enhances the modeling capability to better predict the traffic flow in the next moment.
In addition, we also found that the traffic flow at the four intersections in the Wenyi Road dataset has the same trend at the same moment, which is due to the interaction of traffic flow between upstream and downstream roads, indicating that the traffic flow is spatially correlated, so the IMgruGcn model was proposed, which combined the GCN module and the IMgru module to obtain the spatial and temporal characteristics of traffic flow, making the traffic flow prediction results more accurate. Comparing the GruGcn model with the IMgruGcn model proved the effectiveness of our proposed IM module, and comparing the IMgru model with the IMgruGcn model proved the effectiveness of combining the spatial module with the temporal module. According to the temporal and spatial correlation of the traffic flow, it is more effective to predict the traffic flow at the next moment.
DATA
The dataset for this experiment was collected from the traffic flow data of Wenyi Road in Hangzhou, Zhejiang Province. Figure 3 shows the channelization map of the four crossroads of Wenyi Road. The collection time was from August 1, 2020 to August 30, 2020. Detectors were placed at each of the four crossroads, and data were collected every 3 min. The collected data mainly include road code, lane code, collection time, and traffic volume. This experiment collected the time and the corresponding traffic volume of these two key data as the main content of the dataset. At the Gudun intersection, there are nine lanes on the north–south road 271 and road 278, and 10 lanes on the east–west road 269 and road 272. The sum of the number of vehicles passing in all these lanes at the same moment was taken as a sample. A sample was collected every 3 min. The same method was used in the other three intersections. A total of 480 × 4 samples were collected for 24 h per day. Due to a restarted sensor or some unpredictable errors, the value of traffic flow may be less than zero, and these data were removed. A total of 14,047 × 4 samples were collected in 30 days.
[image: Figure 3]FIGURE 3 | Channelization diagram of four intersections on Wenyi Road. (A) Channelization map of the Gudun intersection. (B) Channelization map of the Fengtan intersection. (C) Channelization map of the Jingzhou intersection.(D) Channelization map of the Yile intersection. Wenyi Road is an east–west road; there are four crossroads on this road: from west to east are Gudun Road, Fengtan Road, Yile Road, and Jingzhou Road.
Vehicles are dense during peak periods and more susceptible to weather and traffic accidents, so the prediction is less effective. In order to predict off-peak traffic flow more effectively, this experiment divided the traffic flow into peak period and off-peak period for separate prediction. The traffic peak period in Hangzhou is divided into morning peak and evening peak. The morning peak time is 7:00–9:00, the evening peak time is 16:30–18:30, and the other time is recorded as off-peak time. A total of 80 samples were collected per day during the peak period. A total of 2,400 samples were collected in 30 days. During the off-peak period, a total of 11,660 samples were collected in 30 days. For each dataset, the first 80%, which is the first 3 weeks of traffic flow data, was selected as the training set, and the last 20%, which is the last week of traffic flow data, was used as the test set.
The adjacency matrix and feature matrix, constructed based on the Wenyi Road dataset, were used to represent the spatial relationship and temporal connection of roads, respectively. The adjacency matrix represents the spatial adjacency between the roads. Each row of the matrix represents a road, and there are four roads in the Wenyi Road dataset. So, the adjacency matrix dimension is 4 × 4. The matrix contains only two values of 0 and 1, and 1 means two roads are adjacent, and 0 means two roads are not adjacent. The feature matrix represents the number of vehicles passing on the four roads at different times. Each column is one road, and each row represents the traffic flow on the road at different time periods. The traffic flow was collected every 3 min, and the feature matrix dimension is 14,047 * 4. The value in the matrix indicates the traffic flow samples collected at different time periods, with a total of 14,047 * 4 samples.
The adjacency matrix and feature matrix were used as the input data of the model. The normalized feature matrix was input into the graph convolutional network to mine the spatial characteristics of traffic flow. Then a matrix of the same dimension was output as the input matrix of the IMGRU module, and the IMgru module extracted the temporal characteristics of traffic flow to predict the traffic flow at the next moment. The output matrix of the model was inverse normalized and compared with the real traffic flow data. Finally, the prediction capability of the model was calculated by evaluating the metrics.
METHODOLOGY
Temporal module
Traffic flow data are a time series, so they are considered to be solved by using recurrent neural network (RNN), which is effective for data with sequence characteristics and can mine the temporal information as well as semantic information in the data. However, the traditional RNN is prone to the gradient disappearance problem and cannot solve the long-term dependence problem. The Gated Recurrent Unit (GRU) (Cho et al., 2014) can solve this problem and has a simpler structure and faster operations. However, the inputs and of the traditional GRU model are independent of each other before they are input into the interior of the GRU model. They only interact with information inside the GRU to obtain the output of each gate, which may lead to the loss of valid information. Drawing on the application of LSTM model in natural language processing, MOGRIFIER LSTM, improves the generalization ability of language model (Melis et al., 2019). This paper proposes the IMgru model, which makes the input and the hidden state of the upper and lower moments have a richer interactive representation, enhances the significant information, weakens the secondary information, and enhances the modeling capability of the model.
The structure of the conventional GRU model is shown in module B in Figure 4. [image: image] denotes the hidden state at time t − 1, [image: image] denotes the traffic information at time t, [image: image] denotes the reset gate, [image: image] denotes the update gate, and [image: image] is the output state at time t. GRU takes the hidden state at time t − 1 and the current traffic information as input, and obtains the prediction result and hidden state at time t.
[image: Figure 4]FIGURE 4 | IMgru model structure. (A) IM module. (B) GRU module.
The reset gate decides how much of the information of the hidden state [image: image] of the previous moment to reset, combining the new input with the previous memory. The update gate controls the hidden state [image: image] of the previous moment, balancing it with the input information of the current moment, forgetting some information in [image: image] passed down from the previous moment, and adding some information from the input of the current moment.
The overall process of the gating mechanism of GRU is as follows:
[image: image]
[image: image]
[image: image]
[image: image]
The input of the GRU model consists of two parts, the current input [image: image] and the hidden state [image: image] passed down from the previous node, which contains the information related to the previous node.
Theoretically, the current input should be related to the hidden state of the previous moment, but Figure 4 shows that the inputs [image: image] and [image: image] of the GRU model are independent of each other before they are input into the interior of the model. They only exchange information in the gating mechanism inside the GRU to obtain the output of each gate, which may lead to the loss of valid information allowing the current input to fully interact with the previous hidden state before inputting into the GRU may improve the results.
Due to the abovementioned shortcomings of the GRU model, we proposed an improvement method. The improved part is shown in Figure 4 module A. The improved model is called the IMgru model. By introducing additional gating operations, the current input [image: image] and the hidden state [image: image] passed down from the previous moment to be computed in multiple interactions before being input to the GRU. Eqs. 5 and 6 are their calculation methods.
[image: image]
[image: image]
where [image: image], and r refers to the number of rounds of interaction, which controls how [image: image] and [image: image] should interact. When i is odd, Eq. 5 is operated, and when i is even, Eq. 6 is operated. When [image: image], the whole model becomes the original GRU network. Q and R are the weight matrices.
Each formula is multiplied by a constant 2 because after a sigmoid operation, the values are distributed in the interval (0, 1). By repeatedly multiplying, the value will become smaller and smaller, and finally reaches zero; therefore, multiplying by 2 ensures the stability of its value.
From Eq. 1 to Eq. 4, we know that the output hidden state [image: image] at moment t is related to the input [image: image] and the hidden state [image: image] passed down from the t − moment. The hidden state calculated at the current moment is related to the input at the next moment. Thence, the hidden state passed down from the previous moment is also related to the input at the current moment.
However, the current moment input [image: image] and the hidden state [image: image] passed down from the previous moment are independent of each other before input into the GRU model. Just do a little calculation in the gating structure, which may lose some useful information. This paper decides to do some interaction operation on the input [image: image] and the hidden state [image: image] from the previous moment before the gating structure of the GRU model. The interaction way is shown in module A in Figure 4; the values of [image: image] and [image: image] are updated alternately by the value of i.
This improved approach allows a richer interactive representation of the input and the hidden state, enhancing the salient information, diminishing the secondary information, and enhancing the modeling capability of the model.
Spatial module
After visualizing the traffic flow of the four roads in the Wenyi Road dataset for 30 days, as shown in Figure 5, it was found that there was a strong similarity in the changing trend of traffic flow of the four roads at the same time, which may be due to the spatiotemporal correlation of traffic flow, and the four roads affect each other spatially; thus, the traffic flow has similar changes at the same moment.
[image: Figure 5]FIGURE 5 | Mean visualization of the traffic volume of the four roads on Wenyi Road in 30 days.
After discovering this spatial correlation of traffic flow, it is not accurate enough to rely on temporal correlation alone to predict traffic flow. In order to obtain more effective prediction results, the spatial module was combined with the temporal module to extract both spatial and temporal features of traffic flow. In order to obtain more effective prediction results, the spatial module (as shown in Figure 6) was combined with the temporal module to extract both spatial and temporal features of traffic flow (Zhao et al., 2019).
[image: Figure 6]FIGURE 6 | Graph convolutional network structure.
The spatiotemporal module was combined in the way shown in Figure 7, which combined graph convolutional networks (GCNs) and the IMgru model to extract the spatiotemporal features of the traffic flow simultaneously. Graph Convolutional Networks (Kipf and Welling, 2016) were used to extract the spatial features of the traffic flow, as shown in Figure 6. For each node, feature information of all its neighboring nodes was extracted, including the own features of the node. Then the average values obtained from these calculations are input to the neural network. Thus, the features of the graph structure data, which are the spatial features of the traffic flow, were extracted, and then the traffic flow data were input into the IMgru model to predict the traffic flow at the next moment based on the spatial and temporal correlation of the traffic flow.
[image: Figure 7]FIGURE 7 | IMgruGcn model structure.
There are two methods for extracting spatial features from graph convolutional networks: the spatial domain method and the frequency domain method (spectral method). The spatial domain method needs to find out the neighbors adjacent to each vertex, but the size and number of the neighbors of each vertex is inconsistent, so the computational processing must be specific to each node, which is more difficult to handle. The spectral method is to change the original graph from the node domain to the spectral domain and then define the convolution kernel in the spectral domain. Therefore, the graph convolution network in this paper uses the spectral method.
The traffic road network is abstracted as an undirected graph with N nodes in the graph. Each node has its own features. The features of these nodes are summarized as an N × D-dimensional feature matrix X (N is the number of nodes, D is the number of input features), and then the relationship between each node will also form an N × N-dimensional matrix called the adjacency matrix A. Feature matrix X and adjacency matrix A are the inputs to the model.
Each hidden layer in the graph convolution can be represented by a nonlinear function.
[image: image]
where the input layer [image: image], [image: image], and [image: image] denotes the number of layers. The propagation between layers is given by Eq. 8.
[image: image]
where [image: image] is the weight matrix of the lth layer, and σ is the activation function of the nonlinear regression. This experiment uses a two-layer graph convolution with the following procedure:
[image: image]
where [image: image] denotes the weight matrix from the input layer to the hidden layer, [image: image] denotes the weight matrix from the hidden layer to the input layer, relu is the activation function, and [image: image] represents the output of prediction time length of T. The multiplication of matrix A and matrix H in Eq. 8 indicates that the features of the neighboring nodes of each node are added to get the input of the next layer, but the features of its own nodes are not included. The features of the neighboring nodes are obtained, while ignoring the information of its own nodes. Hence, by adding the adjacency matrix with the identity matrix, [image: image] is obtained, so that it includes the features of its own nodes. In general, the graph convolution operation is to obtain the weighted average of the features of each node and its neighbors, and then propagate them to the next layer to obtain spatial features. The process is shown in Figure 6.
After extracting the spatial characteristics of the traffic flow through GCN, the IMgru model is used to extract the temporal characteristics of the traffic flow. According to the temporal and spatial correlation of the traffic flow, the GCN module and the IMgru module are combined to predict the traffic flow in the next moment more effectively.
Overall structure of the model
Figure 7 shows the total network structure. The input on the left side of the figure is the raw data of traffic flow, including the adjacency matrix and the feature matrix. Since the feature data are large, and the model converges slowly, the feature matrix needs to be linearly transformed from the input to the spatial feature extraction part, and the min–max normalization method is used to map the result to the interval (0, 1). The specific formula is as follows:
[image: image]
where min denotes the minimum value in the traffic flow data, and max denotes the maximum value in the traffic flow data. The normalized data are easier to handle and can speed up the convergence of the model.
The input [image: image] at the current moment is processed by the graph convolution network, and the spatial features of the traffic flow are extracted. Then the traffic flow data with spatial features are input to the IMgru module. The IMgru module consists of the IM module and the GRU module. The data of [image: image] link are the traffic flow data with spatial features obtained by GCN and will be input into the IMgru module. The top-to-bottom links in the IMgru module are the hidden state passed down from the previous moment of the GRU unit.
Since the first GRU unit does not have the hidden state passed down from the previous moment, the first hidden state is initialized, which is the first longitudinal link [image: image] in the IMgru module, as a zero matrix with the same dimension as the feature matrix. After the current input and the hidden state passed from the previous moment are interacted by the IM module for multiple rounds, they are input to the GRU module to mine the time characteristics of the traffic flow.
By combining the GCN module and IMgru module to obtain both spatial and temporal characteristics of traffic flow, the IM module was proposed to mine temporal features, making the input and the hidden state of the upper and lower moments have a richer interactive representation, enhancing the significant information, diminishing the secondary information, and enhancing the modeling capability of the model to better predict the traffic flow in the next moment.
EXPERIMENTS AND RESULTS
Measurement indexes
This experiment uses the root mean square error (RMSE) and the mean absolute error (MAE) as the evaluation index of the model, which are commonly used to measure the accuracy of the variables. The calculation formula is:
[image: image]
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where [image: image] represents the true value of traffic flow, which is a sample collected, i.e., the sum of the number of vehicles passing in the four directions of east, west, north, and south at each intersection; [image: image] represents the predicted value of traffic flow; and m represents the number of observed traffic flow samples.
The root mean square error (RMSE), which can also be called standard error, measures the average size of the error. It is the square root of the mean of the squared deviation of the predicted value from the true value. The mean absolute error (MAE) is the average of the absolute errors of the predicted and true values. Therefore, the smaller the values of RMSE and MAE, the better.
Environment settings
All experiments in this paper were programmed in the framework of the PyTorch environment, using the Python language and the PyCharm editor, and trained and tested on Intel(R) Core(TM) i5-7500 CPU @3.40 GHz processor, GPU: NVIDIA GeForce GTX 1070.
RESULTS AND ANALYSIS
In order to compare the ability of the models proposed in this paper to predict traffic flow, this experiment was trained and tested on the peak period, off-peak period, and complete dataset of Wenyi Road. Each dataset consisted of adjacency matrix and feature matrix as input. The three models proposed in this paper, IMgru, GruGcn, and IMgruGcn, were compared with other traditional models including HA, SVR, ARIMA, GCN, and GRU for traffic flow prediction results. The model was also compared with the state-of-the-art method ASTGCN (Guo et al., 2019). The output was the predicted traffic flow matrix, which was compared with the feature matrix of the real traffic flow. The root mean square error (RMSE) and mean absolute error (MAE) were used as evaluation indexes to calculate the error between the predicted and real values. The prediction performance of each model was evaluated in Table 1 and Table 2. Table 1 compared the prediction performance of each model on the training set of Wenyi Road dataset, and Table 2 was the prediction performance on the test set of each dataset. From Table 1 and 2, it is obvious that the value of MAE is smaller than that of RMSE, which is because RMSE is the accumulation of the square of the error before opening the square, and it actually magnifies the gap between larger errors. The MAE, on the other hand, responds to the true error. Thus, the smaller the value of RMSE in the measurement, the greater its significance because its value reflects that its maximum error is also relatively small.
TABLE 1 | The prediction results of the training set of peak period, off-peak period, and Wenyi Road complete dataset on each model.
[image: Table 1]TABLE 2 | The prediction results of the test set of peak period, off-peak period, and Wenyi Road complete dataset on each model.
[image: Table 2]The batch size was set to 32, which was too small to converge. Increasing the batch size will increase the processing speed, but the memory capacity will also increase.
The results in Table 1 and 2 all showed that our proposed models IMgru, GruGcn, and IMgruGcn improved the prediction results over other baseline networks, among which, the IMgruGcn model performed the best. The ARIMA model performed the worst due to its lack of spatiotemporal data processing capability, and the traditional statistical methods and machine learning methods had no effect of deep learning methods. On the peak dataset, the prediction effect of the ASTGCN model is better than the IMgruGcn model. However, the prediction effect of IMgruGcn model is better than the ASTGCN model on all the other four datasets.
Dividing the datasets into peak and off-peak periods to predict them separately, Table 1 and 2 showed that the prediction effect of the off-peak dataset was significantly better than that of the peak dataset. This was because the peak period was the time when people travel to work, and the traffic flow was intensive and vulnerable to weather and traffic accidents. The traffic flow during off-peak period was relatively stable, so the prediction effect was better. It can be seen that the traffic flow not only had spatial and temporal correlation but also was susceptible to external factors such as weather and traffic accidents. In order to see more clearly the traffic flow prediction effect of our proposed model, the prediction results of the three models, IMgru, GruGcn, and IMgruGcn, on the test set for four roads were visualized as shown in Figure 8, Figure 9, Figure 10, Figure 11, Figure 12, Figure 13, Figure 14, Figure 15, Figure 16
[image: Figure 8]FIGURE 8 | Visualization of IMgru model prediction results on off-peak dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 9]FIGURE 9 | Visualization of GruGcn model prediction results on off-peak dataset. (A) road 1 means Gudun Road (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 10]FIGURE 10 | Visualization of IMgruGcn model prediction results on off-peak dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 11]FIGURE 11 | Visualization of IMgru model prediction results on peak dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 12]FIGURE 12 | Visualization of GruGcn model prediction results on peak dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 13]FIGURE 13 | Visualization of IMgruGcn model prediction results on peak dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 14]FIGURE 14 | Visualization of IMgru model prediction results on the complete dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 15]FIGURE 15 | Visualization of GruGcn model prediction results on the complete dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road 3 means Yile Road. (D) road 4 means Jingzhou Road.
[image: Figure 16]FIGURE 16 | Visualization of IMgruGcn model prediction results on the complete dataset. (A) road 1 means Gudun Road. (B) road 2 means Fengtan Road. (C) road3 means Yile Road. (D) road 4 means Jingzhou Road.
Figure 9 is a visualization of the prediction results of the GruGcn model. Obviously, the GruGcn model can only predict the general trend of traffic flow, and the predicted value was far from the real value. However, the prediction result of the IMgru model in Figure 8 is relatively better, which may be because road2 and road3 were less affected by the space of other roads. The spatial feature extraction of the graph convolutional network did not play a better role. In the visualizations of Figures 8 and 10, the pink ellipse in road1 and road3 showed that the prediction effect of the IMgru model was obviously not as well as that of IMgruGcn. It indicated the effectiveness of combining the IMgru model with the GCN model. Simultaneous extraction of spatiotemporal features of traffic flow is more effective than using temporal features alone to predict traffic flow.
From the visualization of the prediction results of the three models on the peak period, it can be seen that the prediction effect of the GruGcn model was much lower than that of IMgru and IMgruGcn. The GruGcn model can only predict the general trend of the traffic flow, and the prediction effect at the extreme values was poor. This showed the effectiveness of the IM module. The hidden state of the previous moment and the input of the current moment were made to interact continuously, enhancing the salient information and weakening the secondary information. The differences in the visualization also affected the results in Table 2. The value of RMSE for the GruGcn model was 0.5338 and 1.1077 higher than IMgru and IMgruGcn, and the value of MAE was 0.9037 and 1.0795 higher than IMgru and IMgruGcn. As can be seen in the pink ellipse of road2 in Figure 11, the IMgru model has slightly worse prediction results than the IMgruGcn model, which indicated the effectiveness of combining spatial module with the temporal module. The results in the visualizations above also affected the values in Table 2. The RMSE value and MAE value of the IMgru model were 0.5739 and 0.1758, respectively, higher than those of the IMgruGcn model.
In the visualization of the prediction results for the complete dataset, zoom in on the part of the region near the peak. The prediction results of the GruGcn model in Figure 15 show a smooth trend with no obvious extreme values. In contrast, the IMgru model with the IM module, as shown in Figure 14, had a more pronounced prediction at the extreme values. This gap in the visualization affected the values of the evaluation indicators in Table 2. The values of RMSE and MAE of the IMgru model were lower than those of the GruGcn model by 0.6699 and 0.4455. In the pink ellipse of road1, road2, and road3 in Figure 14, the difference between the predicted value and the true value was larger than in the IMgruGcn model. This also made the RMSE value and MAE value of IMgruGcn model lower than IMgru by 0.4907 and 1.0039. It indicated that extracting the spatiotemporal characteristics of traffic flow can be more effective for prediction.
Figures 6–8 show the visualization results of the true values and predicted values for the four roads in Wenyi Road. The horizontal axis is the time step, and the vertical axis is the traffic flow, showing the difference between the predicted and true values. They were tested separately using the peak period dataset, the off-peak dataset, and the complete dataset. In this way, the prediction performance of the three models, IMgru, GruGcn, and IMgruGcn, was compared. According to the results in Table 1, Table 2 and from the visualizations, the IMgruGcn model performed better than the other networks on the three datasets. It proved the effectiveness of our proposed IM module and the effectiveness of combining the spatiotemporal module to predict traffic flows. In addition, the off-peak dataset predicted better than the other datasets, which also proved the necessity of dividing the dataset into peak and off-peak periods for prediction separately.
DISCUSSION
Due to the increasing real-time nature of the data, the change pattern is also becoming less obvious and subject to stronger disturbances. Short-time traffic flow prediction is more influenced by random factors, more time varying and uncertain, and the difficulty of prediction is increasing. We use neural network models GRU and GCN, which can establish good input and output mapping models as long as there are large numbers of input and output samples, which are automatically adjusted by neural networks. It can guarantee the reliability of the prediction results, and has the characteristics of strong fault tolerance and robustness.
By visualizing the traffic flow of the four roads in Wenyi Road, it was found that the four roads had strong similarity in the changing trends of traffic flow at the same moment. This indicated that the traffic flow of the four intersections was spatially influenced by each other. It is not accurate to predict traffic flow only by the temporal characteristics of traffic flow. Therefore, the spatial characteristics of the traffic flow were added for more accurate prediction.
In putting the spatial feature module after the temporal feature module, the prediction performance became worse instead. It might be caused by the influence among the four crossroads. The traffic flow may change at different moments because of the spatial relationship of the crossroads. For example, at time t, the increase in the number of vehicles on Gudun road may lead to an increase in vehicles on Fengtan road at moment t + 1. Thus, the spatial features should be considered first and then the temporal features, to capture the spatiotemporal characteristics of the traffic flow, and when the spatial module was applied before the temporal module, a better prediction result was obtained, which indicated that there is a correlation between spatial and temporal, and the correlation can predict more effectively.
In predicting the temporal characteristics of traffic flow, first consider the use of the recurrent neural network, which passes the data from different moments into the recurrent neural network sequentially predicting the next moment by remembering the information of the previous moment. However, the input information that is too far apart is difficult to memorize. Thus, it cannot solve the long-term dependence problem, and may produce gradient disappearance or explosion problem. The long-term dependency problem can be solved by using variants of RNN networks, LSTM and GRU. Since the GRU model has a simpler structure, less computation, and can reduce the risk of overfitting, we chose to use the GRU model to obtain the temporal characteristics of the traffic flow.
For the traditional GRU model, the input at the current moment and the hidden state passed down from the previous moment are independent of each other until they enter the model interior. They only interact with information inside the GRU. This may lead to the loss of valid information. Therefore, some interaction operations were done on [image: image] and [image: image] before the gating structure of the GRU model, to make a richer interaction representation between the input and the hidden state, to enhance the modeling capability.
When combining spatiotemporal networks, convolutional neural networks (CNNs) were first considered to extract spatial features. It was found that CNN was not effective in extracting spatial features of traffic flow, which was because the pixel points in the image or video data processed by CNN were arranged into a very neat matrix with regular internal structure. Since the traffic road network was intricate, and each road has a unique surrounding structure, the traffic road network can be abstracted into a graph structure with irregular shape. With such structured data, it would be difficult to select a fixed convolutional kernel to accommodate the irregularity of the whole graph using traditional CNNs, such as the uncertainty of the number and the uncertain order of neighboring nodes. Graph convolutional networks (GCNs) can apply the convolutional neural networks used in deep learning for images to graph data and can solve the spatial structures with irregular shapes that cannot be handled by CNN networks. So this paper used GCN to extract the spatial features of traffic flow. Based on the spatiotemporal correlation characteristics of traffic flow, the GCN and the IMgru model were combined to extract the spatial and temporal characteristics of traffic flow for better prediction.
The model was experimented on a public dataset. The results showed that the proposed model outperformed the other models on the public dataset, which indicated the better generalization ability of our proposed model.
CONCLUSION
To alleviate traffic congestion and facilitate drivers to choose roads reasonably, this paper proposed an effective traffic flow prediction method, which combined GCN with an IMgru model to extract the spatial and temporal features of traffic flow, respectively.
In this paper, the traffic flow dataset of four intersections of Wenyi Road in Hangzhou was collected. Due to the existence of rush hour in Hangzhou on weekdays, the traffic was very congested during this period. Traffic flow was highly susceptible to external factors such as weather and traffic accidents. Therefore, the prediction of traffic flow during peak hours was not very satisfactory. The dataset was divided into peak period and off-peak period to predict separately. It was expected that the off-peak dataset will have better prediction results. Experiments showed that the off-peak dataset had significantly better predictions than the peak dataset, and in the prediction effect of the complete dataset between the peak period and the off-peak period dataset.
Since traffic flow is a time-series data, the gated recurrent unit (GRU) was used to predict the traffic flow at the next moment by remembering the information of the previous period, keeping the valid information and discarding the useless information through the gating mechanism. Before the traffic flow data was input to the GRU model, this method made an improvement by doing some interaction operations between the input [image: image] and the hidden state [image: image] passed down from the previous time, so that the input and the hidden state had a richer interaction representation and prevented the loss of significant information. Then the features of the traffic flow information of the previous time were extracted, and the traffic flow of the next time period was predicted effectively.
The traffic flow of four crossroads in the Wenyi Road dataset had strong similarity changing trends at the same time, as shown in Figure 6, which might be due to the spatiotemporal correlation of traffic flow. The interdependencies were caused by the traffic flow effect between upstream and downstream roads. Thus, the traffic road network was abstracted as an undirected graph in the paper, and the features of the graph structure data were extracted by graph convolutional network (GCN). Then the spatial features were input into the IMgru model. The spatial and temporal characteristics of the traffic flow were extracted separately to predict the traffic flow at the next moment. The strategy not only improved the temporal feature extraction ability of the model but also mined the temporal–spatial characteristics of traffic flow.
In the training set of the off-peak dataset, the RMSE and MAE of the IMgru model were 1.4566 and 1.4838, respectively, lower than those of the GRU model. In the test set of the off-peak dataset, the RMSE and MAE of the IMgru model were 2.3678 and 1.9561, respectively, lower than those of the GRU model. This illustrated the effectiveness of our proposed IM module.
On the peak dataset, the prediction effect of the ASTGCN model is better than that of the IMgruGcn model. This may be due to the dense vehicles during the peak period and the more serious time variation and uncertainty of traffic flow. The ASTGCN model is able to capture this characteristic of the traffic flow better. However, the prediction effect of IMgruGcn model is better than the ASTGCN model on all the other four datasets. This indicates that the traffic flow prediction performance of IMgruGcn model is stronger.
In the training set of the off-peak dataset, the RMSE and MAE of the IMGruGcn model were 1.2417 and 0.7194, respectively, lower than those of the IMgru model. In the test set of the off-peak dataset, the RMSE and MAE of the IMGruGcn model were 1.0923 and 0.902, respectively, lower than those of the IMgru model. The effectiveness of combining spatiotemporal modules to extract spatiotemporal features of traffic flow was illustrated. IMgruGcn is a model that combines the IMgru module and the GCN module, which can effectively extract the spatiotemporal characteristics of traffic flow. The experimental results showed that the IMgruGcn model has the best prediction results on the four datasets.
In the future, external factors such as weather and traffic accidents are considered to be added to the prediction model to improve the prediction capability, and the network structure is optimized to achieve real-time prediction capability for better performance.
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This paper proposes a hybrid swarming algorithm based on Ant Colony Optimization and Physarum Polycephalum Algorithm. And the Van Der Waals force is first applied to the pheromone update mechanism of the hybrid algorithm. The improved method can prevent premature convergence into the local optimal solution. Simulation results show the proposed approach has excellent in solving accuracy and convergence time. We also compare the improved algorithm with other advanced algorithms and the results show that our algorithm is more accurate than the literature algorithms. In addition, we use the capitals of 35 Asian countries as an example to verify the robustness and versatility of the hybrid algorithm.
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INTRODUCTION
Some problems in the real world can be converted into a Traveling Salesman Problem (TSP) such as Route Planning Problem, Goods Distribution Problem and Vehicle Scheduling Problem. Traveling Salesman Problem is a classic NP-hard problem. Traditional accurate algorithms are difficult or unable to solve NP-hard problem. The heuristic algorithms such as Ant Colony Optimization (Dorigo and Caro, 1999), Particle Swarm Optimization (Wang et al., 2003), Bat Algorithm (YANG, 2010), Pigeon Swarm Algorithm (Duan and Qiu, 2019) are all inspired by swarm intelligence and used to solve the NP-hard problem effectively. The heuristic algorithms generally appear to fall into local optima and slow convergence as the scale of the problem continues to expand (Bouzbita et al., 2018; de S. Alves et al., 2018). Many improved methods have been proposed to optimize traditional accurate applications. Li, X (Li and Yin, 2011) presents a new method of designing a reconfigurable antenna array with quantized phase excitations using a new evolutionary algorithm called differential evolution (DE). To reduce the effect of mutual coupling among the antenna-array elements, the dynamic range ratio is minimized. Cui et al. (2020) proposed a blockchain-based multi-WSN authentication scheme for the Internet of Things, which builds a blockchain network between different types of nodes to form a hybrid blockchain model and realizes mutual authentication of node identities in various communication scenarios. Cai et al. (2021) proposed a multi-objective optimization algorithm based on the dynamic reward and punishment mechanism to optimize the validity model of shard verification, which significantly improves the throughput and effectiveness of shards, thereby supporting blockchain-enabled. Zhang et al. (2021) designed a novel weight-based integrated machine learning algorithm (WBELA) to identify abnormal messages in the vehicle controller area network (CAN) bus network, and a multi-objective optimization algorithm based on balance convergence and diversity to improve the accuracy, reduce the false alarm rate, and improve the security of the 6G vehicle network. Li, X (Li and Ma, 2017) presents a novel multi-objective memetic search algorithm (MMSA), which is proposed to solve the MOPFSSP with makespan and total flowtime. Cui et al. (2021) designed a multi-objective constrained Boltzmann machine (RBM) model for training, used evaluation indexes to comprehensively measure the effect of data classification, introduced policy pool and FFT to improve the effectiveness of data fusion, and used a non-dominated sorting genetic algorithm (NSGA-II) to deal with unbalanced malware families. Xin (2015) proposed a genetic algorithm for this problem. An enhanced crossover strategy and three different local searches are adopted. After the exhaustive computational and statistical analysis, we can conclude that the proposed methods are robust and outperformed the existing algorithm.
Novel swarming algorithms emerge constantly in recent years. In this paper, we apply the Physarum Polycephalum Algorithm (PPA) in the path planning problem because it has good application results in routing problems. PPA is inspired by its behavior for its efficient ability to construct a foraging network path. Researchers have done much research on physarum polycephalum. Cifarelli et al. (2014) realized the adaptive network and the spatial distribution of nano- and micro-scale materials by embedding and programming different chemical substances in Phytophthora polycephalum and confirmed that the physarum network could be used as a scaffold. Develop hybrid nanocircuits, microcircuits and devices. Dimonte et al. (2015) load Physarum with magnetic particles and place them in a magnetic field, and in principle apply analog control programs to precisely control the active growth area of slime mold and the shape topology of its protoplasmic network, making it an invaluable substrate capable of designing novel sensing, computing, and driving architectures in biological substrates. Liu et al. (2018) According to Polycephalum can establish a biological network and distribute traffic according to the location and size of food sources; they proposed a fuzzy user balance model for urban traffic allocation based on Polycephalum Algorithm. The biological network relates to the transportation network. Tsompanas et al. (2016) improved the time efficiency of biological computers by using cellular automata (CA) and digital circuits and used the Greek topology as the input of the biological computer, which effectively improved the PPA computing power. Zhang et al. (2016) proposed a supply chain network design algorithm based on PPA and used numerical calculations to demonstrate the practicality and robustness of the modified Algorithm. Arslan and Manguoglu (2019) proposed a parallel PPA which proved the parallel scalability and accuracy of the algorithm by using the parallel iterative linear solver and the parallel proposition of the M matrix. A typical swarm algorithm has the advantage of fast solving speed, but its disadvantage is easy to fall into a locally optimal solution. In this paper, we introduce Van Der Waals Forces (VDWF) to improve this problem. VDWF is the forces between molecules. It is a weakly basic electrical attraction between neutral molecules or atoms. It is characterized by far absorption and near repulsion. VDWF has shown significant contributions to academic research as an intermolecular force. Oakland (Ouakad, 2017) analyzed the influence of VDWF on the mechanical performance of MEMS/NEMS actuators and developed a reduced-order model based on the original Galerkin expansion, which confirmed that the VDWF could capture the separation length of the actuator parameters. The ability to influence. Liu et al. (2021) studied the interaction of VDWF between stacked components, revealed the microscopy technique of the relationship between the structure and properties of VDWF heterostructures, and analyzed the spectroscopic measurement of the VDWF interface coupling effect.
In this paper, we present a hybrid swarming algorithm to improve performance. The algorithm mix Ant Colony Algorithm and Physarum Polycephalum Algorithm. Van Der Waals Force is introduced to prevent the algorithm from falling into the local optimal solution. The structure of this paper is as follows. In section 2, we introduce the basic concepts and formulas of the traveling salesman problem, Van Der Waals force, Ant Colony Algorithm, Physarum Polycephalum Algorithm. In section 3, We describe the framework of the improved hybrid Algorithm. In section 4, We provide the contrastive results of different algorithms for solving the TSP problem on the benchmark dataset. Moreover, we detail analysis of the data results. Section 5 concludes this paper.
RELATED WORK
Section 2.1 describes the Traveling Salesman Problem; section 2.2 introduces the Van Der Waals Forces; section 2.3 explains the ant colony algorithm. Finally, section 2.4 shows the Physarum Polycephalum model.
Traveling Salesman Problem
Traveling Salesman Problem can be described as follows: a salesman is going to travel finally returns to the initial city. Its model is to find a travel route with the shortest total distance and satisfy the objective function:
[image: image]
Where ci is the city number [image: image] , [image: image]; [image: image] is the number of cities; [image: image] is the city [image: image] The length of the distance to the city [image: image].
Van Der Waals Forces
Van Der Waals Force is a weakly alkaline electrical attraction between neutral molecules or atoms. It comes from three parts: 1) One of the permanent dipole moments of polar molecules; 2) The interaction between a polar molecule polarizes another molecule, generating an induced dipole moment and attracting each other; 3) The movement of electrons in a molecule generates an instantaneous dipole moment, which makes neighboring molecules Instantaneous polarization, the latter in turn enhances the instantaneous dipole moment of the original molecule. Its formula is:
[image: image]
Where [image: image] is the distance between two molecules; [image: image] are all self-selected values, where [image: image].
Ant Colony Optimization
Ant Colony Optimization is a heuristic bionic algorithm proposed by Dorigo and Caro (1999). The principle is that when ants are looking for food, they will leave volatile pheromone on the path, and subsequent ants will tend to choose the path with high pheromone concentration. As time goes by, there will be more and more ants on the shortest path. At a particular moment, the transition probability of the ant choosing node j from node i is:
[image: image]
Where [image: image] is the pheromone concentration on the path between node i and node j, [image: image] is the heuristic information, the reciprocal of the distance between node i and node j, [image: image] and [image: image] are the critical factors of pheromone concentration and the vital factor of heuristic information respectively, and [image: image] is the set of optional nodes. The pheromone update rule for ants is:
[image: image]
Where [image: image]) is the volatilization coefficient of the pheromone and [image: image] is the length of the path traveled by the ant [image: image] in this cycle.
Physarum Polycephalum Algorithm
The food source is regarded as the node and the spreading hyphae. They composed of the pipe and the liquid flowing inside in the foraging formed by Physarum Polycephalum. The pressure difference between the two ends of the pipe determines the flow direction of the liquid. The pipe becomes thicker when the liquid flow rate increases. It will eventually form the shortest path connecting the food source at last. The liquid flow through the pipe can be expressed as:
[image: image]
Where [image: image] is the viscosity coefficient of the liquid in the pipe, [image: image] is the liquid flow between node i and node j, and [image: image] is node i and node j The pressure between nodes, [image: image] is the conductivity between node i and node j, [image: image] is the Euler distance between node i and node j, [image: image] is the radius of the tube. According to Kirchhoff’s law, the flow of liquid in the tube is conserved, so [image: image] is a constant, and the flow of each node can be expressed as:
[image: image]
The change in conductivity over time is expressed as follows:
[image: image]
Where k is the attenuation rate of the pipeline.
IMPROVED HYBRID ALGORITHM BASED ON VAN DER WAALS FORCES
The feature of ACO is the positive feedback relationship between the number of ant colonies and pheromone concentration. This also causes ACO easy to fall into local optimality. Moreover, many parameters also limit its optimization ability. These factors make ACO unable to be effective. The traditional ACO is low efficiencies in large-scale problems. This paper proposes a hybrid algorithm based on Van Der Waals Force (VPACO). This section focuses on the comparison of improved algorithms.
A Hybrid Algorithm Based on Physarum Polycephalum Algorithm and Ant Colony Optimization
The pheromone update mechanism of the PACO algorithm is as fellow based on formula 4.
[image: image]
Where [image: image] [image: image] is any constant, t is the current iteration number, [image: image] is the maximum number of iterations, M is the square of the number of cities, [image: image]. In Liu et al. (2017), authors present a hybrid algorithm named PACO to solve TSP. The pseudo code shows as Algorithm 1.
Algorithm 1 PACO pseudo code for solving TSP problem.[image: FX 1]
A Hybrid Algorithm Based on Van Der Waals Force
In this paper, our improvement is named VPACO that the pheromone updating mechanism is optimized by adding Van Der Waals force. Formula 8 shows the method of our improvement. The pseudo code of VPACO shows in Algorithm 2.
[image: image]
In our improvement, we set parameters A = 100, B = 100, a = 1.0, and b = 1.1.
Algorithm 2 VPACO pseudo code for solving TSP problem.[image: FX 2]The improved Algorithm shows that VPACO can enhance the optimization ability. It can find a better-expected value and speed up the convergence. Moreover, the optimal solution can be found in a shorter time. Experiments show that VPACO can solve the classic TSP with large-scale problems.
EXPERIMENTAL RESEARCH AND ANALYSIS
This section describes the parameter settings, analyzes the test results. Compares the best results by solving the same test for VPACO with PACO and ACO. Finally, to test the adaptability of VPACO, we apply it to real-world geographic travel problems. The experiment results are using Intel CoreTMi5-5200U CPU @ 2.20 GHz 6, 00 GO RAM and Windows 10, 64-bit operating system, x64-based processor. VPACO, PACO, and ACO design by python language. The test data come from http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/. For each instance, VPACO, PACO, ACO are implemented 10 times, and each iteration ends 500 times.
Parameter Settings
The parameter adjustment of the Algorithm is significant for its convergence and whether it can find the optimal solution. In this experiment, we recommend setting the parameters of the running Algorithm according to a variety of configurations. After a series of runs, the parameter values of the three algorithms are shown in Table 1, where m represents the number of ants.
TABLE 1 | Parameter initialization.
[image: Table 1]Experimental Results and Discussion
First, we provide the current best performance comparison of VPACO, PACO, and ACO calculation results on five instances in the TSPLIB benchmark set, as shown in Table 2. In each instance, the calculation result is composed of [image: image], [image: image], [image: image] and [image: image]. Among them, the data of Smin in the table is shown the minimum value of the instance and Saverage is shown the average value of the instance. The Alg represents the three algorithms we used for comparison. [image: image] , [image: image] . The'Optimal’ column in the table, the data comes from http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/STSP.html. The Gap can be used to measure the deviation rate between the experimental minimum and the optimal solution. The smaller the value of Gap, the higher probability that the algorithm obtains the optimal solution in each run. It can be seen from the table that the Gap value of VPACO is always the smallest. Table 2 also shows that the various calculation results of VPACO are better than PACO and ACO, which proves that the optimization ability of VPACO is more efficient than that of PACO and ACO. At the same time, the optimization ability of PACO is also efficient than that of ACO. [image: image] is used to measure the deviation rate between the average and the best value. VPACO has the smallest AVR value compared with PACO and ACO. The AVR difference between VPACO and PACO is less than two, and the AVR difference between PACO and ACO is vast.
TABLE 2 | The comparison results of VPACO, PACO, ACO on the instances.
[image: Table 2]Figure 1 shows the convergence curve of the optimization results in each instance with the number of iterations. The gap between the three algorithms is not apparent in the previous iterations. The convergence and optimization ability of VPACO and PACO is far better than ACO as the number of iterations increases. The convergence of VPACO is the same as PACO, but VPACO’s optimization ability is better. Applying Van Der Waals Force to the Algorithm is effective for the optimization ability.
[image: Figure 1]FIGURE 1 | The change curve of the optimization result with the number of iterations in TSPLIB instances: (A) KorB100, (B) KorD100, (C) KorA100, (D) Ch130, (E) Eil101.
Finally, we compare VPACO algorithm and other improved algorithms based on ACO with the simulation data set in TSPLIB. In Table 3, Opt show the best result in TSPLIB, and VPACO show our best results, MMAS show the results according to Pang et al. (2016), ACADCG show the results according to Sun et al. (2004), IGSA show the results according to Zhang and Yuxian (2017) IGA show the results according to Zhang et al. (2016). It is obviously that the optimal solution obtained by VPACO algorithm are basically consistent with the official optimal value given in TSPLIB. The VPACO algorithm is more accurate, stable, and reliable compared with other mainstream algorithms mentioned in this paper.
TABLE 3 | Test results of VPACO compared with the improved algorithms.
[image: Table 3]Real World Geographic Travel
To verify the effectiveness of our improved Algorithm in the natural environment, we considered a real scenario: how to travel around 34 capitals in Asia with the lowest cost. The geographic coordinates are taken from http://api. map. baidu.com/lbsapi/getpoint/index.html shown in Table 4. The latitude is positive with north latitude, longitude with east longitude is positive. This problem can be regarded as TSP. We use the spherical distance calculation of the distance between cities, which can be calculated according to formula 10. Among them, [image: image] , [image: image] represents the latitude and longitude of the city i respectively, and [image: image] represents the earth’s radius. This article takes [image: image] .
[image: image]
[image: image]
TABLE 4 | The geographical coordinates of capitals of 35 countries in asia.
[image: Table 4]We use three methods to compute the shortest distance cost of travel. Both VPACO and PACO can find the minimum value, [image: image] , but the value of S variance of VPACO is smaller than PACO and ACO. The results shows that VPACO has more stability than PACO.
Figure 2 shows the VPACO’s lowest distance cost tour route map, and better route planning.
[image: Figure 2]FIGURE 2 | VPACO’s tourist route map of 35 Asian capitals.
CONCLUSION
Optimization problems can be divided into discrete problems and persistent problems. VPACO is an improved heuristic algorithm for solving discrete problems. The improvement adds Van Der Waals Force to modify the pheromone update rule at the first time. It can enhance convergence and optimization ability. Simulation results have shown that the proposed approach has a higher coverage rate, more uniform configuration, and average convergence time are better than PACO and ACO. In addition, taking the capitals of 35 Asian countries as an example, the robustness and versatility of VPACO are once again verified. The improved method may be used to solve large-scale problems in the future.
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Autonomous Underwater Vehicle are widely used in industries, such as marine resource exploitation and fish farming, but they are often subject to a large amount of interference which cause poor control stability, while performing their tasks. A decoupling control algorithm is proposed and A single control volume–single attitude angle model is constructed for the problem of severe coupling in the control system of attitude of six degrees of freedom Autonomous Underwater Vehicle. Aiming at the problem of complex Active Disturbance Rejection Control (ADRC) adjustment relying on manual experience, the PSO-ADRC algorithm is proposed to realize the automatic adjustment of its parameters, which improves the anti-interference ability and control accuracy of Autonomous Underwater Vehicle in dynamic environment. The anti-interference ability and control accuracy of the method were verified through experiments.
Keywords: AUV (autonomous underwater vehicle), ADRC (active disturbance rejection control), PSO (partial swarm optimization), attitude control, anti-disturbance control
INTRODUCTION
Autonomous Underwater Vehicle (AUV) can adapt excellently to the highly variable and dangerous deep-sea environment and are often used as an important platform for ocean work and underwater inspection. Nowadays, AUV are widely used (Palomeras et al., 2018; Peukert et al., 2018; Chen et al., 2021a) in the fields of infrastructure inspection (Ridao et al., 2010), marine geology (Escartín et al., 2008), underwater archaeology (Bingham et al., 2010), and target search (Cao et al., 2016; Weng et al., 2021). More applications can be realized through the combination of related technologies and AUVs (Sun et al., 2018; Chen et al., 2021b; Hao et al., 2021.; Yang et al., 2021; Zhang et al., 2022). The control of AUV is highly nonlinear (Jia et al., 2012; Roy et al., 2013; Miao et al., 2015; Yun et al., 2022a), with severe coupling of motions between different directions (Tang et al., 2012), while the underwater environment is complex with uncertainties such as waves, water plants, and other disturbances. Therefore, it is significant to carry out the study of control strategies.
For a six-degree-of-freedom AUV, an anti-interference decoupling control algorithm is proposed in this paper in order to solve the problems of its serious attitude coupling and complex and diverse interference in the working environment, and the main contributions of this paper are as follows:
1) A decoupling method is proposed for the six-degree-of-freedom AUV, which solves the problem of serious coupling between variables and realizes that one output variable corresponds to one input variable of the attitude angle.
2) The disturbances are observed and compensated by the ADRC controller, so as to improve the interference resistance of the AUV, and achieves stable control of the attitude of the AUV.
3) The self-tuning of ADRC parameters is achieved with the ADRC algorithm optimized by PSO.
The other parts of this paper are as follows, Related Work offers a review of control methods for AUV, AUV Attitude Anti-Disturbance Decoupling Control analyzes the forces on the AUV and establishes a mathematical model, and proposes a decoupling algorithm for the problem of severe model coupling, and also improves a Active Disturbance Rejection Control for attitude control of AUV based on Particle Swarm Optimization, Simulation Experiments gives a simulation control test of different controllers for environmental disturbances and system changes. and the conclusions of this paper are summarized in Conclusion.
RELATED WORK
There are some control algorithms currently used in AUV, such as PID control, fuzzy control, sliding mode variable structure control, adaptive control, and control strategies that combine multiple control methods.
1) PID control. It is one of the most commonly used control methods in industry today (Kim et al., 2015; Huang et al., 2019; Yu et al., 2019; Xu et al., 2022). The simplicity of the design, the ease of debugging, and no modeling required are the advantages of PID control. However, it is a linear combination of proportional, differential, and integral that simply applies the “deviation between the desired value and the system output value”, which can cause significant overshoot and oscillation when controlling AUV in a strong time-varying environment.
2) Fuzzy control. It accomplishes the control laws by expressing the characteristics of the object model and the control behavior (Jiang et al., 2019a; Liu et al., 2021a; Chen et al., 2021c; Cheng et al., 2021). Khodayari (Khodayari et al., 2015) designed a fuzzy control algorithm combined with an adaptive approach, which was applied to both depth and heading channels of the AUV with good results. Hammad (Hammad et al., 2017) designed a self-tuning fuzzy PID controller to control a multi-input and multi-output fully driven AUV, which is faster and more stable compared to PID accordingly. However, the fuzzy controller needs to adjust a large number of fuzzy variables and related parameters, if the dimensionality of the robot is increased,
3) Sliding mode variable structure control. It uses a sliding surface to improve the control quality of the controller, it will make adjustments according to the state of the system, so that the system follows the set trajectory movement, which enables the system to have good robustness to external disturbances and parameter disturbances (Gao et al., 2013; He et al., 2019; Huang et al., 2020; Li et al., 2020). It is more suitable to control the motion of AUV, but due to the influence of factors such as inertia and time delay, the system is prone to jitter and vibration. Luis (Luis et al., 2016) implemented a sliding-mode variable structure regulation based on the dynamics model of the AUV, which allowed the system to have the desired control effect and to achieve path tracking on the AUV. The high-order sliding mode controller designed by Ruiz-Duarte (Ruiz-Duarte et al., 2015) has theoretically demonstrated good robustness in the longitudinal motion of the AUV and fast response to disturbances. However, there are some engineering difficulties in applying this complex control strategy to practical applications.
4) Adaptive control. This control method is a real-time measurement of the control quantity, and then adjusts its parameters and construction method to achieve the effect of weakening the influence caused by disturbances (Sun et al., 2020a; Liao et al., 2020; Jiang et al., 2021a; Wen et al., 2021). Adaptive control can achieve optimal or suboptimal control after obtaining the mathematical model of the control object. Rath B N (Rath et al., 2020) proposed an adaptive controller with a time delay estimator that successfully predicted the state of the AUV. An accurate model of the control object is obtained and the control effect is very extremely good. F. Rezazadegan (Rezazadegan et al., 2015) used the Lyapunov theory for adaptive rectification of inverse control, which is used for the estimation of uncertain parameters for the tracking control of AUV motion trajectories, and the simulation results show that the control algorithm has some stability. However, the algorithm is based on linear control theory and the transition relies on an accurate mathematical model, therefore the AUV has complex and variable disturbances and time-varying parameters, making it difficult to achieve the desired control effect.
By the above introduction, the current control methods (Caffaz et al., 2010; Xiang et al., 2015; Mcewen et al., 2017; Sun et al., 2020b) can be presumably divided into two types, one uses errors to eliminate errors, which is represented by PID (Duan et al., 2021; Tao et al., 2022a; Yun et al., 2022b; Sun et al., 2022), this method, is independent of the model, adjusts only for the control process without considering the structure and state of the system and has been used in a large number of applications in practical engineering. Another one is the modern control theory represented by sliding mode control and adaptive control (Feng et al., 2017; Li B. et al., 2019; Jiang et al., 2019b; Liu et al., 2022a), these methods rely on the mathematical model of the control system, but by the error with the manufacturing and processing, we are difficult to establish an accurate mathematical model, its external interference and system parameter changes are even more difficult to predict for the AUV operating in an unknown environment, so use these methods in the engineering practice is difficult.
The Active Disturbance Rejection Control (ADRC) algorithm studied in this paper (Han, 2002; Ma et al., 2020; Sun et al., 2021; Tao et al., 2022b), which inherits the characteristics of the PID algorithm, does not depend on the accurate model of the control object, while using modern signal processing techniques to improve its control process, unifies external disturbances and system errors as total disturbances, and then estimates and compensates them, which has the advantage of being easy to use in engineering and at the same time has a strong anti-disturbance capability. Depending on the Particle Swarm Optimization (PSO) (Wang et al., 2013; Liu X. et al., 2021; Bai et al., 2022; Liu et al., 2022b) which is characterized by fast convergence and high computational efficiency (Li et al., 2019b; Jiang et al., 2021b; Liu et al., 2021c; Huang et al., 2021.), Optimizing the parameters of ADRC using PSO can achieve better control effect. In this paper, this control method will be used to solve the problems of nonlinear coupling, external perturbations, and internal parameter variations of the AUV.
AUV ATTITUDE ANTI-DISTURBANCE DECOUPLING CONTROL
AUV Mathematical Model
The Active Disturbance Rejection Control technique has the characteristic of not relying on the specific model of the controlled object, but building a relatively accurate model can make our simulation more convincing and more reference value The research in this paper is centered on the AUV which is shown in Figure 1. In this section, the dynamics of AUV shown in Figure 1 is modeled. To simplify the task of model building and subsequent control, the following assumptions are made:
1) Assume that the AUV is a rigid body and its mass does not vary with time.
2) The effect of Earth’s rotation on the motion of AUV is not considered.
3) The flow field in the model is a steady-state flow field and the surrounding water is assumed to be stationary.
[image: Figure 1]FIGURE 1 | Relationship between ground coordinates and airframe coordinates.
In this paper, the thruster distribution of the AUV is used as shown in Figure 1. The motion of the AUV is described using the ground and airframe coordinate systems shown in Figure.
The conversion matrix from the AUV airframe coordinate system to the ground coordinate system is (Li et al., 2019c; Tan et al., 2020; Xiao et al., 2021; Liu et al., 2022c)
[image: image]
The force analysis of AUV has:
[image: image]
Where [image: image] denotes gravity, [image: image] denotes buoyancy, [image: image] denotes the thrust provided by the AUV thrusters, and [image: image] is relative to the airframe coordinate system, so it needs to be converted:
[image: image]
According to Newton’s Second Law of Motion:
[image: image]
Then
[image: image]
The angular motion of the AUV is controlled by the moments it is subjected to. The moments to which the AUV is subjected are mainly the moments generated by the thruster thrust and the thruster counter-torque, and the total moment can be expressed as
[image: image]
[image: image] is the thrust generated by the ith thruster, X, Y denotes the distance from the thruster to the corresponding coordinate axis, and [image: image] denotes the counter torque generated by the ith thruster.
The reaction moment generated by the thrusters can be mostly offset by the forward and reverse propeller settings, and itis much smaller than the moment generated by the thrusters, in order to simplify the model, the total moment can be expressed as:
[image: image]
According to the Newtonian Euler equation:
[image: image]
Among them [image: image]
Obtains
[image: image]
The equation of rotation is then obtained as
[image: image]
From Eqs 5, 7, 10, the mathematical model of robot posture control can be obtained:
[image: image]
[image: image] denotes the thrust of the ith motor. Table 1 is the relevant parameters of AUV.
TABLE 1 | Related parameters of AUV.
[image: Table 1]AUV Attitude Decoupling Control Structure Design
Position control is the basis and key of the whole underwater navigation control of AUV (Sun et al., 2020c; Tao et al., 2021; Liu et al., 2022d). Its position control accuracy is determined by the attitude control accuracy, and the attitude control error of AUV will amplify its position control error, so in order to ensure the high accuracy control of speed and position during underwater navigation, its attitude must be accurately controlled. The Active Disturbance Rejection Control technique used in this paper enables accurate control of AUV attitude even in the complexity and variability of underwater disturbances. The system equations of the AUV are shown in Eq. 11. It can be shown that there are six variables that need to be controlled, while the output of attitude control is only three items, and coupling phenomenon exists in all three attitude angle directions. Therefore, in the following we propose a decoupled control method to control the attitude of the AUV.
[image: image]
Where the [image: image] is the thrust of the 6 thrusters when the AUV is stationary in the water to maintain the desired state [image: image], [image: image], [image: image] ,, are respectively the adjustment forces in three directions [image: image], [image: image], [image: image].
Thus the attitude decoupling control system of the AUV can be expressed as:
[image: image]
AUV Attitude ADRC Control Algorithm
ADRC has excellent immunity to perturbations and is not dependent on a specific system model. The ADRC consists of a tracking differentiator (TD), a nonlinear state error feedback control law (NLSEF), and an ESO. The literature (Wu et al., 2018; Luo et al., 2020) used ADRC to achieve decoupled control of MIMO nonlinear system; the literature (Fareh et al., 2019; Cheng et al., 2020) used ADRC to achieve control of flexible robotic arm; the literature (Qiao et al., 2020; Yu et al., 2020) used ADRC to achieve adaptive control of missile attitude; the structure of ADRC is shown in Figure 2:
[image: Figure 2]FIGURE 2 | ADRC controller structure.
From Eq. 13, it can be seen that the AUV attitude control system is a nonlinear system. In this paper, TD is used to give the transition to the input signal, ESO is used to realize the observation of the internal and external disturbance of the system, and the real-time compensation of the disturbance is realized in the NLSEF. Its corresponding ADRC attitude control structure is shown in Figure 3.
[image: Figure 3]FIGURE 3 | ADRC attitude control structure diagram.
AUV Attitude Input Signal Tracking Process
For the input signal tracking problem of the second-order system, Prof. Jingqing Han derived a fastest integrated function fhan (Eq. 14), where d, a0, y, a1, a2, sy, a, sa are intermediate quantities for the purpose of simplifying the equation, and this Function can achieve fast tracking of the input signal. The differential tracker of AUV attitude input signal is constructed by using this function as shown in Eq. 15
[image: image]
[image: image]
[image: image] is the tracking of the AUV attitude input signal v, [image: image] is the tracking of the differential signal of v, r0 is the velocity factor, h0 is the filtering factor, and fh is the intermediate quantity of the simplified equation.
ESO-Based AUV Perturbation Estimation
From Eq. 13, the pitch angle equation of state of the AUV can be written in the following form.
[image: image]
where [image: image]; [image: image]; [image: image]; [image: image] are external disturbances; [image: image] is the control quantity; and [image: image] is the complex disturbance.
Make [image: image] extend a new state that can turn the original system into a linear system by:
[image: image]
For the above system the following observer is designed for observation.
[image: image]
The rectification parameters enable precise tracking of system state variables and accurate estimation of external disturbances. The heading and yaw angles of the AUV are also processed using this algorithm.
Nonlinear Error Feedback and Control Volume Generation for AUV
Based on the above observed disturbance and the tracking amount of the input signal, high precision control can be achieved by using the ADRC nonlinear error combination. The nonlinear error combination is shown as follows.
[image: image]
The results of the nonlinear error feedback can be used to generate high-precision control quantities for the AUV.
[image: image]
where [image: image], [image: image], [image: image], respectively denote the control inputs of pitch angle, cross-roll angle, and heading angle,; b is the compensation factor.
PSO Optimization of ADRC Control Parameters
ADRC needs to adjust more parameters, although most of them have reference values and have little impact on the system, however there are still damping factor [image: image], accuracy factor [image: image], compensation factor [image: image] that need to be adjusted, and the adjustment process is complicated. The Particle Swarm Optimization algorithm (PSO) is one of the evolutionary algorithms (Lalwani et al., 2019; Sun et al., 2020d; Zhao et al., 2022). The solution process of PSO starts from a set of random initial solutions and iterates continuously to find the optimal solution through the neighborhood search computational method, in each iteration of the computation, the particle swarm updates itself through the individual optimal solution and the population optimal solution until it finds the optimal solution. Compared to evolutionary algorithms such as genetic algorithms, Particle Swarm Optimization have no crossover and mutation operations, can be encoded with real numbers, have a simple structure and are fast to calculate, which have great advantages as algorithms for online optimization (Chegini et al., 2018; Tian et al., 2020; Liao et al., 2021). In this paper, we use PSO to offline optimize three parameters that have a large impact on ADRC: the damping factor [image: image], the accuracy factor [image: image], and the compensation factor [image: image].
ADRC Control Adaptation Function
According to the performance requirements of AUV control, the steady-state error, response time, and overshoot are taken into account in the evaluation index, and the constructed fitness function is shown in Eq. 21. [image: image], [image: image], and [image: image] represent the steady-state error, response time, and overshoot, and [image: image] (i = 1,2,3) is the corresponding weights.
[image: image]
PSO Optimized ADRC Controller Flow

Step 1: Initialize the particle swarm and ADRC parameters. Set the random position and velocity of the particle swarm, and calculate the local optimal and global optimal initial values of the particle swarm.
Step 2: The position vector of each particle is used as the three parameters of the ADRC controller: damping factor, accuracy factor, and compensation factor. The adaptation value of each particle is calculated according to Eq. 21.
Step 3: Compare the adaptation value of each particle with the local optimum and the global optimum, and update the position and velocity of the particle swarm.
Step 4: Determine whether the end condition is reached. If not, return to Step 2, otherwise stop the optimization and output the global optimum parameters. Figure 4 shows the flow chart of the PSO algorithm.
[image: Figure 4]FIGURE 4 | Flow chart of particle swarm optimization.
SIMULATION EXPERIMENTS
Simulation experiments are performed for the above control objects. In order to reflect the control effect of particle swarm optimized ADRC, it is compared with Particle Swarm Optimized PID algorithm (Girirajkumar et al., 2010) and conventional ADRC. From AUV Mathematical Model, it can be shown that the three attitude angle control equations of AUV are basically the same, so it is only shown that the effect of the simulation control of pitch angle in this paper. Figure 5 shows the tracking target signal for the pitch angle, where the 2nd second is step signals and the 12th second starts with a sinusoidal signal. The simulation of PSO-PID, ADRC and PSO-ADRC in the absence of interference is shown in Figure 6. The response speed and overshoot of PSO-PID in the absence of disturbances are better than those of ADRC and PSO-ADRC, and the overshoot of ADRC optimized by particle swarm is smaller than that of ADRC.
[image: Figure 5]FIGURE 5 | Tracking the target signal.
[image: Figure 6]FIGURE 6 | Signal tracking under no interference.
Figure 7 shows the tracking effect of the signal under external disturbance, and Figure 8 shows the random external disturbance. The PSO-PID controller shows significant perturbations under the influence of external disturbances, while the control effect is basically unaffected by the two ADRCs due to the mechanism of observing and compensating the perturbations based on ESO, and the signal tracking error under external disturbances is smaller than that of the PSO-PID algorithm (Figure 9, Table 2).
TABLE 2 | Tracking effect with external interference.
[image: Table 2][image: Figure 7]FIGURE 7 | Signal tracking experiment under external interference.
[image: Figure 8]FIGURE 8 | External interference signal.
[image: Figure 9]FIGURE 9 | Tracking error under external disturbance.
Figure 10 shows the simulation experiment of changing the internal parameters of the system, by adding the internal disturbance. The response speed of three controllers is reduced and the overshoot is increased. The effect of PSO-PID controller is the most affected and basically fails to satisfy the control requirements, while the effect of ADRC controller optimized by using PSO in this paper is the least affected (Figure 11, Table 3).
TABLE 3 | Tracking effect with internal interference.
[image: Table 3][image: Figure 10]FIGURE 10 | Signal tracking experiment under internal interference.
[image: Figure 11]FIGURE 11 | Tracking error under internal disturbance.
From the appeal simulation experiments, it can be shown that PSO-ADRC has strong robustness to interference, which has better generality at the same time. After the parameters are optimized by PSO, the parameters of actual control object has changed within a certain range, which does not affect the effect of the controller. These characteristics of PSO-ADRC have strong applicability for AUV working in complex and changing underwater environment.
CONCLUSION
The research on AUV attitude control based on decoupling algorithm and PSO-ADRC is motivated by the fact that it can facilitate the stable control of AUV attitude and improve the operational capability of AUV. In this paper, a decoupling algorithm for a six-degree-of-freedom AUV is proposed to solve the problem of serious coupling in each variable and to realize that one output variable of attitude angle corresponds to one input variable. The problem with current AUV control methods is that immunity and versatility cannot be combined, however the ADRC controller can guarantee AUV immunity while not relying on an accurate mathematical model of the AUV. The parameters of the ADRC optimized by the PSO algorithm can greatly reduce the process of manually adjusting the parameters.
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Mayfly algorithm (MA) is a bioinspired algorithm based on population proposed in recent years and has been applied to many engineering problems successfully. However, it has too many parameters, which makes it difficult to set and adjust a set of appropriate parameters for different problems. In order to avoid adjusting parameters, a bioinspired bare bones mayfly algorithm (BBMA) is proposed. The BBMA adopts Gaussian distribution and Lévy flight, which improves the convergence speed and accuracy of the algorithm and makes better exploration and exploitation of the search region. The minimum spanning tree (MST) problem is a classic combinatorial optimization problem. This study provides a mathematical model for solving a variant of the MST problem, in which all points and solutions are on a sphere. Finally, the BBMA is used to solve the large-scale spherical MST problems. By comparing and analyzing the results of BBMA and other swarm intelligence algorithms in sixteen scales, the experimental results illustrate that the proposed algorithm is superior to other algorithms for the MST problems on a sphere.
Keywords: mayfly algorithm, bare bones mayfly algorithm, large-scale spherical MST, Prüfer code, bioinspired algorithm
INTRODUCTION
Tree is a connected graph with simple structure which contains no loops and widely applied in graph theory (Diestel, 2000). The minimum spanning tree (MST) problem is a practical, well-known, and widely studied problem in the field of combinatorial optimization (Graham and Hell, 1985). This problem has a long history, which was first put forward by Borüvka in 1926. Many engineering problems are solved based on MST (Bo Jiang, 2009), such as communications network design (Hsinghua et al., 2001), the construction of urban roads, the shortest path (Beardwood et al., 1959), distribution network planning, and pavement crack detection. There are some classical algorithms for solving MST, such as the Prim algorithm (Bo Jiang, 2009) and Kruskal algorithm (Joseph, 1956). They all belong to greedy algorithms, and generally, only one minimum spanning tree can be obtained. However, in practical application, it is usually necessary to find a group of minimum or subminimum spanning trees as the basis for scheme evaluation or selection. Therefore, finding an effective algorithm to solve MST problems is still a frontier topic. In recent years, a large number of bioinspired algorithms have been proposed, such as the marine predator algorithm (Faramarzi et al., 2020), chimp optimization algorithm (Khishe and Mosavi, 2020), arithmetic optimization algorithm (Abualigah et al., 2021), bald eagle search algorithm (Alsattar et al., 2020), Harris hawks optimization algorithm (Heidari et al., 2019), squirrel search algorithm (Jain et al., 2018), pathfinder algorithm (Yapici and Cetinkaya, 2019), equilibrium optimizer (Faramarzi et al., 2019). The swarm intelligence algorithm has been widely used in various optimization problems and achieved good results, for example, path planning problems solved by the central force optimization algorithm (Chen et al., 2016), teaching–learning-based optimization algorithm (Majumder et al., 2021), water wave optimization algorithm (Yan et al., 2021), chicken swarm optimization algorithm (Liang et al., 2020), etc. Location problems are solved by the genetic algorithm (Li et al., 2021), particle swarm optimization (Yue et al., 2019), flower pollination algorithm (Singh and Mittal, 2021), etc. Also, the design of a reconfigurable antenna array is solved by the differential evolution algorithm (Li and Yin, 2011a), biogeography-based optimization (Li and Yin, 2011b), etc. In fact, the meta-heuristic algorithm can generate a set of minimum or subminimum spanning trees rather than one minimum spanning tree. The genetic algorithm (Zhou et al., 1996), artificial bee colony algorithm (Singh, 2009), ant colony optimization (Neumann and Witt, 2007), tabu search algorithm (Katagiri et al., 2012), and simulated annealing algorithm have been used for solving the MST problem.
For the MST problem, we usually calculate it in two-dimensional space, but it is of practical significance to study MST in three-dimensional space. For example, sockets are connected with wires in cuboid rooms, and roads on hills and mountains are planned. Also, as we all know, the surface of the Earth where we live is very close to a sphere. In many research fields, atoms, molecules, and proteins are represented as spheres, and foods in life, such as eggs, seeds, onions, and pumpkins, are close to spheres. Some buildings, glass, and plastics are made into spheres. Similar to the traveling salesman problem (TSP), it is also an NP-hard problem. Now scholars have applied the cuckoo search algorithm (Ouyang et al., 2013), glowworm swarm optimization (Chen et al., 2017), and flower pollination algorithm (Zhou et al., 2019) to solve the spherical TSP. Thus, it is of essence crucial to study the MST on a three-dimensional sphere. Bi and Zhou have applied the improved artificial electric field algorithm to the spherical MST problem (Bi et al., 2021). In this article, we will further study the cases of more nodes on the sphere.
The mayfly algorithm (MA) proposed by Konstantinos Zervoudakis and Stelios Tsafarakis (2020) is a population-based intelligent optimization bioinspired algorithm inspired by the flight and mating behavior of adult mayflies. Due to its high calculation accuracy and simple structure, researchers employed it to address problems of numerous disciplines. Guo and Kittisak Jermsittiparsert used improved MA to optimize the component size of high-temperature PEMFC-powered CCHP (Guo et al., 2021). Liu and Jiang proposed a multiobjective MA for a short-term wind speed forecasting system based on optimal sub-model selection (Liu et al., 2021a). Trinav Bhattacharyya and Bitanu Chatterjee combined MA with harmony search algorithm to solve the feature selection problem (Bhattacharyya et al., 2020). Liu and Chai used energy spectrum statistics and improved MA for bearing fault diagnosis (Liu et al., 2021b). Chen and Song proposed the balanced MA to optimize the configuration of electric vehicle charging stations on the distribution system (Chen et al., 2021). MohamedAbd and ElazizaS. Senthilraja used MA to predict the performance of a solar photovoltaic collector and electrolytic hydrogen production system (AbdElaziz et al., 2021). To obtain a group of more perfect minimum spanning trees or subminimum spanning trees on a sphere in finite time, a bare bones mayfly algorithm (BBMA) is proposed to solve spherical MST problems. By simplifying the algorithm parameters and using the statistical update method, the fast convergence and solution accuracy of the proposed algorithm are better than before, and it shows superior ability in solving large-scale problems.
The rest of this article is organized as follows: Related Work describes the related work and basic mayfly algorithm. The Proposed BBMA for Large-Scale Spherical MST introduces the proposed bare bones mayfly algorithm for spherical MST. Comparison and analysis of results evaluated by BBMA and other algorithms are given in Experimental Results and Discussion. This article is concluded in Conclusion and Future Work.
RELATED WORK
Spherical Minimum Spanning Tree Mathematical Model
A semicircle takes its diameter as its axis of rotation, and the surface formed by rotation is called a sphere. The radius of the semicircle is the radius of the sphere. In this study, the coordinate origin (Figures 1A,B ) is set as the center of the sphere. The equation of a sphere with radius [image: image] is
[image: image]
where [image: image] is the coordinate of each point on the sphere.
[image: Figure 1]FIGURE 1 | Related definitions on the sphere. (A) Sphere. (B) Lines of longitudes and latitudes. (C) Different values of parameters [image: image] on the spherical surface. (D) The shortest distance between [image: image] and [image: image].
Representation of Points on a Sphere
The coordinate position on the sphere can be expressed by the following formula (Hearn and Pauline Baker, 2004):
[image: image]
Each coordinate is represented by a function of the surface parameters [image: image] and [image: image]. Usually, we normalize the three coordinate functions and make [image: image] and [image: image] in the range of 0–1. Eqs. 3–5 show a sphere with radius [image: image], and the center is at the coordinate origin (Eldem and Ülker, 2017).
[image: image]
[image: image]
[image: image]
where parameters [image: image] and [image: image] determine a position by representing lines of constant longitude and lines of constant latitude, respectively. To simplify calculations, a sphere with [image: image] is used in this study. When the parameters [image: image] and [image: image] take different values, the coordinate position on the sphere is as shown in Figure 1C (Uğur et al., 2009).
Geodesics Between Point Pairs on a Unit Sphere
The circle of a sphere cut by the plane passing through the center of the sphere is called a great circle (Wikipedia, 2012). On the sphere, the length of the shortest connecting line between two points is the length of an inferior arc between the two points of the great circle passing through the two points. We call this arc length the geodesic (Lomnitz, 1995).
The geodesic between two points [image: image] and [image: image] on a sphere is shown in Figure 1D. These two points can be represented by two vectors [image: image] and [image: image]. The scalar product of the two vectors is
[image: image]
where [image: image] is the angle between two vectors. The scalar product is calculated as
[image: image]
Also, the shortest distance formula is
[image: image]
From Eqs 6–8, we get
[image: image]
The distance from point [image: image] to point [image: image] is the same as the distance from [image: image] to [image: image]. If there are [image: image] points on the sphere, an [image: image] symmetric distance matrix [image: image] will be obtained by calculating the distance between each two points. The matrix [image: image] is as follows:
[image: image]
where [image: image] represents the length of the geodesic between point [image: image] and point [image: image]. In particular, [image: image] means that point [image: image] cannot reach itself.
Spherical Minimum Spanning Tree Mathematical Model
For the two-dimensional MST problem, [image: image] represents an undirected graph, where [image: image] is a finite set of nodes and [image: image] is a finite set of edges. Each has its corresponding weight [image: image]. [image: image] is set as 0 or 1. If [image: image], [image: image] is selected; if [image: image], [image: image] is not selected. The variable [image: image] is the number of nodes of the graph contained in the set [image: image]. The mathematical model of the minimum spanning tree is as follows:
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where the constraint condition Eq. 12 ensures that the last generated graph is a spanning tree. Also, constraint condition Eq. 13 ensures that it is not a circle in the process of solving the minimum spanning tree problem.
As for a 3D spherical minimum spanning tree problem, a finite set of nodes [image: image] are on a sphere. Each node is represented by [image: image]. [image: image] is a finite set of geodesics. Each geodesic has its corresponding weight [image: image] which is calculated by Eq. 9. An [image: image] symmetric distance matrix [image: image] can be constructed as shown in Eq. 10. [image: image] is set as 0 or 1. If [image: image], [image: image] is selected; if [image: image], [image: image] is not selected. The variable [image: image] is the number of nodes on a sphere. The mathematical model of the spherical MST is as follows:
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Similarly, constraint condition Eqs 12–14 are applied to Eq. 15.
Mayfly Algorithm
Mayfly algorithm is a new swarm intelligence bioinspired algorithm proposed in 2020. Its inspiration comes from the flying and mating behavior of male and female mayflies in nature. The algorithm can be considered as a modification of particle swarm optimization (PSO) (Kennedy and Eberhart, 1995), genetic algorithm (GA) (Goldberg, 1989), and firefly algorithm (FA) (Yang, 2009). At present, researchers have applied MA to many engineering problems.
Mayflies are insects that live in water when they are young. The feeding ability will be lost, and they only mate and reproduce when they grow up. In order to attract females, most adult male mayflies gather a few meters above the water to perform a nuptial dance. Then, female mayflies fly into these swarms to mate with male mayflies. After mating, the females lay their eggs on the water, and the mated mayflies will die.
In MA, the two idealized rules should be followed. First, after mayflies are born, they are regarded as adults. Second, the mated mayflies which have stronger ability to adapt to the environment can continue to survive. The algorithm works as follows. First, male and female populations are randomly generated. Each mayfly in the search space is regarded as a candidate solution represented by a [image: image]-dimensional vector [image: image] for male and [image: image] for female. Its performance is evaluated according to the objective function [image: image] shown in Eq. 15. The velocity of each mayfly is expressed by [image: image]. The flying direction of each male mayfly is guided by its best location in history and the global optimal position in the population. Meanwhile, the female mayflies fly to the corresponding male mayflies. The main steps of mayfly algorithm are described as follows.
Movement of Male Mayflies
The gathering of male mayflies in a swarm is always a few meters above water for performing the nuptial dance. The position of a male mayfly is updated as follows:
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where [image: image] is the position of mayfly [image: image] at time [image: image] and [image: image] is the position at time [image: image] and [image: image] is the velocity of mayfly [image: image] at time [image: image]. The velocity is adjusted by its own velocity and individual and social experiences at time [image: image]. However, the best male mayfly in the population is not affected by other mayflies, which helps the algorithm escape the local optimal. The velocity of a male mayfly [image: image] is calculated as
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where [image: image] represents the velocity of male mayfly [image: image] at time [image: image] in dimension [image: image], [image: image] represents the position of dimension [image: image] of mayfly [image: image] at time [image: image], [image: image] and [image: image] represent positive attraction constants used to scale the contribution of the cognitive and social component, respectively, and [image: image] is a fixed visibility coefficient used to limit a mayfly’s visibility to others. Furthermore, the best individual historical position of mayfly [image: image] is represented by [image: image] and [image: image] is the global best position at time step [image: image], while [image: image] is the Cartesian distance between [image: image] and [image: image] and [image: image] is the Cartesian distance between [image: image] and [image: image]. These distances are calculated according to Eq. 18, 19. Finally, [image: image] is the nuptial dance coefficient and [image: image] is a random value.
Movement of Female Mayflies
The female mayflies move toward the males for breeding. The position of a female mayfly is updated as follows:
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where [image: image] is the position of female mayfly [image: image] at time [image: image] and [image: image] is the position at time step [image: image] and [image: image] represents the velocity of female mayfly [image: image] at time [image: image]. Its velocity is affected by its own velocity and the corresponding male mayfly’s position. It means that according to their fitness function, the best female should be attracted by the best male, the second best female by the second best male, and so on. However, the female mayfly which is better than the corresponding male mayfly is not affected by a male, it flies randomly. Consequently, considering minimization problems, their velocities are calculated as
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where [image: image] is a velocity of female mayfly [image: image] at time [image: image], [image: image] is the position in dimension [image: image] at time [image: image], [image: image] is the positive attraction constant, and [image: image] represents an unchanged visibility coefficient. [image: image] represents the distance between [image: image] and [image: image] calculated according to Eq. 22. Finally, [image: image] is the random fly coefficient, and [image: image] is a random value.
Mating of Mayflies
The mating rules are the same as the way females are attracted by males. The best female breeds with the best male, the second best female with the second best male, and so on. The positions of two offspring are generated by the arithmetic weighted sum of the positions of parents as follows:
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where [image: image] is the male mayfly’s position, [image: image] is the female mayfly’s position, and [image: image] is a random value. Offspring’s initial velocities are set to be zero, which helps the convergence of the algorithm.
After mating, the offspring are mixed with male and female parents. Then, the fitness values are sorted. The mayflies with low adaptability will die, and those with high adaptability will live for the next iteration. Algorithm 1 shows the pseudocode of MA.
Algorithm 1 Mayfly algorithm.
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THE PROPOSED BBMA FOR LARGE-SCALE SPHERICAL MST
MST Based on Prüfer Coding
A coding method for marking rootless trees is called Prüfer coding. The initial population generated by this coding method will not produce infeasible solutions after being improved. Prüfer coding is needed to solve the spherical MST. Its idea comes from Cayley’s theorem, which means that there are [image: image] different minimum spanning trees for a complete graph with [image: image] nodes (Crabb, 2006). It shows that the arrangement of [image: image] numbers can uniquely represent a tree, and these numbers are integers between 1 and [image: image]. Such an arrangement that can represent a tree is the Prüfer sequence. The process of converting a tree into a Prüfer sequence is as follows:
Step 1: node [image: image] is the leaf node with the smallest value on the tree [image: image]
Step 2: the node [image: image] uniquely connected to [image: image] is taken as the first coding number, and the coding order is from left to right
Step 3: node [image: image] and the edge from [image: image] to [image: image] are deleted, and a [image: image] node tree is obtained
Step 4: this is repeated until only one edge is left
Through the abovementioned steps, we can get a Prüfer sequence of tree [image: image] which is [image: image] permutations of the numbers between 1 and [image: image].
Code Design
We assume that there are [image: image] points on a sphere, and these points are represented by different integers between 1 and [image: image]. The dimension of the position of each individual is [image: image], and the value in each dimension is a real number between 1 and [image: image].
Suppose an individual is represented by
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The Prüfer sequence obtained by rounding [image: image] is as follows:
[image: image]
According to [image: image], the spanning tree shown in Figure 2 is obtained.
[image: Figure 2]FIGURE 2 | Spanning tree.
The pseudo code of decoding the Prüfer sequence into a tree is shown in Algorithm 2.
Algorithm 2 Decoding the Prüfer sequence into a tree.
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The BBMA Algorithm
The basic MA has the problem of many initial parameters which have a great impact on the results. Besides, the accuracy of MA is not high enough due to lack of exploitation ability. Bare bones mayfly algorithm avoids the influence of parameters by cancelling the velocity (Ning and Wang, 2020; Song et al., 2020), and individual position is directly obtained by random sampling obeying Gaussian distribution like bare bones PSO (Kennedy, 2003). In order to enhance the exploitation ability and help the algorithm escape from the local optimal solution, BBMA uses Lévy flight to perform the nuptial dance of the optimal male and the random flight of the excellent female (Nezamivand et al., 2018). In addition, individuals crossing the border are pulled back into the search space instead of the method of placing cross-border individuals on the boundary so that it reduces the waste of search space (Wang et al., 2016). The main steps of BBMA are described as follows.
Movement of Male Mayflies
Male mayflies can be renewed in two ways as before. First, for individuals who are not the best, the Gaussian distribution based on the global optimal position and individual historical optimal position is used to calculate the position. In order to keep a balance between the diversity and convergence of algorithm, a disturbance which changes adaptively based on the diversity of the population and the convergence degree of the current individual is added (Zhang et al., 2014). The new update strategy is described as follows:
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where [image: image] is the Gaussian distribution with mean [image: image] and standard deviation [image: image], [image: image] represents the global optimal individual, [image: image] is the historical optimal solution of individual [image: image], [image: image] is a random value, and [image: image] and [image: image] are two solutions selected from other male mayflies at random.
We know that the population is scattered in the early stage of evolution, so [image: image] is large, and the Gaussian distribution is scattered, which is conducive for global search. In the later stage of evolution, the population is relatively concentrated, and individuals search carefully around [image: image]. However, if the [image: image] of a individual happens to be close or equal to [image: image] in the evolution process, this individual will stop updating because the variance of Gaussian distribution becomes 0. Also, if most individuals among the swarm stop updating prematurely, the algorithm will converge to a false global optimum with high probability. Thus, assigning a disturbance on the variance of Gaussian distribution is a good way. As shown in Eq. 28, on the assumption that [image: image] remains constant, the smaller the differential fitness value between [image: image] and [image: image], the higher the disturbance [image: image]. When the individual has the same fitness as [image: image], this individual will be affected by a disturbance with the maximal magnitude. In this case, this disturbance may prevent the algorithm from trapping into a local optimal solution. Furthermore, with the iteration of the algorithm, individuals get denser and denser. The smaller the value of [image: image], the smaller the [image: image] and [image: image], which ensures the convergence of the algorithm.
As for the second individual update method, if the individual is the global optimal solution, Lévy flight is adopted. The small step size of Lévy flight improves the exploitation ability of the algorithm, and the less long step increases the ability of avoiding getting stuck in a local optimal value (Dinkar and Deep, 2018; Ren et al., 2021). By using Lévy flight, the overall performance of BBMA in solving large-scale problems has been greatly enhanced. In fact, Lévy flight is a random walk, which follows the Lévy distribution of the following formulas:
[image: image]
[image: image]
[image: image]
[image: image]
where [image: image] represents the step size and [image: image] is an index by which the peak sharpness of the Lévy distribution can be adjusted. In this work, we set [image: image]. [image: image] and [image: image] follow the Gaussian distribution, and [image: image] stands for the gamma function which is obtained by Eq. 32. For the best individual, the update formula is as follows:
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By using Lévy flight to search the solution space, the global exploration ability and local exploitation ability of the algorithm are better balanced.
Movement of Female Mayflies
Female mayflies can be renewed in two ways as before. Firstly, for individuals who are worse than their corresponding male mayflies, the Gaussian distribution based on the current female mayfly’s position and its corresponding male mayfly’s position is used to calculate the position. The new update strategy is described as follows:
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where [image: image] is the Gaussian distribution, [image: image] is the position of the female mayfly, and [image: image] is the position of its corresponding male mayfly. The root sign makes the Gaussian distribution relatively concentrated so that it ensures female mayflies approach male mayflies faster, which accelerates the convergence.
As for the second individual update method, if the female mayfly is better than its corresponding male mayfly, the excellent female mayfly, like the best male mayfly, should use the strategy of Lévy flight which will make the algorithm get rid of the local optimum (Barshandeh and Haghzadeh, 2020). For excellent female mayflies, the update formula is as follows:
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Both Gaussian distribution and Lévy distribution are statistical random distribution. The distribution of the former is regular, and the distribution of the latter is irregular. Their cooperation can prevent the lack of diversity of the algorithm and improve the convergence speed.
Mating of Mayflies
The mating process is the same as the basic MA as shown in Eq. 23. After mating, the offspring are mixed with parents. Then, the mayflies with low adaptability will die, and those with high adaptability will live for the next iteration.
Handling Cross-Border Mayflies
In the early stage of population evolution, the distance between the historical optimal position and the global optimal position of different individuals is far away, and the standard deviation [image: image] of Gaussian distribution used for updating positions is relatively large, resulting in a greater opportunity for the new position to cross the boundary of the search space. In basic MA, the position of the cross-border individual is directly placed on the boundary, which will result in a waste of resources. In this study, according to the degree of individuals crossing the boundary, with the expectation [image: image] of Gaussian distribution as the center, the cross-border individual [image: image] is pulled back to the search space to obtain [image: image], and the cross-border individual is treated according to the following equation:
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where [image: image] is the boundary, we assume [image: image] is the upper bound and [image: image] is the lower bound, if [image: image], and if [image: image]. According to Eq. 37, when [image: image] crosses the upper bound, it is pulled back to the interval [image: image]. The less the [image: image] crosses [image: image], the closer it is pulled back to [image: image]; the more the [image: image] crosses [image: image], the closer it is pulled back to the center [image: image]. When [image: image] crosses the lower bound, it is pulled back to the interval [image: image]. Similarly, the degree to which individuals are pulled back into the search space is proportional to the degree of individuals crossing the boundary.
The concrete implementation steps of the bare bones mayfly algorithm for spherical MST are as follows.
Algorithm 3 The BBMA for spherical MST.
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EXPERIMENTAL RESULTS AND DISCUSSION
A large number of cases with different number of points are used to test the ability of BBMA in solving MST problems. All experiments are carried out on a sphere with [image: image], and the number of nodes the sphere is n = 25, 50, 75, 100, 150, 200, 250, 300, 350, 400, 500, 600, 700, 800, 900, and 1,000, The data and results of 400 nodes or less come from the literature (Bi et al., 2021) and the node data in higher dimensions are randomly generated. Due to the randomness of meta-heuristic algorithm, each case is run 30 times independently. The structure of this section is as follows: in Experimental Setup, the experimental setup is given; Comparison of Algorithms in Low-Dimensional Cases shows the comparison and analysis of experimental results between BBMA and other algorithms in the cases of low dimension; the comparison for medium-dimensional cases is shown in Comparison of Algorithms for Medium-Dimensional Cases; and the high-dimensional cases are shown in Comparison of Algorithms for High-Dimensional Cases.
Experimental Setup
All of the experiments are compiled in MATLAB R2019a. System specification: an Intel Core i3-6100 processor, 8 GB RAM is used. In this work, we set the population size of all algorithms to 30, and each algorithm iterates 300 generations. BBMA is compared with the mayfly algorithm (MA), artificial electric field algorithm (AEFA) (Anita and Yadav, 2019), GA (Holland, 1992), PSO (Kennedy and Eberhart, 1995), imperialist competitive algorithm (ICA) (Atashpaz-Gargari and Lucas, 2008), seagull optimization algorithm (SOA) (Dhiman and Kumar, 2019), grasshopper optimization algorithm (GOA) (Storn and Price, 1997), grey wolf optimization (GWO) (Li et al., 2014), slime moth algorithm (SMA) (Saremi et al., 2017), differential evolution (DE) (Mirjalili et al., 2014), and animal migration optimization (AMO) (Li et al., 2020) in the best value, worst value, mean value, and standard deviation. In addition, in order to clearly prove the effectiveness of BBMA, the convergence curves, ANOVA test, fitness values for 30 runs, running time, and Wilcoxon rank-sum non-parametric statistical test (Derrac et al., 2011; Gibbons and Chakraborti, 2011) are also compared. Also, the minimum spanning tree is showed in spheres. The control parameters of each algorithm are as follows (Bi et al., 2021):
• BBMA: no parameters
• MA: positive attraction constants [image: image], visibility coefficient [image: image], nuptial dance coefficient [image: image], and random walk coefficient [image: image] (Zervoudakis and Tsafarakis, 2020)
• AEFA: Coulomb’s constant [image: image] (Anita and Yadav, 2019)
• PSO: inertia weight [image: image], self-cognitive coefficient [image: image], and social learning coefficient [image: image] (Kennedy and Eberhart, 1995)
• ICA: selection pressure is 1, assimilation coefficient is 2, revolution probability is 0.5, revolution rate is 0.1, and colony mean cost coefficient is 0.1 (Atashpaz-Gargari and Lucas, 2008)
• GA: crossover probability is 0.8, and mutation probability is 0.8 (Holland, 1992)
• GOA: intensity of attraction [image: image], attractive length scale [image: image], and the maximum and minimum values of the decline coefficient are [image: image] and [image: image] (Dhiman and Kumar, 2019)
• GWO: convergence factor [image: image] decreases linearly from 2 to 0 (Storn and Price, 1997)
• SOA: [image: image] that controls migration behavior decreases linearly from 2 to 0 (Li et al., 2014)
• SMA: foraging success probability [image: image] (Saremi et al., 2017)
• DE: scaling factor [image: image], and crossover constant [image: image] (Mirjalili et al., 2014)
• AMO: no parameters (Li et al., 2020)
Comparison of Algorithms in Low-Dimensional Cases
Cases with 25, 50, 75, and 100 points are used to compare the performance of algorithms mentioned above, and the results of 30 runs are obtained. Table 1 gives the best value, worst value, mean value, standard deviation, and the ranking of mean value. The bold data indicate that it is the best value of the twelve algorithms. Figure 3 shows the convergence curves in these four situations, Figure 4 shows the ANOVA test results, Figure 5 shows the fitness values for 30 runs, and Figure 12A–D show the minimum spanning tree for four low-dimensional cases, where “ROOT” is the root of the minimum spanning tree. Figure 13A shows the average running time of 30 runs of 12 algorithms in four dimensions. Finally, the Wilcoxon rank-sum non-parametric test results in low-dimensional cases are shown in Table 2.
TABLE 1 | Experimental results for the twelve algorithms for 25, 50, 75, and 100 points.
[image: Table 1][image: Figure 3]FIGURE 3 | The convergence curves for low dimensions. (A) The convergence curves for 25 points. (B) The convergence curves for 50 points. (C)The convergence curves for 75 points. (D) The convergence curves for 100 points.
[image: Figure 4]FIGURE 4 | The ANOVA test for low dimensions. (A) The ANOVA test for 25 points. (B) The ANOVA test for 50 points. (C) The ANOVA test for 75 points. (D) The ANOVA test for 100 points.
[image: Figure 5]FIGURE 5 | Fitness values for low dimensions. (A) Fitness values for 30 runs for 25 points. (B) Fitness values for 30 runs for 50 points. (C) Fitness values for 30 runs for 75 points. (D) Fitness values for 30 runs for 100 points.
TABLE 2 | Wilcoxon rank-sum test results in low dimensions.
[image: Table 2]The comparison results for 25 points are shown in Table 1. BBMA performs best in the best, worst, and mean value, but its standard deviation is 1.0202 which is worse than that of AMO, while the algorithm with the worst performance is GA. Figure 3A is the convergence curves of all algorithms; obviously, BBMA has the fastest convergence speed of twelve mentioned algorithms. As can be seen from Figure 4A, BBMA has the highest stability, and GWO is the worst. Figure 5A shows that, among the fitness values of 30 runs, BBMA is better than other algorithms in most cases, but AMO is three times better than BBMA, SMA is three times better than it, and MA is six times better than it. Figure 12A shows the minimum spanning tree for 25 points.
The comparison results of twelve algorithms at 50 points are shown in Table 1. It can be seen that the best value, worst value, and mean value of BBMA are the best, but the standard deviation ranks fifth, behind SOA, AMO, GWO, and DE. Figure 3B and Figure 4B show the convergence curve and analysis of variance results, respectively. By observing the convergence curve, we can clearly see that BBMA has the highest accuracy and the fastest convergence speed. Also, the result of variance analysis shows that BBMA is stable for solving this problem. The fitness values for 30 runs is shown in Figure 5B, and it can be seen that BBMA outperforms all other algorithms in 30 runs. Figure 12B shows the minimum spanning tree for 50 points.
The comparison of 75 points is shown in Table 1. BBMA is better than others in the best value, worst value, and mean value, but its standard deviation is 3.5118 which is worse than the standard deviation of PSO, GA, GOA, GWO, and SOA. Besides, GA has the worst accuracy. By observing Figure 3C, it can be noticed that both convergence accuracy and convergence speed are the highest for BBMA. As can be seen from Figure 4C, BBMA is still stable. The fitness values of 30 runs and the minimum spanning tree of 75 points can be seen in Figure 5C and Figure 12C.
The experience results for 100 points are shown in Table 1. The performance of BBMA is superior to that of others in the best, worst, and mean value. The best value of BBMA is 69.2455, and the best value of MA is 93.0942. BBMA is 25.83% better than the original algorithm. Figure 3D shows that BBMA has the highest accuracy and it still has excellent exploitation ability when other algorithms are stuck in a local optimal value. Figure 4D shows that BBMA has high stability. Figure 5D and Figure 12D show the fitness values for 30 runs and the minimum spanning tree path optimized for 100 points.
It can be seen from Figure 13A that BBMA runs the longest at each case, and GA and GWO are the two fastest algorithms. In addition to the running time, by comparing with other eleven algorithms, BBMA has the best performance in low dimensions. In addition, this study statistically tests the proposed algorithm. The Wilcoxon rank-sum non-parametric test results are shown in Table 2. BBMA is tested with others at the [image: image] significance level. If p values in the table are all less than 0.05, it will prove that BBMA is obviously better than others. Statistically, the experimental results are significant.
Comparison of Algorithms for Medium-Dimensional Cases
In this section, BBMA and other eleven algorithms are tested in six medium-dimensional cases from 150 points, 200 points, 250 points, 300 points, 350 points, and 400 points. Table 3 records the best, worst, and mean value, standard deviation, and the ranking of the mean value. The bold data indicates that it is the best value of the twelve algorithms. Figure 6 shows the convergence curves of these six cases, and Figure 7 shows the ANOVA test results for each case. The fitness values for 30 runs are shown in Figure 8. Also, the minimum spanning tree for these cases is listed in Figure 12E–J, where “ROOT” is the root of the minimum spanning tree. In addition, Figure 13B shows the average running time of the twelve algorithms in different dimensions. Finally, the Wilcoxon rank-sum non-parametric test results in medium-dimensional cases are shown in Table 4.
TABLE 3 | Experimental results for the twelve algorithms for 150, 200, 250, 300, 350, and 400 points.
[image: Table 3][image: Figure 6]FIGURE 6 | The convergence curves for medium dimensions. (A) The convergence curves for 150 points. (B) The convergence curves for 200 points. (C) The convergence curves for 250 points. (D) The convergence curves for 300 points. (E) The convergence curves for 350 points. (F) The convergence curves for 400 points.
[image: Figure 7]FIGURE 7 | The ANOVA test for medium dimensions. (A) The ANOVA test for 150 points. (B) The ANOVA test for 200 points. (C) The ANOVA test for 250 points. (D) The ANOVA test for 300 points. (E) The ANOVA test for 350 points. (F) The ANOVA test for 400 points.
[image: Figure 8]FIGURE 8 | Fitness values for medium dimensions. (A) Fitness values for 30 runs for 150 points. (B) Fitness values for 30 runs for 200 points. (C) Fitness values for 30 runs for 250 points. (D) Fitness values for 30 runs for 300 points. (E) Fitness values for 30 runs for 350 points. (F) Fitness values for 30 runs for 400 points.
TABLE 4 | Wilcoxon rank-sum test results in medium dimensions.
[image: Table 4]Table 3 displays the experience results of 150 points and 200 points. Also, the statistical data shown in these tables reflect the great difference between different algorithms in searching ability. We can discover that except standard deviation, the best value, worst value, and mean value of BBMA are all the optimal. Also, the performance of GA is the worst. Figures 6A,B are the convergence curves for the two cases, and it can be seen that BBMA has a faster convergence speed and accuracy and strong exploration ability. Figures 7A,B show the analysis of variance results for the two cases, and we can see that the stability of BBMA is at a relatively high level. Figures 8A,B are the fitness values in 30 runs for 150 and 200 points. The MST for the two cases can be found in Figures 12E,F.
Table 3 also shows the comparison results of different algorithms at 250 points and 300 points. BBMA is the best in the best, worst, and mean value, and GA is the worst. However, as for the standard deviation, GWO is the best at 250 and 300 points. Figures 6C,D show the convergence curves in these two cases. The convergence speed and accuracy of BBMA are much superior to others. When other algorithms fall into local optimization, it still has good performance. The results of analysis of variance can be seen in Figures 7C,D, and BBMA has high stability. Figures 8C,D show the curves of the fitness values of 12 algorithms running independently for 30 times in these two cases. The search accuracy of BBMA is much better than that of the other 11 algorithms. Figures 12G,H show the MST at 250 points and 300 points, respectively.
The situation at 350 points and 400 points is shown in Table 3. BBMA performs best in the best, worst, and mean value. Compared with the best value of MA, the accuracy of BBMA is improved by 26.88% at 350 points and 24.85% at 400 points. As shown in Figures 6E,F, with the growth of dimension, the performance of BBMA is getting better and better. Most algorithms fall into local optimal solution at generation 100, but BBMA always has strong search ability. Figures 7E,F show the analysis of variance results in two cases, Figures 8E,F show the fitness values of 30 runs, and Figures 12I,F show the MST. It can be seen that BBMA has high stability and has better ability to solve spherical MST problems in medium-dimension cases than in low-dimension cases.
In addition, Figure 13B shows that the average running time of BBMA is the longest in the six cases. Compared with other algorithms, MA, DE, and AMO also run longer. Through the abovementioned analysis, we have noticed that BBMA has the outstanding performance in the medium-dimensional cases. The Wilcoxon rank-sum test results are shown in Table 4. Similarly, the p values in the table are all less than 0.05, which proves that BBMA algorithm is better than others in medium dimensions.
Comparison of Algorithms for High-Dimensional Cases
In Comparison of Algorithms in Low-Dimensional Cases and Comparison of Algorithms for Medium-Dimensional Cases, BBMA has been compared with other 11 algorithms in low and medium dimensions. BBMA shows very superior performance. Most of the problems encountered in real life are complex and high-dimensional problems, so in this section, BBMA and MA are tested in higher dimensions where n = 500, 600, 700, 800, 900, and 1,000 (see Table 5).
TABLE 5 | Experimental results for the two algorithms for 500, 600, 700, 800, 900, and 1,000 points.
[image: Table 5]Table 5 shows the comparison results of BBMA and MA in six high-dimensional cases and also compares the best, worst, and mean value and standard deviation. The bold data indicate that it is the optimal result of the two. It can be seen that BBMA is superior to its original algorithm in the first three items in each case. The convergence curves of the two algorithms are shown in Figures 9A–F; obviously, the convergence speed and convergence accuracy of BBMA are better, and both exploration and exploitation capabilities have been greatly improved. The results of analysis of variance are shown in Figures 10A–F, and MA is more stable than BBMA. The fitness values of 30 independent operations are shown in Figures 11A–F. Also, Figures 12A–P show the MST of BBMA in different cases, where “ROOT” is the root of the MST, and the minimum spanning tree produced by BBMA is of high quality. Figure 13C is a histogram of the average running time of BBMA and MA, and we find that BBMA runs longer. Finally, Table 6 shows the results of the Wilcoxon rank-sum test in high-dimensional cases. The p values are so small that we can know that BBMA is significantly better than MA.
[image: Figure 9]FIGURE 9 | The convergence curves for high dimensions. (A) The convergence curves for 500 points. (B) The convergence curves for 600 points. (C) The convergence curves for 700 points. (D) The convergence curves for 800 points. (E) The convergence curves for 900 points. (F) The convergence curves for 1000 points.
[image: Figure 10]FIGURE 10 | The ANOVA test for high dimensions. (A) The ANOVA test for 500 points. (B) The ANOVA test for 600 points. (C) The ANOVA test for 700 points. (D) The ANOVA test for 800 points. (E) The ANOVA test for 900 points. (F) The ANOVA test for 1000 points.
[image: Figure 11]FIGURE 11 | Fitness values for high dimensions. (A) Fitness values for 30 runs for 500 points. (B) Fitness values for 30 runs for 600 points. (C) Fitness values for 30 runs for 700 points. (D) Fitness values for 30 runs for 800 points. (E) Fitness values for 30 runs for 900 points. (F) Fitness values for 30 runs for 1000 points.
[image: Figure 12]FIGURE 12 | The minimum spanning tree for 16 cases. (A) 25 points. (B) 50 points. (C) 75 points. (D) 100 points. (E) 150 points. (F) 200 points. (G) 250 points. (H) 300 points. (G) 250 points. (H) 300 points. (I) 350 points. (J) 400 points. (K) 500 points. (L) 600 points. (M) 700 points. (N) 800 points. (O) 900 points. (P) 1000 points.
[image: Figure 13]FIGURE 13 | The average running time for 16 cases. (A) Low dimensions. (B) Medium dimensions. (C) High dimensions.
TABLE 6 | Wilcoxon rank-sum test results in high dimensions.
[image: Table 6]CONCLUSION AND FUTURE WORK
Mayfly algorithm is a new population-based bioinspired algorithm, which has strong ability to solve continuous problems. It combines the advantages of PSO, FA, and GA and has superior exploration ability, high solution accuracy, and fast convergence. It improves the shortcoming that MA has many initial parameters and the parameters have a large impact on the results. Furthermore, Lévy flight is used for updating the position of the optimal male and excellent female to help the algorithm escape from local optimal solution. In addition, in order to make effective use of the search space, a cross-border punishment mechanism similar to “mirror wall” is used to deal with cross-border individuals. In order to demonstrate the effectiveness of BBMA, the MST problems are solved on a sphere. Compared with MA, AEFA, GA, PSO, ICA, SOA, GOA, GWO, SMA, DE, and AMO in 16 different cases, the test results show that BBMA has superior solving ability, and the higher the dimension is, the more obvious the superiority of BBMA will be. Therefore, BBMA is a good method for large-scale problems in real life. According to the NFL theorem, there is no algorithm that has superior performance for any problem. BBMA has some limitations in solving the spherical MST problems: its running time is relatively long, and its stability needs to be improved. In the future, BBMA will be further applied for solving the spherical MST problems in real life, such as removing noise on the femoral surface and directional location estimators (Kirschstein et al., 2013; Kirschstein et al., 2019). Also, it will be applied to other practical applications, such as logistics center location, path planning, weather forecast, and charging station address selection.
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In order to more accurately and comprehensively characterize the changes and development rules of lesion characteristics in pulmonary medical images in different periods, the study was conducted to predict the evolution of pulmonary nodules in the longitudinal dimension of time, and a benign and malignant prediction model of pulmonary lesions in different periods was constructed under multiscale three-dimensional (3D) feature fusion. According to the sequence of computed tomography (CT) images of patients at different stages, 3D interpolation was conducted to generate 3D lung CT images. The 3D features of different size lesions in the lungs were extracted using 3D convolutional neural networks for fusion features. A time-modulated long short-term memory was constructed to predict the benign and malignant lesions by using the improved time-length memory method to learn the feature vectors of lung lesions with temporal and spatial characteristics in different periods. The experiment shows that the area under the curve of the proposed method is 92.71%, which is higher than that of the traditional method.
Keywords: 3D CNNs, time-modulated LSTM, multiscale three-dimensional feature, prediction, characteristics of the fusion, pulmonary lesions
1 INTRODUCTION
Because of factors such as smoking, air pollution, and occupational environment, lung cancer has become one of the most malignant tumors that threaten human health and life and has become the number one killer of all cancers (Taillant et al., 2004; Zhang et al., 2018). Global cancer data show that the number of new cases and deaths of lung cancer in the world in 2018 were 2.1 million and 1.8 million, respectively, with the highest morbidity and mortality rates among all cancers. The 5-year survival rate of patients with advanced lung cancer is approximately 16%, but for effective treatment in patients with early-stage disease, the 5-year survival rate can increase by approximately four to five times (Nagaratnam et al., 2018 Cheuk). Pulmonary nodules are an early manifestation of lung cancer, and their benign and malignant predictions are very important for radiologists to carry out cancer staging assessment and individualized clinical treatment planning. With the development of medical imaging technology, the number of computed tomography (CT) images of the lungs continues to increase, but the number of experienced physicians is limited, resulting in the explosive growth of image data and the serious shortage of manual diagnosis. Therefore, computer-aided diagnosis technology is urgently needed (Zhang et al., 2020a) to assist physicians in feature extraction and benign and malignant prediction of lung nodules.
In clinical diagnosis, the objects of lung medical image processing are often limited to the data of the patient in the same period, and the feature vectors of a slice in a certain period are considered in isolation, and the global features with spatial information on the time axis are ignored. In addition, Existing prediction methods, such as medical decision-making systems (Christo et al., 2020) combined with intelligent optimization (Deng et al., 2020; Zhang et al., 2021), are divided into multiobjective (Cui et al., 2020; Cai et al., 2021a) and single-objective optimization (Boudjemaa et al., 2020; Yang et al., 2020). Although the factors considered can be more comprehensive, they mostly rely on artificial features. Because of the limited expressive power of manual features, the prediction effects of existing methods are often unsatisfactory. At the same time, because of the complexity of the growth and evolution of lung nodules in the lung cancer lesion area (Duffy and Field, 2020), the same lesion often has different imaging manifestations at different periods. Among them, the medical imaging data of lesions at different periods contain a large amount of their evolution (development, death)–related information. Lung CT images have blurred edges, low gray values, and difficult-to-express texture information. It is difficult to accurately and comprehensively characterize lung lesions. In recent years, longitudinal prediction methods have been proposed (Santeramo et al., 2018; Oh et al., 2019), and the current research methods are rarely useful in the field of pulmonary medicine, and the existing intelligent diagnosis mostly uses isolated image fragments, which cannot present the entire cycle of the lesion, resulting in the inability to link the characteristics of lung cancer at different periods.
Figure 1 shows the evolution trend of the sequence of long-course lung lesions examined every 3 months in the same patient.
[image: Figure 1]FIGURE 1 | Long-term sequence of lung lesions. 
We propose a scheme that uses the latest deep learning techniques (Cui et al., 2021) to extract the depth features of long-term lung CT lesion sequence images for early benign and malignant lung lesion prediction. According to the sequence images of the lesions in each period, make full use of the temporal and spatial information of the image to extract the depth features of the lesions in different periods. According to the characteristics of lung medical images in different periods, the long- and short-term memory model recurrent neural network (RNN) architecture is good for lung lesions. Longitudinal prediction of malignancy provides reliable help for physicians.
The major contributions of this article are as follows:
1) On the lung lesion image data set, RPN was used to extract the candidate region (Ren et al., 2017), and linear interpolation technology was used to obtain the three-dimensional (3D) structure of the candidate region.
2) We propose a novel method to exploit 3D convolutional neural network (CNN) deep network to extract the deep hidden features of long-duration lung lesions; compared with their 2D counterparts, the 3D CNNs can encode richer spatial information and extract more discriminative representations via the hierarchical architecture trained with 3D samples.
3) We propose a novel long short-term memory (LSTM) network with time modulation information to propagate the spatial–temporal information between pulmonary lesions adjacent slices for a long period and capture the corresponding long-term dependencies and solve the problem that the input must be the image of lung lesions with equal intervals, thereby predicting the next stage of pulmonary lesion.
2 RELATED WORK
2.1 Methods of Extracting Medical Image Feature Information
The large amount of information contained in the lesions in each period of medical imaging has important guiding significance for obtaining accurate prediction results, and accurate prediction results also play an important guiding role for doctors’ diagnosis (Hu et al., 2016). For extracting a large amount of information from the lesions, Zhao and Du (2016) used dimensionality reduction technology and deep learning technology, respectively, to extract spectral features and spatial features and used CNN to find space-related features. Bodla et al. (2017) proposed a face recognition method based on deep heterogeneous feature fusion, which uses different deep CNNs (DCNNs) to concatenate the generated features and merge the feature information. Khusnuliawati et al. (2017) proposed that the scale invariant feature transform and local extensive binary pattern should be used for multifeature extraction, and the extracted features should be concatenated and fused in the form of histogram. Xiao et al. (2015) proposed a feature fusion method based on SoftMax regression to perform effective feature fusions by estimating the similarity measure from object to class and the probabilities that each object belongs to a different kind. Shi et al. (2017) put forward a new nonlinear measurement learning method, which uses deep sparse autoencoder feature fusion strategy based on deep network.
2.2 Application of Traditional Methods to Time-Series Data
In recent years, scholars have also studied time-series data in medicine. Onisko et al. (2016) analyzed medical time series through Kaplan–Meier estimator Cox proportional hazard regression model and dynamic Bayesian network modeling. Li and Feng (2015) predicted the number of future medical appointments by analyzing the appointment capacity of emergency patients every day and every hour. Cheng et al. (2020) applied a Bayesian nonparametric model based on Gaussian process regression to hospital patient monitoring using clinical covariables and all information provided by laboratory tests and successfully conducted medical intervention. As deep learning has a good advantage in time-series learning, many scholars have applied it to many fields. Chandra (2015) has proposed utilizing RNN to predict collaborative evolution by analyzing time series. Fragkiadaki et al., 2016 proposed an improved RNN model that captures moving body gestures in video for recognition and prediction. Koutník et al. (2014) have introduced a modified clockwork RNN architecture, which divides its hidden layers into separate modules, achieving the processing input of each module at its own time granularity, improving the performance of task tests, and speeding up the network speed.
2.3 Application of CNN and Long-Term Memory and LSTM to Time-Series Data
In recent years, CNNs have been successfully used to detect radiological anomalies in medical images, such as ordinary X-rays. LSTMs is a special type of RNN that can classify, process, and predict time series (Graves, 2012; Zhang, 2020). The internal state of the LSTM (also known as cell state or memory) enables the architecture to remember the standard LSTM. The standard LSTM contains memory blocks, which contain memory units. A typical memory block consists of three main components: an input gate controlling the input activation flow of memory cells, an output gate controlling the output activation flow, and a forgetting gate regulating the internal state of cells. The forgetting gate adjusts the amount of information used in the internal state of the previous time step. Santeramo et al. (2018) attempted to automate the analysis of longitudinal medical image data by using the LSTM network to analyses the temporal context of a series of chest radiographs. In the field of breast pathological images, Kooi and Karssemeijer (2017) proposed a region of interest (ROI)–based method to compare plaques aligned at different time points. Although the latter method is slightly improved compared with a single detection method, it depends on specific lesion detection and requires local data.
These algorithms are very effective, but are rarely applied to long-term lung CT image prediction. So far, most studies have used CNNs in individual tests, but abandoned previously available clinical information. One limitation of traditional LSTM is that they implicitly assume equal interval observations, while medical examination is event based, so the sampling is irregular.
LSTMs and more general RNNs do not perform well in time series with irregularly sampled or missing data (Che et al., 2018; Zhang, 2021). Previous attempts to apply LSTMs to irregularly sampled data points focused on accelerating algorithm convergence or reducing short-term memory in an environment with high-resolution sampled data (Baytas et al., 2017). This project set out to explore the performance of LSTM network, which became one of the selection methods of sequence modeling, especially when combined with CNNs for medical image feature extraction (Donahue et al., 2015; Grano and Zhang, 2019). The main advantages of combining CNNs with LSTMs are flexibility and scalability; it allows multiple prior sequences of variable length to be classified using the same network. Longitudinal analysis of images can potentially improve the ability of machine learning algorithms to interpret imaging studies accurately and reliably, thus providing value for medical image processing (Gao et al., 2018).
3 METHODS
In this article, the benign and malignant lung lesions can be predicted by spatiotemporal feature fusion. For CT sequence images of the same patient from the early stage to the diagnosis, a faster Region-CNN (R-CNN) (Shinde et al., 2019) detector was used to generate ROI (Qiang et al., 2015), to extract temporal and spatial features of multilayer context information around pulmonary nodules, and a 3D CNN (Cai et al., 2021b) was used for fusion. Then, the temporal and spatial feature fusion vectors of pulmonary nodules in each period were selected to study the variation trend and relationship of feature vectors in each period by using time-modulated long–short memory network. Finally, the time-modulated LSTM (T-LSTM) model was used to predict the evolution trend of lung lesions over a long period and to determine their malignancy. The overall process is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The framework of our proposed network.
2D CNN selects ALEXNET network as baseline. CNN architectures for medical imaging usually contain fewer convolutional layers because of the small data sets and input size. The CNN architecture consisted of three convolutional layers and two fully connected layers, where each convolutional layer was followed by a max-pooling layer. In 2D CNN, the kernel moves in two directions. The input and output data of 2D CNN are 3D. It can be mainly used for single image data. In 3D CNN, the kernel moves in three directions. The input and output data of 3D CNN are 4D. It can be mainly used for 3D image data (magnetic resonance imaging, CT scan).
3.1 Lung CT Sequence Image Preprocessing
In the diagnosis process of doctors, the focus of observation and research is pulmonary nodules, which are transparent light and shadow with the maximum diameter of no more than 30 mm in the pulmonary parenchyma and occupy only a small part of the CT area of the chest cavity. In order to reduce the interference of other organs and tissues on the diagnosis process of doctors and effectively reduce the algorithm complexity, the lung CT images obtained from The National Lung Screening Trial (NLST) and cooperative hospitals were preprocessed. As the location of pulmonary nodules was not marked in detail in the data set, we adopted a pace–R-CNN detector to detect the target nodules and intercept the ROI-centered peripheral rectangular area to construct the pulmonary nodule data set.
We screened lung CT images of patients followed up for 3 years or more in the NLST data set to construct a long-term data set. The NLST data set marked the section number and approximate location of the most prominent pulmonary nodules in each phase sequence. The pulmonary CT image corresponding to the section number was examined for nodules. ResNet 101 (He et al., 2016) was selected as the backbone network of faster R-CNN. Boundary boxes were defined with five aspect ratios of 1:3, 1:2, 1:1, 2:1, and 3:1 and four scales of 8 × 8, 16 × 16, 32 × 32, and 64 × 64 to cover blocks of different shapes. It is worth noting that the 1:3 and 3:1 aspect ratio settings are due to the presence of pulmonary vascularized lesions, which are critical for the diagnosis of lung cancer.
According to the detection of pulmonary nodules, use a rectangular area with a scale of 30 * 30 or 40 * 40, take the coordinate information of the upper left corner of the detailed annotation rectangle in the lower right corner, cut the first five and the last five rectangular boxes according to the pulmonary nodules with the most obvious coordinate information as the center, and construct a 3D block. When each data set has the same sequence, do the same processing on the CT image, and establish a long-term pulmonary nodule sequence image data set.
3.2 Spatiotemporal Feature Extraction
The feature extraction methods of pulmonary lesions can be generally divided into traditional feature extraction methods and deep learning feature extraction methods. Generally speaking, the traditional method of feature extraction can only de-scribe a specific type of information. Deep learning, such as 2D CNN, has achieved good results in image feature extraction and can express high-level semantic information of lesions. However, this solution based on 2D CNN still cannot make full use of the 3D spatial context information of pulmonary nodules to extract the benign and malignant information of pulmonary nodules with temporal and spatial characteristics. Therefore, this article proposes a new method to extract the benign and malignant features of pulmonary nodules from CT sequences using 3D CNNs. Compared with 2D CNN, 3D CNN can encode more spatial information and extract more spatial discrimination information through the hierarchical structure of 3D sample training.
Features extracted by DCNN can represent the inherent semantic information of images (Kamnitsas et al., 2016). With the emergence of deep neural networks in computer vision, 3D CNN has developed rapidly in the past few years. Although 3D medical data are very common and popular in clinical practice, 3D CNN is still in its infancy in medical application. Furthermore, the hyperparameter adjustment of thousands of filters on large data sets is still an important challenge. To alleviate this problem, migrating pretrained 3D CNN to specific application scenarios is a very efficient and simple solution (Aaron et al., 2018).
We proposed a two-channel network, which is suitable for input of different sizes. The main structure of our multilevel 3D CNN framework is shown in Figure 3. Each network has four convolutional layers. Both cnn-30 and cnn-40 contain a fully connected layer. After each hidden layer, a batch normalization layer is inserted to ensure a higher learning rate and reduce overfitting, and a dropout layer is added to further reduce the overfitting performance.
[image: Figure 3]FIGURE 3 | The main network structure of multiscale 3D CNN framework. C is the 3D convolutional layer; MP represents the 3D maximum pooling layer, whereas FC is the full connection layer.
The two architectures, respectively, output the 2D classification prediction of nodule or nonnodule by SoftMax in the upper layer and a 256-D feature vector from the last hidden layer. Their outputs are then combined into a single classification result of a given original 3D volume. This feature is used for feature fusion and for predicting classification of pulmonary nodules. We used data fusion techniques to, namely, late fusion. The two features from the last hidden layer of CNN are connected into a complete feature vector and sent to the prediction module. Table 1 details the network configuration.
TABLE 1 | Architecture of the multilevel contextual 3D CNNs.
[image: Table 1]A batch of 3D training samples are expressed as [image: image], where m is the number of samples, [image: image] is the input sample, and [image: image] is the real label corresponding to the sample. [image: image], where 0 represents benign nodule and one represents malignant nodule. [image: image] is the probability of prediction, and θ represents all trainable parameters in the model. In this article, the weight factor of the right of use, [image: image], and the adjustable focus parameter, [image: image], are used to solve the class imbalance problem, and the attention is focused on the sample of more complex training situations. The population objective function is the average value of the sample loss, as shown in Eq. 1, minimizing [image: image] by optimizing network parameters.
[image: image]
3.3 Long-Term Lung Lesion Prediction Based on the T-LSTM Model
In this article, the long-term pulmonary nodules sequence image data set prepared in Section 3.1 was used to construct a long-term pulmonary nodule benign and malignant prediction model. LSTM and RNN are deep network architecture. The connection between hidden units forms a directed cycle. The feedback loop enables the network to save the previous hidden state information as internal memory. Therefore, RNNs are preferred for problems where the system needs to store and update the context information (Li et al., 2020). Hidden Markov model (HMM) and other methods are also used for similar purposes. However, RNN has its unique characteristics, which is different from traditional methods (such as HMM). For example, RNN can deal with variable length sequences without the assumption of Markov property. In addition, in principle, the information entered in the past can be saved in memory without being limited by the past time. However, in practice, the optimization of long-term dependence is not always possible. Because when the gradient value becomes too small and too large, the gradient value will disappear and explode. In order to merge long-term dependencies without violating the optimization process, a variant of RNN has been proposed. One popular variant is LSTM, which can handle long-term dependencies using gated structures (Huimei et al., 2020).
However, traditional LSTMs are not suitable for our task because the time between consecutive follow-up of patients is variable (Zhang et al., 2020b), and they have no mechanism to explicitly model the arrival time of each observation (Baytas et al., 2017). In fact, LSTM and, more generally, RNN have been shown to perform poorly in time series with irregular sampling data or lack of values (Che et al., 2018). A previous study attempted to use LSTM for irregular sampling data points mainly focused on accelerating the convergence speed of the algorithm or reducing short-term memory in the setting with high-resolution sampling data.
For the first time, we propose a temporal information enhancing LSTM neural networks (T-LSTM) that combine recurrent time labels with RNNs, which makes the best use of the temporal features to improve the accuracy of short-term prediction. And the Long-term lung lesion prediction algorithm in T-LSTM is shown as Algorithm 1.
To solve these problems, we introduce two simple modifications to the standard LSTM architecture, called T-LSTM, both of which explicitly use the input-related time index. In the architecture proposed in this article, all images of a given patient are first processed by CNN architecture, which extracts a set of image features, denoted by Xˆt, at each time step. The LSTM takes as inputs [image: image], that is, the radiological labels describing the images acquired at the previous time step, the current image features [image: image], and the time lapse between [image: image] and [image: image], which we denote as:
For the last image in the sequence, the LSTM predicts the image labels [image: image], called [image: image].The cell structure of T-LSTM is shown in Figure 4 The equations below define the T-LSTM unit:
[image: image]
[image: image]
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[image: Figure 4]FIGURE 4 | T-LSTM cell.
Algorithm 1 Long-term lung lesion prediction algorithm for T-LSTM.
Input: fusions of pulmonary nodules at different periods of the same patient Xˆt, t = 1, 2, 3;
Output: The results of classification {0,1}.
When calculating C0, the first implied state, Ct−1 is needed, but it does not exist, so it is set to 0.
Calculate the input gate, such as Eq. 3, including the benign and malignant label of the lesion sequence image at time t, the input of the feature vector of the lesion sequence image at time t, and the time interval between t−1 and t. The activation function is calculated after summation.
The forgetting gate was calculated as Eq. 2, including the benign and malignant labels of the lesion sequence image at time t, the input of the feature vector of the lesion sequence image at time t, and the time interval between t−1 and t. The activation function is calculated after summation.
The output gate is calculated as Eq. 4, which includes the benign and malignant labels of the lesion sequence image at time t, the input of the feature vector of the lesion sequence image at time t, and the cumulative sum of the time intervals of t−1 and t, and then the activation function is calculated.
The computational memory unit (the first layer is not calculated), as shown in Eq. 5, contains the benign and malignant labels of the lesion sequence image at time t, the input of the feature vector of the lesion sequence image at time t, and the time interval between t−1 and t. The activation function is calculated after summation.
Calculation of implicit elements, such as Eq. 6.
Repeat steps Eqs 2–6 to calculate the input and output of each layer by layer.
4 EXPERIMENTS AND RESULTS
4.1 Data Sets
In order to train and classify CNN, we used two labeled lung data sets. One is the NLST data set, and the other is the provided cooperative hospital data set.
NLST (The Landmark National Lung Screening Trial) data set. The NLST is a randomized, multisite trial that examined lung cancer–specific mortality among participants in an asymptomatic high-risk cohort. Subjects underwent screening with the use of low-dose CT or chest X-ray. More than 53,000 participants each underwent three annual screenings from 2002 to 2007 (approximately 25,500 in the LDCT study arm), with follow-up postscreening through 2009. Lung cancers identified as pulmonary nodules were confirmed by diagnostic procedures (e.g., biopsy, cytology); participants with confirmed lung cancer were subsequently removed from the trial for treatment through 2009. NLST contains 421 CT scans annotated by four radiological experts voxel-wise.
The cooperative hospital had CT images of the lungs of 267 patients, a total of 1,837 cases. The pulmonary CT images of the cooperation hospital were taken from the positron emission tomography (PET)/CT center of a hospital in Shanxi Province in January 2011 and January 2017. The medical equipment used was Discovery ST16 PET/CT of GE. The CT image acquisition parameters were as follows: 150 mA, 140 kV, layer thickness 3.75 mm, and image resolution 512 × 512. Under the diagnosis of two professional radiologists, the nodule location was marked, and all cases were marked with 1 and 0, respectively.
4.2 Input Description
We determined the size of the receptive field used in our framework by analyzing the size distribution of pulmonary nodules. Firstly, we observed that the diameter density peak of small nodules was about 9 voxels in X and Y dimensions and about 4 voxels in Z dimension. We set the first network, Archi-1, with an acceptance domain of 30 × 30 × 10 (voxels). This receiving domain can contain small pulmonary nodules in the appropriate context, and it covers 85% of all nodules in the data set. This can be performed well under normal circumstances, most often in patients. The purpose of this window size is to provide rich background information for small nodules and appropriate background information for medium-sized lesions. For some large nodules, it can usually include their main parts and exclude some marginal areas. Finally, we constructed an overall acceptance domain of 40 × 40 × 10. According to our statistical analysis, the boundary of this model is more than 99% of nodules, except for several outliers.
4.3 Classification Accuracy Comparison of 3D CNN Feature Extraction Methods With Different Parameters
This article adopts the method of uniform random sampling; the NLST data set is divided into training set validation set and test set. Three parts will be 1 over 10 of the NLST data set as a test set; the rest of the data according to speak is divided into training set and test set because the model in clinical practice needs to detect significant differences of data and training data, so we use team hospital to provide the data set and the NLST test set as a test set to select the training program.
Training process, from the positive and negative sample dropout layer and maxnorm regularization, weight initialization, data expansion four aspects to experiment on the two-validation set to explore the four aspects of the influence of different combination for the model to detect lung nodules on the NLST test and cooperation hospital test sets of prediction results, and the network parameters as shown in Tables 2, 3, which define the sensitivity, specificity, accuracy, and F score of the four parameters to evaluate the classification effect of nodules. The dropout rates are 1:20, 1:10, 1:5, 1:3, and 1:2.
TABLE 2 | The classification results and network parameters on NLST test set.
[image: Table 2]TABLE 3 | The classification results and network parameters on cooperative hospital test set.
[image: Table 3]First, it can be seen from Tables 2, 3, when the samples are rare, even in the process of testing, all samples to sample more than one, and the same accuracy can be higher. Thus, the balance of positive and negative samples in the training is very important in this article. The main purpose of this model from the hundreds of thousands of pieces of chest CT image sequence forecasts suggestive of benign and malignant lesion area is for the doctor to prescreen in the end. The bold values is the best performance.
It can be seen from Tables 4 and 5 that the accuracy of the basic RNN tanh-RNN can reach 87.1%, which verifies that the RNN has the ability of learning and discriminating features. Support Vector Machines (SVM) is a traditional feature extraction and classification method. As it is unable to learn deep hidden features and their existing relationships, its accuracy is relatively low. However, the T-LSTM network proposed in this article is higher than RNN, which proves that considering the relevant continuous changes of things is helpful to further improve the accuracy of prediction. The bold values is the best performance.
TABLE 4 | Comparison of prediction performance of different methods.
[image: Table 4]TABLE 5 | Results for all models, AUROC, and specificity at sensitivity (SPC@SEN) of 0.87, with 95% confidence interval (CI) displayed in brackets.
[image: Table 5]4.4 Discussion of the Number of LSTM Layers
The number of network layers directly affects the ability of the network to extract the characteristics of lung nodules. Theoretically, the more hidden layers, the more complex the network structure, making the network have a strong feature extraction ability, and the higher the accuracy. However, blindly increasing the number of network layers will result in increased difficulty of network training, greatly prolonged learning time, and poor accuracy. In this article, the network structure with different hidden layers is studied to ensure that other parameters of the network remain unchanged, and the average value is calculated 10 times per iteration. Generally speaking, the more layers of LSTM module, the stronger the learning ability of higher-level time representation. At the same time, a layer of ordinary neural network is added to reduce the dimension of the output results.
As can be seen from Figure 5, the prediction accuracy increases first and then decreases with the increase of the number of network layers. When the number of network layers is 4, the overall accuracy is higher than other values. When the number of layers in the network is 6, because the number of layers is too deep and difficult to converge, and at the same time, the high-level abstract feature information weakens the differentiation of benign and malignant nodules, the result will fall into the local extreme value, and the accuracy is reduced.
[image: Figure 5]FIGURE 5 | Layer number experimental result diagram.
4.5 Comparison of Convergence Effect of T-LSTM
This section will compare the performance of the T-LSTM and the Bi-directional Long Short-Term Memory (BI-LSTM) LSTM in the training process. In theory, the BI-LSTM model takes about twice as much time as the LSTM because of its bidirectional structure. The single-cycle time of the T-LSTM is approximately 1.4 times as much as the LSTM due to the fact that the input data of the T-LSTM are more than those of the LSTM as shown in Figures 6–8, in the training process of neural network, although the LSTM converged faster than T-LSTM and BI-LSTM at the beginning; the time of BI-LSTM was only 1.5 times that of LSTM and that of T-LSTM was only 1.2 times that of LSTM due to the impact of data reading speed and other factors. After some periodic training, when LSTM and BI-LSTM gradually approach a constant value, T-LSTM can continue to converge. From the perspective of recognition effect, T-LSTM performs better than the other two. From the perspective of model convergence and recognition effect, the validity of time-modulated recursive neural network structure is proven.
[image: Figure 6]FIGURE 6 | Comparison of convergence LER results between T-LSTM and BI-LSTM and LSTM.
[image: Figure 7]FIGURE 7 | Comparison of convergence Rec results between T-LSTM and BI-LSTM and LSTM.
[image: Figure 8]FIGURE 8 | ROC curve of each model. Blue is LSTM; orange is gradient boost (xgb); green is BiLSTM; red is T-LSTM; and purple is RNN.
4.6 Comparison of Prediction Rates Among Different Classifiers
The RNN classifier does not add a priori knowledge. The AUC under the receiver operating characteristic (ROC curve; AUROC) obtained on the evaluation set is 0.88, the sensitivity is 0.87, and the specificity is 0.59. LSTM did not improve the accuracy and decreased slightly compared with RNN (Table 4). BI-LSTM increased AUROC to 0.90 and specificity to 0.64, which was not statistically significant. The improvement obtained by gradient boosting was more significant (AUROC 0.84, specificity 0.75, p < 1e−6). The T-LSTM network further improved the performance, with AUROC of 0.93, specificity of 0.78, and sensitivity of 0.87. The ROC curves of the five classifiers are given in Figure 8.
We can see that because the ability of network to learn from image sequences is limited by depth, RNN is not as good as BI-LSTM. In future work, we intend to validate our results on a larger evaluation set. The further improvement of this work is to train 3D CNN and T-LSTM networks at the same time to realize the joint optimization of the whole classification architecture. In addition, we will consider the role of clinical information in guiding classification. Finally, we can also evaluate the effect of using multiple a priori knowledge or neighborhood knowledge in the training set. In conclusion, combining long-time sequence image research in the deep learning analysis framework can improve the classification performance and enhance radiologists’ confidence in the reliability of decision support technology.
5 DISCUSSION
It is reported that deep learning algorithm can achieve high performance in medical image classification task (Kooi and Karssemeijer, 2017; Ribli et al., 2018). However, the current algorithm is still lower than the average level of human radiologists in real-world data. One explanation for this gap is that radiologists add additional information to their diagnostic analysis, such as nonimage clinical information and patient specific information. We address the latter by allowing our algorithm to analyze current and previous studies. Most of the literatures in this field do not take into account the relevant characteristics and information of patient time series, so it is difficult to accurately compare the performance. On different data sets, AUROC values for cancer classification ranged from 0.79 to 0.95. The AUROCs with time information and without time information are 0.82 and 0.93, respectively, which is different from the related work (Kooi and Karssemeijer, 2017), reflecting the significant benefits of using previous studies. The advantage of our method is that it only needs to comprehensively label each pulmonary nodule without expensive local lesion description. The experimental results show that it is not enough to simply classify the images separately; only by training the classification algorithm on the long-time sequence image can it be improved.
It can be seen in Table 4, there are two serious problems in RNN: gradient explosion and gradient disappearance; thus, the follow-up training results are not very good. LSTM improves the gradient updating process, which is mainly generated by the accumulation of the output of each gate, so as to avoid the problems of gradient explosion and gradient disappearance caused by accumulation and multiplication such as RNN. Bidirectional LSTM is actually the integration of two LSTM (forward and backward) to enable them to extract information from the above and below at the same time. The main integration methods are direct splicing concatenated and weighted summation. Adding nonlinear characteristics can also fit the data better. The training system that provides the highest performance is T-LSTM, which trains based on features of 3D CNN extracted. T-LSTM solution is also scalable for analyzing multiple a priori sequences, and we will further study how to increase scalability and robustness in the future. In Table 2, there is a lower probability of specificity after data enhancement than without data enhancement, which may be related to the setting of data enhancement parameters. It can reduce the overfitting of data, but also depends on enhanced effects and methods. Although the proposed method has a certain reduction, it is within a reasonable range. In Figures 5, 6, the convergence speed of the proposed method is slower than that of LSTM at the beginning, but it can achieve the best convergence effect after 35 iterations. This shows that our method can realize effective processing and analysis for data with more time information.
However, there are still some limitations. If the time span of LSTM is very large and the network is very deep, this calculation will be very time-consuming. Meanwhile, this network structure also has certain limitations in efficiency and scalability. In addition, there is the issue of data size. An LSTM is a neural network and like any neural network requires a large amount of data to be trained on properly. The information with a time series needs to traverse all the cells before entering the current processing unit. This generates vanishing gradient. LSTM does not completely solve this problem. The methods proposed in this article tend to do better on unstable time series with more fixed components because of their inherent ability to quickly adapt to sharp changes in trends. However, this method can only make short-term prediction, and remote prediction may be invalid. This is also one of the limitations of the proposed method. In future work, we will consider how to better learn on medical small sample data sets. And we will try to improve the robustness and generalization of the algorithm so that the model can be used in more different scenarios and environments.
6 CONCLUSION
In this article, we have used and substantially extended LSTM in the 3D spatial–temporal domain for the task of modeling 3D longitudinal pulmonary nodule data. The novel 3D CNNs and T-LSTM network jointly learn the interslice structures, the interslice 3D contexts, and the temporal dynamics. Quantitative results of notably higher accuracies than the original RNN are reported, using several metrics on predicting the future tumor volumes. Compared with the most recent 2D + time deep learning–based tumor growth prediction models (Missrie et al., 2018; Audrey et al., 2019), our new approach directly works on 3D imaging space and incorporates clinical factors in an end-to-end trainable manner. This method can also detect the benign and malignant pulmonary nodules. Our experiments are conducted on the largest longitudinal lung data set (421 patients) to date and demonstrate the validity of our proposed method. This method enables efficient and effective 3D medical image segmentation with only sparse manual image annotations required. The presented prediction model can potentially enable other applications of medical sequence imaging applications. Gradient extinction can be remedied with the LSTM module, which is currently considered a multiswitched gateway, a bit like ResNet. Because LSTM can bypass some cells and memorize long steps, LSTM can solve the gradient disappearance problem to some extent. This method can provide technical support for processing medical image data or bioinformatics data with time information in the future.
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Surface electromyographic (sEMG) signals are weak physiological electrical signals, which are highly susceptible to coupling external noise and cause major difficulties in signal acquisition and processing. The study of using sEMG signals to analyze human motion intention mainly involves data preprocessing, feature extraction, and model classification. Feature extraction is an extremely critical part; however, this often involves many manually designed features with specialized domain knowledge, so the experimenter will spend time and effort on feature extraction. To address this problem, deep learning methods that can automatically extract features are applied to the sEMG-based gesture recognition problem, drawing on the success of deep learning for image classification. In this paper, sEMG is captured using a wearable, flexible bionic device, which is simple to operate and highly secure. A multi-stream convolutional neural network algorithm is proposed to enhance the ability of sEMG to characterize hand actions in gesture recognition. The algorithm virtually augments the signal channels by reconstructing the sample structure of the sEMG to provide richer input information for gesture recognition. The methods for noise processing, active segment detection, and feature extraction are investigated, and a basic method for gesture recognition based on the combination of multichannel sEMG signals and inertial signals is proposed. Suitable filters are designed for the common noise in the signal. An improved moving average method based on the valve domain is used to reduce the segmentation error rate caused by the short resting signal time in continuous gesture signals. In this paper, three machine learning algorithms, K-nearest neighbor, linear discriminant method, and multi-stream convolutional neural network, are used for hand action classification experiments, and the effectiveness of the multi-stream convolutional neural network algorithm is demonstrated by comparison of the results. To improve the accuracy of hand action recognition, a final 10 gesture classification accuracy of up to 93.69% was obtained. The separability analysis showed significant differences in the signals of the two cognitive-behavioral tasks when the optimal electrode combination was used. A cross-subject analysis of the test set subjects illustrated that the average correct classification rate using the pervasive electrode combination could reach 93.18%.
Keywords: multistream convolutional neural networks, wearable flexibility, bionic gestures, surface muscles, feature extraction recognition
INTRODUCTION
In human structure, hands are the most sensitive limb parts, which can sensitively perceive external things and feedback the information touched to the higher nerve center to make timely and precise action responses. Therefore, issues such as how to improve the quality of life of the physically disabled group and enhance the convenience of patients' lives have received attention from all occupations (Chen et al., 2021a). At the same time, the research on prostheses has become an important research direction in the field of rehabilitation medicine. Unlike the early decorative prosthesis, the research on the prosthesis in recent years has tended to be more informative, intelligent, practical, and friendly. With the gradual progress of human–computer interaction research, the research results of intelligent prosthetic hand are emerging, but it has not been able to meet the needs of patients with arm disabilities. The amplitude of the generated surface electromyographic (sEMG) signal will also be large; on the contrary, the amplitude of the generated sEMG signal will be small when the muscle is relaxed. The portability and control flexibility of the smart prosthetic hand need to be improved, so the development of a smart prosthetic hand system has important research significance and value. EMG is the temporal and spatial superposition of motor unit action potentials in numerous muscle fibers and is the source of electrical signals that generate muscle force. EMG is generated by action potentials generated in the motor cortex of the brain that is transmitted through the spinal cord and peripheral nervous system to reach the muscle fibers, which are then low-pass filtered by the skin and finally form an electrical potential field at the surface (Cao and Liu, 2019). The sEMG signal is a noninvasive method of detecting muscle activity as a combined effect of superficial muscle EMG and electrical activity on the nerve trunk at the skin surface, recorded by placing a pair of electrodes near the muscle tissue to be recorded and amplifying the potential difference between the two electrodes through an acquisition system.
Most of the commercially available prostheses are designed according to mechatronics. Although this design can meet the basic needs of patients and assist them in simple grasping movements, there are still many problems to be solved, such as the patient cannot naturally control the prosthesis and can only perform a very small part of the functions of the human hand. There is no obvious distinguishing point between the whole movement changes, and the jitter is also very serious in the continuous phase of the movement, and at the beginning of the movement, there is an irregular wave in the steady phase. In modern society, patients' requirements for prostheses are not only limited to simple functions but also the convenience and practicality of its use (Hassan et al., 2020; Chen et al., 2021b). In recent years, an increasing number of researchers have devoted their attention to this field because of the high social value of intelligent bionic prostheses that can help patients with physical disabilities to participate in life and work with a posture close to that of a normal person.
There are two main ways to interact with the computer by recognizing the user's gesture movements: the first one is achieved by relying on computer vision methods, and the second one is based on sEMG signals for gesture classification. Compared with the method using computer vision for gesture recognition, the method using sEMG signal can avoid the influence of factors such as venue, occlusion, and lighting on the recognition effect, and the user's range of use can be not limited by the camera's line of sight. On the other hand, because the sEMG signal is 30–50 ms ahead of the limb movement, it can reflect the movement tendency and intention more rapidly. Therefore, gesture recognition based on sEMG signals is one of the important ways to realize such perceptual user interfaces.
RELATED WORK
Since the beginning of the application of EMG in prosthetic control, researchers have invested much effort in solving the classification accuracy problem so that the classification accuracy for sEMG signals can reach more than 90% (Chen et al., 2021c). However, this was done in an ideal laboratory setting, where the types of actions defined are simple, and the number of actions is not large, whereas real-life involves many gestures. However, in real life, many gestures are involved, and if the user is affected by external factors when operating the EMG device, the model may suffer from a sudden drop in recognition accuracy, which is an unstable problem (Tam et al., 2019; Liu et al., 2021a). Therefore, sEMG-based prosthetic control is not yet available for clinical application. There are problems to be solved, both using the latest deep learning methods and using classical pattern recognition methods for gesture classification. The main features of sEMG signals are the following: time-domain features, frequency domain features, time–frequency domain features, and nonlinear features with parametric model analysis (Hu et al., 2019; Su et al., 2020), thereby reducing the influence of the DC offset potential on the sEMG waveform. In addition, during the entire collection process, each experimenter must wear the Myo armband to the same position. In the initial stage, researchers studied the sEMG signal as a function of time, and some statistical features can be obtained from the sEMG signal using simple time-domain analysis methods, and the commonly used time-domain features are wavelength (WL), root mean square (RMS), mean absolute value (MAV), the number of crossing zero points (ZC), etc. Chen et al. collected the sEMG signals of 11 gesture actions from 15 volunteers' data, selected time-domain features such as MAV, ZC, and WL, and performed data whitening preprocessing, which improved the signal classification accuracy by approximately 5% (Jiang et al., 2021a). When the sEMG signals were further investigated, it was found that although the extraction of time-domain features was relatively simple and fast and worked well, there was no relatively obvious physical significance, so the researchers devoted their attention to analyzing the sEMG signals using frequency feature extraction methods (Yang et al., 2019; Holobar and Farina, 2021; Xiao et al., 2021).
Park et al. developed a user-adaptive multilayer convolutional neural network (CNN) model to train the model on sEMG signals using data from six gestures and found that the CNN was much more effective than the support vector machine in both nonadaptive and adaptive modes (Zhao et al., 2022). Yang et al. (2021) designed a high-density electrode with 128 channels and performed experiments on gesture recognition by a classification scheme with deep CNNs. Hao et al. (2021) built a simple CNN with only one convolutional layer, one pooling layer, and two fully connected layers and trained six gestures from seven participants. Liu et al. (2021b) proposed a new model based on deep learning by concatenating a CNN with an RNN, i.e., the output of the CNN is used as the input of the RNN, and the experimental results demonstrated that this concatenation structure improved the accuracy and robustness of recognition. In the sEMG signal classification problem, these deep learning-based methods improve the recognition accuracy compared with the traditional methods and do not involve the processing of feature aspects (Jiang et al., 2021b).
First, due to the similarity of EMG signals of similar gestures, how to detect similarities and not very different movements. Secondly, how to perform gesture recognition on sEMG data with fewer channels, as some prosthetic hands use only two EMG acquisition electrodes due to cost control issues in the commercial field. Then, life involves many gesture movements, so how to maintain high recognition accuracy and reduce the time for model recognition when dealing with many gestures. Next, the mismatch between laboratory data and daily life data, how to keep the recognition accuracy of the model without decreasing is also a problem to be considered. Finally, sEMG signals have attracted the interest of an increased number of researchers due to their extremely high application value in the future, and most of them have made their datasets publicly available, but how to fully exploit the value of these datasets due to the differences in acquisition devices, acquisition gestures, and sampling frequency. In addition to this, there are, of course, many unmentioned pending problems.
WEARABLE, FLEXIBLE BIONIC GESTURE SURFACE MUSCLE SIGNAL ACQUISITION
The flexible electrode-based signal acquisition system can acquire sEMG signals from multiple parts of the human body, using a flexible fabric as a substrate on which the electrodes, front-end sensing module, and main control module are all fixed, as shown in Figure 1. Three hundred frames of data were combined into a grayscale image (300 × 16) and then passed into the CNN. The first two layers of the network are convolutional layers. The first convolutional layer contains 64 5 × 5 convolution kernels with a stride of 1, and the second convolutional layer has 64 3 × 3 convolution kernels.
[image: Figure 1]FIGURE 1 | Hardware composition of the acquisition system.
The hardware system includes flexible fabric electrodes, signal sensing front-end, an acquisition processing module, etc. The flexible fabric electrodes are arranged side-by-side on the flexible fabric cuff for multi-channel signal acquisition, and the sEMG signal enters the sensing front-end through the flexible fabric electrodes, and after filtering, amplifying, and other functional circuits, the acquisition processing module performs A/D acquisition and data processing (Wilbanks and Leamy, 2019; Jiang et al., 2019). The acquisition and processing module includes data sampling, wireless transmission, a sensing circuit, and power management. The processed data are transmitted to the PC upper computer by wireless transmission.
The flexible fabric dry electrode material is soft and therefore conforms closely to the skin, and it has the advantage of being soft and comfortable so that it can be used for long-term experiments without causing skin irritation, inflammation, etc. The disadvantage is that the flexible fabric electrodes cannot be fixed by adhesive and require external pressure applied by a fixation device or by an elastic fabric band. This pressure will be transmitted to the skin and cause a deformation of the skin, changing the initial topology of the skin–electrode interface and its electrical properties. Therefore, securing external pressure stability is crucial to suppress motion artifacts. It is more suitable for a real-time control system. It represents the ratio of the total power to the total time in a period, that is, the frequency of the average value of the power spectrum. This feature reflects the intensity of muscle activity and can evaluate the muscle strength of a given hand movement.
Hair on the skin epidermis affects the smoothness of the electrode–skin interface, leading to an unstable contact area, and is highly susceptible to deformation of the capacitive structure of the intermediate interface due to the absence of a buffer zone between the electrode and the skin (Jinqiao et al., 2010). To address these problems, some researchers have introduced conductive foam into the electrode material and structure and compared the physical model effects of foam electrodes and metal electrodes under sliding conditions on skin with hair. In the case of sliding between the skin and the electrode due to forces, the use of conductive foam can effectively adapt to the deformation, reduce the electrode–skin interface gap, and maintain the stability of the interface capacitive topology. Therefore, the use of foam in the preparation of fabric electrodes can enhance the buffering effect.
The effective signal amplitude collected from the skin surface by metal or wet electrodes is approximately 0.1∼2 mV, whereas the signal amplitude collected by flexible electrodes will produce approximately 20% attenuation, resulting in the A/D converter of the main control not being able to effectively capture the detailed characteristics of the signal transformation. In addition, it should be noted that the human body generates human static electricity when it moves and accumulates charges, which may discharge when it accumulates to a certain level and cause damage to the post-stage circuit, so the electrostatic protection circuit should be designed at the input stage, and because the post-stage INA321 op-amp is sensitive to electrostatic discharge (ESD), the ESD protection circuit needs to be designed carefully, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Input-level ESD circuit diagram.
To cope with possible transients and overvoltage situations, it is necessary to use an external protection circuit. Here, a double series switching diode BAV199 is chosen to form a bridge circuit, suitable for low leakage current applications, with a fast-switching time and effective surge voltage suppression. When a high voltage static enters the signal input stage, the bridge directs this high voltage signal to 3.3 V to avoid burning of the rear stage devices. These three models can gradually tend to zero and remain stable within 24 cycles, and they can all fit the training data set well. However, the loss function values of the three models are different, and the loss function of the CNN-long short-term memory (LSTM) model is relatively slow to converge. It also acts as an input level clamp, where the maximum level of the input signal is clamped between 1.5 and 3.3 V. The voltage error is ±0.4% typical at 25°C. It has an internal reference voltage of 2.5 V and a wide range shunt from the cathode to the anode to obtain a fixed reference voltage when output feedback is introduced at the reference.
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The sEMG signal has been determined to have a basic amplitude in the range of 100–5,000 μV. It is an extremely weak bioelectric signal also because a certain signal attenuation occurs through the biological tissue and skin after the muscle electrical signal is generated. Analysis of the sEMG signal, which is an AC voltage signal, shows a positive proportional relationship between the magnitude of its amplitude change and the tension of the muscle tissue (Liu et al., 2021c). That is, a large muscle contraction will produce a large amplitude of the sEMG signal, and conversely, a relaxed state of the muscle will produce a small amplitude of the sEMG signal.
In the experiment, the sEMG signal can be decomposed, i.e., the sEMG signal is regarded as consisting of many white noise and sinusoidal waves with zero mean, and the acquired sEMG signal data are arithmetically averaged so that the sum of positive and negative phase values converges to zero.
Although there is a simple band-pass filter in the acquisition circuit, the analysis of the original signal, there is still much noise that does not meet our needs, as shown in Figure 3. According to the analysis discussed earlier for the noise introduced in the sEMG signal acquisition experiment, the various noises introduced during the signal acquisition, amplification, and conversion can be removed by a low-pass filter and a 50-Hz trap.
[image: Figure 3]FIGURE 3 | Time-domain signal diagram.
The smooth state of the signal is between 2.5 and 2.7 V, the bottom noise is very severe and not smooth enough, due to the large bottom noise, there is not a very clear one action differentiation point between the whole action changes, and the jitter is very severe during the action duration phase, and there is an irregular fluctuation in the smooth phase at the beginning of the action. In image 3, the whole signal is consistent with the analysis of the low-frequency nature of the sEMG signal, and the signal energy is concentrated between 10 and 200 Hz, but there is a very large component at 50 Hz, which is subject to external industrial frequency interference; after 200 Hz, there are still much irrelevant frequency band components; to obtain a high signal-to-noise ratio of the sEMG signal, the digital filter can be added to remove the irrelevant band signal. To obtain a high S/N signal, a digital filter can be added to remove the irrelevant band signal.
ANALYSIS OF GESTURE SURFACE MUSCLE FEATURE EXTRACTION
After acquiring sEMG signals, if the classification is directly taken by machine learning-related algorithms, it does not achieve the expected results, and the reasonable extraction of features from the original data is the top priority. Feature extraction can help extract the most effective information from the original data and achieve the effect of dimensionality reduction, thus helping the classifier to distinguish better the sEMG signals of different actions (Niu et al., 2021). At present, the sEMG signals involve the following four main types of features: time-domain features. The mean absolute value (MAV) is the average magnitude of the absolute value of the sEMG signal within the sliding window, which can reflect the degree of forearm muscle contraction, and is expressed by the following equation. EMG is the superposition of motor unit action potentials in many muscle fibers in time and space and is the source of electrical signals that generate muscle force.
[image: image]
In the equation, [image: image] is the length of the sliding window, and [image: image] is the value of the ith sample point. Other similar features, such as RMS, can also reflect the degree of muscle contraction.
The wavelength length records the sum of the cumulative lengths of the waveforms of the EMG signal and can be expressed simply as the waveform of the signal, expressed by the following equation.
[image: image]
This feature shows the complexity of the signal; another feature, average amplitude variation, is more like this feature. The sum of the number of times this feature signal crosses the zero point within the sliding window, which can reflect the variation of different frequency components, is expressed by the following equation.
[image: image]
where to avoid the effect of background noise, a threshold [image: image] can be set so that [image: image] for [image: image] and [image: image] for [image: image]. The variance feature can represent the energy of the sEMG signal, expressed by the following equation.
[image: image]
The idea of the AR model is to use the enhanced average of the previous data with white noise error to predict the subsequent EMG data, expressed by the following equation.
[image: image]
where p represents the model order; in this paper, we use AR4; ai is the coefficient of the model about the EMG signal, ek is white noise, and xk is the kth sample point of the sEMG sequence. The main measure is the complexity of the stochasticity of the dynamic system of time series, and the equation is expressed as follows.
[image: image]
To ensure the quality of the sEMG, special attention needs to be paid to the preparation before the sEMG acquisition to reduce the interference of the external environment with the signal. For a while before experimenting, each experimenter was asked not to have too strenuous hand movements to avoid problems such as muscle damage or muscle fatigue before data acquisition. Because the human skin surface has a dense stratum corneum, prolonged exposure to air can make the skin relatively dry, and these conditions can increase the contact impedance between the sEMG electrodes and the skin (Niu et al., 2021). Therefore, the signal acquisition area should be pretreated by first removing the hair from the measured area; then, the experimenter should soak the right small arm in warm water at 36°C for 3 min and gently massage the measured skin area with a scrub to exfoliate the old skin; finally, the area should be disinfected with 75% alcohol. The cleaning and disinfection of the skin can effectively remove the oil and dead skin cells from the skin surface and reduce the impedance between the skin and the electrode, thus reducing the influence of the DC offset potential on the sEMG waveform (Chen et al., 2021a). In addition, each experimenter must wear the Myo armband to the same position throughout the acquisition process and try to make it fit completely to the skin surface, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Flow chart of signal feature processing.
In the offline signal analysis stage, the sEMG signal is denoised using infinite impulse response filter, ICA, and MSPCA algorithms; feature extraction includes feature computation in the time domain, frequency domain, and time–frequency domain; single electrode analysis is used to derive the classification correctness ranking and select the two electrodes with the best performance; the feature selection algorithms (EC and DM algorithms) proposed in this chapter are used to extract the feature vectors with a divisibility measure to find the optimal feature subset with generalizability; four machine learning algorithms, including KNN, ANN, RF, and support vector machine, are used to classify the selected feature subset and save the optimal parameters and models of the algorithms. In the real-time signal analysis phase, the preprocessing methods are consistent with the offline analysis except that the signals are collected from only the two selected optimal electrodes, and the signal segmentation method is changed; then, the real-time signal feature vectors are extracted based on the optimal feature subsets, and finally, the features are predicted using the stored classifier models and parameters, and the online control commands are output.
MULTI-STREAM CONVOLUTIONAL NEURAL NETWORK ALGORITHM DESIGN
This model mainly consists of a multilayer LSTM with CNN, which can learn the spatiotemporal characteristics of the sEMG signal. When a sliding window intercepts a segment of sEMG data (the Elonxi DB dataset uses 300 ms of data), it can be processed as a grayscale map, and the 16 electrodes of the acquisition device are regularly distributed on the forearm, which contains some spatial information inside. At the same time, the data themselves are a time-series signal that varies with time and uses temporal information that exists within it. Based on the EMG signal as a kind of temporal data, the temporal information of the time series can be learned using the long- and short-time memory machine; meanwhile, by merging multiple frames of sEMG data into grayscale maps, the highly abstract spatial features inside the data can be learned using CNNs. Then, by effectively fusing the two features using fully connected layers, the temporal features implicitly inside the data can be learned (Chen et al., 2021b). The recording method is to place a pair of electrodes near the muscle tissue to be recorded and amplify the potential difference between the two electrodes through the acquisition system.
Starting from the characteristics of the data, this paper proposes a two-stream network model capable of extracting spatiotemporal features, as shown in Figure 5; the model is divided into three main parts: the first part uses CNN to extract the spatial features of the sEMG signal, the second part uses LSTM to extract the temporal features within the signal, and the last part is feature fusion and classification.
[image: Figure 5]FIGURE 5 | Multi-stream network model.
Unlike images, EMG signals are very abstract, and no information can be intuitively obtained from them; even so, it is still possible to extract spatial information from the signals that are relevant for classification using a CNN. For the data collected in this paper, each frame represents a 1 × 16 one-dimensional array, and 300 frames of data are combined into a grayscale map (300 × 16), which is then passed into a CNN. The first two layers of the network are convolutional; the first convolutional layer contains 64 5 × 5 convolutional kernels with a step size of 1, and the second convolutional layer has 64 3 × 3 convolutional kernels. Each convolutional layer is followed by a maximum pooling layer that preserves valid information while reducing the data size, followed by two locally connected layers, both with 64 1 × 1 convolutional kernels that enable cross-channel information interaction and increase the nonlinear properties of the model. It has high social value, so increased researchers are also focusing on this field. To extract valid spatial features, a fully connected layer with 256 neurons is provided. The model uses a ReLU nonlinear activation function and is accelerated using batch normalization. To overcome the overfitting problem, the Dropout is set to an activation probability of 0.5. A 256 × 1 spatial feature was obtained for the input sEMG data (300 × 16).
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where [image: image] is the slope parameter of the sigmoid function. Neural networks are commonly used today for pattern recognition classification. Neural networks consist of nodes connected in such a way that each node can represent a particular function called excitation, whereas the connections between the nodes all vary, called weights. With different weights and excitations, the output gets varied accordingly and is suitable for solving a range of nonlinear mapping problems. The algorithm takes as input the sEMG of a hand action recorded in a single experiment and represents the input data as a two-dimensional array S [image: image], where m denotes the number of samples of the input data and N denotes the number of channels of the input data.
The sEMG data are split by rows, i.e., m sEMG samples of size (1 × N) [image: image] are obtained, as shown in Eq. 9.
[image: image]
At this stage, first, the samples with odd sample labels such as [image: image] are reorganized into data block A, as shown in Eq. 10; then, the samples with odd sample labels such as [image: image] and other samples with an even number of sample labels are reorganized as data block B, as shown in Eq. 11. Both parts of the reorganized data blocks have dimensions [image: image].
[image: image]
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The two parts of the reorganized data are directly spliced and fused to obtain a fused data block C of size as [image: image], shown in Eq. 12.
[image: image]
The recombination fusion algorithm eventually achieves a multiplication of the number of sEMG channels with a transformation of the size of the data sample from (m × N) to [image: image]. Although the amount of data before and after the recombination fusion operation is the same, the number of channels of sEMG data is multiplied from N to 2N. In the original input of sEMG samples, taking [image: image], [image: image], [image: image] as examples, [image: image] and [image: image] belong to adjacent samples, and [image: image] [image: image] belong to nonadjacent samples. On the one hand, the RCF algorithm combines the nonadjacent samples, and the operation helps to discover the features hidden between the two nonadjacent samples of [image: image] hand [image: image]. On the other hand, after the RCF algorithm, [image: image] and [image: image] are fused into a new sample, which is equivalent to fusing two samples with high similarity for parallel processing, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Multifeature fusion model.
In this paper, we use the sliding time window method for data segmentation, which facilitates the calculation and analysis of signal features by obtaining several sEMG sub-data segments. The processing of time windows mainly consists of two methods: adjacent windows and overlapping windows. The adjacent window technique is to split the input sEMG equally according to the settings window length, which causes the processing time of the previous window to be less than the time to obtain the next complete window due to the fast-working speed of the processor, which makes the processor have extra waiting time and thus generates some delay in the control system. Overlapping window technique, i.e., a new window can be fetched for every sliding step of data, reduces the waiting time for window fetching, greatly reduces or avoids the delay in the control system, and is more suitable for application in real-time control systems. It denotes the ratio of total power to total time in a period, i.e., the frequency at which the average value of the power spectrum is located; this feature reflects the intensity of muscle activity, can assess the muscle strength for a given hand movement, and is calculated as follows.
[image: image]
The median frequency represents the median frequency of the sEMG power spectrum, which is the average of the power of the signal over the periods and is calculated as follows.
[image: image]
In the convolution process, the convolution kernel is used to perform a regular translational motion in the corresponding region of the input image while completing the extraction of the sample features. Feature extraction means that the convolution kernel performs a convolution operation with the elements in its receptive field and obtains the convolution value of the receptive field, which is usually referred to as the feature map of the input data. To increase the nonlinear segmentation ability of the deep neural network, the activation function is generally introduced after the convolution operation, and among the commonly used activation functions, the sigmoid function and tanh function belong to the saturated activation function, and the relu function belongs to the unsaturated activation function, and the function expressions are shown in Table 1.
TABLE 1 | Expressions for the activation function.
[image: Table 1]Before the use of activation functions, each layer of the network operation was only a matrix multiplication operation, and activation functions can add a nonlinear factor to the output data, so it is important to choose the right activation function. The slope of the sigmoid and tanh activation function images is large when close to the zero region, followed by a saturation of the data at both ends of the image when the derivative is approximately equal to zero (Chen et al., 2021a). This type of activation function is prone to gradient disappearance and information loss, which is not conducive to the learning of deep neural networks, so the ReLU activation function is generally chosen in hand-action recognition. Compared with the other two functions, the ReLU activation function sets the output of some neurons to zero, reducing the number of parameters for network learning, which is simple to apply, less computationally intensive, and less prone to gradient disappearance. The influence of factors such as occlusion and illumination on the recognition effect and the user's range of use cannot be restricted by the camera's line of sight.
In a CNN, several convolutional and pooling layers are followed by two or more fully connected layers, which combine the previously acquired features. The locally valid information acquired by the convolutional and pooling layers is tiled, i.e., converted to one-dimensional data, before the fully connected operation is performed. The former is a linear weighted summation of the input data with the weight parameters, which is simply the multiplication of each neuron node with the corresponding weight coefficients W plus the bias b.
RESULTS OF SURFACE MUSCLE SIGNAL ACQUISITION
The acquired signal is passed through a seventh-order Butterworth band-pass filter and a third-order 50-Hz trap, and the obtained signal is compared with the signal without processing and analyzed in both the time-domain–frequency domain and the time domain variation, which are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Comparison of muscle signal filtering for deep squatting movements in the time domain.
The filtering in the program will rectify the signal and will cause the balanced resting state in the center of the signal to move to the 0-V position, whereas on the whole image, it can be seen that the original severe bottom noise has been significantly reduced, the whole signal becomes clear, and the changes in amplitude are smaller than the original, and at the beginning of the action, it is clearer than the original unprocessed signal. In the time domain, the processing of the signal has been greatly improved. As can be seen from the comparison chart on the frequency domain in Figure 7, the signal through the filter, the band-pass filtering, and trapping effect in the frequency domain is significant; in the 50-Hz industrial frequency interference position, the interference noise is obviously removed, in the frequency band after 150 Hz also attenuated, and in the frequency after 200 Hz filtered. A/D acquisition and data processing are performed by the acquisition and processing module. Among them, the acquisition and processing module includes functions such as data sampling, wireless transmission, sensing circuit, and power management. The processed data are transmitted to the host computer on the PC side by wireless transmission.
In the whole experimental process, the relevant information is recorded timely and accurately, and the preset experimental steps are strictly followed to carry out as far as possible to avoid other interference on the experimental data, the impact. The extracted signal values, after filtering and preprocessing, with a preset program for the extraction of time-domain features, drawing the eigenvalue image, are more intuitive. Considering is for the determination of the pattern of typical actions, for each action in the selection of the most representative of action for display and processing. The four actions are shown specifically in Figure 8.
[image: Figure 8]FIGURE 8 | Standard deviation of the broad fascial tensor for the four movements.
From Figure 8, we can see that when performing the movements between the four movements, sitting and squatting as similar squatting type movements, the movements were consistent in the peak of the standard deviation, whereas the peak of getting up was smaller, and the peak of walking movements was the smallest, if only the peak was used for judgment, it could be distinguished between the walking and getting up movements, whereas squatting and sitting movements that were similar could not be distinguished effectively.
In the standard deviation of walking and squatting, the trend of change is close, but in the value of deep squatting, it is much larger than the new princess, and with sitting, the value is similar; the trend of change is also somewhat similar, numerically for walking up and down can be identified, whereas sitting and squatting can not be effectively distinguished. The RMS value can be seen in the numerical determination only; in the four movements, only sit down and get up are similar, the squat is the largest, the walk is the smallest, whereas sitting down and getting up have different trends in the RMS value.
Ensuring the stability of external pressure is the key to suppressing motion artifacts. Both standard deviation and RMS values have significant differences in peak values on the rectus femoris, and the trend of change during the movement is more pronounced in the RMS value. Having greater research value, in comparison, the RMS value is less calculated than the standard deviation, so comparing the two, it is concluded that: The RMS value has more significant characteristics in the differentiation of the action, and this difference, with strong signal specificity, can be used as a representative on the time-domain features as an important element of the feature vector for subsequent pattern recognition.
FEATURE EXTRACTION RECOGNITION RESULTS
From Figure 9, it can be seen that the overall trend of the rectus femoris power spectra of the four movements in progress is similar, all increasing first, with some jitter in the work duration process, with the power peaks being the largest for the deep squat and the smallest for the walk, whereas the rise and sit are similar, so it can be initially seen that a distinction can be made in the power spectra between the deep squat and the walk, whereas there is no strong variability between the rise and sit. Even the rectus femoris area, where the power generation is obvious, could not be differentiated on the power spectrum between the two movements of the rise and sit, and the power spectrum of the four movements of the broad fascia tensor muscle was compared next.
[image: Figure 9]FIGURE 9 | Power spectrum of the broad fascial tensor muscle for the four movements.
For Figure 9, the power spectra of the broad fascia tensor for the four movements remain largely consistent with the power spectra of the rectus femoris, and the power spectra of the walk have decreased in value but can still be distinguished from the get-up and sit down, with the maximum still being the deep squat. The stability of the topological structure of the interface capacitance is maintained. Therefore, the use of foam in the preparation of fabric electrodes can enhance the cushioning effect. The power spectra of the rise and sit were consistent with similar patterns of change and similar peak values on the images. Therefore, it can be initially seen that the power spectrum can differentiate between deep squat and walking, whereas there is no strong difference between rising and setting, and further calculation should be done to extract the median frequency and average power frequency in the power spectrum to analyze the difference between the movements to see if the further judgment can be made on the movements.
From the collected data calculated median frequency and average power frequency, the analysis can be concluded that after the more obvious differences can be seen in the power spectrum, it further becomes the median frequency and average power frequency; comparing the values can be seen that walking in the median frequency average frequency is obviously greater than the remaining three movements, whereas sitting down second, squatting third, and rising up last, but this is because the upper and lower limits of each movement change. However, because the upper and lower limits of each action vary greatly, there will be more crossover data, and it is not good to distinguish the four types of actions purely by median frequency, whereas in the average power, although the data of get up and squat are similar, the values of deep squat are slightly larger than get up, and this difference characteristic can assist the time-domain features for action identification, but again, due to the large fluctuation of upper and lower limits, it is not effective to distinguish the four types of actions, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Results of SEMG signal feature extraction in the lower computer.
Although the SEMG signal acquired by the front-end circuit is amplified and filtered after conditioning, the design of the desired filter performance of the board-level analog filter is difficult to achieve due to factors such as board design, signal transmission, external interference, and analog filter structure, so a digital filter needs to be designed for secondary processing. The effective signal amplitude collected from the skin surface through the metal or wet electrode is between 0.1 and 2 mV, and the signal amplitude collected by the flexible electrode will produce approximately 20% attenuation, leading to the main controlled A/D converter that cannot effectively collect the detailed characteristics of the signal conversion. The time domain and frequency domain characteristics of the original SEMG signal are shown in Figure 10. The signal processing at the online upper computer side involves three main parts: de-baselining drift, digital high-pass filter, and digital trap filter. The de-baseline drift is to remove the slow low-frequency drift noise due to temperature drift and human breathing. The digital high-pass filter is to compensate for the poor loading capacity of the hardware analog high-pass filter and the lack of steep filter edges; the digital trap filter is to eliminate industrial frequency noise interference signals.
ANALYSIS OF ALGORITHM PERFORMANCE RESULTS
From Figure 11, the CNN-LSTM model type, the multifeature fusion model, and the dual-stream network model used in this paper possess higher recognition results on the intersubject experiment compared with the model using CNN alone. This is because the three models designed in this paper have more parameters, higher model complexity, can fit the EMG data better, and take the means of overfitting, so these three models will have better recognition accuracy. Compared with the multifeature fusion model and the two-stream network model, the CNN-LSTM model first uses the CNN module to extract the features within the signal, at which point most of its internal temporal features have been lost or disrupted, and then, the LSTM module can only extract less temporal information, so the model does not have stronger expressive power. Compared with the two-stream network model, the multifeature fusion model incorporates information from the traditional features but instead distracts from the model, and as the parameters increase, the higher complexity of the model does not necessarily have a positive impact.
[image: Figure 11]FIGURE 11 | Average accuracy of eight sets of experiments for four models.
From the experimental results, the three models designed in this paper have better results in all eight experimenters, although the recognition accuracy has slightly lowered compared with the other groups because the sixth participant is female and the other participants in the training set are male. This experiment demonstrates that the three models designed in this paper perform in addition to better recognition accuracy, with the dual-stream network model that can fuse spatiotemporal features having the highest gesture classification accuracy.
To further analyze the degree of strengths and weaknesses of each network model, the data derived from the experiments conducted in the first set for the three networks are illustrated. Figure 12 shows the convergence of the loss function values of the three models over different iterations and the change in the recognition rate of the three models for the training set over 24 iterations. From these two, all three models gradually converge to zero and remain smooth within 24 iterations, and all fit the training dataset better. The loss function of the CNN-LSTM model is relatively slow to converge and does not produce strong fluctuations in the fit to the training dataset; the convergence speed of the multifeature fusion model is in the middle; the two-stream network model can converge faster and is more stable, and the fit to the training data in the late training period can converge faster and is more stable, and the fit to the training data is stable in the later stage of training.
[image: Figure 12]FIGURE 12 | Variation of accuracy for the four models.
In summary, all four models proposed in this paper can achieve good recognition accuracy on the test set and can also achieve a good fit to the training set, and the loss function can also remain relatively stable while approaching zero. Among them, after each comparison experiment, the two-stream network model is the best model among these three models, and its loss function can approach the optimization limit as soon as possible while ensuring the optimal recognition accuracy, and it can maintain good stability.
CONCLUSION
The existing research on pattern recognition-based methods for sEMG signals has focused on new feature design, different feature combinations with a selection of existing classifiers. For designing new features, the researcher has already done much design, and then, discovering new effective features becomes tough and can consume much time and effort. Feature combinations also require more effort from the experimenters to explore, and feature sets that are more appropriate in one scene are likely to become inappropriate when applied in another scene. In deep learning-based gesture classification, most studies have utilized the myoelectric signal converted to two-dimensional data and used CNNs to extract highly abstract spatial features within the data. However, sEMG signals are a type of temporal signal that must contain temporal features within them that are beneficial for signal classification. Many studies have focused only on the spatial features of sEMG signals and ignored the temporal features. Here, a double series switching diode BAV199 is selected to form the bridge circuit, which is suitable for low leakage current applications, has a fast-switching time, and can effectively suppress the surge voltage.
Pattern recognition-based approach versus deep learning-based approach. The principles of feature extraction and classifiers of traditional methods are also detailed, and the key techniques and principles of deep learning are also illustrated. Then, pattern recognition-based methods involve feature design and feature combination, which is often the part that will consume much of the researcher's effort, and the models using only CNNs cannot fully extract all the valid information of the EMG signal. Therefore, three classification models are proposed in this paper: the CNN-LSTM model, the multifeature fusion model, and the dual-stream network model. The experimental results prove that the models proposed in this paper are all superior to the models using only CNNs on the self-collected datasets, among which the dual-flow network model, which can extract the spatiotemporal features of sEMG signals, is the most superior. All three models proposed in this paper can better improve the recognition accuracy of sEMG signals, among which the dual-flow network model that can extract spatiotemporal features of sEMG signals has the best performance and can better distinguish the differences of similar gestures, which has certain research value, and this structure of using a CNN to extract spatial features and using long and short time memory machine to extract spatial features can also be used as a researcher in the same field of reference direction.
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This article presents a consistency control algorithm for the autonomous underwater vehicle (AUV) group combined with the leader–follower approach under communication delay. First, the six-degree-of-freedom (DoF) model of AUV is represented, and the graph theory is used to describe the communication topology of the AUV group. Especially, a hybrid communication topology is introduced to adapt to large formation control. Second, the distributed control law is constructed by combining the consensus theory with the leader–follower method. The consistency control algorithms for homogeneous and heterogeneous AUV groups based on the leader–follower approach under communication delay are proposed. Stability criteria are established to guarantee the consensus based on the Gershgorin disk theorem and Nyquist law, respectively. Finally, numerous simulation experiments are carried out to show the effectiveness and superiority of the proposed algorithms.
Keywords: heterogeneous AUV group, consistency algorithm, leader–follower, communication delay, graph theory
1 INTRODUCTION
AUV is a device that can perform various tasks underwater instead of a human (Shen et al., 2016; Huang et al., 2020; Lin et al., 2020; Sánchez et al., 2020; Zong et al., 2021). In general, complex underwater operations are usually accomplished by the AUV group. Compared to a single AUV, the AUV group owns powerful and comprehensive capabilities to accomplish complex tasks (Park et al., 2019; Connor et al., 2021; Hadi et al., 2021). Moreover, the formation control problem is of great interest in studying the AUV group. Various formation control approaches have been reported in the literature, such as the path-following approach (Xinjing et al., 2017; Yu et al., 2017), the leader–follower approach (Bechlioulis et al., 2019; Renjie et al., 2020; Wang et al., 2020; Heshmati-Alamdari et al., 2021; Zhang et al., 2021), the behavioral approach (He et al., 2010; Chen et al., 2021), the virtual structure approach (Zhang et al., 2016), and the consensus theory (Zhang et al., 2019; Qin et al., 2020; Xia et al., 2021b). The leader–follower method is widely used because of its simple structure and easy implementation, but it relies too much on the leader. If the leader fails, the entire formation system will collapse. Consensus theory usually assumes that AUVs only interact with their neighboring AUVs, which are suitable for large-scale formation control. However, it is difficult to find appropriate quantization information and topology to ensure that the consistency algorithm converges in a limited time. Meanwhile, there are time delays in the hydroacoustic communication among AUVs in an underwater environment. In this study, the consistency algorithm is combined with the leader–follower approach under communication delay to be applied in the formation control of the AUV group.
The formation control of the AUV group has received increasing attention from marine technology and control engineering communities. In Chen et al. (2020), a classification framework with three dimensions, including AUV performance, formation control, and communication capability, is proposed, which provides a comprehensive classification method for AUV formation research. In Xia et al. (2020), a distributed leader–follower control method is designed by combining the consensus theory and artificial potential field method (CMM-AUV) for the multi-AUV system with a leader. In this method, the communication delay is not taken into account. In Filaretov and Yukhimets (2020), a new path planning method for the AUV group in the leader–follower mode is proposed, which cannot be used in large formations because of a massive amount of information interaction. In Xia et al. (2021a), a dual closed-loop fast integral terminal sliding mode control method of the AUV group is proposed, which overcomes the problem that the formation tracking errors of the traditional method may not converge to zero in finite time. In this method, the communication topology is redundant and prone to message blocking. In Yuan et al. (2018), a new concept of formation learning control is introduced to the field of formation control of the AUV group without considering more realistic underwater control circumstances, including poor inter-AUV communication with time delays.
Although there are a large amount of studies on the AUV formation control field, critical issues still exist that have not been adequately addressed to date. In particular, formation control issues of the large AUV group need to be addressed. Specifically, realistic underwater control circumstances about communication delays need to be considered. Moreover, the heterogeneity of the large AUV group is not considered by most of the literature (Xia et al., 2021b). The contributions of this study are as follows:
1) A hybrid communication topology is established, which can be applied to the formation control of a large AUV group;
2) A distributed control by combining the consistency algorithm with the leader–follower method is achieved;
3) Consistent control of homogeneous and heterogeneous AUV groups while considering communication delay conditions is realized.
The rest of this study is organized as follows: Some preliminaries and modeling are introduced in Section 2. The consistency control method for the AUV group based on the leader–follower approach with communication delay is addressed in Section 3. Simulation results are provided in Section 4. The conclusions are drawn in Section 5.
2 PRELIMINARIES AND MODELING
2.1 Graph Theory
The graph theory is a powerful tool to deal with the consensus problem of multi-agent systems (Pratap et al., 2020; Zhang and Han, 2020). It is very effective to use graphs to represent the communication topology of information exchange among AUVs. Let us assume that every node in the graph corresponds to an AUV in our group, and the edges in the graph represent the information connection among AUVs. Therefore, the multi-AUV system can be referred to as a graph. The basic theory of graphs can be found in Ţurlea et al. (2019), which is omitted for simplicity.
A graph can be represented by an adjacency matrix A(G). This matrix is always square and has zero on its diagonal unless it is a loop. A(G) can be used to characterize the information interaction topology of the AUV group. The element’s value in A(G) is described as follows:
[image: image]
where G is an undirected graph, and A(G) is a symmetric matrix with all zeros on the main diagonal. Generally, the weighted adjacency matrix Aw(G) is defined as follows:
[image: image]
The Laplacian matrix L(G) is another matrix that describes the relationship between nodes and edges in graph. The elements of L(G) are given by the following expression:
[image: image]
The adjacency matrix and Laplacian matrix have the following remarkable properties:
Lemma 1. Given a directed graph G and its adjacence matrix A(G), if A(G) is irreducible, then G is a strongly connected graph.
Lemma 2. The rank of a strongly connected directed graph G with N nodes is rank(L(G)) = N − 1.
Lemma 3. A symmetric graph G is connected if and only if rank(L(G)) = N − 1.
Lemma 4. L(G) is positive semi-definite.
Lemma 5. If zero is the eigenvalue of L(G), the graph is connected. 1N ∈ RN is its corresponding eigenvector, where 1N = [1 … 1]T.
Lemma 6. The eigenvalues of the Laplacian matrix are always non-negative. Moreover, they can always be ordered as follows:
[image: image]
2.2 Dynamic Model of AUV
Usually, the AUV dynamic model is divided into two parts: kinematics that only examines the geometric dimension of motion and kinetics that analyzes the forces that generate motion (Zhang et al., 2015; Cole et al., 2020; Franchi et al., 2020). Figure 1 presents an example of the AUV model, which includes dynamic variables in the body-fixed coordinate frame and its position relative to the inertial coordinate frame (Ma et al., 2020; Gao et al., 2021). Table 1 indicates different model variables defined as AUV’s motion behaviors in accordance with the Society of Naval Architects and Marine Engineers (SNAME) (Duan et al., 2020).
[image: Figure 1]FIGURE 1 | Model diagram of AUV in inertial and fixed coordinate systems.
TABLE 1 | Symbolic representation of the AUV model.
[image: Table 1]The relationship between velocity and acceleration is mainly considered by the AUV dynamic model. The shape of AUV is symmetrical from left to right and approximately symmetrical from top to bottom. The six-degree-of-freedom motion model of AUV can be expressed as follows (Sun et al., 2020, 2021):
[image: image]
where [image: image] is the spatial position and posture of AUV in the fixed coordinate system, [image: image] is the linear velocity and angular velocity of the AUV in the motion coordinate system, J(η) is a rotation transformation matrix from the motion coordinate system to the fixed coordinate system, M is the inertia matrix of the system (including additional mass), C(ν) is the Coriolis force matrix (including additional mass), D(ν) is the damping matrix, g(η) is the gravity/buoyancy and moment vector, and τ is the thrust and moment vector. The specific meanings of the vectors and matrices mentioned previously are as follows:
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The six-degree-of-freedom motion equation of AUV can be expressed as follows:
[image: image]
2.3 Communication Modeling
At present, only one leader is defined in a group in most cases. The consistency process of the system is controlled by controlling the information interaction between the leader and other AUVs. In this study, multiple leaders and followers in the topological structure are adopted. The AUV group is divided into multiple small groups to form a swarm network. Each group that includes multiple AUVs has its own leader AUV. Moreover, there is one and only one AUV in the first group as virtual AUV, which is named virtual leader. The dynamic and kinematic characteristics of the virtual leader and the real AUV are the same. The desired speed and desired position of the follower are given as control inputs of the virtual leader. In other words, a mixed-mode topology jointly is designed to solve the consistency problem of the AUV swarm system. The schematic diagram of the topology is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Hybrid communication topology.
The network topology of AUV clusters is described by a directed graph G = (V, E). The set of vertices [image: image] represents the AUV clusters. The set of edges E ⊂ V × V represents their interaction relationships. All AUVs in the system are divided into m + 1 clusters, which are denoted by β0, β1, … βm. There is a special AUV in each cluster called the pilot vessel, denoted by [image: image]. The other AUVs in the cluster are denoted by uj. Among them, there is only one AUV in cluster β0, and the node is the virtual leader specifically denoted as [image: image].
The set of pilot boats is denoted by [image: image]. In the whole communication topology, only l0 has information transfer with the pilot boats of other clusters, and the pilot boats complete the information exchange between groups. [image: image] not only has inter-group information transfer and interaction with other pilot boats but each pilot boat also has intra-group information transfer and interaction with other nodes in the cluster to which it belongs. When the pilot boat communicates and interacts with the nodes in the cluster, the locally consistent equilibrium point of the cluster is periodically reset.
It is important to note that data transmission between AUVs is best done digitally so that there is no interference due to communication. Some data will be lost or miscoded during transmission, but no new interference will be introduced as in the case of analog transmission. In addition, each machine should add a GPS clock when sending data. When other AUVs receive the data, they unpack the data and decode the GPS clock when the data are sent, and compare it with the current GPS clock to know the size of the transmission delay. After avoiding the generation of transmission interference and accurately knowing the communication delay, the formation control accuracy and the control effect can be improved.
3 CONTROLLER DESIGN
In this section, the motion controller of the homogeneous AUV group is designed based on the consensus theory and the leader–follower method so that all the followers can follow the leader for motion under communication delay. Furthermore, a distributed controller is designed for each heterogeneous AUV with a communication time delay.
3.1 Consensus Control Algorithm for Homogeneous AUV Group Under Communication Delay
In the actual engineering environment, the communication between AUVs underwater relies on hydroacoustic communication, the unreliability of communication channels, packet loss of communication data, failure of sensors and sonar equipment, the existence of communication barriers, and other factors, thus leading to intermittent communication interactions between AUVs, and there is often a certain time delay when AUVs receive position and velocity information. Therefore, considering that the information transmission between AUV individuals through sensors or communication devices will inevitably generate a time delay problem, the time delay in the process of information transmission from individual i to individual j is denoted by τij. If the time delay of the AUV’s own state is the same size as the communication time delay of the received information from its neighbors, a symmetric consistency algorithm is usually used as [image: image].
The control process of AUV swarm often needs to end in a finite time when it completes its assigned mission task, and the existence of communication time delay τij affects the stability of the system and the convergence time of the system. Therefore, in order to ensure that the AUV swarm achieves asymptotic stability in finite time and realize the practical application of the system, it is necessary to design the upper limit of time delay τij ≤ τ0 in order to study the consistency of the AUV swarm under the condition of time-varying communication time delay with fixed upper limit.
Furthermore, the dynamic of the tracking signal is described as follows:
In general, the motion of the AUV in water can be regarded as the spatial motion of a rigid body in a fluid. When the heading of the AUV in motion is constant and only the depth is changed, the center of gravity of the AUV is always kept in the same plumb plane within its changing heading and not changing depth. The motion model in 2.3.1 is adopted to ignore the motion of the cross-rolling surface, and the spatial motion in the water is approximated and decomposed into a horizontal plane motion and a vertical plane motion. Usually, the plane motion can reflect the basic characteristics of motion–depth and heading control, and the hydrodynamic characteristics of space motion are also developed on the basis of plane motion.
Suppose the AUV group is finally kept at the same depth, all the AUVs follow the leader AUV to keep a fixed formation, and only horizontal motion is considered. At this time, the position information of the first AUV is [image: image], and the velocity information is vi. Let the final horizontal surface speed of the AUV group be v0, the angular velocity of rotary motion be r0, and the vertical velocity be [image: image]. Then, according to the AUV motion model established previously, the i AUV motion model can be simplified as follows:
[image: image]
where λ is a parameter greater than zero. Let [image: image] denote the position of the point fi on the i AUV at a distance di from the center of gravity [image: image]. Then, the simplified control algorithm using [image: image] instead of [image: image] in the coordinated control of the AUV is expressed as follows:
[image: image]
where [image: image] satisfies
[image: image]
[image: image]
We can get
[image: image]
Therefore, coordinated consistency control of the AUV cluster can be achieved by designing the control inputs [image: image], [image: image] and [image: image], which means the tracking signal of the leader is [image: image], [image: image], and [image: image]. It is assumed that each AUV has a unique number and that each AUV knows its own, as well as the numbers in its neighborhood. In addition, all interactions among AUVs are synchronized, that is, all update their state parameters at the same time.
Since there is a hydroacoustic communication delay among AUVs in the underwater environment, the consistency control algorithm for the AUV under the time delay condition is considered later. Similarly, assuming that the AUV group maintains a fixed depth motion when there is a time delay in the inter-AUV communication, the controller is designed as follows:
[image: image]
[image: image]
where control gain γ > 0, τij(t) denotes communication time delay between AUVi and AUVj, fx(t) and fy(t) are continuous differentiable functions that denote the velocity characteristics of the AUV motion, and [image: image], [image: image] denote the desired position. When the upper limit of time delay is τ0, 0 < τij(t) < τ0. Suppose that the communication between any two different AUVs allows a common upper limit of time delay τ0, that is, 0 < τij ≤ τ0.
Theorem 1. For AUV group with a directionless connected network topology, the control inputs are designed to be Eq. 16 and Eq. 17, respectively, and the communication time delay between its individuals τij(t) satisfies
[image: image]
where [image: image], and λi is the characteristic root of the Laplacian matrix L of the graph G.
Proof. For control input [image: image], suppose
[image: image]
According to Eq. 16, there is
[image: image]
Assuming that all AUVs have the same upper limit of delay τ0, we have
[image: image]
where [image: image], [image: image]. Suppose [image: image], we can get
[image: image]
A Laplace variation of Eq. 22 is
[image: image]
The characteristic equation satisfies
[image: image]
[image: image]
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It follows from Section 2.1 that for an undirected connected graph G, the rank of L is rank(L) = m − 1; the eigenvalue of L is 0 = λ1 < λ2 ≤ …, ≤ λm = λmax, then
[image: image]
When i = 2, … , m, Eq. 27 can be organized as
[image: image]
Suppose [image: image], the number of unstable poles p = 0 is consistent with the minimum phase system characteristics. Based on the Nyquist stability criterion (Chou et al., 2020; Wang et al., 2021), the roots of Eq. 28 are in the left half-open plane of the s-plane when the Nyquist curve Gi(s) does not enclose the critical point (−1, j0). Then, the system reaches asymptotic consistency. Consequently, when Eq. 18 is satisfied, the roots of Eq. 28 are in the left half-open plane of the s-plane, and the system can reach agreement. At this point, [image: image], [image: image]. Similarly, when control inputs [image: image] satisfy Eq. 18, [image: image], [image: image].
3.2 Consensus Control Algorithm for Heterogeneous AUV Group Under Communication Delay
Similarly, time delay exists for heterogeneous AUV groups in a natural environment for underwater communication. The following will investigate the consistency control algorithm for the AUV group with both heterogeneity and time delay conditions. Suppose that the state of each AUV in the group is measurable.
In Zheng et al. (2011), the heterogeneous multi-agents are studied. Considering heterogeneous AUV group with N linear dynamics, the dynamic model of AUVi can be given by Eq. 29.
[image: image]
where i = 1, 2, … , N denotes follower AUV; xi(t) ∈ Rn and ui(t) ∈ Rn are the state vector and control input vector of the system, respectively; fi(xi(t)) ∈ Rn is the unknown continuous non-linear function of the system; and τi(t) > 0 denotes the underwater communication delay. [image: image], ci > 0, A ∈ Rn×n, and B ∈ Rn×n are the known system matrices. Each AUV has a different non-linear function fi(xi(t)) and time delay τi(t). Different types of AUVs are included by Eq. 29 through selecting different system matrices A, B, C.
Suppose global state vector [image: image], Eq. 29 can be written as Eq. (30).
[image: image]
where
[image: image]
[image: image]
[image: image]
The dynamic system of the leader (AUV0) is as follows:
[image: image]
where x0(t), f0(x0(t)), and τ0(t) are the leader’s state vector, non-linear function vector, and time-varying system delay, respectively. Similarly, the leader node 0 can be used as an external reference system or command controller to generate the required dynamic trajectory. Suppose that the leader node could not be affected by n follower nodes.
Suppose that only information on neighboring nodes is available, local consistency error for AUVi is shown as follows:
[image: image]
If AUVi can get the state information of AUVj, the connection weight aij > 0 and the traction gain gi > 0. Otherwise, aij = 0 and gi = 0. Combined with the consistency control strategy, the following control law is designed to achieve the control objective of the AUV group.
[image: image]
where c > 0, K ∈ Rn×n are the pending control gain and feedback gain matrices, respectively, and τim denotes the upper bound of the unknown time delay τi(t). Consistent stability proofs refer to Section 3.1.
4 SIMULATION AND ANALYSIS
In this section, one leader and four followers are set to form an AUV group. The initial position of the leader is randomly distributed between (−4, 4), the initial position of each follower is randomly distributed in the interval (−8, 8), the initial combined speed is 5 m/s, and the initial values of other state variables are set to 0. The communication topology diagram is defined as an undirected connectivity diagram, which is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Communication topology diagram.
The system weighted adjacency matrix is shown as follows:
[image: image]
As shown in Figure 4, a parallel formation is designed with the leader as the center and four followers evenly distributed around it. The triangle in the figure represents the leader, and the circle represents the follower. The control gain factor can be set as γx = γy = 2, γz = 1.
[image: Figure 4]FIGURE 4 | Parallel formation diagram.
4.1 Simulation of Homogeneous AUV Group Under Communication Delay
In this section, a simulation experiment is conducted for the consistency control algorithm with communication delay proposed in Section 3.1. The difference is that the communication time delay is set to τ = 0.5.
In Figure 5, it can be seen that the AUV group has a lag in the state of the follower in the condition of the presence of communication delay. The followers cannot keep a horizontal line with the leader, which means that the parallel formation cannot be maintained. However, the AUV group can still maintain a steady-state moving forward. In Figure 6, it can be seen that under the condition of communication time delay, the velocity of each follower AUV in x, y, and z directions is jittered and then converges rapidly. Simultaneously, the acceleration of each follower finally converges to zero.
[image: Figure 5]FIGURE 5 | (A) Formation process under communication delay (2-D). (B) Formation process under communication delay (3-D).
[image: Figure 6]FIGURE 6 | (A) Combined velocity in the x, y, and z directions under communication delay. (B) Position, velocity, and acceleration states in the x-direction under communication delay. (C) Position, velocity, and acceleration states in the y-direction under communication delay. (D) Position, velocity, and acceleration states in the z-direction under communication delay.
4.2 Simulation of Heterogeneous AUV Group Under Communication Delay
A simulation experiment is conducted for the consistency control algorithm in Section 3.2. Different types of AUVs are included in Eq. 29 by selecting different system matrices C. Figure 7 and Figure 8 show the formation process and the state of formation keeping navigation of the heterogeneous AUV group through the horizontal plane and three-dimensional views, respectively. Compared with Section 3.1, the specified formation is also formed at around t = 20s, which indicates that the formation process remains constant when the control gain remains the same. Moreover, the latency of the simulation is much smaller than that of Section 4.1. Therefore, the effectiveness of the control algorithm of the heterogeneous AUV group under communication delay is proved.
[image: Figure 7]FIGURE 7 | (A) Formation process the heterogeneous AUV group under communication delay (2-D). (B) Formation process the heterogeneous AUV group under communication delay (3-D).
[image: Figure 8]FIGURE 8 | (A) Combined velocity of the heterogeneous AUV group in the x, y, and z directions under communication delay. (B) Position, velocity, and acceleration states of the heterogeneous AUV group in the x-direction under communication delay. (C) Position, velocity, and acceleration states of the heterogeneous AUV group in the y-direction under communication delay. (D) Position, velocity, and acceleration states of the heterogeneous AUV group in the z-direction under communication delay.
The distributed controller designed in this study can be applied to the formation control of heterogeneous AUV groups. Under the condition of time delay existence, the control protocol does not need to know the specific form of complex non-linear functions in each AUV motion model and also does not need to know the unknown time-varying time delay existing in the system; it needs to know only the neighbor information of local AUVs within the heterogeneous AUV network. In addition, the corresponding control gain can be derived off-line for a determined heterogeneous AUV group. Therefore, the proposed control scheme can be easily implemented in terms of design and implementation. The simulation results show that under the conditions of unknown time-varying time delay, variable network topology, and intermittent communication, all the followers can still converge to the leader’s trajectory quickly and exhibit their heterogeneous characteristics as well as the leader.
5 CONCLUSION
In this study, a formation control method of the homogeneous and the heterogeneous AUV group combining the consensus theory and leader–follower method under communication delay is proposed. A hybrid communication topology that can be applied to the formation control of a large AUV group is established. Moreover, a virtual leader is used to overcome the over-reliance on the leader. The simulation results show that the consistency control algorithm designed in this study can make all follower AUVs follow the leader for stable motion under both communication delay and no communication delay. In the future, a compensator will be designed to overcome interference in a complex ocean environment.
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Recent work has shown that deep convolutional neural network is capable of solving inverse problems in computational imaging, and recovering the stress field of the loaded object from the photoelastic fringe pattern can also be regarded as an inverse problem solving process. However, the formation of the fringe pattern is affected by the geometry of the specimen and experimental configuration. When the loaded object produces complex fringe distribution, the traditional stress analysis methods still face difficulty in unwrapping. In this study, a deep convolutional neural network based on the encoder–decoder structure is proposed, which can accurately decode stress distribution information from complex photoelastic fringe images generated under different experimental configurations. The proposed method is validated on a synthetic dataset, and the quality of stress distribution images generated by the network model is evaluated using mean squared error (MSE), structural similarity index measure (SSIM), peak signal-to-noise ratio (PSNR), and other evaluation indexes. The results show that the proposed stress recovery network can achieve an average performance of more than 0.99 on the SSIM.
Keywords: neural network, deep learning, inverse problem solving, stress evaluation, digital photoelasticity
1 INTRODUCTION
Inspired by the human nervous system, Rosenblatt (1958) proposed the perceptron model, which became the basis of the early artificial neural network (ANN). In recent years, the ANN, especially deep neural network (DNN), has become one of the fastest developing and most widely used artificial intelligence technologies(Sun et al., 2020a; Sun et al., 2020c; Li et al., 2020; Tan et al., 2020; Chen et al., 2021a). Classical research work has proved the excellent performance of DNNs in image classification (He et al., 2016), medical image segmentation (Ronneberger et al., 2015; Xiu Li et al., 2019; Jiang et al., 2021a), image generation (Isola et al., 2017), and depth estimation (Godard et al., 2017; Jiang et al., 2019a). The deep convolutional neural network is widely used in feature extraction of image data (Jiang et al., 2019b; Huang et al., 2020; Hao et al., 2021). As an extremely powerful tool, the deep convolutional neural network can provide a new perspective for the application of digital photoelasticity. That is, the deep convolutional neural network can directly learn the corresponding relationship between isochromatic pattern and principal stress difference pattern.
In digital photoelasticity, the fringe patterns that contain the whole field stress information in terms of the difference of principal stresses (isochromatics) and their orientation (isoclinics) are captured as a digital image, which is processed for quantitative evaluation (Ramesh and Sasikumar, 2020). Frequency-domain and spatial-domain analysis methods, such as Fourier transform (Ramesh et al., 2011), phase-shift (Tao et al., 2022), step-loading method (Ng, 1997; Zhao et al., 2022) and multiwavelength technology (Dong et al., 2018), are usually used to process the data of isochromatics and isoclinics. However, in the actual industrial scene, the traditional pattern demodulation will face challenges, such as the color difference in the color matching method of the calibration table; the complex geometry of the sample, which makes the pattern complex and difficult to demodulate; and the fringes with different experimental configuration need special analysis, all of which make photoelasticity research a complex process extending to industrial applications.
In recent years, deep learning has shown increasing interest in solving traditional mechanics problems (Chen et al., 2021b; Jiang et al., 2021b; Duan et al., 2021; Tao et al., 2021; Zhang et al., 2022), which is due to deep learning’s powerful ability of data feature extraction and representation of complex relationships. In general, deep learning is committed to mining implicit rules of data from a large number of data sets and then using the learned rules to predict the results and hoping that the learned models have good generalization ability (Cheng et al., 2021; Huang et al., 2021; Yang et al., 2021; Chen et al., 2022). Works in optical image processing, such as phase imaging (Gongfa Li et al., 2019; Xin Liu et al., 2021; Sun et al., 2022), phase unwrapping (Wang et al., 2019), and fringe pattern analysis (Feng et al., 2019), have also demonstrated the applicability of deep learning. Recovering the full-field principal stress difference of the loaded object from the photoelastic fringe pattern can be regarded as an inverse problem solving process of deep learning. A large number of datasets are collected and trained to find the complex correspondence between the fringe pattern and stress difference pattern, which is then used to recover the stress field of the real loaded object from a single fringe pattern. When many conditions such as specimen shape, material properties, and the setting of polarized light field need to be considered, it is difficult for traditional mathematical methods to deal with this complicated and changeable situation. However, with sufficient data collected under different experimental conditions, deep learning can directly learn the complex correspondence between the input fringe pattern and output principal stress difference.
In this study, a deep convolutional neural network model is designed for inferring the stress field from the photoelastic fringe pattern. The overall framework of the network is in the form of encoder–decoder structure. The encoder completes the feature extraction process of the input fringe pattern, and the decoder completes the process of feature fusion to stress distribution pattern inference, thus realizing the transformation from the single photoelastic fringe pattern to stress distribution pattern. The main contributions of our study can be summarized as follows:
(1) A simple and efficient stress recovery neural network is designed to realize the process of stress field recovery of the loaded object from a single fringe pattern.
(2) A multiloss function weighted objective optimization function is proposed to accelerate the convergence of neural networks and improve the robustness of model prediction.
(3) The superior performance of the proposed method is verified on a public dataset.
The remainder of this article is structured as follows. Some of the work closely related to this study will be discussed in Section 2. The combination of the photoelastic method and convolutional neural network and the design of the neural network model and objective optimization function is presented in Section 3. In Section 4, the details of the experiment implementation are introduced, the method proposed in this study is compared with that of other studies in detail, and then the experimental results are further analyzed. Finally, the conclusion and limitations of the proposed method are given in Section 5.
2 RELATED WORK
It is a challenging task to recover the stress field of the loaded object from a single photoelastic fringe pattern. Most of the traditional methods are limited by different experimental conditions and calculation methods when dealing with complex fringe patterns. Recently reported methods based on deep learning provide new ideas to solve these shortcomings. Feng et al. (2019) proposed a fringe pattern analysis method based on deep learning. They collected phase-shifted fringe patterns in different scenes to generate training data and then trained neural networks to predict some intermediate results. Finally, combining these intermediate results, the high-precision phase image is recovered by using arc tangent function. The results show that this method can significantly improve the quality of phase recovery. Sergazinov and Kramar (2021) use the CNN to solve the problem of force reconstruction of photoelastic materials. They use the synthetic dataset obtained by theoretical calculation for training and then use the transfer learning to fine-tune a small amount of real experimental data, which shows good force reconstruction results.
For the estimation of the photoelastic stress field under a single experimental condition, a dynamic photoelastic experimental method based on pattern recognition was proposed (Briñez-de León et al., 2020a). The ANN was used to process the color fringe patterns that changed with time so as to classify the stress of different sizes, isotropic points, and inconsistent information. In order to make the deep learning method suitable for a wider range of experimental conditions, Briñez-de León et al. (2020b) reported a powerful synthetic dataset which covered photoelastic fringe patterns and the corresponding stress field distribution patterns under various experimental conditions with highly diversified spatial fringe distribution. At the same time, a neural network structure based on VGG16 (Simonyan and Zisserman, 2014) is proposed to recover the stress field from the isochromatic pattern. However, the prediction results of this network model are somewhat different from the real maximum stress difference, and the prediction results of the stress on the rounded surfaces are not very accurate. In their reports in the other literature (Briñez-de León et al., 2020c), an image translation problem directly related to spatial transformation based on the generative adversarial network (GAN) model was proposed. This method showed good performance in the SSIM, but there is a supersaturation phenomenon of stress recovery in some specimens. In addition, GAN is not an easy training model for the convergence of the network (Sun et al., 2021; Ying Liu et al., 2021; Wu et al., 2022). Recently, they proposed a new neural network model to evaluate the stress field and named it PhotoelastNet (Briñez-de León et al., 2022). Considering the influence of noise and complex stress distribution patterns, the scale of synthetic data was further expanded, and a lighter network structure was designed, which achieved better performance in synthetic images and experimental images. However, there is still a certain gap between the accuracy of stress distribution estimation and ground truth. Our study improves on these methods by proposing a simpler and reasonable network structure and designing more effective loss functions to solve these problems.
3 PHOTOELASTICITY AND THE NEURAL NETWORK MODEL
3.1 Photoelasticity
Photoelastic fringes are visualized patterns obtained by a polarized optical system, which display the invisible stress response of each point in the model related to the birefringence effect through the related optical system. In this research, photoelastic fringes are visualized by a circular polariscope. The schematic diagram of the circular polariscope is shown in Figure 1. The circular polariscope comprises a light source, polarizer, quarter wave plate I (QW-I), specimen which is made of photoelastic material, quarter wave plate II (QW-II), and an analyzer.
[image: Figure 1]FIGURE 1 | Schematic diagram of the orthogonal circularly polarized light field.
In Figure 1, F represents the fast axis of the QW-I and QW-II. The orientations of the fast axis of the QW-I and QW-II are set to 45° and 135°, respectively. The orientation of the polarizer is set to 90°. The orientation of the analyzer is set to 0°. The light carried with the specimen’s stress information is emitted from the analyzer, and the light intensity can be expressed as follows:
[image: image]
where Ib is the background light intensity. I0 is the intensity of the light source. δ is the isochromatic angle of the photoelastic model, which contains the stress field information.
According to the law of stress optics, the principal stress difference in photoelastic models is proportional to the refractive index in the principal stress direction, as shown in Eq. 2. The optical path difference produced when polarized light passes through the photoelastic model can be expressed as Eq. 3.
[image: image]
[image: image]
where σi is the ith principal stress, ni is the refractive index in the direction of σi, C = C1 − C2, Ci is the optical coefficient of the stress of the model material, δ is the phase delay, h is the thickness of the photoelastic model, z is the optical path difference, and λ is the wavelength of the incident light source.
In two-dimensional photoelasticity, the relationship between phase delay caused by principal stress difference and the properties of the optical material is shown in Eq. 4. The main influencing factors of phase delay are light wavelength, optical coefficient of photoelastic material, model thickness, and stress condition.
[image: image]
where fσ = λ/C is the material fringe value.
The photoelastic fringe patterns collected by the camera are interference intensity images of light. These fringe patterns generated by phase delay wrap the stress field information of the stressed object. In general, the stress field can be understood as the mechanical effect caused by the force distributed inside the object (Markides and Kourkoulis, 2012), which can be expressed by the principal stress difference σ1 − σ2.
Briñez-de León et al. (2020b) reported that the intensity of the emitted light is related to the spectral content of the light source, optical elements in the polarized light system, spatial stress distribution, and relative spectral response in the camera sensor. Based on the circular polariscope shown in Figure 1, the relationship between the intensity and phase delay of the emitted light (Ajovalasit et al., 2015) in different color channels is shown in Eq. (5).
[image: image]
where I is the emergent light intensity; RGB is the red, green, and blue color channels; and [image: image] is the relative spectral response of the camera.
According to the causal relationship between the photoelastic fringe pattern and stress field, the process from the stress field to fringe pattern can be regarded as a forward problem, while solving the stress field according to the single fringe pattern is a challenging inverse problem, that is, unwrapping stress information in the fringe pattern. We propose a stress field recovering method based on the CNN to solve this problem.
3.2 Photoelastic Image Dataset
It is expensive to obtain enough photoelastic fringe patterns and corresponding stress field images through the photoelastic experiment, which is due to the complicated experimental environment configuration and tedious post-data processing. Briñez-de León et al. (2020d) propose a hybrid scheme that includes real experimental data and computational simulation. Different types of light sources, the range of loading external forces, rotation angles of optical elements, and various types of camera sensors are fully considered in this method. According to a variety of different experimental conditions, such a rich isochromatic art dataset (Briñez-de León et al., 2020e) was finally synthesized through calculation methods. In this repository, all the experimental cases consider a PMMA material of 10 mm thickness and a stress optical coefficient of about 4.5 e−12 m2/N. There are totally 101,430 photoelastic image pairs in the dataset, and each pair includes the color fringe pattern and the corresponding gray stress map. The images are all 224 × 224 in size, and these images cover various patterns from simple to complex, which can be divided into two types: complete and patch. The fringe pattern and stress pattern are placed in different folders and matched by the same serial number.
3.3 Network Model
We propose a stress field recovery model based on the encoder–decoder structure. The input of the network is a single photoelastic color fringe pattern, and the output is the gray image of the stress field recovered from the fringe pattern. The overall structure of the neural network model is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Schematic for the neural network architecture of the proposed model in this research. The network consists of an encoder and a decoder. An RGB isochromatic image is taken as the input, and the output is a stress map in gray scale.
The whole network consists of an encoder and a decoder. The encoder receives the input photoelastic fringe pattern and then uses a series of sub-sampling convolution, batch normalization (BN) (Ioffe and Szegedy, 2015), activation, and other operations to complete feature extraction from the input images. The feature information extracted by the encoder will be used as an intermediate representation of the input fringe pattern. Concretely, the whole coding process is divided into five stages by using the structure of the cascaded convolutional neural network (Sun et al., 2020b; Weng et al., 2021), and each stage comprises a different number of RepVGGBlock (Ding et al., 2021), as shown in Figure 3. The number of blocks can be freely adjusted to change the encoder’s representation ability of the input image. Considering the trade-off between the accuracy and speed of the model, we set the number of blocks in each stage as {1,2,4,8,1}, and the image resolution of the first stage is 224 × 224. Experiments show that under the large image size, using only one block is helpful to speed up the training and reasoning of the model. The input and output dimensional parameters of each stage are shown in Table 1.
[image: Figure 3]FIGURE 3 | Sketch of RepVGGBlock architecture.
TABLE 1 | Encoder parameters of each stage. The first parameter of the size indicates the number of channels, and the last two parameters indicate the size of the image during the down-sampling process.
[image: Table 1]RepVGGBlock is a convolutional block with multibranch topology, including convolution with 3 × 3 kernel branch, convolution with 1 × 1 kernel branch, and identity branch. Each branch performs BN operation, then concatenates them together, and finally outputs after being activated by ReLu. The schematic diagram of RepVGGBlock is shown in Figure 3.
In order to recover the stress field distribution quickly and accurately, we designed a convolutional decoding structure which maps the features extracted by the encoder to the stress distribution map corresponding to the fringe pattern. The feature decoding process is also divided into five stages, each of which is stacked with blocks with the same structure. The number of blocks is also adjustable, and its structure comprises an up-sampling layer, a convolution layer, a BN layer, and an active layer. The schematic diagram is shown in Figure 4. The up-sampling layer uses bicubic interpolation (Huang and Cao, 2020), the convolution layer uses 3 × 3 conv, and the activation layer uses ReLu. Table 2 shows the parameters of each stage of the decoder.
[image: Figure 4]FIGURE 4 | Sketch of decoding block architecture.
TABLE 2 | Parameters of each stage of the decoder. The input size of the decoder is the output size of the encoder, and the final output size of the model is 1 × 224 × 224.
[image: Table 2]3.4 Objective Optimization Function
Mean squared error (MSE) (choi et al., 2009; Ma et al., 2020) is the most commonly used loss function in image reconstruction, which has fast convergence speed. But for regression tasks, the MSE is prone to interference by outliers during training. Most importantly, it usually leads to blurred images (Gondal et al., 2018) because minimizing MSE is equivalent to minimizing the cross-entropy of the empirical distribution and Gaussian distribution on the training set. We followed the method proposed by Zhao et al. (2016) and used L1 (Liao et al., 2021), L2, and SSIM (Wang et al., 2004) to construct our stress recovery loss function. First, the L1 loss of the two images is defined as follows:
[image: image]
where p is the index of the pixel; Ir(p) and Ig(p) are the values of the pixels in the recovered stress map and the ground truth, respectively; and N is the number of pixels p in the image I. Similarly, L2 loss is defined as follows:
[image: image]
The SSIM has been widely used as a metric to evaluate image processing algorithms. It is a full reference image quality evaluation index which measures the image similarity from three aspects: brightness, contrast, and structure. The SSIM for pixel p is defined as follows:
[image: image]
where x and y are two image patches extracted from the same spatial position of the two images, respectively; μx and μy are the average brightness of patches x and y, respectively; σx and σy are the standard deviation of x and y, respectively; σxy is the covariance of x and y; and C1 and C2 are very small constants to avoid having a zero denominator.
In order to solve the problem of edge noise in the process of image generation, multiscale SSIM (MS-SSIM) is added to the loss function (Wang et al., 2003), which can effectively improve the impact of edge noise. MS-SSIM is defined as Eq. 7. M scale images were obtained by down-sampling. These images were evaluated by the SSIM, and the MS-SSIM value was obtained by fusion calculation.
[image: image]
where lM and csj are the terms defined in Eq. 8 at scales M and j. According to the convolutional nature of the network, the loss function of MS-SSIM can be written as follows:
[image: image]
where [image: image] is the center pixel of patch P and P is the image patch sampled from image Ir and Ig.
Finally, the objective optimization function is formulated in Eq. (11):
[image: image]
where Ir and Ig are the recovered stress map and the ground truth, respectively. Through the comparative experiments of different loss functions, we set [image: image] and [image: image] so that the different components of the loss function achieve roughly similar contributions.
4 EXPERIMENT AND ANALYSIS
By comparing the performance of the proposed network structure with the multiloss function fusion method on a synthetic dataset and comparing with the previous work, it is proved that the proposed method can accurately recover the stress field distribution from the photoelastic fringe pattern.
4.1 Implementation Details
Our network model is implemented by PyTorch. During the training process, 20,000 image pairs are randomly selected from the complete dataset, with 80% as the training set and the remaining 20% as the validation set. The batch size is set to 32, and Adam optimizer is used to train 100 epochs. The initial learning rate is 0.0001. The size of the input and output images is 224 × 224, in which the input is the RGB channel color fringe pattern and the output is the single channel stress gray pattern. We train the stress recovery network from scratch on a single NVIDIA GTX 1080Ti, save several models with low loss values on the verification set, and then select the one with the best performance on the validation set as the final model. Another 20,000 pairs of images are randomly selected as the test set, and these images did not appear in the previous training and validation sets. This test set will be used to evaluate the performance of the final model.
4.2 Comparison With Different Methods
We test the trained models on different number of test sets, and the test images are randomly selected from the data sets that have never participated in the training. The distribution map of the stress field recovered by the network is compared with the real distribution map. MSE, peak signal-to-noise ratio (PSNR) (Gupta et al., 2011), and SSIM are used to measure the quality of the generated stress field images and then compare with the previous work. The PSNR is an image quality reference value for measuring maximum signal and background noise, as shown in Eq. (12).
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where MAXI is the maximum possible pixel value of the image, and MSE is the mean square error.
For MSE, the value is close to 0 and the smaller the better. For the PSNR, high values indicate better performance; on the contrary, low values indicate low performance. For the SSIM, the value close to 1 indicates high similarity and the value close to 0 indicates low similarity.
The results of StressNet (Briñez de León et al., 2020b), GAN (Briñez de León et al., 2020c) and our proposed network are compared, as shown in Table 3. The experimental results show that the proposed network model has good feature extraction ability and better image space mapping ability. The large standard deviation of the PSNR and MSE may be due to the noise in randomly selected data, which leads to a certain deviation from the mean value. Generally speaking, the results obtained by our proposed stress recovery network are better than those of the previous work.
TABLE 3 | Quantitative results. Comparison with StressNet (Briñez de León et al., 2020b) and GAN (Briñez de León et al., 2020c) in the SSIM, PSNR, and MSE.
[image: Table 3]We selected the two examples in StressNet to obtain specific instructions. The results in Figure 5 and Table 4 show that our proposed method has a high structural similarity index, and the bright area in the Figure 5 shows the degree of stress concentration. In order to measure the difference of the maximum stress difference between the recovery stress map and ground truth in the stress concentration area, the ratio of the maximum stress difference (RMSD) was proposed, as shown in Eq. 13. For the RMSD, the value close to 1 represents a small error. According to the RMSD value in Table 4, the stress recovery error of our method is smaller.
[image: image]
where MSDr and MSDg are the maximum stress difference of the recovery stress map and ground truth, respectively.
[image: Figure 5]FIGURE 5 | Results of comparison with StressNet (Briñez de León et al., 2020b). (A,E) are photoelastic fringes obtained with fluorescent and incandescent light sources, respectively. (B,F) are the corresponding ground truth. (C,G) are the results in StressNet. (D,H) are the results of our method.
TABLE 4 | Quantitative results of comparison with StressNet (Briñez de León et al., 2020b). (a) and (e) represent the results of processing the photoelastic fringes in Figure 5.
[image: Table 4]Similarly, we also make a further comparison with the methods proposed in GAN (Briñez de León et al., 2020c), as shown in Figure 6. The experimental results show that our method solves the local over-saturation phenomenon in GAN (i.e., the predicted value of the stress concentration area tends to be larger).
[image: Figure 6]FIGURE 6 | Results of comparison with GAN (Briñez de León et al., 2020c). (A,E) are photoelastic fringes obtained with Willard_LED and incandescent light sources, respectively. (B,F) are corresponding ground truth. (C,G) are the results in the GAN. (D,H) are the results of our method.
4.3 Comparison With Different Loss Functions
In order to construct the most effective loss function to accurately recover the stress map, we compare the image recovery effect of the models trained under different loss functions. 20,000 images were used to evaluate each indicator to avoid accidental errors. The experimental conditions were the same except for different loss functions. The experimental results of each evaluation index are shown in Tables 5, 6. The results show that compared with using MSE and MS-SSIM as loss functions alone, the fusion of multiple loss function mix as shown in Eq. 11 can achieve better image recovery quality. Figure 7 shows a concrete example of stress map recovery under different loss functions. When L1, L2, and L1+L2 are used as loss functions, as shown in Figures 7C–E, local details are lost in the stress map recovery, leading to inaccurate results. When MS-SSIM is used as a loss function, as shown in Figure 7F, complete local details are preserved, but the maximum stress difference in the stress concentration area is less than the true value. Using the fusion loss function mix, as shown in Figure 7G, the best effect is achieved in all evaluation indicators, which is almost consistent with the ground truth.
TABLE 5 | Quantitative results of comparison with GAN (Briñez de León et al., 2020c). (a) and (e) represent the results of processing the photoelastic fringes in Figure 6. MSE is calculated after image normalization.
[image: Table 5]TABLE 6 | Comparison of results of different loss functions. All the results are tested on 20000 images, and then the average and standard deviation are obtained. MSE is calculated after image normalization.
[image: Table 6][image: Figure 7]FIGURE 7 | Results for different loss functions. (A,B) are image pairs randomly selected from the test set (Briñez-de León et al., 2020e) and (C–G) are the stress maps recovered under different loss functions.
4.4 Further Result Analysis
The prediction of the stress concentration area is the key point of practical engineering because it has a great influence on the fatigue life of components. We compared the maximum stress difference between the predicted stress map and ground truth and calculated the ratio of the maximum stress difference among 20,000 randomly selected image pairs.
The experimental results show that the average RMSD value of 20,000 predicted and real stress maps is 1.0109, and the standard deviation is 0.0652. This indicates that our network model accurately predicts the maximum stress difference in the stress concentration area with very dense fringes, which is the benefit brought by the fusion of MS-SSIM and L1. Multiloss function fusion not only considers the change of global value but also has a good effect on optimizing the local minimum value in the training process. Figures 8, 9 list some specific examples. The color fringe images in Figure 8 are obtained by using a Sony_IMX250 camera sensor with a constant light source, and its maximum stress value is 72 MPa. Table 7 shows all the metric values of the recovered stress maps in Figure 8. The SSIM values of Figures 8C,F both exceed 0.99, and the maximum stress difference of them are 68.5 and 73.5 MPa, respectively. The results show that the maximum principal stress difference appears in the area with dense fringes, and their maximum stress difference error is less than 5%.
[image: Figure 8]FIGURE 8 | Stress concentration zones. Photoelastic fringes (A,D) and corresponding stress maps (B,E) are selected from the test set (Briñez-de León et al., 2020e). (C,F) are stress maps recovered by our proposed method. The region inside the red box is the stress concentration zone.
[image: Figure 9]FIGURE 9 | Edge of the stress map. Photoelastic fringes (A,D) and corresponding stress maps (B,E) are selected from the test set (Briñez-de León et al., 2020e). (C,F) are stress maps recovered by the proposed method. (A) is obtained by the human vision camera sensor with a cold white laser as the light source, and the maximum stress value of (B) is 72 MPa. (D) is obtained by a Sony_IMX 250 camera sensor with Willard_LED as the light source, and the maximum stress value of (e) is 48 MPa.
TABLE 7 | All the metric values of the recovered stress maps in Figure 8.
[image: Table 7]In order to evaluate the performance of the proposed method at image edges, Figure 9 shows that the predicted stress map is very smooth in the edge area of the pattern, and the SSIM between the estimated stress map and ground truth in the edge area can reach 0.99. From the perspective of human vision, the prediction of stress concentration zones and edges is almost consistent with the ground truth. Table 8 shows all the metric values of the recovered stress maps in Figure 9.
TABLE 8 | All the metric values of the recovered stress maps in Figure 9.
[image: Table 8]When solving the stress field of complex geometric objects under different experimental conditions, there were some problems in the previous study, such as complicated calculation methods and inaccurate calculation results. Figure 10 shows the advantage of our method in solving the stress field of complex geometry. Due to the strong unwrapping ability of the network model, the stress field recovery of the complex fringe pattern performs well in the edge and stress concentration area. The predicted results of the stress map in the first two rows in Figure 10 can reach 0.99 on the SSIM, and the more complex patterns in the last two rows can also exceed 0.97. Table 9 shows all the metric values of the recovered stress maps in Figure 10.
[image: Figure 10]FIGURE 10 | Stress recovery results of complex fringe patterns. First column: photoelastic color fringe pattern; second column: ground truth; third column: predicted stress map. All fringe patterns and corresponding stress maps are selected from the test set (Briñez-de León et al., 2020e). The maximum stress values of the ground truth from top to bottom are 72, 48, 48, and 60 MPa.
TABLE 9 | All the metric values of the recovered stress maps in Figure 10.
[image: Table 9]4.5 Experimental Cases
The model was also evaluated when dealing with experimental cases. Based on experiments in literature (Restrepo Martínez and Branch Bedoya, 2020), 12 images were selected to fine-tune the network, and the remaining four images were used to test the performance of the network model. In the experiment, an LED was used as the light source, different loads were applied in a circularly polarized light field, and the photoelastic images were captured by the camera sensor DCC3260. The ground truth is generated by simulation. The test results are shown in Figure 11 and Table 10.
[image: Figure 11]FIGURE 11 | Stress recovery results of experimental cases. First column: photoelastic color fringe pattern; second column: ground truth generated by simulation; third column: predicted stress map.
TABLE 10 | All the metric values of the recovered stress maps in Figure 11.
[image: Table 10]5 CONCLUSION
We propose a deep convolutional neural network based on the encoder–decoder structure and design an objective optimization function weighted with multiple loss functions to recover the stress field distribution from color photoelastic fringe patterns. Verification results on open data sets show that our stress field recovery model can achieve an average performance of 0.99 on the SSIM. Other indexes also show that the model has the ability to accurately recover the stress map. When testing the photoelastic fringe patterns with complex geometry under different experimental conditions, our model still shows excellent generalization performance and strong unwrapping ability.
However, the proposed method only calculates the difference of principal stress. In practice, we also want to know the specific component of principal stress. In the future, a dataset containing principal stress components will be built, and then the principal stress can be obtained through the deep convolutional neural network.
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Complete trajectory planning includes path planning, inverse solution solving and trajectory optimization. In this paper, a highly smooth and time-saving approach to trajectory planning is obtained by improving the kinematic and optimization algorithms for the time-optimal trajectory planning problem. By partitioning the joint space, the paper obtains an inverse solution calculation based on the partitioning of the joint space, saving 40% of the inverse kinematics solution time. This means that a large number of computational resources can be saved in trajectory planning. In addition, an improved sparrow search algorithm (SSA) is proposed to complete the solution of the time-optimal trajectory. A Tent chaotic mapping was used to optimize the way of generating initial populations. The algorithm was further improved by combining it with an adaptive step factor. The experiments demonstrated the performance of the improved SSA. The robot’s trajectory is further optimized in time by an improved sparrow search algorithm. Experimental results show that the method can improve convergence speed and global search capability and ensure smooth trajectories.
Keywords: trajectory planning, inverse kinematics, configuration space, time optimization, improved sparrow search algorithm
INTRODUCTION
Robots are one of the vehicles for replacing some of the work of humans, combining the strengths of many disciplines and being used in a wide range of fields, such as mechanism (Yoshikawa, 1985; Park, 1995), computer vision (Huang et al., 2020; Bai et al., 2022), intelligent control (Yang et al., 2019; Yu et al., 2020; Yun et al., 2022a), artificial intelligence (Yu et al., 2019; Li et al., 2019; Sun et al., 2020a), signal processing (He et al., 2019; Jiang et al., 2019; Ma et al., 2020; Sun et al., 2020b; Weng et al., 2021), etc.. Time is the primary factor to be considered in engineering scenarios, and optimizing time is of great research significance for improving the efficiency of robotic arms. Time optimization aims to maximize the execution efficiency of the motor within the permissible limits. Simply increasing the torque and power of the motor is not feasible, as it results in greater energy consumption and inertia. Depending on the space in which the planning object is located, it can be divided into trajectory planning in Cartesian space and trajectory planning in joint space. When planning trajectories in Cartesian space, the position and pose of the robot arm end-effector (EE) are intuitive (Kant and Zucker, 1986; Xu et al., 2009; Zheng et al., 2009), making it more suitable for scenarios with strict requirements on the trajectory movement process, such as machining (Sun et al., 2020c), welding (Hao and Wang, 2021), rehabilitation robot (Liu et al., 2016; Sun et al., 2018; Li et al., 2020; Luo et al., 2020), etc. However, inverse kinematic calculation takes up significant computational resources during the trajectory motion, and it is difficult to circumvent the kinematic singularity problem. When planning a trajectory in joint space (Chen and Zalzala 1997; Verscheure et al., 2009; Stilman, 2010), the object of planning is the joint angles corresponding to the target position, the whole process is done in joint space, and the motion is fully accessible, avoiding a large number of inverse kinematic calculations and eliminating the need to consider the problem of singularities, thus making it faster. After completing the planning in joint space, the trajectory needs to be mapped back to Cartesian space. The mapping process is highly non-linear, so the trajectory is unpredictable without constraints (Liu et al., 2013). However, many scenarios only require identifying several key points on the trajectory and do not require tracking the movement between these points, such as rigid body grasping (Miao et al., 2015; Hu et al., 2019; Jiang and Zheng, 2019; Duan and Sun, 2021; Jiang et al., 2021; Liu et al., 2022a), intelligent sorting, plant planting, etc. From a control point of view, the motor drive system acts directly on the joint angles of the axes so that the smoothness of the joint trajectory is more important than the smoothness of the trajectory in task space.
Time optimization is a single objective optimization problem for trajectory planning. The minimum time for the trajectory motion is calculated with the constraint that the velocity and acceleration do not exceed a set maximum value, provided that the trajectory and velocity are smoothly continuous and the acceleration is continuous (Gasparetto et al., 2012). The optimal time problem is generally solved by determining the interpolation function of the trajectory and then determining the coefficients of the interpolation function to ensure time is optimal. Polynomials are widely used in the choice of trajectory interpolation functions (Biagiotti and Melchiorri, 2008). The polynomials’ order grows larger to obtain more accurate trajectories, which causes the Runge’s phenomenon. Multi-segment polynomials are used in most scenarios in order to eliminate this effect. However, this brings about the creation of non-differentiable points within the interpolation function, which has a negative effect on the normal operation of the motor. The polynomial is at least third order derivable to ensure smoothness of velocity and continuity of acceleration. Higher orders provide more parameters and mean that the calculation becomes difficult. Alternatively, B splines have excellent performance in smoothing, and Thompson SE developed a method for constructing joint trajectories using B splines (Thompson and Patel, 1987). However, the properties of B splines dictate that the trajectories are fitted and not interpolated, and the absolute accuracy of the interpolated points cannot be guaranteed.
This work aims to reduce the time of robot trajectory planning in terms of both inverse solution calculation and trajectory optimization. The algorithm used for trajectory optimization can be extended to other configurations of robots. This paper completes the trajectory planning of a UR5 collaborative robot (cobot) in joint space by means of cubic spline interpolation and obtains a time-optimal trajectory using an improved sparrow search algorithm (SSA). The complete flow of the trajectory motion is considered in this paper for the time optimization of the trajectory and the optimization of the inverse solution calculation method. The method of partitioning the joint space of the UR5 cobot is discussed, and one-to-one correspondence with the subspaces is obtained, significantly reducing the time required for the inverse kinematics (IK) calculation. The smoothness of the joint trajectory and the velocity is ensured by a cubic spline interpolation method. The problem of its tendency to fall into local optima is improved by improving the sparrow search algorithm to obtain a time-optimal trajectory with maximum velocity and acceleration as constraints.
This paper is organized as follows. Section 2 details other studies relevant to the work in this paper. The mathematical model for time-optimal trajectory planning is presented in Section 3, and the problems and solutions in the various processes of trajectory planning are discussed in detail. The sparrow search algorithm and its improved methods are shown in detail in Section 4. Section 5 shows the experimental results of the algorithm. Some outlooks and conclusions are given in Section 6.
RELATED WORKS
The time-optimal problem of trajectories has been actively studied. Earlier proposed algorithms (Bobrow et al., 1985; Shin and McKay, 1985) are based on the position-phase plane. These algorithm’s transform the time-optimal problem into a function of θ and v as parameters to find the optimal problem. In short, for each point of the path, the minimum time to pass the entire path is obtained by passing at the maximum speed. The maximum velocity allowed for each point is found in the plane formed by θ and v, and is made continuous when switching from point to point. These methods do not consider the acceleration continuity, which is not possible for an actuator moving in actual operation to produce discontinuous acceleration. This approach of ignoring actuator dynamics leads to two adverse effects: first, the discontinuous acceleration causes the actuator motion always to be delayed concerning the reference trajectory. This significantly reduces the tracking accuracy of the trajectory. In addition, constant switching can achieve discontinuous acceleration, but this introduces high-frequency oscillations to the actuator.
Solutions to these problems may be found in this literature (Shiller, 1996; Constantinescu, 1998; Constantinescu and Croft, 2000). In these methods higher order derivatives are added for finite control, which requires the establishment of third order dynamic equations. However, building accurate kinetic models is often challenging to accomplish.
Another approach that does not require a dynamics model is to use a smoothing function to express the trajectory in joint space. The torque of the actuator is directly reflected in the joint variation of the robot so that a smooth trajectory will result in a smooth model. In the usual case, the spline interpolation function is widely used. Three constraints need to be considered after describing the joint trajectory using the spline function.
1) Speed limit;
2) Acceleration limit;
3) Jerk limit.
The third spline function has time as the horizontal axis and joints as the vertical axis, and the third-order derivability ensures that the acceleration is continuous. The calculation of the optimal trajectory time is completed by finding the minimum value of time under the satisfied constraints.
Tandem robots are generally made up of multiple joints, and the motion of each joint is coupled, making it challenging to complete the optimization process through numerical solutions. Swarm intelligence search algorithms have shown great vitality in such problems (Tian et al., 2020; Chen et al., 2021a; Chen et al., 2021b; Chen et al., 2022). Swarm search algorithms are widely used in robotics, such as inverse solution computation (Zhao et al., 2022), control (Liu G et al., 2021; Wu et al., 2022), pose recognition (Li et al., 2019a; Tao et al., 2022a) and other nonlinear problems (Huang et al., 2019; Sun et al., 2020d; Hao et al., 2022). Recently published optimisers (Ghafori and Gharehchopogh, 2012; Abedi and Gharehchopogh, 2020; Abdollahzadeh et al., 2021a; Gharehchopogh et al., 2021a; Abdollahzadeh et al., 2021b; Benyamin et al., 2021; Gharehchopogh et al., 2021b; Gharehchopogh and Abdollahzadeh, 2021; Goldanloo and Gharechophugh, 2021; Mohammadzadeh and Gharehchopogh, 2021; Zaman and Gharehchopogh, 2021; Gharehchopogh, 2022) have achieved good performance but may not suit industrial scenarios with high real-time requirements. The particle swarm optimization algorithm (PSO) is used to search for the global time-optimal trajectory of a spatial robot in conjunction with robot dynamics (Huang and Xu, 2006). Huang uses a multi-objective particle swarm optimization algorithm optimization method for the multi-objective optimization of the motion trajectory of a space robot (Huang et al., 2008). Liu and Zhang (Zhang et al., 2018; Liu and Rodriguez, 2021) used a quintuple polynomial for trajectory planning for the PUMA560 robot and proposed an improved genetic algorithm (GA) to accomplish time-optimal trajectory planning.
These works demonstrate the feasibility of the group search algorithm for this problem, but accuracy and convergence speed remains problematic. The sparrow search algorithm is an algorithm proposed by Jiankai Xue (Xu et al., 2022) in 2020. The algorithm outperforms PSO, GA, grey wolf optimization algorithms (GWO). It is widely used other search algorithms on uni-modal and multi-modal test functions and is widely used in problems such as path planning for mobile robots (Liu et al., 2022b), control of photovoltaic microgrids (Yuan et al., 2021) and optimization of battery stack model parameters (Liu Y et al., 2022). We find that SSA is suitable for time-optimal trajectory planning problems and improves the initial population generation in the original algorithm through the Tent chaotic mapping method. An adaptive step size factor adjusts the individual update to improve the global search capability. Time-optimal trajectory planning was completed on the UR5 collaborative robot, and experimental results demonstrate the effectiveness of the method.
A complete process includes trajectory determination, inverse solution solving, and trajectory optimization in practical motion. Depending on the scenario, the conditions for determining the trajectory are different. Obtaining information about the environment in these scenarios can be done by different sensors, such as myoelectric signals (Li et al., 2019b; Cheng et al., 2020; Cheng et al., 2021; Yang et al., 2021; Liu et al., 2022c), visual sensors (Jiang and Li, 2019; Jiang and Li, 2021; Tan et al., 2020; Huang et al., 2021; Liao et al., 2021; Liu X. et al., 2022; Sun et al., 2021, 2022; Yun et al., 2022b), multi-sensor fusion (Li et al., 2019c; Liao et al., 2020; Tao et al., 2022b), etc. The theoretical time required for the robot to complete the motion of a specified trajectory includes the motor execution time and the kinematic computation time. Therefore, trajectory planning is closely integrated with inverse kinematic solving. However, none of the above methods takes into account the time taken up in the trajectory planning by the inverse solution calculation. Based on the work described above, this paper also combines the unique domain theory to improve the computational efficiency of the algorithm further when the trajectory is in motion.
TIME-OPTIMAL TRAJECTORY PLANNING
A complete trajectory planning process should include key point selection, inverse solution calculation, trajectory function setting and optimization. The coordinates of the key points on the trajectory are generally known in a Cartesian coordinate system. The inverse kinematics calculations allow the conversion of Cartesian coordinates into joint space, and the inverse kinematics of multi-joint robots is often multi-solvable. The UR5 cobot has eight sets of inverse solutions for the same pose. Assume that given a discrete sequence pi of n interpolated sample points, the corresponding inverse solution of the joint angles is Qi =[θi1, θi2,..., θi8] = IK(pi), where θij is a one-dimensional vector of six elements corresponding to the angle of each joint, i = 1, 2,..., n, j = 1, 2, ..., 8. It is necessary to filter the inverse solution by a certain condition after the joint angle has been found, which often follows the principle of minimum joint variation between adjacent poses. As each joint has a different influence on the EE’s trajectory, the amount of variation needs to be weighted in the calculation. The joint angle qi corresponding to the ith sample point, i.e. the ind-th set of solutions in Qi, can be found from the following equation
[image: image]
where qi-1 is the joint angle corresponding to the (i-1)-th sample point, m is the ordinal number of the joint angle, m = 1,2,...,6. wm is the weighting factor corresponding to the mth joint, ∆θ is the minimum variation, and ind is the ordinal number of the minimum variation corresponding to in Qi.
The calculation and filtering of the inverse solution can occupy a lot of computational resources and waste much time, especially when the number of sample points is large. The literature (Wenger, 1992; Wenger, 2019) analyzed in depth the method of partitioning joint spaces and obtained the conclusion that the Jacobi matrix equation (det(J) = 0) can partition the joint space into subspaces with the same number of solutions as the inverse, and these subspaces are called unique domains. However, they only provide a geometric analysis and do not suggest specific applications. The determinant of the Jacobi matrix for the UR5 cobot is
[image: image]
where c represents the function cos, s denotes the function sin, subscript i denotes θi, subscript ij denotes θi+θj, subscript ijk denotes θi+θj+θk. The rest of the paper uses expressions simplified in this way.
Each unique domain corresponds to a unique inverse resolution. It is shown that the choice of a suitable unique domain ensures the uniqueness of the inverse solution analytic, thus avoiding the problem of multiple solutions to the inverse kinematics. The pose T of EE is already known in inverse kinematic computing, and the general form of T can be expressed as follows
[image: image]
where [image: image] is the normal lapse, [image: image] is the direction vector, [image: image] is the approach vector, and [image: image] is the position vector.
The unique domain corresponding to the inverse solution of the trajectory does not change when the robot’s configuration does not change throughout its motion. Therefore only one unique domain corresponding to the inverse solution can be used when doing trajectory planning. The inverse solution has only one set of analytic solutions when the unique domain is determined (Liu Y et al., 2022). Combined with the method proposed by Xiao (Xiao et al., 2021), the calculation method of inverse kinematics of UR5 cobot is obtained. The IK analytical expression is
[image: image]
where
[image: image]
and a2, a3, d4, d5 are the DH parameters of the robot and the exact values can be obtained in Table 1. k1, k2 and k3 as 1 or −1.
TABLE 1 | DH parameters of UR5 cobot, including link offset di, link length ai, twist angle αi and joint angle θi.
[image: Table 1]The inverse solution calculation leads to values of k1, k2, and k3 that are not unique, which is why the joints have multiple solutions. There are eight sets of solutions in total. As the robot’s configuration does not change when the trajectory is in motion, it is not necessary to consider all cases of k1, k2, k3, and only a set of values needs to be chosen. According to the unique domain theory, we let k1 =1, k2= −1, k3= 1.
The inverse kinematic solution of the UR5 robot can be completed from Eqs. 4 and 5. The trajectory between sample points is generally done by interpolation. Assuming that the time corresponding to sample point pj is ti, the whole trajectory s(t) can be expressed as
[image: image]
where uk,j, uk-1,j, ..., u0,j are constant coefficients and k is the order of sj(t), j = 1, 2, ..., n.
A spline curve is a special function defined by a polynomial segment. In engineering applications, spline interpolation is more reliable than polynomials. The interpolation error is small even if the order of the spline curve is not high, thus avoiding Runge’s phenomenon. In order to balance the smoothness of the trajectory with the speed of the calculation, we use cubic splines, which guarantee the continuity of the acceleration. Thus the trajectory sj(t) can be written
[image: image]
The value of sj(t) at each interval endpoint is equal to the value at the sample point, i.e. sj (tj-1) = qj-1, sj (tj) = qj. The derivatives of sj(t) at the endpoints of each interval are continuous, i.e. sj′(tj -0) = s′j (tj +0). The second-order derivatives of sj(t) at the endpoints of each interval are continuous, i.e. sj′′(tj -0) = sj′′(tj +0).
Noting that sj′′(t) is a first-order polynomial on the closed interval [tj-1, tj], one can assume that the values of sj′′(t) at the endpoints of the interval are known, i.e. sj′′(tj-1) = Mj-1, sj′′(tj) = Mj. Then
[image: image]
where hj = tj - tj-1.
By computing the integral of Eq. 8, we are able to obtain a general expression for the cubic spline at any moment t in the closed interval [tj-1, tj]
[image: image]
From Eq. 8, we can obtain that there are (n+1) unknown variables in the whole trajectory s(t) (M0, M1, ..., Mn). In order to find out all the parameters, it is necessary to construct independent equations for M0, M1, ..., Mn of independent equations
[image: image]
where μj = hj/(hj+hj+1), λj = 1-μj, γj = 6 [(wj+1-wj)/hj+1-(wj-wj-1)/hj]/(hj+hj+1).
For n cubic polynomials consisting of s(t), there are (n-1) internal knots to obtain (n-1) equations in Eq. 8. In order to solve for the (n+1) unknown variables, we still need two other constraints. Noting that the velocity at the start and end of the whole trajectory is zero, i.e. sj′(0) = 0, sj′(tn) = 0. This leads to (n+1) independent equations
[image: image]
where μi, λi are known quantities and Mi are unknown variables.
The solution of Eq. 11 determines the display equation for the cubic polynomial, so the time-optimal problem can be described as solving for the minimum of the sum of hj within the constraints, i.e.
[image: image]
IMPROVED SPARROW SEARCH ALGORITHM
Sparrow Search Algorithm
The sparrow search algorithm models the behaviour of the sparrow as it forages for food and escapes predation. As with other heuristics, the sparrow population can be understood as a randomly generated variable. The algorithm defines the different identities of individuals in the population: producers and joiners. The process of sparrow foraging is, in fact, an algorithmic search for optimal performance. According to a certain ratio, individuals with good energy are defined as producers during each foraging session and the remaining individuals as joiners. The joiner moves closer to the producer. The fitness function measures the magnitude of the energy. In addition, a certain percentage of individuals (typically 10–20% of the entire population) are randomly selected from the entire sparrow population to sense danger. These sparrows act like variant individuals in GA, preventing the population from falling into a local optimum. Their position shifts when certain conditions are triggered. This increases the diversity of the population and improves the possibility of individuals escaping the local optimum.
In the Tth foraging action, the producer’s position is updated as follows
[image: image]
where T is the current number of iterations, i is the sequence of individual sparrows in the population, and xi,j denotes the coordinate position of the jth dimension of the current ith producer. Random factor α∈(0,1], itermax represents the maximum number of iterations, Q is a random value that follows a normal distribution, L is a vector of the same dimension as the individual sparrow, random numbers R2∈[0,1], ST∈[0.5, 1].
R2 is a random number and ST is a constant in the domain of definition. R2 determines how the producer updates and this random setting allows for more variation in the producer’s position, increasing the possibility of optimization seeking. For joiners
[image: image]
where xworst is the individual sparrow with the weakest current energy, n is the number of joiners, [image: image] is the sparrow with the highest energy in Equation 10; A is a vector of the same dimension as the individual sparrow, with internal elements 1 and -1, A+ = AT (AAT)A−1.
The accessions are renewed in two ways, preserving the distribution of the sparrow population. For the sparrow responsible for early warning
[image: image]
where xbest is the globally optimal individual in the current action, fi is the fitness value of the individuals, and fg, fw are the optimal fitness and the worst fitness, respectively, that the sparrow population can achieve in this action. β, K are step coefficients. ε is a minimal value that prevents the denominator from being zero.
The sparrow responsible for the warning is at the edge of the population when fi > fg and should move closer to the position where the globally optimal sparrow is located. The sparrow responsible for sensing danger chooses to update its position towards the centre of the group in order to reduce the risk of predation when fi = fg. This setup aims to avoid too many individuals reaching a local optimum, and the algorithm stops iterating and falling into a local optimum.
Initial Population Optimization Based on Tent Chaotic Mapping
In the original algorithm, the authors compared the performance of SSA and GSA, PSO, GWO on nineteen tested functions. SSA has a robust global search capability and yields high accuracy, outperforming other algorithms in multi-modal search problems. The distribution of the initial population is closely related to the performance of the algorithm. A uniformly distributed initial population can enrich the diversity of the population and thus improve the search efficiency of the algorithm. However, this consideration was not made in the original SSA, and the implementation of the algorithm relied on pseudo-random numbers to complete the initial population take. Tent chaotic sequences are stochastic and ensure the diversity of populations (Liu et al., 2016). Tent mapping can produce a uniformly distributed initial population, which effectively prevents individuals from approaching the local optimum too early. The expression for the Tent chaos mapping is
[image: image]
In order to avoid the sequence of Tent chaotic mappings falling into small and unstable periodic points during iteration, a random variable δ/N is introduced into the original Tent mapping
[image: image]
where the random variable δ ∈ [0,1], N is the number of elements in the individual sparrow, and xmin, xmax are the smallest and largest elements in the individual sparrow.
To further compare pseudo-random numbers and Tent chaotic sequences, 1,000 sets of random numbers with values in [0,1] were generated by two methods. The intervals were evenly divided into 10 parts, and the frequency of occurrence of the numbers in each interval was counted. Figures 1A,C visualize the location of the random numbers generated in the two ways, while Figures 1B,D count the number of occurrences of the random numbers in each interval. It can be seen that the improved Tent mapping produces a more uniform distribution of chaotic sequences of random numbers.
[image: Figure 1]FIGURE 1 | Comparison of two kinds of random number generators.
Adaptive Step Factor
The function of Eq. 15 is to avoid that too many individuals reach the optimum, and the algorithm stops iterating, thus falling into a local optimum. However, its effect is weakened because the step factor in Eq. 15 is random. The sparrows should approach the individual with the best position more quickly when fi > fg, thus achieving accelerated convergence. The cosine annealing algorithm is widely used in deep learning and has excellent conditioning effects. The cosine annealing algorithm was used to adjust the step size factor β. In early searches, sparrow populations were more widely distributed, global search capacity was more robust and local search capacity needed to be increased. Using Eq. 19, the value of K is adjusted to increase in the early period and decrease rapidly in the later period. Such an adaptation ensures that the algorithm maintains a robust global search capability in the early stages, and accelerates convergence in the later stages. The variation of the two step factors with the number of iterations is shown in Figure 2. Equations 18 and 19 are defined as adaptive step factors, which we refer to uniformly as ADF in the rest of the section
[image: image]
[image: image]
where βmin and βmax are the minimum and maximum values of β. Kmin and Kmax are the lower and upper limits of the value of K. itercur and itermax are the current number of iterations and the total number of iterations respectively.
[image: Figure 2]FIGURE 2 | Variation of step size factors with the number of iterations.
Equations 13–15, derived from the original work of SSA (Xue and Shen, 2020), specify how the sparrow is updated and construct the basic flow of the algorithm. Based on the idealization and feasibility of the above model, the basic steps of the improved SSA can be summarized in the pseudo-code shown in Algorithm 1. The algorithm flow for solving the time-optimal trajectory can be obtained from the above work, as shown in Figure 3. UDi in the figure is a shorthand for the unique domain, i = 1,2,3,...,8.
[image: Figure 3]FIGURE 3 | Time-optimal algorithm flow for trajectories.
Algorithm 1. The framework of the improved SSA
[image: FX 1]
EXPERIMENTS BASED ON UR5 COBOT
Experiments were carried out on the UR5 cobot platform in order to verify the validity of the work presented earlier. The solid and structure of the UR5 robot are shown in Figures 4A,B, and the DH parameters are shown in Table 1.
[image: Figure 4]FIGURE 4 | The solid and structure of the UR5 robot.
The task trajectory is a spiral line with a circle centre position of (-200,100)mm, a radius of 60 mm and a pitch of 10 mm in a Cartesian coordinate system. The trajectory of the helix in the Cartesian system is shown in Figure 5 and the coordinates of the sampling points are shown in Table 2.
[image: Figure 5]FIGURE 5 | Task trajectory.
TABLE 2 | Positions of every sample points.
[image: Table 2]The efficiency of the inverse solution calculation during robot motion is important and affects the efficiency of the overall motion. A single calculation can derive the joint angles for all sample points by Eq. 4 in Section 3. The joint angles corresponding to each sample point are obtained by inverse kinematics as shown in Table 3. Since the pose did not change during the motion along the trajectory, no motion occurred for joint 6, no trajectory planning was required for joint 6.
TABLE 3 | The corresponding angle of the sampling point.
[image: Table 3]Compared to the method of calculating eight sets of inverse solutions and then filtering them by the principle of minimum displacement (known as calculation method 1), the method of joint space division (known as calculation method 2) is more time-efficient. The two inverse solution calculation methods were run ten times in Matlab 2019b, and the calculation time results are shown in Figure 6. The average time for ten runs of the two methods was 2.6149 and 1.5752 ms respectively, with the joint space division based method able to save 39.76% of the time. This proportion increases linearly with the number of sampling points.
[image: Figure 6]FIGURE 6 | Time results for ten calculations of the two inverse solution schemes.
The maximum velocity and maximum acceleration constraints for each joint are shown in Table 4. We did controlled experiments in the same environment to further investigate the advantages of the two improvements to SSA in this paper. The maximum number of iterations is 80, the population size is 100, and the number of discoverers is 20% of the entire population. The sparrows responsible for scouting were 10% of the population, and ST = 0.5 in Eq. 13. To compare the effects of the two improvements on SSA, the same trajectory is optimized with the same initial parameters. SSA combined with Tent chaos mapping is referred to as T-SSA. SSA combined with an adaptive step factor is referred to as ADF-SSA. The SSA with both improvements is called TADF-SSA. To verify the stability of the algorithms, the variations of the fitness functions of the four algorithms are run ten times separately at the same hardware level. The optimal performance of each algorithm is shown in Figure 7. The results of the ten runs are averaged and recorded in Table 5.
TABLE 4 | Constraint conditions of each joint.
[image: Table 4][image: Figure 7]FIGURE 7 | Comparison of the results of the improved SSA with the original algorithm.
TABLE 5 | Average of convergence after 10 runs of the four algorithms at the terminal of Intel(R) i7-9750H CUP@ 2.60 GHz.
[image: Table 5]From Figure 7, we can see that the best convergence result for SSA is 10.83s after 46 iterations. T-SSA converges to a minimum value of 12.07s after 34 iterations. ADF-SSA converges to a minimum value of 9.85s after 23 iterations. TADF-SSA converges to a minimum value of 8.99s after 18 iterations. As can be seen from Table 5, the average results of the ten runs float around the best results, and the algorithm’s performance is stable. The results of T-SSA and SSA shows that using Tent chaotic mapping alone does not improve the algorithm significantly. This is since the Tent chaotic mapping reduces the effect of population precocity, while the search capability of the SSA algorithm itself causes this result. The results of ADF-SSA and SSA shows that the adaptive step factor (ADF) can improve the global search capability and efficiency of the algorithm. TADF-SSA performed best in all results, which demonstrates the effectiveness of the improvements to the SSA algorithm in this paper.
The initial time was set to 50s, and the trajectory obtained after time optimization by the improved SSA is shown in Figure 8. The movement time of the whole trajectory is 8.6618s (the average of 5 runs is taken as the final time to ensure the algorithm’s stability), which is 82.68% shorter. The interpolation time for each segment is shown in Table 6. The trajectory of each joint's angle (as shown in Figure 8A) and velocity (as shown in Figure 8B) changes is very smooth, and the maximum value is less than the constraint. The acceleration profile is continuous, as shown in Figure 8C, and the maximum value of the angular acceleration of each joint is less than the constraint. The jerk of each joint angle is also much smaller than the constraint, as shown in Figure 8D, which ensures that the motor is protected from large shocks.
[image: Figure 8]FIGURE 8 | Results of time-optimal trajectory planning for angle, velocity, acceleration and jerk.
TABLE 6 | Interpolation time for each segment of the trajectory.
[image: Table 6]The trajectory of the obtained joint angles is mapped by forward kinematics to the trajectory of EE in a Cartesian coordinate system as shown in Figure 9. It can be seen that the trajectory of EE in Cartesian space is very smooth and passes through each sampling point. The result is consistent with engineering applications and practical requirements.
[image: Figure 9]FIGURE 9 | The trajectory of EE.
The variation of the components of the end trajectory mapped to the three axes in Cartesian space is shown in Figures 10A‐C correspond to the trajectories of axes x, y, and z, respectively). The trajectories are smooth and continuous in all three coordinates, which indicates that the EE is moving smooth and stable in the set trajectory.
[image: Figure 10]FIGURE 10 | The trajectory of EE on the three axes of motion.
CONCLUSION
An optimal time trajectory planning method is proposed in terms of both inverse kinematic solution and time optimization. Trajectory planning is accomplished in the joint space through cubic spline interpolation, and the joint space is refined to improve the inverse solution calculation time. The sparrow search algorithm is optimized for the initial population generation method and step factor update. An improved tent chaotic mapping improves the rationality of the initial population distribution. The global search capability of the algorithm is improved by combining the step size factor of the cosine annealing algorithm. A time-optimal trajectory was obtained by an improved sparrow search algorithm. Simulation experiments were carried out on the UR5 collaborative robot, and the results showed that the time of the obtained trajectory was considerably optimized while satisfying the constraints. The feasibility and effectiveness of the algorithm were verified.
The method proposed in this paper for calculating time-optimal trajectories is applicable to tandem robots of any configuration. The method of calculating the inverse solution when planning trajectories can improve the efficiency of robot motion, but this method relies on the robot’s structure and has not been generalized to robots of general configuration, which requires further theoretical study.
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Since the emergence of deep neural network (DNN), it has achieved excellent performance in various research areas. As the combination of DNN and reinforcement learning, deep reinforcement learning (DRL) becomes a new paradigm for solving differential game problems. In this study, we build up a reinforcement learning environment and apply relevant DRL methods to a specific bio-inspired differential game problem: the dog sheep game. The dog sheep game environment is set on a circle where the dog chases down the sheep attempting to escape. According to some presuppositions, we are able to acquire the kinematic pursuit and evasion strategy. Next, this study implements the value-based deep Q network (DQN) model and the deep deterministic policy gradient (DDPG) model to the dog sheep game, attempting to endow the sheep the ability to escape successfully. To enhance the performance of the DQN model, this study brought up the reward mechanism with a time-out strategy and the game environment with an attenuation mechanism of the steering angle of sheep. These modifications effectively increase the probability of escape for the sheep. Furthermore, the DDPG model is adopted due to its continuous action space. Results show the modifications of the DQN model effectively increase the escape probabilities to the same level as the DDPG model. When it comes to the learning ability under various environment difficulties, the refined DQN and the DDPG models have bigger performance enhancement over the naive evasion model in harsh environments than in loose environments.
Keywords: dog sheep game, deep reinforcement learning, deep Q network, deep deterministic policy gradient, differential game
1 INTRODUCTION
Bio-inspired differential games have received much attention in recent years due to their broad applications in surveillance (1975) (Lewin and Breakwell, 1975) and air combat (1978, 1981) (Shinar and Gutman, 1978; Shinar, 1981). Differential games were initially proposed by Isaacs (1965). It is a game theory which solves dynamic game problems through differential equations. In each case, autonomous agents divided into two sides, pursuers and evaders, are against each other. This article focuses on the dog sheep game, which is a bio-inspired differential pursuit–evasion game in a constrained environment. The dog chases down the escaping sheep on the circle, while the sheep manages to run away without getting caught. According to the critical game conditions, we analyze the kinematics of pursuit and evasion strategy. The result shows the circle can be divided into three parts, each representing the position set of sheep based on whether the sheep is able to escape.
Designing reasonable differential equations from a given game scenario is the theme of differential games. Recently, deep reinforcement learning (DRL) methods have applied DNNs to learn agent strategies, which guide agents to interact with the environment. Earlier DRL methods like the deep Q network (DQN) model developed by DeepMind (2013, 2015) (Mnih et al., 2013; Mnih et al., 2015) which combines deep learning with Q-Learning (1992) (Watkins and Dayan, 1992) not only surpassed human-level performance but also outperformed many reinforcement learning methods. The deep deterministic policy gradient (DDPG) model (2015) (Lillicrap et al., 2015) uses off-policy data and the Bellman equation to learn the Q value, and uses the Q-function to learn the policy. The benefit of DRL methods is that it avoids the chaos and potential confusion of manually designed differential equations of each game scenario. Once the game scenario is set up, deep reinforcement learning methods allow us to directly acquire the kinematic strategy of agents end to end. This allows us to directly obtain the pursuit and evasion policy in a much easier way.
This study explores the use of DRL methods for guiding ignorant sheep to escape from the circle, rather than a handcraft for each game scenario. Powerful as the DQN model may seem, adjustments and refinements are still required when implementing it in various game scenarios such as the experience replay and the carefully designed reward mechanism. In this study, a delicate reward mechanism is applied to help train the DQN model. According to the cost function in the differential pursuit–evasion game (Yong, 2014), a time-out reward strategy is introduced to help agents obtain the optimal policy that minimizes the cost function. Due to its discrete action space, it is not practical to let the sheep choose the exact steering angle in the dog sheep game with limited computing power. Therefore, an attenuation mechanism of the steering angle is proposed based on the kinematic theory of the dog sheep game. This reduces the action space dimension significantly without compromising the chance of evasion for the sheep too much. Another way to overcome the defect of the discrete action space is to adopt different methods. This study adopts the powerful deep deterministic policy gradient (DDPG) model, which is actor-critic based and model-free. When simulating the dog sheep game, the model is trained with no knowledge in advance. Generally speaking, we mainly focus on two DRL methods to this end, DQN and DDPG, each with a different rationality. Later, we make some adjustments and refinements to improve the performance of DRL methods.
This work addresses the aforementioned research problems by implementing DRL methods for pursuit–evasion problems. Considering the dog sheep game is set in a constrained environment, the first problem this study addresses is solving the kinematic pursuit and evasion policies based on the differential pursuit–evasion game theory. DRL has shown its powerful performance in games, and the question is whether it is possible to endow the sheep the ability to escape. Therefore, the second problem is to set up a reinforcement learning environment and implement appropriate DRL methods to this particular differential game. However, some DRL methods may need adjustments when being applied to various scenarios. Hence, the third problem is to optimize the performance of DRL methods with the idea from the differential games theory. We summarize the contributions of this work as follows:
• For the first problem, by finding the equilibrium point in the dog sheep game, this study successfully establishes the kinematic pursuit and evasion policies.
• For the second problem, a delicate reward mechanism is introduced according to related theories of differential pursuit–evasion games.
• For the third problem, due to the defect of DQN whose the action space is discrete, an attenuation mechanism of the steering angle is proposed.
• By quantifying the environment difficulty, this study evaluates the performance and learning ability of our refined DQN model and DDPG model and other baseline models.
The rest of the article is organized as follows. In Section 3, the mathematical form of differential pursuit–evasion game theory is introduced. The kinematic pursuit and evasion strategy is solved in Section 4, while the implementation of DRL methods for evasion policy learning is elaborated in Section 5.
2 RELATED WORK
Researchers have studied the implementations of DRL methods for differential pursuit–evasion games and improved them in many aspects. Isaacs (1965) first proposed the theory of differential games. In his book, Isaacs proposed a classic “homicidal chauffeur” problem which is a classic differential pursuit–evasion game. In this game, a slow but maneuverable pedestrian is against a driver with a faster but less maneuverable vehicle, attempting to run over the pedestrian. Merz (1971) presented the complete solution for the “homicidal chauffeur” game. Another classic game scenario is the game in constrained environments. For example, agents in Sundaram et al.’s (2017) study are constrained to road networks. The control policies of our research are based on the kinematic pursuit and evasion game theory. Apart from differential games, kinematic analysis is applied to various research areas, such as robotic control (2021) (Liu et al., 2021a; Liu et al., 2021b; Xiao et al., 2021; Zhao et al., 2022).
Deep neural networks have shown their advantages over traditional methods in multiple research areas. For example, they have been adopted in semantic analysis (2021) (Chen et al., 2021a; Chen et al., 2021b; Jiang et al., 2021b; Chen et al., 2021c) and image recognitions (2021) (Hao et al., 2021; Jiang et al., 2021a; Yang et al., 2021). The DRL method, which combines DNNs and reinforcement learning, was first proposed by DeepMind (2013, 2015) (Mnih et al., 2013; Mnih et al., 2015). Their method called DQN is the combination of Q-learning and deep neural network. It shows excellent performance in the Atari game. The emergence of the DQN leads to a number of similar research studies based on DRL methods. Shao et al. (2019) surveyed the application of DRL methods in video games. Value-based, policy gradient, and model-based DRL methods are applied to various video games such as Atari, Minecraft, and StarCraft. For example, Wei et al. (2018) employed convolutional neural networks trained with refined DQN to play the snake game. DRL has been a long-standing research area when it comes to artificial intelligence in differential games. Jiang et al. (2020) introduced an approximate soft policy iteration-based reinforcement learning method which used a value neural network to provide cooperative policy for two pursuers versus an evader. Lin (1992) proved that the experience replay helps the network train faster and smoother.
To overcome the defect of the discrete action space, researchers hypothesized several methods with a continuous action space. The actor-critic (A3C) method is utilized in many related research studies. For example, Perot et al. (2017) adopted the A3C with CNN + LSTM as the state encoder to play racing games. Lixin Wang et al. (2019) used a fuzzy deterministic policy gradient algorithm to obtain the specific physical meaning for policy learning in a pursuit–evasion game. Lillicrap et al. (2015) first introduced the DDPG methods with the continuous action space. Maolin Wang et al. (2019) implemented the DDPG model to an open pursuit–evasion environment to learn the control strategy. Several researchers (Lowe et al., 2020; Singh et al., 2020; Wan et al., 2021) proposed an actor-critic multi-agent DDPG algorithm to preprocess actions of multiple agents in the virtual environment.
3 PRELIMINARY
This article focuses on the dog sheep game, in which the dog is the pursuer and the sheep is the evader. The game takes place in a circle. The dog is only allowed to pursue inside the circle, while the sheep is randomly born inside the circle. The distance between the sheep and the center of the circle is non-decreasing; otherwise, it would cause confusion when solving the kinematic evasion strategy. The objective of the sheep is to obtain an evasion strategy that maximizes its chance of escaping, while the objective of the dog is exactly the opposite.
The dog sheep game perfectly fits the differential game theory (1992) (Lin, 1992). In a differential pursuit–evasion game, the pursuer and the escaper have their own strategy and target. The following [image: image] each refers to the state and the state trajectory; [image: image] each represents the strategy used and the strategy set for the pursuer and the escaper; and [image: image] and [image: image] are the game time and the capturing time of a game, respectively.
[image: image]
For the pursuer, let [image: image] be a moving target set. For any [image: image], the objective is to find an [image: image] such that for any [image: image],
[image: image]
In an actual pursuit game situation, the pursuer expects the expression to be true. The game can be defined in five different levels: capturable, locally capturable, globally capturable, small time locally capturable (STLC), and small time globally capturable (STGC). We define
[image: image]
Then the capturability can be described as follows (Yong, 1986):
[image: image]
For any [image: image], [image: image], and [image: image], the minimum terminating time [image: image] can be defined as follows:
[image: image]
Then, we introduce the cost function [image: image]:
[image: image]
The projective of the pursuer in the different pursuit games is to minimize the terminating time and the cost function when the game is capturable.
Symmetrically, the problem for the evader can be proposed in the following way:
[image: image]
Considering [image: image] as the terminating set and [image: image] as the survival set. For any [image: image] and any [image: image], find an [image: image] that makes the following expression true:
[image: image]
Correspondingly, the ability to evade (Lin, 1992) can be summarized as evadable and uniformly evadable. If a game is considered to be evadable from [image: image], for any [image: image] and [image: image], there exists an [image: image]. For those games to be uniformly evadable from [image: image], there exists a [image: image] and an [image: image], the following expression holds:
[image: image]
In the evasion circumstances, the minimum terminating time and the cost function have similar definition to those in pursuit games. The purpose of the evader is to find out an [image: image] in the evadable game with less terminating time and cost.
[image: image]
The idea of the cost function is to minimize the cost of the evader, provided it can escape successfully. Later in this article, a reward mechanism shares the similar philosophy with the cost function here.
4 MODELING AND KINEMATIC ANALYSIS OF DOG SHEEP GAME
4.1 Kinematic Analysis of Dog Pursuit Game
In the dog sheep game, the game environment is set to be a circle of radius [image: image] in which the dog runs at a constant speed of [image: image]. The sheep also runs at a constant speed of [image: image], while its original position is set to be randomly distributed inside the circle. For convenience, given the dog and the sheep coordinates of [image: image] and [image: image], [image: image]. In case if the sheep aborts its attempt to escape, the distance between the sheep and the center of the circle [image: image] is constrained to be monotonically non-decreasing. It is assumed that the dog and the sheep both have the ability to adjust their heading directions without losing any speed. The game terminates as soon as the sheep gets caught or successfully escapes.
Under the aforementioned conditions, this section concentrates on the optimal pursuit strategy for the dog that maximizes its chance of successful pursuit and the kinematic evasion policy for the sheep, provided the dog adopts the optimal tactics. When the sheep escapes from the circle, the quickest way is to run outward along the radius where it is located. Hence, the ideal situation for the dog is to arrive at the intersection of the certain radius and the circle [image: image] sooner than the sheep does, supposing that the sheep does not adjust its heading direction, which is not often the case. Therefore, the heading direction of the dog may change dynamically, but it is always the one that reduces the inferior angle [image: image] formed by the radii where the dog and the sheep are located. Thus, the pursuit policy [image: image] for the dog can be summarized as follows:
[image: image]
From the perspective of differential games, the dog’s kinematic pursuit strategy [image: image] simply depends on the relative position of the sheep and the dog. Figure 1 portrays the pursuit strategy for the dog.
[image: Figure 1]FIGURE 1 | Diagram of the dog’s pursuit strategy.
Considering the influence of the relative position of the sheep on the pursuit strategy, the capturability of the game needs to be discussed based on different origin positions of sheep. This inferior angle [image: image] is determined by the angular velocity of the dog and the sheep, each being represented as [image: image], respectively. The closer the sheep is to the circle, the slower will be its angular velocity [image: image]. Correspondingly, [image: image] may go to infinity as long as the sheep is close enough to the center of the circle [image: image]. Thus, there exists an [image: image] that meets the condition [image: image] if [image: image]. The set [image: image], which is the green part in Figure 2, and the sheep located in it is capable to run at a larger angular velocity. This means the sheep has the ability to adjust [image: image] as it wishes. Supposing the sheep has infinite physical power, it could run to the place with the greatest chance of escaping and then start running outward. So, when the sheep is born inside the circle of radius [image: image], the game is capturable when the sheep has no way of escaping if the following expression holds:
[image: image]
[image: Figure 2]FIGURE 2 | Sheep divided into three parts based on its relative position.
This means the sheep could not escape even at the place with the greatest chance of escaping [image: image].
Running inside the ring defined as [image: image] formed by the outside circle and the circle of radius [image: image], the sheep’s angular velocity [image: image] is smaller than [image: image]. Considering the condition in which sheep is born inside this ring, there exists a set where any sheep located in it has no chance of escaping as long as the dog adopts the optimal pursuit strategy. We define this set as [image: image] and it can be represented as follows:
[image: image]
The game is capturable to the pursuer when sheep is located in [image: image], which is the red part in Figure 2. For the sheep located in [image: image], which is the blue part in Figure 2, there exist some strategies that make it impossible for the dog to chase it down.
Figure 2 portrays the sheep in different parts of the circle to help better analyze the capturability of the game.
4.2 Kinematic Modeling of Sheep Evasion Game
In this part of the article, we focus on the kinematic evasion model of sheep in the dog sheep game under the circumstances that the dog adopts the optimal strategies to chase down the sheep. As discussed earlier, kinematic analyses for the sheep located in [image: image] should be separately conducted.
4.2.1 Sheep Located in [image: image]
For the sheep whose initial states [image: image] are in [image: image], its kinematic evasion models can be uniformly discussed, since its relatively larger angular velocity endows it the ability to adjust [image: image] and [image: image]. This simplifies the analysis of game’s ability to evade and sheep’s evasion strategy from [image: image] to those from [image: image]. As discussed before, the game is evadable if the following expression holds:
[image: image]
Assuming the game is evadable from [image: image], the strategy for sheep is to utilize its advantage to the dog in angular velocity to change the angle [image: image] until the following evasion condition is satisfied:
[image: image]
Once the aforementioned expression holds, the evasion strategy for the sheep is to run straight outward.
4.2.2 Sheep Located in [image: image]
Next, we focus on the sheep born inside [image: image]. Theoretically speaking, it has no chance of escaping, provided the dog makes no mistake, that is, for any [image: image], [image: image], there exists an [image: image], and [image: image] holds. This means the game is not evadable from [image: image].
4.2.3 Sheep Located in [image: image]
The only one scenario remains is when the sheep is born inside [image: image]. In this scenario, the sheep has the opportunity to escape successfully in many different ways, among which running outward along the radius where it is located is the quickest. In the meantime, the intersection of the circle and the certain radius [image: image] is defined. There exists an open neighborhood [image: image] of [image: image] such that for the sheep running straight toward the point inside this neighborhood, the dog would not be able to hunt it down. Define [image: image], [image: image], and the distance between the sheep and [image: image], [image: image] as [image: image], [image: image] for convenience. Specific details are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Diagram of evasion strategy for sheep located in [image: image].
We are able to solve [image: image] first and then [image: image]:
[image: image]
By definition, if the sheep runs straight toward [image: image] and [image: image], the dog would catch it just in time. Therefore, we have
[image: image]
So, the polar coordinates of [image: image] and [image: image] can be solved as follows:
[image: image]
For the sheep whose initial position is [image: image], if it does not run straight to the inferior arc formed by [image: image] and [image: image], the evasion time is limited to the open interval [image: image] or it would miss the chance of escaping.
5 IMPLEMENTATION OF DEEP REINFORCEMENT LEARNING METHODS FOR DOG SHEEP GAME
5.1 Technical Foundation of Deep Reinforcement Learning Methods
Deep reinforcement learning (DRL) has shown its advantages in various games over the past few years, especially since DeepMind creatively introduced DQN (2013) (Jiang et al., 2021a), which combines reinforcement learning and deep learning. Recently, many similar research studies on implementations of DRL for different game scenarios emerged.
DQN was initially presented by DeepMind (2013) (Jiang et al., 2021a) to play the Atari video game, and it successfully learned the control policy and remarkably outperformed human-level performance. Excellent as DQN may seem, adjustments are still required when it is applied to other game scenarios such as the design of reward systems and the adoption of replay buffers (2018) (Wei et al., 2018).
As a value-based method, it evaluates each possible action at certain stages in the game based on the Q-value. When an agent is at state [image: image] and takes an action [image: image], [image: image] is used to estimate the value at this certain time step [image: image]. Then it chooses the suitable action based on the action select strategy. After the execution of action [image: image] at state [image: image], the reward is [image: image], and the game goes to the next state [image: image]. In order to enable the neural network to learn from experiences, the experience replay is introduced. A four-tuple [image: image] is stored in the experience replay buffer, and the network would sample and learn from it.
5.2 Implementation of Deep Q Network for Dog Sheep Game
In this subsection, we propose DQN to the dog sheep game. Technical details and model optimizations will be elaborated as well.
5.2.1 Environment Settings
Environment settings are of great significance since the environment is the one the agent interacts with. To simulate the dog sheep game, our game environment consists of basic parameters, initializations, and environment updates.
5.2.1.1 Basic Parameters and Initializations
In the dog sheep game environment, the radius of the circle [image: image] is set to be 200. Since determining whether the game terminates requires judging whether they have physical contact or not, it would be inappropriate to consider both sides as particles. Apart from the sizes of both agents, their running speed should be specified as well. For relatively bigger sizes or a smaller dog sheep speed ratio, the difficulty for sheep to evade increases considerably. Hence, proper sizes and speed should be initialized to prevent the environment from being partial to one side in the pursuit–evasion game. After a number of experiments and simulations, we set the size of both agents as 10 and the dog speed [image: image] to make sure each episode ends at around 11 steps. The speed of the sheep is determined by the speed ratio [image: image], which is a key parameter to evaluate the environment difficulty. The exact value of [image: image] will be given later.
5.2.1.2 Environment Updates
As the simulation proceeds, whether the game is terminated should be checked every time the game enters a new time step. Then the sheep and the dog could take actions resulting in the changes of their positions if the game is not finished. Their next positions can be deduced using their current positions and their heading directions.
As it is discussed previously, the dog’s heading direction is decided by its capture strategy, while the sheep’s heading direction is something to be learned in the DRL model. For DQN, the action space is discrete. If we allow the sheep to adjust its deflection angle in degree, this means there would be 181 different possible actions at each time step. This will lead to the exponential growth of the requirement for computational power. Therefore, we adjust the action space and set it to be two dimensional and come up with an attenuation mechanism of the deflection angle. The sheep in the game is only left with the choice to turn left or right, while the steering angle [image: image] is determined by a function set in advance. Given the fact that [image: image] decreases as [image: image] grows and equals to [image: image] when [image: image], it may be quite costly if the sheep chose to make a 90° turn when it is close to the circle of the radius [image: image]. For the sheep inside or on the circle of radius [image: image], the value of [image: image] has no negative influence on their chances of escaping. However, due to the fact that [image: image] is at a disadvantage when [image: image], the sheep should make its escape as soon as possible, which means [image: image] should be relatively small. As discussed previously, we introduce the steering angle function as follows:
[image: image]
The attenuation mechanism of the deflection angle consists of a distance discount and an angle discount. As the sheep runs outward, its maximum steering angle is restricted by the distance discount. This prevents the sheep from making sharp turns at unsuitable locations. However, it would be unnecessary for the sheep that already is an ideal initial position to turn its heading direction. So the angle discount is introduced to prevent that from happening. When the sheep is at an ideal position where [image: image] like [image: image], the angle discount is 0. This means the sheep does not have to change its heading direction at all. The angle discount is 1 when [image: image] is [image: image] or [image: image], resulting in a relatively large steering angle.
5.2.2 Reward Mechanism
Agents in reinforcement learning models interact with environments, striving for high rewards. Therefore, a carefully designed reward mechanism is required when DQN is applied to a new scenario. A poorly designed one may lead to ineffectiveness and incapacity to learn the optimal strategy. The dog sheep game is also a zero-sum game, thus escaping successfully is of utmost significance to the sheep. Whenever the sheep escapes successfully, the terminate reward of 10 is given. On the contrary, once the sheep gets caught, the reward would be −10. This basic reward mechanism encourages the sheep to find a way to escape from the circle without being captured and win the pursuit–evasion game.
In the evasion game theory, the cost function is [image: image]. As time passes by, the cost increases correspondingly. Apart from the terminate reward, another reward should be given in each step to help minimize the evasion cost. Therefore, we have come up with a time-out reward strategy. If the sheep stays in the circle for too long, it will be given a negative reward. This reward should take the different origin locations into consideration. The sheep that is close to the circle needs less time for evasion than the sheep located around the center of the circle. So the time-out reward strategy is designed based on the origin location and the current time step.
[image: image]
When the time is still within [image: image], which is the minimum evasion time for the sheep, there will be no reward given. Once the time exceeds the minimum evasion time, the negative reward is given and will increase as time passes by. Adding up this negative reward effectively prevents the sheep from lingering in the circle.
5.2.3 Model Architecture
DQN has shown its capability to train the agent to play video games. It trains the agent to learn through the Q value throughout the training episode. Its structure is displayed in Figure 4.
[image: Figure 4]FIGURE 4 | Flowchart of DQN training.
To observe the game state, an MLP works as the state encoder. At each time step, based on the current game state [image: image] observed, the neural network, whose parameters are randomly initialized, is able to calculate the Q value of every possible action and therefore come out of the best action with the highest potential rewards. Among all the actions, the agent chooses one of them based on the [image: image]-greedy strategy. This means the agent would go for the action with the highest Q value at the possibility of [image: image], while one of the remaining actions is chosen randomly and is executed at the possibility of [image: image]. Introducing the [image: image]-greedy strategy helps the agent learn from those actions that seem less attractive but may lead to higher rewards in the long run. This is of immense help at the threshold of each training episode. The pseudo code of DQN is shown in Algorithm 1.
Algorithm 1. Deep Q-learning Network.
[image: FX 1]
Once the action [image: image] is selected, the reward [image: image] is given and the next game state [image: image] is observed. A four-tuple [image: image] is stored in the experience replay buffer. The optimizer takes a random sample from the replay buffer and utilizes it to update the parameters of the online Q network. This endows the agent the ability to learn from the valuable experience and helps optimize the learning process. Every several steps, the parameters of target Q network get a soft update from the online Q network.
5.3 Implementation of Deep Deterministic Policy Gradient for Dog Sheep Game
Compared with DQN, the action space of agents in DDPG is continuous. As discussed before, although the steering angle is carefully considered and designed with a distance discount and an angle discount, the action space is discrete after all. The discrete action space with only 2 choices is just a compromise to insufficient computational power. It is always better to have a continuous action space.
DDPG has an actor-critic architecture, where the actor network optimizes its policy and the critic network estimates the Q-value for current policy. The training process is displayed in Figure 5. The online Q network estimates the Q-value based on the sampled four-tuple [image: image]. Like DQN, the experience replay and the reward mechanism work similarly in DDPG.
[image: Figure 5]FIGURE 5 | Flowchart of DDPG training.
While the Q network updates its parameters, the online policy network, which is an MLP, updates its parameters at the same time. Every couple of steps, the parameters of both target Q and policy networks each gets a soft update from the online Q and policy networks. The details of DDPG are summarized in the Algorithm 2.
Algorithm 2. Deep Deterministic Policy Gradient (DDPG).
[image: FX 2]
5.4 Learning Ability Evaluation
The implementation of the aforementioned methods is done when the speed ratio is 2 and the size of both agents is 10. This section focuses on the learning abilities of DRL methods under different environment difficulties. Among all the parameters, we choose the escape probability of baseline model and the escape rate improvement to quantify the environment difficulty and the learning ability. In this scenario, the size is 10 and the dog speed [image: image] is 16. Sheep speed [image: image] fluctuates according to the speed ratio [image: image]. If the game is evadable, the speed ratio [image: image] has
[image: image]
[image: image]
[image: image]
This article only focuses on the performance of DRL methods while speed ratio is [image: image]. Each speed ratio [image: image] corresponds to an escape probability. A baseline model is introduced to help quantify the environment difficulty. The sheep in this baseline model has no evasion policy and runs straight outward regardless of the condition. After implementing the DRL methods under various environment difficulties, the escape rate improvement is utilized to evaluate their learning ability.
6 DEEP REINFORCEMENT LEARNING TRAINING RESULTS
When implementing the DQN model, an MLP of three layers with game states as input is adopted to evaluate the Q value of each action. [image: image] in the [image: image]-greedy strategy decays linearly from 0.9 to 0.01, which allows the agent to attempt various actions when it is relatively ignorant and gradually prefers the action with the highest potential reward. The experiencing replay buffer is set to be 10,000. The discount factor in Algorithm 1 is set to be 0.95.
In our experiment, we introduce several baseline models whose key characteristics are displayed in the following Table 1. The DQN-T, DDPG-T, and DQN-A model are tested to evaluate the effectiveness of the time-out reward strategy and the attenuation mechanism.
TABLE 1 | Models adopted in our experiments.
[image: Table 1]For the DQN models and the DDPG models, the number of training episodes is set to be 1,500 and that of simulation episodes is 500. The dog speed is 16, and the sheep speed is 8. Experiments show that the DDPG and DQN models both outperform the baseline models. Compared to the two baseline models, all DRL methods improve the escape rate by a large margin of about 50%. The escape rate of each model in 50 rounds of simulation with various random speed is plotted in Figure 6.
[image: Figure 6]FIGURE 6 | Average escape rate in 50 episodes.
It can be seen that the sheep trained by the refined DQN model has a greater chance of escaping than the DQN-T and DQN-A models. The DDPG model also achieves a higher escape rate than the DDPG-T model. This indicates the effectiveness of the time-out reward strategy. It is illustrated that the modifications and adjustments effectively increase the success rate of evasion and the performance of the DQN model. To better illustrate the differences in the DRL methods and the baseline models, the trajectories of sheep during their evasion process are shown in Figure 7. From left to right, each represents the trajectory of sheep from the baseline models 1 and 2 and the DRL model.
[image: Figure 7]FIGURE 7 | Trajectories of sheep. (A) From left to right, each represents the trajectory of sheep from the baseline models 1 and 2 and the DRL model. (B) Blue curves are the trajectories of sheep, while the red ones are those of dogs.
In addition, the performance difference between the refined DQN model and the DDPG model is quite narrow. Yet generally speaking, the refined DQN model outperforms the DDPG model by a small margin.
To better evaluate the performance of the aforementioned models, the average reward in 50 rounds of simulation is displayed in Table 2. Unsurprisingly, the average reward of each model corresponds to the average escape rate. Compared to the time-out reward strategy, the attenuation mechanism of the deflection angle causes greater enhancement for the DQN and DDPG models. This attenuation mechanism helps the DQN model achieve even better performance than the DDPG model.
TABLE 2 | Average reward of different models.
[image: Table 2]Furthermore, we manage to evaluate the learning abilities of the aforementioned DRL methods. For speed ratio [image: image] taken at the interval of 0.5 from 1.5 to 4, the average improvement of escape probabilities in 50 rounds of simulation is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Escape rate improvement of DRL methods over the baseline model.
As the speed ratio increases, the game environment difficulty increases. Correspondingly, the average improvement of escape probability increases. The DRL models have stronger learning ability in harsh game environments.
7 DISCUSSION
In this article, we first introduce a bio-inspired differential pursuit–evasion game: the dog sheep game. Our research explores the implementation of DRL methods for training the ignorant sheep to escape. Compared to other methods applied to differential pursuit–evasion games, DRL methods adopted are model-free and require less optimization.
Based on the traditional differential pursuit–evasion game theory, we come up with the kinematic model for the dog and the sheep. The dog’s strategy can be summarized as reducing the inferior angle formed by the radii where the dog and the sheep are located. The sheep’s strategy, which depends on its original location, is a bit more complicated. For a sheep that is theoretically evadable, it should run straight outward once the critical evasion conditions are satisfied.
Subsequently, we manage to adopt deep reinforcement learning methods to learn evasion strategy. In terms of the game environment settings, an attenuation mechanism of the deflection angle is applied due to the discrete action space of the DQN model. According to the idea of the cost function in differential evasion games, a time-out strategy is added to the reward mechanism. The aforementioned modifications show great improvement compared to the original DQN model and the baseline model. We also adopt the DDPG model, which allows the action space to be continuous. It has excellent performance as well. The refined DQN model outperforms the DDPG model by a small margin. The learning abilities of the DRL methods under different environment difficulties are assessed based on the improvement of the escape probabilities to the baseline model. Simulations indicate that they both have excellent learning ability in harsh environments.
This research shows that DRL methods are of great significance to differential pursuit–evasion games. Implementing these methods requires no manually designed features and less optimization for different game scenarios. The limitation of this research is the dog sheep game itself. This particular differential pursuit–evasion game scenario is simple. The DRL methods adopted by us are able to cope with more complex game scenarios, and we are looking forward to applying them to other games in the future.
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Aiming to overcome the shortcomings of the existing text matching algorithms, in this research, we have studied the related technologies of sentence matching and dialogue retrieval and proposed a multi-granularity matching model based on Siamese neural networks. This method considers both deep semantic similarity and shallow semantic similarity of input sentences to completely mine similar information between sentences. Moreover, to alleviate the problem of out of vocabulary in sentences, we have combined both word and character granularity in deep semantic similarity to further learn information. Finally, comparative experiments were carried out on the Chinese data set LCQMC. The experimental results confirm the effectiveness and generalization ability of this method, and several ablation experiments also show the importance of each part of the model.
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1 INTRODUCTION
Natural language processing is a hot research topic and a technological frontier in the fields of artificial intelligence and information processing. Understanding and judging language and making corresponding responses are the primary tasks of realizing machine intelligence (Shang et al. (2015); Ma et al. (2021b)). Due to the popularity of smartphones and the development of wireless technology, we are now in the age of social media, and the conversation model has gradually developed into a social mode (Ma et al. (2021a)).
Early interaction systems, such as ELIZA (Weizenbaum (1983)), PARRY (Colby (1981)), and UC (Wilensky (1987)), were conversation models designed to imitate human behavior and pass the Turing test. Despite the impressive success, these conversation models are mainly based on manually customized rules, so they only have limited performance (Lu et al. (2021)). Nowadays, retrieval-based methods are one of the mainstream techniques for constructing conversation models. Generally, a retrieval-based model selects the appropriate response from the predefined corpus based on the input question, for instance, given a question, the retrieval model will calculate the similarity between the input question and each context in the corpus. These matching scores will be sorted, and the response matched by the context with the highest score will be taken as the answer to the input question. The final response quality of a retrieval model is not only affected by the size of the corpus but also depends on the accuracy of sentence similarity calculation. Here, for the latter, it is necessary to analyze and extract the features of the sentence itself and between sentences.
Traditional sentence matching methods are mainly based on statistical characteristics of sentences (Zhang et al. (2021)) or on word embedding (Shen et al. (2018)) to directly calculate the similarity between sentences. But they often ignore the semantic features of sentences, which are not effective in complex situations. With the development of deep learning and its successful application in various fields, using it to mine the deep representation of sentences has attracted more and more attention in sentence matching. Generally, a neural network is used to encode the two statements into sentence vectors, and then the relationship between sentences is determined according to the similarity of the two vectors (Bowman et al. (2015); Yang et al. (2015); Lu et al. (2020b)). However, this kind of framework ignores the lower level interaction between two sentences. The matching–aggregation framework is therefore proposed to match two sentences at the word level and then aggregate the matching information based on the attention mechanism for the final decision. Rocktäschel et al. (2016) employed word-by-word attention to obtain a sentence pair encoding from fine-grained reasoning via soft alignment of words and phrases in the premise and hypothesis, which achieved very promising results on the SNLI data set. Wang and Jiang (2017) proposed match LSTM for natural language inference that tries to match the current word in the hypothesis with an attention-weighted representation of the premise calculated by word-by-word attention. But these methods only consider word granularity information. Lu et al. (2020a) proposed a hierarchical encoding model (HEM) for sentence representation, further enhancing sentence interaction through a hierarchical matching mechanism. Yu R. et al. (2021) found that the available neural networks were usually limited to 1D sequential models, which hampered the performance to be improved further. Therefore, a novel neural architecture was proposed for sentence pair modeling, which utilizes 1D sentences to construct multidimensional feature maps similar to images containing multiple color channels. However, retrieval models are usually used in task-based dialogue generation and make use of only domain-specific data sets for training. In these situations, the generalization ability of the aforementioned models is poor, and they cannot respond to common input questions.
Based on the previous discussion, this study proposes a multi-granularity matching model based on Siamese networks (MGMSN). This method not only uses the deep learning method of character granularity and word granularity extraction to improve the accuracy of similarity calculation but also adds shallow semantic matching to increase the generalization of the model so that the model can still respond well to statements outside the corpus.
The rest of this article is arranged as follows. Some related work is introduced in Section 2. The architecture of the proposed MGMSN is detailed in Section 3. The experiment results of seven algorithms on the Chinese semantic similarity data set LCQMC by Liu et al. (2018) are compared in Section 4. In this section, we also detail the ablation experiments to show the effectiveness of each part of the model. Finally, we summarize this study in Section 5.
2 RELATED WORK
In this section, we briefly introduce some related theories and concepts. Specifically, bidirectional LSTM (BiLSTM) will be used to extract the character granularity and word granularity features. Siamese networks will be the core components of the proposed model.
2.1 BiLSTM
The most important part of the text analysis process is the analysis of sentence sequences. Recurrent neural networks (RNNs) have a wide range of applications in solving sequence information problems, and their network structure is significantly different from traditional neural networks (Yu et al. (2020); Wang et al. (2022)). There will be a long-term dependency problem in the RNN learning process. This is because the connection relationship between the inputs and outputs is not ignored, resulting in forgetting the previous text information, which will cause the gradient disappearance or gradient explosion phenomenon.
The long short-term memory network (LSTM) can solve this problem. It provides a gate mechanism to manage information to limit the amount of information and uses memory cells to store long-term historical information. Adding gates is actually a multilevel feature selection method (Na et al. (2021)). The LSTM model mainly includes input gates it, forgetting gates ft, output gates Ot and memory units Ct. The specific structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | LSTM cell.
In the first, LSTM must pass the forgetting gate to decide which information in the previous cell unit needs to be forgotten. It is completed by the sigmoid function, which calculates a number from 0 to 1 by receiving the weighted sum of the output at the previous time (time t − 1) and the input at this time (time t), where 0 means completely discarded and 1 means all retention. Its calculation is shown in Eq. 1:
[image: image]
After inputting the information required by the door control unit, we get
[image: image]
[image: image]
The information controlled by the output gate is used for the task output at this moment, and its calculation process is given as follows:
[image: image]
[image: image]
Among them, wi, wf, and wo are the weight matrices of the input gate, forgetting gate, and output gate, respectively; bi, bf, and bo are the bias matrices of the input gate, forgetting gate, and output gate, respectively; σ is the sigmoid activation function; ht−1 and ht represent the state of the previous hidden layer and the current hidden layer, respectively; and xt represents the input of the current cell.
However, LSTM still has defects. It cannot effectively use the information after the word and cannot effectively capture weaker semantic information but can only use the information before the current word. In fact, the word semantics is related not only to the previous information but also to the information behind the word. Therefore, the text sequence is reversely integrated into the model, so that the model becomes a bidirectional long short-term memory network (BiLSTM) structure model composed of forward and reverse. The BiLSTM network takes the word vector as the model input and obtains the hidden layer state vector through the forward and backward units of the hidden layer, respectively. Considering [image: image] and [image: image] as the forward and backward outputs of the hidden layer, the output of the BiLSTM hidden layer is obtained as follows:
[image: image]
2.2 Siamese Networks
A Siamese network (Bromley et al. (1993)) is an architecture for non-linear metric learning with similarity information. It naturally learns representations that embed the invariance and selectivity desired by the explicit information about similarity between pairs of objects. In contrast, an auto-encoder (Wang et al. (2016)) learns invariance through added noise and dimensionality reduction in the bottleneck layer and selectivity through the condition that the input should be reproduced by the decoding part of the network. A Siamese network learns an invariant and selective representation directly through the use of similarity and dissimilarity information. In natural language processing, Siamese networks are usually used to calculate the semantic similarity between sentences (Kenter et al. (2016); Mueller and Thyagarajan (2016); Neculoiu et al. (2016)). The structure of the Siamese network is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Siamese network frame diagram.
Generally, to calculate semantic similarity, sentences will be reformed as sentence pairs and then input into a Siamese network (Fan et al. (2020)).
3 PROPOSED MGMSN MODEL
In this section, we will introduce the proposed MGMSN model in detail. It includes two basic blocks, a deep semantic matching block and a shallow semantic matching block.
3.1 Deep Semantic Matching Block
For convenience, in this study, the problem of calculating the input problem and the context in the retrieval model is described as the problem of calculating the similarity between the input problem x1 and each context in the corpus x2. First, we use the tool of Jieba (Wieting et al. (2016)) for word segmentation and character segmentation. The character segmentation is to segment the sentence according to the single character. For sentences x1 and x2 that need to be calculated for similarity, after word segmentation and character segmentation, two representations of word sequence and character sequence can be obtained, respectively, which are recorded as word sequence 1, character sequence 1, word sequence 2, and character sequence 2. After finishing segmentation, the word sequence and character sequence are converted into a single vector representation through the embedding layer, and finally, the embedding matrix of the sentence is formed. The embedding layer maps each word into a vector by loading the weight of the pretrained Word2vec model.
The network structure of the deep semantic matching algorithm is mainly divided into four layers, including the embedding layer, coding layer, comparison layer, and aggregation layer. Figure 3 shows the structure of the deep semantic matching algorithm designed in this study. The deep semantic matching algorithm is mainly divided into two parts: word granularity feature extraction and character granularity feature extraction.
[image: Figure 3]FIGURE 3 | Structure diagram of the deep semantic matching algorithm.
3.1.1 Word Granularity Feature Extraction
In our deep semantic matching block, Siamese networks are used to learn the similarity between input sentences. To learn more, the BiLSTM and attention mechanisms are used to analyze and extract the semantics of sentences, and the results are combined to obtain the deep semantic matching feature of word granularity.
After tokenization, the input statements x1 and x2 are converted into word sequences Q and P, respectively. The embedding matrix of a word sequence is further obtained by the embedding layer, which is denoted as Q ∈ Rd×q and P ∈ Rd×q, where d is the dimension of the word vector, and each column of Q and P represents the word vector of a word. After obtaining the embedding matrix of the input statement, the encoding layer is responsible for further feature extraction of the embedded matrix to obtain the implicit semantics of the sentence. The coding layer is the core part of the deep semantic matching algorithm. To obtain more information, in the calculation of word granularity, we use two feature extractors, BiLSTM and Attention.
In standard NLP tasks, such as text matching and named entity recognition, BiLSTM is much better than standard LSTM. The number of layers of LSTM will greatly affect the training efficiency of the model. If the LSTM has more than 3 layers, it will be difficult to train. Therefore, our proposed model adopts two-layer BiLSTM. After the embedding layer, the embedded matrix of the input statement is input into the BiLSTM for calculation, and the hidden state of the last moment of the BiLSTM is output hbi−lstm. The word embedding matrix of the input sentence x1, x2 is changed as the semantic vectors [image: image] and [image: image] through the BiLSTM, corresponding to WH1 and WH2 in Figure 3.
Deep neural networks can learn more information through training, but because of the disappearance of gradients, we cannot deepen the neural network infinitely. Therefore, in this study, the neural network is constructed horizontally. In addition to the feature extraction by BiLSTM, the attention layer is added to further learn the semantic information of two input statements embedded in matrices Q and P. There are many ways to realize attention mechanisms. Here, the self-attention mechanism is used for feature extraction. Its essence is to align the text to obtain more information in a targeted manner. By learning a set of weight parameters W ∈ Rd, the words embedded in the input statement is aligned to obtain the attention weight vectors [image: image] and [image: image], corresponding to A1 and A2 in Figure 3, where n represents the length of input statement x1, m represents the length of input statement x2, and the formulas of attention weight matrix are as follows,
[image: image]
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The vectors in the embedded matrix are further weighted and summed to obtain attention semantic vectors [image: image] and [image: image].
3.1.2 Character Granularity Feature Extraction
At present, there is still an important problem in text matching tasks, which is the problem of out of vocabulary (OOV). There are only 2,500 Chinese characters in common use in daily life, but the number of words made up of these characters is huge. With current technology, we cannot get a word vector representation of every word. For the trained model, if the input new sentence contains untrained words, the model cannot obtain the word vector representation of untrained words, which will affect the performance of the whole model. Because of the limitation of the size of the corpus, OOV words are very easy to appear in the calculation of word granularity, and only using a model based on word granularity will reduce the discrimination ability. Therefore, in addition to calculating the similarity of the word granularity, this study further expands the granularity to the character level to obtain more text features and improve the flexibility of the model.
By adding a character granularity Siamese network, the characteristics of the text sequence can be analyzed and captured at a more fine-grained level, which further solves the problem of OOV. However, more detailed segmentation of text sequences will greatly increase the complexity of the model when capturing features. To reduce the complexity of the model and avoid the overfitting problem caused by too many parameters, only single-layer BiLSTM is used in the character granularity Siamese network. In the encoding layer, the weights in the Siamese network of word granularity and character granularity are shared.
After the tokenization, a character embedding layer is used to obtain the character embedding matrix of the input statement, and the semantic vectors [image: image] and [image: image] of each statement are obtained in the character granularity through the BiLSTM, corresponding to CH1 and CH2 in Figure 3.
Through coding layer calculation, three kinds of semantic vectors are obtained for each input sentence, namely, the BiLSTM semantic vector on word granularity, the attention semantic vector on word granularity, and the BiLSTM semantic vector on character granularity. These semantic vectors are further passed into the comparison layer, and each feature is combined according to the comparison function to depict the spatial difference of the input sentence. Through the element subtraction of three kinds of semantic vectors of input statement, the difference information between semantics can be obtained. The formula of the output vector c obtained by comparing functions is given as follows:
[image: image]
Finally, the result of the feature comparison is passed to the aggregation layer, which is composed of a multilayer perceptron (MLP). The final output of the deep neural network is computed as follows:
[image: image]
3.2 Shallow Semantic Matching Algorithms
The retrieval model is more suitable for task-based conversation systems, so the collected corpus is often targeted at a specific field. Through these corpora, the neural network model is trained to learn the semantic information of sentences in the corpus and judge the similarity between sentences. Due to the limitations of the corpus domain, the similarity of sentences in a specific domain can be calculated well, but for sentences outside the corpus, it is often difficult to calculate the similarity of sentences because the neural network lacks sufficient training information and generalization ability. Following Google’s Word2vec, many companies have trained word vectors on large corpora and have opened up word vector weights. After the sentence is pretrained by Word2vec to get the word vector, the word vector of all the words in the sentence is embedded as the sentence vector, and the similarity of the input sentences is obtained by directly calculating the similarity of the two input sentence vectors. In the process of word vector training with good results, much semantic information is learned. Due to the lack of special domain knowledge and limited generalization ability, this method is even more effective in text similarity tasks than the LSTM model. By calculating the shallow semantic matching of sentences, for sentences outside the domain, the model can give a reasonable response through multilevel analysis.
The shallow semantic matching algorithm also uses the embedding layer to obtain the embedding matrices Q and P of the input statement. Although there are many ways to convert the word embedding matrix into a word vector, after comprehensive consideration, we choose word vector summation and averaging. Moreover, these two methods do not need additional parameter training and can directly obtain the embedded representation of the sentence. They can be formulated as follows:
[image: image]
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There is no significant difference in the performance of sentence representation using word vector summation or averaging, so this study uses the word vector averaging method for semantic representation. First, the embedded matrix is averaged by word, the cosine similarity of the two average word vectors is calculated, and the similarity is taken as the output of the shallow semantic matching module. The schematic diagram of the shallow semantic matching module is given in Figure 4.
[image: Figure 4]FIGURE 4 | Structure diagram of shallow semantic matching algorithm.
After obtaining the average word representations of sentences [image: image] and [image: image] respectively, the shallow semantic similarity y2 is obtained by calculating the cosine similarity of the two statements as follows:
[image: image]
The shallow semantic matching algorithm itself has no training parameters, but the word embedding weight of the previous embedding layer is a trainable parameter. The purpose of this setting is to allow the shallow semantic matching module to “update” the training of the embedding layer.
3.3 Framework of MGMSN Model
The input of MGMSN is a sentence pair X=(x1, x2), and its output y is the similarity score of the sentences x1 and x2. After obtaining the deep semantic similarity y1 and shallow semantic similarity y2 of the two sentences, respectively, the final output neuron is achieved by combining these two different levels of similarity.
[image: image]
Here, w1, w2, and b are the weight parameters of the neural network. The training goal is to minimize the cross-entropy between the predicted value and the real value, which is given by
[image: image]
where yi is the real value and pi is the predicted value.
Through the processing of the above two parts, we get the similarity of the two input sentences. When applied to the conversation model, it uses the text matching model to calculate the matching degree between the input question and each context in the corpus. The higher the matching degree between the input question and the context is, the more appropriate the response corresponding to the context will be. This method increases the accuracy of text similarity calculations to a certain extent through multilevel and multi-granularity calculations. Combining Figure 3 and Figure 4, the structure diagram of MGMSN is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Structure of MGMSN.
4 EXPERIMENT RESULTS AND ANALYSIS
To evaluate the effectiveness of the proposed model, we compare MGMSN with six current mainstream text matching algorithms, they are Deep Structured Semantic Model (DSSM) (Huang et al. (2013)), Siamese LSTM network (Siamese LSTM) (Neculoiu et al. (2016)), Attention-Based Convolutional Neural Network for Modeling Sentence Pairs (ABCNN) (Yin et al. (2016)), Enhance Sequential Inference Model (ESIM) (Greff et al. (2016)), Deep Interactive Text Matching (DITM) model (Yu C. et al. (2021)), and Frame-based Multi-level Semantics Representation (FMSR) model (Guo et al. (2021)).
4.1 Data Description
In this study, we use the open Chinese semantic similarity data set LCQMC (Liu et al. (2018)) for training. The LCQMC is a semantic matching data set published by the Harbin Institute of Technology in COLING 2018. The task is to judge whether the semantics of two questions are similar. The LCQMC data set contains 260,086 annotated data points. By dividing different fields and extracting the most relevant question set from Baidu QA, the LCQMC data set is manually filtered and annotated after preliminary screening. In the LCQMC corpus, the maximum length of sentences is 131 characters, the shortest length is 2 characters, and the average length of sentences is 10 characters, which belongs to the category of short text. The data set is predivided into a training set, a validation set, and a test set, and their descriptions are shown in Table 1.
TABLE 1 | Data set structure.
[image: Table 1]4.2 Implementation Details and Parameter Settings of MGMSN
To prevent the model from overfitting, we apply techniques such as dropout (Baldi and Sadowski (2013)), early stopping (Prechelt (1998)), and batch normalization (Ioffe and Szegedy (2015)). A dropout layer is added between the LSTM recurrent layer and the deep semantic matching aggregation layer, the function of similar data enhancement is increased to a certain extent during training by dropping a certain proportion of neurons randomly, while the co-adaptation relationship between neurons is reduced to prevent overfitting. Early stopping is a common method to prevent model overfitting. The data set is divided into training sets, validation sets, and test sets, and the training process is monitored through the validation sets. In the process of model training, the validation set is used to monitor the training accuracy (it can also be the training loss), and when the specified conditions are satisfied, the training process will be terminated in advance. In this study, the tolerance set in the experiment is 2, that is, if the accuracy of the two training process validation sets is not improved, the training process will be terminated in advance.
During the training of the neural network, as the parameters of the previous layers change, the input data distribution of the current layer will also change accordingly. Therefore, the current layer needs to be continuously updated to adapt to the new data distribution (Tang et al. (2018)). Batch normalization normalizes the input of each layer of the network to make the output obey the normal distribution with a mean value of 0 and a variance of 1, to avoid the problem of variable distribution deviation. The batch normalization layer is applied between multilayer perceptrons. The NAdam method (Kingma and Ba (2015)) is selected as the model optimization strategy. Table 2 shows the parameter settings of the model in the experimental environment. All word vectors are pretrained word vectors and updated during the training process.
TABLE 2 | Model parameter setting.
[image: Table 2]4.3 Comparison Results of Sentence Matching Algorithms
The proposed MGMSN model will be evaluated in calculating the accuracy between sentences with the other six sentence matching models. Table 3 shows the results of these models.
TABLE 3 | Comparison of matching accuracy of different models.
[image: Table 3]In the table, “Char” means embedding at character granularity, and “Word” means embedding at word granularity. It can be seen that although DSSM uses a fine-grained character-based embedding method, the comprehensive matching effect is poor because it only uses the fully connected layer for feature extraction. In the training set, the ESIM model only has an accuracy of 0.77 on the training set, which shows that the ESIM model does not fit the data set well, and the role of text interactive reasoning information in text matching does not have an obvious effect. The under-fitting state of the ESIM model on the training set causes the model to perform worse than the Siamese LSTM model on the validation set and test set. In contrast, although the Siamese LSTM model and the ABCNN model can achieve an effect of more than 0.9 in the training set, their effect in the validation set and test set is greatly reduced. Since the DITM model is able to perform multiple iterations of the interaction process, it can obtain deep interaction information and extract the relationship between text pairs through multi-view pooling. Therefore, the model can achieve 81% accuracy on the training set, which is about 4% higher than the ESIM model. However, the Siamese network has irreplaceable advantages, and the accuracy of the Siamese LSTM model at the word level is about 10% higher than that of the DITM model in the training set. The FMSR model exploits frame knowledge to explicitly extract multilevel semantic information in sentences for text matching tasks. The accuracy of the FMSR model is higher than the aforementioned models in the training set, validation set, and test set. However, the model still has shortcomings, the training set accuracy is about 0.02 lower than the MGMSN model, the validation set is about 0.01 lower, and the test set is about 0.06 lower.
4.4 Ablation Experiments
In this subsection, we conduct a set of ablation experiments on the model to prove the effectiveness of each component of the MGMSN model. Specifically, we sequentially remove the character granularity Siamese network in the component, attention feature extraction, and shallow semantic matching block. The changes in matching accuracy of the ablation experiments are given in Table 4.
TABLE 4 | Results of ablation experiment.
[image: Table 4]It can be found that the shallow semantic matching block has the greatest impact on the accuracy of the final test set. After deleting it, the performance of the entire model in the test set dropped by 1.6%. At the same time, the accuracy of the training set and the validation set is improved, which means that the data distribution of the training set and the validation set is relatively consistent. However, the accuracy of the test set dropped sharply, which indicates that the data distribution of the test set and the training set may be inconsistent, and the model could not be generalized well to the test set. This further shows that the shallow semantic matching block improves the generalization ability of the model to a certain extent.
After removing the character granularity Siamese network, it can be found that the accuracy of the MGMSN model decreases to varying degrees on the training set, validation set, and test set. In the test set, the performance of the model decreases by 0.9%, which shows that the character granularity Siamese network can not only solve the problem of OOV but also extract different granularities of text semantic information to a certain extent and improve the accuracy of model matching.
When the attention feature extraction part is removed, the training process has little effect on the model, and the training set fitting accuracy only decreases by 0.1%, which indicates that the Siamese network structure is suitable for text semantic matching tasks. However, the performance of the validation set is reduced by 1.5%, which shows that the model has a certain degree of overfitting. In the final test set, we find that the performance of the test set is very unstable, and the performance influence fluctuates within the range of (−0.5% to 0.5%), which also means that the addition of attention to extracting features improves the robustness of the model.
Due to the real-time requirements of the conversation system, we tested the prediction time of the MGMSN model under the configuration of the CPU model i5-8250U and memory of 16G. The experiment shows that the real-time prediction time of the MGMSN model is 2 ms, which can meet the demand of millisecond-level response. It can be seen that even in the CPU environment, the MGMSN model proposed in this article can fully meet the needs of real-time conversation.
5 CONCLUSION AND FUTURE WORK
Different from other models that only use deep neural network to improve sentence matching similarity, in order to further improve the accuracy and generalization ability of the model, we not only optimize the deep neural network but also combine it with the traditional matching model. In this way, the model responds well to user input questions whether or not they are in the trained corpus.
The multi-granularity matching model based on the Siamese network proposed in this article improves the scalability, robustness, and accuracy ability of the model by combining deep semantic matching and shallow semantic matching algorithms and using attention and BiLSTM to extract features in parallel to obtain matching information from different views. To solve the problem of OOV, the character granularity Siamese structure is further added to the deep semantic matching to enrich the network structure and obtain fine-grained matching features. The ablation experiments show that the character granularity Siamese network, attention feature extraction, and shallow semantic matching algorithms all contribute to the MGMSN model. Experiments show that the accuracy of the MGMSN model proposed in this article is higher than that of the other six current mainstream text matching algorithms.
Although the multi-granularity compound conversation model based on the Siamese network proposed in this article has excellent performance, there is still room for further improvement in terms of practical problems.
1) Most of the conversations are more than single round. How to analyze and respond to multi-round conversation is very important. The model proposed in this article is mainly for a single-round conversation. For multi-round conversation, it cannot perform multi-sentence contextual analysis and maintain the consistency of responses. Therefore, in future work, a hierarchical structure can be added to capture the semantics of sentences and the semantics of multiple rounds of context at the same time, to improve the model’s response accuracy and topic consistency.
2) It is very natural for humans to express emotional language. But how the conversation system can capture emotions and express them in real time is still a challenge. Therefore, in future work, we can consider the emotional analysis of the input sentences and use the emotional dictionary to generate the emotional response so that the response sentence is more like a real person’s response and ensure the continuity of the conversation.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
XW: conceptualization and funding acquisition. HY: methodology.
FUNDING
This research was funded by the National Key Research and Development Program of China (2018YFC1507805).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fbioe.2022.839586/full#supplementary-material
REFERENCES
 Baldi, P., and Sadowski, P. J. (2013). Understanding Dropout. Adv. Neural Inf. Process. Syst. 26, 2814–2822. 
 Bowman, S. R., Angeli, G., Potts, C., and Manning, C. D. (2015). A Large Annotated Corpus for Learning Natural Language Inference. arXiv preprint arXiv:1508.05326 . doi:10.18653/v1/d15-1075
 Bromley, J., Bentz, J. W., Bottou, L., Guyon, I., LeCun, Y., Moore, C., et al. (1993). Signature Verification Using a “Siamese” Time Delay Neural Network. Int. J. Patt. Recogn. Artif. Intell. 07, 669–688. doi:10.1142/s0218001493000339
 Colby, K. M. (1981). Modeling a Paranoid Mind. Behav. Brain Sci. 4, 515–534. doi:10.1017/s0140525x00000030
 Fan, Z., Song, X., Chen, Q., Jiang, R., Shibasaki, R., and Tsubouchi, K. (2020). Trajectory Fingerprint: One-Shot Human Trajectory Identification Using Siamese Network. CCF Trans. Pervasive Comp. Interact. 2, 113–125. doi:10.1007/s42486-020-00034-2
 Greff, K., Srivastava, R. K., Koutník, J., Steunebrink, B. R., and Schmidhuber, J. (2016). Lstm: A Search Space Odyssey. IEEE Trans. Neural Netw. Learn. Syst. 28, 2222–2232. doi:10.1109/TNNLS.2016.2582924
 Guo, S., Guan, Y., Li, R., Li, X., and Tan, H. (2021). Frame-based Multi-Level Semantics Representation for Text Matching. Knowledge-Based Syst. 232, 107454. doi:10.1016/j.knosys.2021.107454
 Huang, P.-S., He, X., Gao, J., Deng, L., Acero, A., and Heck, L. (2013). “Learning Deep Structured Semantic Models for Web Search Using Clickthrough Data,” in Proceedings of the 22nd ACM international conference on Information & Knowledge Management, 2333–2338. doi:10.1145/2505515.2505665
 Ioffe, S., and Szegedy, C. (2015). “Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift,” in International conference on machine learning (PMLR), 448–456. 
 Kenter, T., Borisov, A., and de Rijke, M. (2016). Siamese CBOW: Optimizing Word Embeddings for Sentence Representations. Stroudsburg, Pennsylvania, USA: The Association for Computer Linguistics. 
 Kingma, D. P., and Ba, J. (2015). “Adam: A Method for Stochastic Optimization,” in 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings. Editors Y. Bengio, and Y. LeCun. 
 Liu, X., Chen, Q., Deng, C., Zeng, H., Chen, J., Li, D., et al. (2018). “Lcqmc: A Large-Scale Chinese Question Matching Corpus,” in Proceedings of the 27th International Conference on Computational Linguistics, 1952–1962. 
 Lu, W., Yu, R., Wang, S., Wang, C., Jian, P., and Huang, H. (2021). Sentence Semantic Matching Based on 3d Cnn for Human-Robot Language Interaction. ACM Trans. Internet Technol. 21, 1–24. doi:10.1145/3450520
 Lu, W., Zhang, X., Lu, H., and Li, F. (2020a). Deep Hierarchical Encoding Model for Sentence Semantic Matching. J. Vis. Commun. Image Representation 71, 102794. doi:10.1016/j.jvcir.2020.102794
 Lu, W., Zhang, Y., Wang, S., Huang, H., Liu, Q., and Luo, S. (2020b). Concept Representation by Learning Explicit and Implicit Concept Couplings. IEEE Intell. Syst. 36, 6–15. 
 Ma, T., Wang, H., Zhang, L., Tian, Y., and Al-Nabhan, N. (2021a). Graph Classification Based on Structural Features of Significant Nodes and Spatial Convolutional Neural Networks. Neurocomputing 423, 639–650. doi:10.1016/j.neucom.2020.10.060
 Ma, T., Zhou, H., Tian, Y., and Al-Nabhan, N. (2021b). A Novel Rumor Detection Algorithm Based on Entity Recognition, Sentence Reconfiguration, and Ordinary Differential Equation Network. Neurocomputing 447, 224–234. doi:10.1016/j.neucom.2021.03.055
 Mueller, J., and Thyagarajan, A. (2016). Siamese Recurrent Architectures for Learning Sentence Similarity. Palo Alto, California, U.S.: AAAI Press, 2786–2792. 
 Na, H., Shin, Y., Lee, D., and Lee, J. (2021). Lstm-based Throughput Prediction for Lte Networks. ICT Express . doi:10.1016/j.icte.2021.12.001
 Neculoiu, P., Versteegh, M., and Rotaru, M. (2016). “Learning Text Similarity with Siamese Recurrent Networks,” in Proceedings of the 1st Workshop on Representation Learning for NLP, 148–157. doi:10.18653/v1/w16-1617
 Prechelt, L. (1998). Automatic Early Stopping Using Cross Validation: Quantifying the Criteria. Neural Networks 11, 761–767. doi:10.1016/s0893-6080(98)00010-0
 Rocktäschel, T., Grefenstette, E., Hermann, K. M., Kociský, T., and Blunsom, P. (2016). Reasoning about Entailment with Neural Attention. arXiv:1509.06664v4 . 
 Shang, L., Lu, Z., and Li, H. (2015). Neural Responding Machine for Short-Text Conversation. Stroudsburg, Pennsylvania, USA: The Association for Computer Linguistics, 1577–1586. 
 Shen, D., Wang, G., Wang, W., Min, M. R., Su, Q., Zhang, Y., et al. (2018). Baseline Needs More Love: On Simple Word-Embedding-Based Models and Associated Pooling Mechanisms. arXiv preprint arXiv:1805.09843 . doi:10.18653/v1/p18-1041
 Tang, S., Shen, C., Wang, D., Li, S., Huang, W., and Zhu, Z. (2018). Adaptive Deep Feature Learning Network with Nesterov Momentum and its Application to Rotating Machinery Fault Diagnosis. Neurocomputing 305, 1–14. doi:10.1016/j.neucom.2018.04.048
 Wang, J., Li, X., Li, J., Sun, Q., and Wang, H. (2022). Ngcu: A New Rnn Model for Time-Series Data Prediction. Big Data Res. 27, 100296. doi:10.1016/j.bdr.2021.100296
 Wang, S., and Jiang, J. (2017). “A Compare-Aggregate Model for Matching Text Sequences,” in 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings (OpenReview.net). 
 Wang, Y., Yao, H., and Zhao, S. (2016). Auto-encoder Based Dimensionality Reduction. Neurocomputing 184, 232–242. doi:10.1016/j.neucom.2015.08.104
 Weizenbaum, J. (1983). ELIZA - a Computer Program for the Study of Natural Language Communication between Man and Machine. Commun. ACM 26, 23–28. doi:10.1145/357980.357991
 Wieting, J., Bansal, M., Gimpel, K., and Livescu, K. (2016). “Towards Universal Paraphrastic Sentence Embeddings,” in 4th International Conference on Learning Representations, ICLR 2016, San Juan, Puerto Rico, May 2-4, 2016, Conference Track Proceedings. 
 Wilensky, R. (1987). “The berkeley Unix Consultant Project,” in Wissensbasierte Systeme (Berlin, Germany: Springer), 286–296. doi:10.1007/978-3-642-88719-2_25
 Yang, Y., Yih, W.-t., and Meek, C. (2015). “Wikiqa: A challenge Dataset for Open-Domain Question Answering,” in Proceedings of the 2015 Conference on Empirical Methods in Natural Language Processing, 2013–2018. doi:10.18653/v1/d15-1237
 Yin, W., Schütze, H., Xiang, B., and Zhou, B. (2016). Abcnn: Attention-Based Convolutional Neural Network for Modeling Sentence Pairs. Tacl 4, 259–272. doi:10.1162/tacl_a_00097
 Yu, C., Xue, H., Jiang, Y., An, L., and Li, G. (2021a). A Simple and Efficient Text Matching Model Based on Deep Interaction. Inf. Process. Manage. 58, 102738. doi:10.1016/j.ipm.2021.102738
 Yu, R., Lu, W., Lu, H., Wang, S., Li, F., Zhang, X., et al. (2021b). Sentence Pair Modeling Based on Semantic Feature Map for Human Interaction with Iot Devices. Int. J. Machine Learn. Cybernetics . doi:10.1007/s13042-021-01349-x
 Yu, W., Kim, I. Y., and Mechefske, C. (2020). An Improved Similarity-Based Prognostic Algorithm for Rul Estimation Using an Rnn Autoencoder Scheme. Reliability Eng. Syst. Saf. 199, 106926. doi:10.1016/j.ress.2020.106926
 Zhang, P., Huang, X., Wang, Y., Jiang, C., He, S., and Wang, H. (2021). Semantic Similarity Computing Model Based on Multi Model fine-grained Nonlinear Fusion. IEEE Access 9, 8433–8443. doi:10.1109/ACCESS.2021.3049378
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Wang and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 29 March 2022
doi: 10.3389/fbioe.2022.853845


[image: image2]
Automatic Measurement of Endometrial Thickness From Transvaginal Ultrasound Images
Yiyang Liu1, Qin Zhou2, Boyuan Peng1, Jingjing Jiang2, Li Fang2, Weihao Weng1, Wenwen Wang2*, Shixuan Wang2* and Xin Zhu1*
1Biomedical Information Engineering Lab, The University of Aizu, Aizuwakamatsu, Japan
2Department of Obstetrics and Gynecology, Tongji Hospital, Huazhong University of Science and Technology, Wuhan, China
Edited by:
Gongfa Li, Wuhan University of Science and Technology, China
Reviewed by:
Vikas Saxena, Jaypee Institute of Information Technology, India
Nitin Singhal, Aira Matrix Pvt. Ltd., India
* Correspondence: Wenwen Wang, petrawang@163.com; Shixuan Wang, shixuanwang@tjh.tjmu.edu.cn; Xin Zhu, zhuxin@u-aizu.ac.jp
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 13 January 2022
Accepted: 21 February 2022
Published: 29 March 2022
Citation: Liu Y, Zhou Q, Peng B, Jiang J, Fang L, Weng W, Wang W, Wang S and Zhu X (2022) Automatic Measurement of Endometrial Thickness From Transvaginal Ultrasound Images. Front. Bioeng. Biotechnol. 10:853845. doi: 10.3389/fbioe.2022.853845

Purpose: Endometrial thickness is one of the most important indicators in endometrial disease screening and diagnosis. Herein, we propose a method for automated measurement of endometrial thickness from transvaginal ultrasound images.
Methods: Accurate automated measurement of endometrial thickness relies on endometrium segmentation from transvaginal ultrasound images that usually have ambiguous boundaries and heterogeneous textures. Therefore, a two-step method was developed for automated measurement of endometrial thickness. First, a semantic segmentation method was developed based on deep learning, to segment the endometrium from 2D transvaginal ultrasound images. Second, we estimated endometrial thickness from the segmented results, using a largest inscribed circle searching method. Overall, 8,119 images (size: 852 × 1136 pixels) from 467 cases were used to train and validate the proposed method.
Results: We achieved an average Dice coefficient of 0.82 for endometrium segmentation using a validation dataset of 1,059 images from 71 cases. With validation using 3,210 images from 214 cases, 89.3% of endometrial thickness errors were within the clinically accepted range of ±2 mm.
Conclusion: Endometrial thickness can be automatically and accurately estimated from transvaginal ultrasound images for clinical screening and diagnosis.
Keywords: endometrial thickness, semantic segmentation, deep learning, transvaginal ultrasonography (TVUS), two-step method
1 INTRODUCTION
The endometrium is an epithelial tissue layer within a mammalian uterus, the physiology of which manifests differently across phases of the menstrual cycle (e.g., proliferative, secretory, menstrual). Uterine space-occupying lesions primarily include polyps, submucosal fibroids, endometrial hyperplasia, and endometrial adenocarcinoma Nalaboff et al. (2001). The prevalence of endometrial hyperplasia increases with age, with an overall estimate of 133/100,000 woman-years. It is rare in women under age 30 years and peaks in women aged 50–54.1 years Auclair et al. (2019). Endometrial polyps are common in women over age 35 years and their incidence increases with age. Previous publications have reported that the incidence of endometrial polyps is about 3% in women under age 35 years, about 23% in those over age 35 years, and is highest among postmenopausal women: 31% with the peak at age 50 years. Nevertheless, among infertile patients the prevalence of endometrial polyps has increased significantly, though the exact incidence is difficult to determine Huang and Xiang (2014).
Normal endometrium is uniform in thickness, homogeneous in echotexture, and has no submucosal or myometrial abnormality Davis et al. (2002). Endometrial thickness (ET) < 5 mm usually has a high negative predictive rate for endometrial disorders Berridge and Winter (2004). ET is considered abnormal when it exceeds 8 mm in the proliferative phase or 16 mm in the secretory phase Jorizzo et al. (1999). In premenopausal women, normal ET changes continuously across the menstrual cycle. In postmenopausal women, ET is among the most important indicators for endometrial malignancy risk screening. Though studies have shown different ET cutoff values, it is generally understood that risk for endometrial cancer is higher when ET ≥ 3–5 mm. However, endometrial diseases cannot be diagnosed by ET alone, and further examinations are required for ET values in this range Gupta et al. (2002).
Transvaginal ultrasonography (TVUS) the first-line diagnostic tool for identifying uterine cavity lesions Kolhe (2018), is also low-cost and the most convenient tool for detection and diagnosis of uterine lesions Turkgeldi et al. (2015). It produces high-resolution images of the uterus and endometrium because of the proximity of vaginal transducers to the uterus Wikland et al. (1992). Use of TVUS for uterine imaging provides useful information, like uterine and endometrial length and thickness, endometrial texture, and uterine position (e.g., flexion, versions) Park et al. (2019), allowing identification of abnormalities. TVUS is also recommended for screening endometrium-related diseases among postmenopausal women Shokouhi (2015).
Routine ultrasound-based diagnosis relies on manual operation and sonographer visual interpretation. In conventional ultrasound-based endometrium assessment, doctors measure a standard longitudinal section of the uterus using TVUS, manually measure ET, and simultaneously check for other abnormal conditions. Therefore, current diagnoses mainly rely on physician experience, possibly leading to significant interindividual measurement differences. This procedure is also time- and labor-intensive Ahuja (2019). Therefore, automated measurement may provide more consistent ET values and, therefore, facilitate diagnosis.
Recent studies have assessed computer-aided measurement of endometrium identity. For example, Hu et al. proposed a deep learning-based ET measurement using healthy participants’ TVUS images. Through validation using 277 images from 27 cases, their method resulted in an average Dice coefficient of 0.83. For thickness measurement, they achieved a mean absolute error (MAE) of 1.23/1.38 mm and a root mean squared error of 1.79/1.85 mm with different test sets Jorizzo et al. (1999). Park et al. introduced semiautomated endometrium segmentation from TVUS images using key point discriminators. Compared with traditional segmentation networks, their key-point segmentation method improved the performance of endometrium segmentation. Their average Dice coefficient and Jaccard coefficients were 82.67 and 70.46%, respectively Park et al. (2019). Ni et al. proposed a novel active contour-based segmentation method to segment uterine fibroids in a TVUS image sequence. Their method demonstrated low-level properties of shape matrices, greatly improving performance and robustness of active contouringNi et al. (2016). Quan et al. proposed a normalized cutoff method to segment tumor ultrasound image by simple linear iterative clustering; their method’s advantages are removing the effects of noise and weak edges in ultrasound images Quan et al. (2013).
Compared with traditional machine learning, deep learning can automatically learn high-level features in data and, therefore, reduce the complexity of manual feature design. Recently, deep learning has been applied not only to image segmentation, but to speech recognition, image recognition, and defect detection Hao et al. (2021) and Duan et al. (2021). Sun et al. developed a computer-aided diagnosis for endometrial diseases by histopathological images using a convolutional neural network and attention mechanisms Sun et al. (2019). Singhal et al. employed deep learned snake detection to assess endometrium using TVUS. They propose a hybrid variational curve propagation model which embeds a deep-learned endometrium probability map in the segmentation energy functional. In a database of 59 TVUS images, this solution improved performance by about 30% over contemporary supervised learning methods, and thickness measurements were found to be within ±2 mm of manual measurementsSinghal et al. (2017).
Herein, we developed a two-step method to automatically measure ET for the screening and diagnosis of endometrial diseases. First, we used semantic segmentation based on deep learning to segment endometria from 2D TVUS images. Then, we calculated the thickness of the endometrium based on the largest inscribed circle searching method. The method combines endometrium segmentation and automated ET measurement, and may be implemented in screening for, detecting, and diagnosing endometrial disorders.
2 MATERIALS AND METHODS
2.1 Training and Validation Data
We collected 467 consecutive cases (ages 16–80 years) from 2014 to 2019 at the Gynecology and Obstetrics Division, Tongji Hospital, Huazhong University of Science and Technology. The TUVS devices were all GE Voluson E1 (GE Corp., United States). Two separate datasets were used for endometrium segmentation and ET measurement validation, respectively. For the first dataset, we employed the leave-out method to divide the dataset into training and validation data for the proposed endometrium segmentation method. We randomly selected 80% of cases for training; the remaining 20% were used for validation Allibhai (2018). As illustrated in Figure 1, the data for training and validation of segmentation included 4,909 images from 253 cases. We used 2,850 images from 182 cases for training and 1,059 images from 71 cases for validation. The other dataset contained approximately 3,210 images from 214 cases and was used to validate the ET measurement method. In that dataset, ET was measured manually by two professional sonographers (QZ and JJJ) as the gold standard.
[image: Figure 1]FIGURE 1 | Study overview.
Figure 2 illustrates image samples from patients with normal endometria, endometrial cancer, and endometrial polyps. All images were saved in DICOM, and their corresponding sizes, resolutions, and other information were in file headers. All images had a size of 852 × 1136 pixels.
[image: Figure 2]FIGURE 2 | Sample TVUS images. (N = normal endometrium, EC = endometrial cancer, P = endometrial polyps).
This retrospective study was approved by the Institutional Review Board of Tongji Hospital, Huazhong University of Science and Technology.
2.2 Methods
2.2.1 Endometrium Segmentation
We compared four state-of-the-art semantic segmentation algorithms through trial and error. Based on these comparisons, the best result was achieved by the SegNet-ResNet50 model. These details are described in the second part of the Supplementary Material. SegNet, a fully convolutional network for pixel-level image segmentation, was used to perform endometrium segmentations as illustrated in Figure 3. The core segmentation component was an encoder network and its corresponding decoder network, followed by a pixel-level classification network. SegNet can greatly reduce the number of training parameters in the encoder layer Badrinarayanan et al. (2017); Farabet et al. (2012). The coding network consists of 13 convolutional layers.
[image: Figure 3]FIGURE 3 | ResNet50-SegNet architecture [Modified from Badrinarayanan et al. (2015)] for semantic segmentation of endometrium from uterine ultrasound images.
ResNet50 serves as the backbone of SegNet, and is used to extract features in images for segmentation Hu et al. (2019). ResNet50 has 50 layers and was pretrained using the ImageNet Large Scale Visual Recognition Challenge 2012 classification dataset, consisting of 1.2 million training images, with 1,000 classes of objects He et al. (2016). The residual block in ResNet is used to overcome network performance degradation caused by gradient dispersion in deep neural networks Hao et al. (2021). ResNet50 was pretrained using the ImageNet dataset composed of approximately 1 million images Deng et al. (2009).
The SegNet encoder is based on ResNet50, whose four convolution blocks are used, and each convolution module has four convolution layers. All the layers use rectified linear units (ReLU) as the classification function in a deep neural network Agarap (2018)), including 12 identity blocks each with three convolution layers. An average pooling (7 × 7) is used before the encoder output. The SegNet decoder includes five 3 × 3 convolutional layers.
ResNet50-SegNet and the corresponding programs were developed using the Tensorflow–Keras frameworksGéron (2019) and a workstation with GeForce RTX 3080 10 GB.
2.2.2 Automated Measurement of ET
After endometrium segmentation, we proposed what we call a ‘largest inscribed circle searching method’ to automatically measure ET. This exhaustive method is described in Figure 4. First, the largest connected region is searched from the endometrium segmentation results. The corresponding largest inscribed circle is then found through setting each pixel point in the region as the center of the circle. Figure 5 shows examples of ET results. The gold standard upon which automated measurements were based was ETs of all cases as measured by two professional sonographers (QZ and JJJ).
[image: Figure 4]FIGURE 4 | Procedure for measuring endometrial thickness.
[image: Figure 5]FIGURE 5 | Automatically search the largest inscribed circle on the segmented endometrial mask. (A–C) are the segmentation results in the original images, and (D–F) the largest inscribed circles on the segmented endometrial masks.
2.3 Evaluation Measures
The Dice coefficient measures the accuracy of image segmentation Jiang et al. (2021). Dice was defined as follows to serve as an index of similarity of measure between two samples (with values in the range [0, 1]) Shamir et al. (2019).
[image: image]
TP (true positive) indicates the number of correctly segmented pixels of endometrium, FP (false positive) the number of missed pixels of endometrium, and FN (false negative) the number of wrongly segmented pixels of non-endometrial regions Hao et al. (2021).
Mean absolute error (MAE) defined in Eq. 2 is used to quantify measurement errors in the automated ET measurement Willmott and Matsuura (2005).
[image: image]
where y is the ET measured by the proposed method, x is the gold standard (herein measures by the two professional gynecologists), e is the absolute error, and n is the total number of validation images. The smaller MAE is, the better the accuracy of the automated ET measurement. We also defined an acceptable rate for the measurement of ET as follows:
[image: image]
3 RESULTS
3.1 Endometrium Segmentation
Figure 6 illustrates three segmentation examples obtained by the Resnet50-SegNet model. Figures 6A–C,D–F,G–I show original images, ground truth, and segmentation results, respectively. The Dice coefficient for the segmentation results in Figures 6G–I were 0.93, 0.74, and 0.38, respectively. Figure 7 shows the histogram of Dice coefficient in the validation images. The average Dice coefficients and its standard deviation were 0.81 and 0.52, respectively.
[image: Figure 6]FIGURE 6 | Examples of segmentation using the ResNet50-SegNet model. (A–C) are the original images, (D–F) the segmented endometrial masks, and (G–I) the segmentation results in the original images.
[image: Figure 7]FIGURE 7 | Histogram of Dice coefficient in the validation images.
3.2 ET Measurement Errors
Figure 8 illustrates the largest inscribed circles in three segmented mask images. Figure 9 shows the ET errors for 214 cases in the validation dataset. In 191 cases, ET errors were within the range ±3 mm, i.e., the acceptable margin of error. Thus, the acceptable rate was 89.3%. Table 1 lists the statistical results of ET measurement in three categories with ET ≤ 3 mm, 3\lt ET ≤ 10 mm and ET > 10 mm. The proposed uterine endometrium measurement system showed good performance for cases with ET > 3 mm. The acceptable rate in the 3 < ET ≤ 10 mm and ET > 10 mm group reached 95.4 and 98.3%, respectively. For cases with ET ≤ 3 mm and ET > 3 mm, the MAE was 3.6 and 2.0 mm, respectively.The MAE for all validation data was 2.3 mm.
[image: Figure 8]FIGURE 8 | The largest inscribed circles in three segmented mask images.
[image: Figure 9]FIGURE 9 | Absolute endometrial thickness errors measured by the proposed method.
TABLE 1 | Measurement results
[image: Table 1]To confirm the influence of pathology on performance, we also divided the 214 cases into three categories (N, P, EC) according to pathology, using t-tests to confirm whether there were significant differences in ET errors among them.
Tables 2−4 list the statistics and average errors in the three categories. Table 2 shows result for the accurate segmentation results; Tables 3, 4 show results for the inaccurate segmentation results. Data with inaccurate segmentation results would be divided into two cases. First, when ET ≤ 3 mm, the inner membrane appears as a very thin, bright line; thus, 22 cases were difficult to segment. Second, the boundaries of eight case images were unclear, making it impossible to accurately identify the position of the endometrium.
TABLE 2 | Average ET measurement errors in cases with errors ≤ 2 mm
[image: Table 2]TABLE 3 | Average errors of ET in cases with ET > 3 mm and errors > 2 mm
[image: Table 3]TABLE 4 | Average errors of ET in cases with ET ≤ 3 mm and errors > 2 mm
[image: Table 4]Table 5 shows that the error values of these results conform to the normal distribution. Furthermore, t-tests showed no significant differences between the three data categories.
TABLE 5 | Measurement results within diseases categories
[image: Table 5]4 DISCUSSION
The endometrium is the innermost glandular layer, forming the inner lining of the uterus, which thickens and sheds cyclically. Many endometrial studies have been performed on asymptomatic or postmenopausal women. Janesh et al. suggested that ET of ≤5 mm can exclude endometrial pathology and eliminate the need for endometrial sampling for histologic examinations Gupta et al. (2002). However, endometrial-related diseases are now occurring more frequently among younger women. According to an official report by the World Health Organization, women globally, from all ethnic groups and social classes, suffer from endometrial diseases; onset can occur any time from first menstruation (menarche) to menopause World Health Organization (2021). Therefore, screening for endometrial diseases is equally important for menstrual and menopausal women.
Ultrasound-based diagnosis of endometrial diseases has shown irreplaceable superiority, greatly reducing patient economic burden. Since measurement by different sonographers can lead to inconsistent results, an objective and automated measurement method would be preferable.
Our endometrium segmentation results show that the proposed method provides more accurate segmentation compared with conventional networks. This is consistent with previous results by Park et al. Park et al. (2019). However, that group proposed a semiautomated endometrium segmentation from TVUS images using key point discriminators. Hu et al. proposed a deep learning-based thickness measurement from TVUS images from healthy participants Hu et al. (2019). In contrast, our study was not limited to those with normal, healthy endometria, but included cases with endometrial cancer and polyps, in whom endometrium segmentation is challenging because the endometrium is usually irregular and difficult to identify. Regarding segmentation methods, there is no universal medical image segmentation method due to the complicated nature of various medical images Li et al. (2019). Therefore, the choice of segmentation method might be task-specific. We have compared several state-of-the-art semantic segmentation algorithms through trial and error. Through this process, ResNet50-SegNet demonstrated the best performance in the segmentation of endometrium in TVUS. Bhatnagar et al. also found that ResNet50-SegNet was the best method for UAV image segmentation related to identifying raised swamp vegetation types Bhatnagar et al. (2020).
The ET measurement results from the method developed herein were compared with gold standard manual ET measurements. The novel method showed a high accuracy for measuring ET, especially in cases with ET > 3 mm. Furthermore, there was no difference in the accuracy of this ET detection among the three endometrial disorder types. Therefore, this system may help doctors complete this assessment more quickly and accurately.
Although this method shows good performance for ET measurement, the study has some limitations. First, data regarding endometria <3 mm cannot be guaranteed as correct, as the accuracy rate was only 55.3%. Because of the measurement error of the inner membrane less than 3mm, false positive results may result, leading to patients undergoing further invasive examinations, such as diagnosing curettage or hysteroscopy. Therefore, we will, in our future research, continue to adjust and optimize the segmentation model to solve this problem. Second, the doctors involved in measuring ET herein worked at the same hospital and used GE Voluson E1. Thus, inter-hospital difference could not be considered. Third, identifying malignancy was based not only on ET, but on age at the time of the test, menstrual cycle, pregnancy status, and whether hormone therapy was used Liu and Chang (2004).
Video images herein were currently treated as independent, static frames. In the future, we will explore deep learning algorithms, like recurrent neural networks, to exploit the temporal information among frames. The endometrium might be better segmented when assessed using adjacent frames. Use of other factors such as participant age, uterine orientation, and surgical history might also improve ET measurement.
5 CONCLUSION
We have presented an automated ET measurement system using TVUS images. Using a ResNet50-based SegNet, we achieved a Dice coefficient of 0.82 for the segmentation test set. Using the largest inscribed circle searching method, ET was obtained from the segmentation results for satisfactory measurement accuracy. Validation based on images from 214 participants showed that 89.3% of measurement errors were within the clinically acceptable range, i.e., ≤2 mm. The proposed method may markedly improve both efficiency and efficacy of ultrasonic endometrium diagnosis.
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In this paper, a multidisciplinary cross-fusion of bionics, robotics, computer vision, and cloud service networks was used as a research platform to study wide-field bionic compound eye target recognition and detection from multiple perspectives. The current research status of wide-field bionic compound-eye target recognition and detection was analyzed, and improvement directions were proposed. The surface microlens array arrangement was designed, and the spaced surface bionic compound eye design principle cloud service network model was established for the adopted spaced-type circumferential hierarchical microlens array arrangement. In order to realize the target localization of the compound eye system, the content of each step of the localization scheme was discussed in detail. The distribution of virtual spherical targets was designed by using the subdivision of the positive icosahedron to ensure the uniformity of the targets. The spot image was pre-processed to achieve spot segmentation. The energy symmetry-based spot center localization algorithm was explored and its localization effect was verified. A suitable spatial interpolation method was selected to establish the mapping relationship between target angle and spot coordinates. An experimental platform of wide-field bionic compound eye target recognition and detection system was acquired. A super-resolution reconstruction algorithm combining pixel rearrangement and an improved iterative inverse projection method was used for image processing. The model was trained and evaluated in terms of detection accuracy, leakage rate, time overhead, and other evaluation indexes, and the test results showed that the cloud service network-based wide-field bionic compound eye target recognition and detection performs well in terms of detection accuracy and leakage rate. Compared with the traditional algorithm, the correct rate of the algorithm was increased by 21.72%. Through the research of this paper, the wide-field bionic compound eye target recognition and detection and cloud service network were organically provide more technical support for the design of wide-field bionic compound eye target recognition and detection system.
Keywords: cloud service network, wide-field bionic compound eye, image localization, target recognition detection, energy symmetry
1 INTRODUCTION
In the process of target recognition, the target object to be detected often undergoes interference such as variable speed, deformation and occlusion, when the recognition algorithm using image feature matching will be greatly affected in terms of computational accuracy, and it is almost impossible to distinguish and recognize the target object that is difficult to define features by such methods (Zhiwen Yang et al., 2021). The integration of bionic compound eye technology and target recognition technology is an important direction to truly realize the multi-environment generalization and artificial intelligence of machine vision platforms (Bai et al., 2022; Jiang et al., 2019a). A machine vision detection system that combines the above functions will have stronger detection and recognition capabilities, greatly improving target detection efficiency and multi-environment adaptation capabilities. Traditional computer technology and network technology, so the use of cloud service network has higher reliability compared to traditional computers, improving the efficiency and security of network services. Of course, the cloud service network also has the characteristics of versatility and scalability, its application areas are more extensive, not only for a specific field, and the same cloud service network can support the operation of different applications (Wu et al., 2022; Ying Liu. et al., 2022b); at the same time, according to the size of the user, the scale of cloud service network can be dynamically scaled to meet the needs of users on-demand, which also ensures the distribution of network resources and services on-demand. Unlike traditional imaging systems, the insect compound eye has multiple imaging channels and can fuse images captured by multiple imaging channels to achieve a wide field of view imaging and real-time target tracking (Dong et al., 2020; Dupont et al., 2021). In addition, the insect compound eye has the advantages of small size and lightweight, making it one of the ideal visual localization systems. Inspired by the insect compound eye, researchers have designed various artificial bionic compound eyes using microlens arrays as sub-eyes, which have the characteristics of small size, wide field of view and high sensitivity. The mechanism of biological vision at a higher level is not yet fully understood, and some mechanisms are still controversial, and the accuracy of the established models needs to be further explored (Grischke et al., 2020; Hao et al., 2021). Because of the virtualization, scalability, flexibility and efficiency of cloud computing, it is more flexible to perform operations on the cloud platform. Before the operation is carried out, it is necessary to take efficient safety measures to build a safe and reliable operating environment, to ensure the safety of the system, and ensure that the operation is completed on time.
The conventional imaging system can only capture the spatial information in the target field of view, but the bionic compound eye system can also capture the directional information of the light in the field of view (Yun et al., 2022), and the integrated use of spatial and directional information of light enables the use of the system for light field imaging; on the other hand, the bionic compound eye imaging system can image the object space through multiple sub-eyes, and thus has a large field of view, which can be achieved with small system size (Harrer et al., 2019). On the other hand, the bionic compound eye imaging system has a large field of view through multiple sub-eyes to image object space, so it can achieve 180° or even 360° imaging range with a small system size; moreover, it can achieve rapid detection and localization of moving targets based on the high sensitivity of the compound eye to respond to moving targets. According to the characteristics of the biological compound eye sensitive to polarized light, it can design polarized light-sensitive bionic compound eye system. The own characteristics of the bionic compound eye imaging system make its numerous applications in common target location identification, fast-tracking, UAV obstacle avoidance, navigation, range measurement, speed measurement and other fields. Since the structure of the bionic compound eye imaging system tends to detect the shape features of the target rather than local details in use, its low resolution limits the full play of its advantages (Huang et al., 2021). Even though the imaging capability of a single sub-eye is weak, the compound eye has a wide field of view and has multiple channels of imaging information, and this feature makes compound eye imaging a hot research topic. In this paper, we plan to design a fast target detection and tracking algorithm based on the idea of compound eye vision by analyzing the mechanism of the insect compound eye vision system (Jiang et al., 2019b). The algorithm is different from most of the existing motion detection and tracking algorithms in terms of idea and method and is expected to get a special effect on low spatial resolution video analysis. In addition, it can be used not only for booth effect evaluation but also in many other applications, such as intelligent surveillance and human-computer interaction. In these applications, fast target discovery and tracking are fundamental to the implementation of the whole system, while reducing power consumption is also a common requirement for them (Karakaya et al., 2020; Kas et al., 2021). The algorithm can be 0easily combined with other methods to synergistically meet the needs of various applications (Lin et al., 2020; Ying Liu et al., 2022a; Xin Liu et al., 2022).
In this paper, a wide-field bionic compound-eye target recognition and detection network architecture based on a cloud service network is proposed to effectively improve the network performance of cloud service networks and deploy the designed trust assessment algorithm (Liu et al., 2020). With the support of cloud computing services, a three-layer cloud network architecture is constructed, including a central cloud layer, a roadside base station cloud layer and a target cloud layer, where different cloud layers have different functional roles and each cloud layer is interconnected and cooperative with each other. Chapter 1 is the introduction section, which introduces the related research background and significance of this topic, and also analyzes the importance of cloud service network performance and information security, outlines the main content of this thesis, and then introduces the organization of this thesis. Chapter 2 is about our research. In this part, the related research works of this thesis are introduced. Firstly, the system architecture and characteristics of cloud service networks are studied, and the development opportunities and the current status of domestic and international research on wide-field bionic compound eye target recognition and detection for cloud service networks are outlined to lay the foundation for the proposed scheme of the thesis. Chapter 3 presents the research of wide-field bionic compound eye target recognition and detection based on the cloud service network. Firstly, a wide field bionic compound eye cloud service network model is constructed. Then, we further refine the relevant wide-field bionic-eye target recognition and detection algorithms based on the direct and indirect connections and regional connections of the nodes in the cloud service network. Finally, the wide-field bionic compound-eye target recognition and detection of the cloud service network studied in this paper is designed as a system to fully apply the research algorithms in this paper. Chapter 4 is the result analysis part. To verify the feasibility and practicality of the bionic compound eye target detection system in the actual application environment, the system is tested using the real target detection environment to verify that the designed system meets the design index and can achieve accurate and fast recognition of multi-scale targets in a large observation range. Chapter 5 is the conclusion section. It summarizes all the contents of this paper and gives an outlook on the future research contents.
2 RELATED WORK
The bionic compound eye has a large detection range, high detection flexibility, small size, and lightweight, and has great application value and research potential in military missions, industrial production, aerospace, measurement, mapping, etc. Many scholars at home and abroad have conducted corresponding research on bionic compound eye systems (Mackenzie and Munster, 2019). They used photolithography to fabricate a cloud service network bionic compound eye system. The complex-eye system uses transparent glass as the substrate and uses photolithography to process light-transmitting holes and microlens arrays on its front and back sides, respectively. After the image light signal passes -3,354 through the microlens, it will directly pass through the corresponding Transmissive aperture under the lens and finish imaging on the photoelectric receiver. They reject the conventional view that the sweeping motion and smooth tracking motion are controlled by separate mechanisms (Ren et al., 2019; Romano et al., 2019). The traditional view is that the position error drives the sweeping motion and the velocity error drives the smooth tracking motion. However, in the paper, the author showed that sweeping motion and smooth tracking motion were two outputs controlled by a single sensorimotor mechanism, which shared the same input signals, i.e., position error and motion velocity error, and their outputs collaborate for the common purpose of optimally tracking the target (Shao et al., 2020; Fuqin Sun et al., 2021). This algorithm generates the best countermeasures that can be used against the opponent based on the opponent’s movements obtained from the robot’s high-speed vision system. The problem of poor edge-lens imaging quality is further solved by introducing curved field mirrors into the artificial compound-eye imaging structure and obtaining a wide field of view. The three-layer curved compound eye structure has a field of view angle of 88°. Although its structure is bulky, its edge-field imaging quality is significantly improved (Zhongda Sun et al., 2021). The bionic compound eye system designed and implemented concerning the natural structural characteristics of insect compound eyes has the advantages of the large field of view, small size, and low power consumption compared with the multi-eye vision system composed of multiple cameras; The channels share a large area array CMOS sensor, which greatly reduces the amount of data and is more practical. It can be used in target detection and surface measurement (Talaviya et al., 2020).
They studied the compound eye through the cloud service network, and proposed to use the cloud service network refraction imaging principle and adopt the high sub-free-surface instead of the microlens array to achieve the purpose of high imaging quality, and adopt the hexagon as the single sub-eye lens structure to eliminate the dead angle of imaging, and adopt the overall surface structure to widen the field of view. To achieve the goal of small volume imaging, they studied the cloud service network design of a new concave and planar overlapping compound eye system, in which each channel contains three aspherical lenses and each channel images all fields of view, improving the imaging resolution and sensitivity (Wang and Qi, 2021). They proposed a bionic compound eye imaging cloud service network architecture and designed a curved bionic compound eye cloud service network bionic compound eye system with a field of view of 60° and a seven-channel multilayer curved compound eye cloud service network bionic compound eye system with a field of view of 180° (Wang et al., 2020). Six subocular heads at the edge form a subocular lens array around a central subocular, containing a total of seven subocular heads for the artificial compound eye system, and the imaging effect of the system is explored using indoor experiments, and the image processing method is used to stitch the acquired images (Wang et al., 2019). The rapid improvement of micro and nano processing and flexible electronics has led to the research on the fabrication of curved compound eyes, whose wide field of view and lightweight have led experts and scholars to increase their research efforts on curved compound eye systems (Wei et al., 2021). However, because the curved image cannot be received by the flat image detector, it is still difficult to design and process the curved compound eye imaging system, which limits the further development of the curved compound eye system (Wu et al., 2019; Xiang et al., 2019).
After the above analysis and research on the development status and application prospect of the bionic compound eye system, it is known that it has great research value in detection and identification, imaging, etc. Its application prospect can touch the military field of detection and reconnaissance, and also can be involved in the application of civil engineering (Cheng Yang et al., 2021). This paper establish the principle model of the wide field of view bionic compound eye target recognition and detection system design for cloud service network. It uses the model to complete the design of wide field of view curved bionic compound eye cloud service network bionic compound eye system, and initially use super-resolution reconstruction algorithm to realize the wide field of view high-resolution imaging as the main research objective (Yu et al., 2020; Sun et al., 2022). Considering that the quality defects of the side-view video itself are difficult to overcome by purely algorithmic methods, this design adds a top-view camera (the viewpoint need not be completely downward, it can be the viewpoint above the side), which is mainly responsible for pedestrian detection and tracking and counting out the total number of people. Since the occlusion phenomenon is not obvious in the top view video and the background changes are small, the location and size information of the moving target can be obtained more reliably, and this information can provide the side view camera with a reliable search location and spatial range of the face target, significantly reducing the face recognition frequency and face pattern search space. In this way, by fusing the video analysis results of top-view and side-view cameras to complement each other’s strengths and weaknesses, the above deficiencies can be largely compensated.
3 RESEARCH ON WIDE-FIELD BIONIC COMPOUND EYE TARGET RECOGNITION AND DETECTION BASED ON CLOUD SERVICE NETWORK
3.1 Wide Field Bionic Compound Eye Cloud Service Network Model Construction
In the process of target tracking, since the target’s pose, scale and illumination changes can affect the reliability of template matching, a template update strategy needs to be designed to correct the template promptly and improve the tracking accuracy. The basic idea of the template matching tracking algorithm is to use the feature information of the target image to build a template, and then match the established template with the image to be tracked to search for the target location. In this paper, the basic idea of pedestrian tracking algorithm based on template matching, firstly, local features are extracted from the detected pedestrian target image, the search area is determined and so matched, the highest matching similarity is calculated, and if the similarity is greater than the threshold value, the target template is updated; otherwise, the pedestrian target is detected again. The flow chart is shown in Figure 1 (Zhu et al., 2020). The imaging process of both the eye and the camera consists of projecting the three-dimensional world onto a two-bit plane, thus losing the depth information such that we cannot recognize its distance and actual size from the image (Sun et al., 2020). In the template matching algorithm, the size of the template image has a great influence on the accuracy and speed of matching. When the size is small, it is easy to cause matching errors. When the size is large, the assumption that each pixel in the template block performs translational motion may not be satisfied, thereby reducing the matching accuracy. Therefore, when selecting the template image size, it is necessary to determine the most appropriate size according to the actual effect.
[image: Figure 1]FIGURE 1 | General flow chart of the tracking algorithm.
The cloud service network first takes the whole image as the network input and uses the set image segmentation grid to slice the image into s∗s small image blocks, which will be passed into the convolutional neural network as the input. The convolutional layer takes the input data and performs convolutional computation by the convolutional kernel to extract the feature values of the input data, before giving limits to the range of output values by an activation function. In the cloud service network, the activation function used in the convolutional layer is the linear activation function, which is defined as
[image: image]
The pooling method used in the cloud service network is maximum pooling, which selects the largest value in each segmented region as the feature value of that region. Usually, the pooling block size is selected as 3∗3 kernels, if the image is large a 5*5 pooling kernel can also be taken. Two fully connected layers are used in the cloud service network, while the original fully connected layer is deleted in the cloud service network and the convolutional layer is used for downsampling. The final output layer classifies the one-dimensional feature vector input from the fully connected layer and outputs the classification number of the target object to determine the type of the target object in the image (Zhu et al., 2021).
The mean-squared sum error is used as the loss function to optimize the model parameters, and the loss function is shown in Eq. 2. Where ZE is the coordinate error between detection data and calibration data, IE is the IoU error, and CE is the classification error. Since the impact of position-related errors (coordinates, IoU) and classification errors on the network loss function is different, the network adds corrections to correct the coordinate errors when calculating the loss function. When calculating the IoU error, both the grid containing objects and the grid without objects are calculated, and the effect of the IoU error on the loss function is also different.
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When we choose the learning rate, we first choose an estimate of the learning rate threshold when the cost function on the training data starts decreasing immediately rather than oscillating or increasing. This estimate does not need to be too precise, but can first be roughly estimated in magnitude. If the value of the cost function starts to jitter or even increase at a learning rate of 0.01, then gradually try learning rates of 0.001, 0.0001, et al. Until you find the learning rate at which the cost function decreases after the start of training. By following this approach, the estimation of the magnitude of the threshold of the learning rate can be quickly grasped, so that the optimal learning rate can be optimally estimated.
Since the parameters of the sub-eye lenses are determined by considering the manufacturing process requirements of the microlens array, the selected solution for the preparation of the microlens array in this paper is the injection molding process, and the contact angle of the mold made by this process is larger than that formed by the photoresist hot melt method, which can reach 30°. Since the radius of curvature R(m) for each sub-eye lens has been determined during the design of curvature focal length, the crown height H(m) and aperture D(m) for each sub-eye lens can be obtained from the geometric relationship, as shown in .
[image: image]
The known radii of curvature of the sub-eye lenses are substituted into Eq. 3 to obtain the crown height and aperture of the sub-eye lenses, the parameters of the sub-eye lenses are shown in Table 1. To improve the imaging quality of the sub-eye lens, RMS is selected for optimization. The currently set optimization function is the system default, not the best optimization. It will only make the speckle size as small as possible, so more optimization functions need to be set.
TABLE 1 | Table of dimensional parameters of sub-eye lenses of each stage (mm).
[image: Table 1]Combined with the specific application context, the camera used by the bionic eye is a digital camera, and the image plane is a W × H grid of photosensitive cells, which is also called a pixel. It corresponds directly to the image pixels, so it is more convenient to express the image plane coordinates in pixel coordinates. The pixel coordinate is a two-dimensional non-negative vector (W, H), and by convention, the far point of the image coordinate system is generally in the upper left corner of the image. So the pixel coordinates are directly related to the image plane coordinates, as shown in Eq. 4. Where P(w) and P(h) are the width and height of each pixel, respectively, and (W0, H0) is the principal point coordinate principal point is the intersection of the image plane with the optical axis.
[image: image]
Next, consider the chi-squared coordinates O(m) of point m under the camera coordinate system. Since we often use the world coordinate system, we need to establish the conversion relationship between the chi-squared coordinates MW of point m under the world coordinate system and the chi-squared coordinates under the camera coordinate system O(m). According to the basics of coordinate conversion, it is shown in.
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In actual products, due to the uneven processing conditions, it is generally difficult to obtain an accurate frontal internal parameter matrix just by theoretical calculation. In most cases, it still needs to be calibrated by a calibration plate to obtain it. As for the external parameters, this problem exists, but on the bionic eye platform, the external parameters can be calculated in real-time by the pose matrix. In this paper, the actual internal parameters of the camera are obtained by calibration, while the external parameters are obtained by the pose matrix. In the case of the bionic eye stage, which is a nine-degree-of-freedom binocular vision stage, the mathematical model is more complex and needs to be modeled in a cinematic way. Moreover, the image motion speed in the field of view is measured by its angular velocity relative to the camera coordinate system under the single-degree-of-freedom eye-neck motion mechanism. It is a linear relationship, corresponding to the bionic eye mechanism, whose motion speed should be measured by the movement speed of the target point imaging in the pixel coordinate system, which is nonlinear.
3.2 Wide-field Bionic Compound Eye Target Recognition and Detection Algorithm
3.2.1 Wide Field of View Bionic Compound Eye Target Recognition Stud
To localize the target point in three dimensions, the first part of the target localization model of the compound eye imaging system can be solved by linear calculation. Based on the machined microlens array mold, it is known that the center of each sub-eye lens of this curved variable focal length compound eye model has been fixed, and a set of super qualitative Equations can be determined based on the multiple sub-eye lenses that capture the target point to solve for the target point 3D coordinates. The calibration task is to find out the relationship between the incident light vector angle of each sub-eye lens and its corresponding target image point, to pave the way for finding the corresponding incident light vector angle from the captured target image point. The calibration flowchart of the curved variable focal length compound eye imaging system is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Calibration of Curved Variable Focal Length compound eye imaging system.
If the overall calibration of the compound eye imaging system is to be established, the relationship between the vector angle of the incident light direction of a single sub-eye lens and its corresponding image point should be established firstly, which can be derived from a known three-dimensional target, as in .
[image: image]
The direction vector formed by the target point and each sub-ocular lens can be found separately.
[image: image]
The vector incidence angle corresponding to each sub-eye lens can be obtained, as in Eq. 8. When there are enough image points, to cover the entire image plane of the image detector, the correspondence between the vector angle of all incident rays within the field of view of the sub-eye lens and the image points can be obtained by .
[image: image]
When a spatial target is captured by a sub-eye of the compound eye, the mapping relationship between the established target angle and the spot coordinates can be used to reverse the mapping to obtain the angle value of the spot on the two virtual double spherical rake markers, knowing the angle information can calculate its three-dimensional spatial coordinates [image: image], and the straight line determined by the two points is the incident light line, as shown in .
[image: image]
For the verification set of spot images, we first need to extract the center coordinates of the spot and match them to the corresponding sub-eye channels and then use kriging interpolation to obtain the corresponding angle information based on the established nonlinear mapping relationship between the target point angle and the spot coordinates under each sub-eye. Suppose the actual position of the target point is [image: image], and the coordinates of the target point obtained by using the calibrated compound eye are [image: image], the positioning error can be expressed by the lateral angle error and the overall angle error, and the overall angle error is shown in .
[image: image]
In the cloud service network, each grid will detect multiple range frames. However, during the training process of the network, it is desirable to have only one target frame to participate in the detection for each detection target. Therefore, the cloud service network will select the range frame with the largest IoU value to detect the target, so that each object will have a suitable and specific range frame to be detected. When the object in the image is large or the object is at the boundary of the grid, more than one grid may be localized, and the cloud service network uses non-maximum suppression to remove duplicate detected objects.
3.2.2 Wide Field of View Bionic Compound Eye Target Detection Study
First, the whole image is segmented with a positive hexagonal profile, and the side lengths of the hexagon need to be appropriately selected according to the image resolution, target size, etc. There are two options for the interpretation of the segmentation results. When the target of analysis is the motion information between adjacent small eyes, each hexagon as a small eye. Option two, treat each hexagon as the center of one small eye, and the six neighboring hexagons around it as the photoreceptors in the same small eye. If the second scheme is adopted, we have to reduce the size of the hexagon appropriately to improve the spatial resolution. Both are similar in the final processing method and results, and the second scheme is adopted in this paper. Each eyelet contains seven hexagons, and there is an overlap of hexagons between two adjacent eyelets in the horizontal direction, and no overlap in the vertical direction.
To improve the spatial resolution of the motion detection, a hexagon with a side length of three pixels is used in the practical implementation. For the input raw image, it is first converted into a grayscale image. Next, the grayscale image is Gaussian smoothed to reduce the effect of random noise, and a standard Gaussian template of 4 × 4 is used here. Then, the luminance of all pixels in each hexagon is averaged as the luminance value of the hexagon. N(x) is the number of pixels in the hexagon, Q (i,j) is the luminance of the pixels in the hexagon; P (i,j) represents each pixel in the hexagon. To low-pass filter the luminance signal of each hexagon in the time domain, it is necessary to buffer a sufficient number of frames (the default value in this paper is N_Frame = 32 frames.
[image: image]
Define the target initial point as the intersection of the optical axis and the target plane, and use this as the center to solve the three-dimensional coordinates of the target point, the compound eye localization test system established according to the fading point principle overlaps the four light spot image planes collected by constantly changing the distance between the target plane and the light source, thus determining the initial point of the target plane as shown in Figure 3, and the pixel coordinates of the initial point of the target plane can be known as (1,000, 375). With 50 light spots collected, the 3D coordinates of the target point can be calculated by the target localization model established above. The arrangement of the sub-eyes is optimized, 251 sub-eyes are arranged on the bionic spherical compound eye by the method of icosahedral subdivision, and the original plano-convex lens is replaced with a logarithmic axicon with a better imaging effect.
[image: Figure 3]FIGURE 3 | Fading point to determine the initial point of the target plane schematic.
It can be seen from the experiments of the surface variable focal length compound eye target point position test system that after the test system is tuned, the coordinates of each light source point in the target plane with the three-dimensional world coordinate origin (the center of the compound eye central sub-eye lens optical axis center) as the coordinate system can be found according to Eq. 12. where a 1) and b(1) are the coordinates of the pixel coordinate system in the target plane for any point, respectively; c(i)0 is the initial distance of the target sought; a, b, c are the three-dimensional coordinates of the target point in the world coordinate system.
[image: image]
The system state x is defined as the motion state of the neck and the eye, the system input I(e) is the angular acceleration of these two respective joints, and the system output y is some states of interest including feature point imaging angle, which can be written as .
[image: image]
Motion controllers are designed to follow a certain metric, which makes tracking the best possible. By analogy with the performance of the human visual system during sweeping motion, it is not difficult to find some evaluation functions of the human visual system during motion. First, the evaluation function is shown in Eq. 14, the matrix P is the terminal performance metric by structure.
[image: image]
For to track the target under the most tracking performance index, an attempt is made to find the optimal control rate using the Hamiltonian Equation. The optimal control I(t) is obtained as shown in .
[image: image]
3.3 Design and Analysis of Wide-field Bionic Compound-Eye Target Recognition and Detection System
After specifying the index parameters of the system and theoretically analyzing the possible main aberrations of the system, ZEMAX is used to design the system, and the actual aberrations in the system are analyzed and evaluated in real-time, and the corresponding methods are used to balance the aberrations and optimize the image quality to improve the system performance. After system optimization, the system is assigned tolerances and its processing performance is analyzed after all index parameters of the cloud service network. Bionic compound eye system are met and the image quality performance exceeds the target requirements. The initial structural parameters of each sub-eye in the microlens array were calculated by using the spaced surface bionic compound eye parameter calculation model, as shown in Table 2.
TABLE 2 | Sub-eye initial structure parameters.
[image: Table 2]The aberration analysis charts, such as the optical path diagram, light fan diagram, and point column diagram of the initial structure of the sub-eye system, are used to analyze the aberration of the system in the on-axis field of view. The light rays hitting the detector after ray tracing do not converge at the same point completely, but show a diffuse distribution; the light rays at different angles to the optical axis have different deviations from the ideal image point after ray tracing through the lens.
After converting the technical index requirements of the cloud service network bionic compound eye system into the cloud service network parameters required for system design, it is necessary to find the matching initial structure from the existing literature or patent database as the starting point of the design, and this initial structure needs to have as many target parameters as possible to meet the required cloud service network parameters. Usually, the suitability of the initial structure selection determines the subsequent efficiency of the cloud service network designer to a certain extent. Cloud service network design is an iterative process of solving multivariate equations. If the initial structure is chosen to be easier to approach the demand solution as the design starting point will bring convenience to the system optimization. Otherwise, it may make the design inefficient and even difficult to complete the design requirements, therefore, the initial structure of the bionic compound eye system of the cloud service network is selected appropriately or not to the final design result is crucial. Based on the previous design experience and the field of view parameters of the system to be designed, a cloud service network bionic compound eye system with the required field of view is built as the initial structure of the trans-imaging system. In this paper, a monitoring system with a fixed camera and PTZ camera is implemented and applied to the actual monitoring scene. They statistically analyze the performance of the system through the experimental results, and the results show that the system is a relatively successful and reasonable intelligent monitoring system.
After finding a structure close to the required target parameters from the literature, the focal length is scaled, and then the field of view, aperture, and other related parameters are gradually changed so that the parameter index of the structure can meet the requirements of the required cloud service network bionic compound eye system. Since the modification of the parameters and materials in the cloud service network bionic compound eye system will introduce a large number of aberrations into the system, it is necessary to use various effective methods to analyze the aberrations and optimize the system again to obtain a cloud service network structure with good image quality that meets the required cloud service network specifications. Figure 4 shows the point column plots reflecting the imaging performance of the initial structure after ray tracing. The RMS root means the square radius of the initial structure is larger than the size of a single pixel of the selected detector, which cannot meet the required imaging requirements, and there is a comet-like trailing phenomenon in the dot plot of the edge field of view, and the dot plot of each wavelength is also There is no overlap, that is, aberrations such as coma and chromatic aberration of the system need to be further optimized.
[image: Figure 4]FIGURE 4 | Initial structure point column diagram.
The radius of curvature of the object plane is set to be equal to the radius of curvature of the focal surface image formed by the microlens array. The initial structure of the transcendental image system is simulated and analyzed by using ZEMAX, and the aberration correction is performed by controlling the lens parameters, material matching, etc. The evaluation function is used to optimize the cloud service network bionic compound eye system. The evaluation function is used in the cloud service network design software to define the performance merit of the cloud service network bionic compound eye system, which has an ideal value of 0. Each operand in the evaluation function represents the target to be evaluated, the actual value of the current cloud service network bionic contained compound eye system and the set target value. The error caused by each operand is shown in Eq. 16, where f(10) represents the current actual value and t(10) represents the desired target value.
[image: image]
4 ANALYSIS OF RESULTS
4.1 Cloud Service Network Model Analysis
A sphere is placed laterally in front of the bionic eye, and using the designed control scheme, the starting position of the bionic eye is set to 0° for all joint angles, which puts the bionic eye in a horizontal forward-looking action; the tracking target is set to a stationary sphere using the feature point and optical flow-based image tracking algorithm; the bionic eye is controlled by the eye-neck coordinated optimal controller and the variable structure motion controller, respectively. The field of view of the bionic eye is moved toward the center of the sphere using the eye-neck coordinated optimal controller and the variable structure motion controller, respectively. As seen from the experimental process, both of them achieve the tracking of the stationary target by controlling the coordinated motion of the bionic eye and the neck. The joint angle data of both during the tracking motion are shown in Figure 5. As seen in Figure 5, the variable structure controls the stationary target tracking data to have a stable value over time, and the value is 21.02. The eye motion and neck motion controlled by the variable structure controller is more like moving at the same pace, which is only a simple sharing of the target tracking motion task and lacks the advantage of complementing each other.
[image: Figure 5]FIGURE 5 | Variable structure controlled stationary target tracking data.
The target tracking process uses two schemes, the eye-neck coordinated optimal controller and the variable structure controller, to track similar human dragging movements, respectively. Among them, the joint angle data obtained during the target tracking process using the eye-neck coordinated optimal controller are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Optimal control of human-dragged target tracking data.
The tracking effect of the eye-neck coordinated motion controller is also smoother and better than that of the variable structure controller in pitch joints that do not reach the ultimate position. The unsmooth tracking of the variable structure controller will produce back and forth switching under certain circumstances, which leads to a decrease in smoothness, and is not conducive to image processing. The complementary advantages of eye and neck movements in eye-neck coordinated motion are still an important reason for its more excellent tracking effect. Finally, the motion of the bionic eye controlled by the eye-neck coordinated optimal controller is very similar to the tracking motion of the human visual system, and the human-computer interaction is better.
4.2 Algorithm Performance Analysis
The tracking effect of the uniform motion target of the cloud service network after velocity loop correction detection control is shown in Figure 7. As can be seen in the tracking curve of the uniform motion target in Figure 7, after introducing the velocity step response model of the ball machine and using the detection control algorithm for velocity loop correction, compared with the state feedback method based on the first-order inertial link model, the impact of the model mismatch on the control performance is greatly reduced, and the tracking curves of both horizontal and vertical axes are smoother, while the control jitter amplitude can still be limited. After comparison, it can be found that the velocity loop correction method based on detection control can not only achieve better tracking performance of the moving target, but also meet the control requirements of the smooth control volume. It is effective in terms of both control performance and actuator protection.
[image: Figure 7]FIGURE 7 | The effect of uniform motion target tracking.
The tracking effect of the detection control combined with the head and shoulder detector on the following target is shown in Figure 8. From Figure 8, it can be seen that the controller tracking performance is better when the pedestrian moves smoothly in one direction. However, when the target suddenly turns back, there is a certain degree of overshoot in the ball machine tracking, and when the target speed is larger, the overshoot phenomenon will be more serious, which is caused by the strong maneuverability of the moving target. The speed regulation inertia of the actuator and other reasons together and is also a key problem in the tracking control of the following target.
[image: Figure 8]FIGURE 8 | Following target tracking effect.
Figure 9 compares the time, recall, precision, and F-measure of the algorithms by counting the processing results of the various methods on these videos.
[image: Figure 9]FIGURE 9 | Average performance comparison of algorithms.
From the experimental results, we can see that the algorithm in this paper performs average in the recall rate, better in the precision, and the F-measure is more desirable. The missed detection is mainly caused by the large threshold of motion information, and if the threshold is lowered, the missed detection rate decreases and the false detection rate increases, and the two need to be handled in a compromise. In terms of processing speed, it is better than GMM, Vibe, and PBAS methods, and weaker than the YOLO3 algorithm. In terms of qualitative indicators, the algorithm in this paper has low overall operational complexity due to its motion-triggered nature, as well as low false detection rate; and the local motion detector used is insensitive to illumination changes and randomness jitter, and thus can better handle scenarios such as illumination changes and camera jitter. However, this method has low foreground target accuracy and ineffective detection of too-small targets compared with the background modeling-based method, the threshold needs to be dynamically adjusted to effectively detect targets with different motion speeds, and non-continuous motion target detection needs to be supplemented with motion tracking.
4.3 System Simulation Analysis
In the experimental results, the analysis and comparison for the message latency are shown in Figure 10, where the message latency increases with the increase in the number of targets. It can be seen clearly from Figure 10 that the value of the message latency parameter of the case model constructed using the proposed cloud service network is significantly lower than that of the scheme model without the cloud service network. As the number of targets increases, the message delay also increases, but the message delay increases more gently in the case model using the cloud service network, while the message delay increases significantly more in the experimental model without the cloud service network, and the parameter value of the message delay is significantly larger than that of the experimental model using the cloud service network. It can be seen that using the cloud service network model scheme proposed in the paper can effectively reduce the message delay of the cloud service network, which ensure the timely transmission of the target messages.
[image: Figure 10]FIGURE 10 | Message delay analysis and comparison.
As shown in Figure 11, the value of the network jitter parameter fluctuates up and down in a certain range with the number of messages transmitted by the nodes. And from Figure 11, it can be found that with the increase in the number of messages transmitted by the target, the network jitter value fluctuates between (−2, 2) in the model scenario where the cloud service network is applied, with a smaller range of up and down fluctuation; while in another model where the cloud service network is not applied, the network jitter value fluctuates up and down more obviously with the increase in the number of target messages, with its jitter value fluctuating between (The jitter value fluctuates between (−3, 5), which indicates that the performance jitter of each node in the network changes more obviously, and its overall network performance is more unstable.
[image: Figure 11]FIGURE 11 | Network jitter analysis and comparison.
The article analyzes and compares the variation of system overhead with packet delivery rate, as shown in Figure 12. The packet delivery rate refers to the percentage of packets that are successfully received when they are sent or transmitted from the source node to the destination node, and the higher the packet delivery rate, the higher the reliability of the network. Overall in the cloud service network architecture, the increase in the number of network nodes will cause the network performance to be affected in some way, such as the increase in network overhead and the decrease in packet delivery rate. As shown in Figure 12, as the number of onboard nodes increases, the packet delivery rate tends decrease. However, the packet delivery rate of the model with a cloud service network is decreasing, but the magnitude is significantly lower than that of the architecture model without a cloud service network; in the architecture model without a cloud service network, the packet delivery rate is decreasing sharply. The cloud service network architecture model has a better packet delivery rate and also proves the effectiveness of the proposed architecture.
[image: Figure 12]FIGURE 12 | Analysis and comparison of packet delivery rates.
5 CONCLUSION
This paper study the wide-field active vision tracking system, which is composed of PC, fixed cameras, and cloud service network, and is capable of the wide field of view motion target detection and high-resolution image storage. The video sequence of the fixed camera uses a detection algorithm to get the pedestrian position, the control platform as the processing center completed the video acquisition and display of dual cameras, serial transmission, human-computer interaction, etc. The innovation and application of network technology and communication technology have greatly promoted the development of cloud service networks, which make the architecture system, communication mode and user experience of cloud service networks to be continuously innovated. The wide promotion and application of cloud service network promoted the interaction and sharing of traffic service information and entertainment service information, and improving the wide-field bionic compound-eye target recognition and detection technology. The stability and speed of the wide-field bionic compound-eye target recognition and detection algorithm is an important factor in evaluating the performance of the whole system, and also a difficult point of development. The conventional recognition and detection algorithm is easy to understand and simple to implement, and the tracking effect is not good due to the inertia of the cloud service network itself as well as the delay of instruction processing. In response to this phenomenon, other measures are taken to optimize and improve, successively combining state space and detection control for control, which improves the stability and speed of the system. Since the algorithm in this paper takes into account the objective evaluation parameters that provide the effect of the exhibition, the disturbance factors are relatively few (Jiang et al., 2021a; Jiang et al., 2021b).
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In order to solve the problems of poor image quality, loss of detail information and excessive brightness enhancement during image enhancement in low light environment, we propose a low-light image enhancement algorithm based on improved multi-scale Retinex and Artificial Bee Colony (ABC) algorithm optimization in this paper. First of all, the algorithm makes two copies of the original image, afterwards, the irradiation component of the original image is obtained by used the structure extraction from texture via relative total variation for the first image, and combines it with the multi-scale Retinex algorithm to obtain the reflection component of the original image, which are simultaneously enhanced using histogram equalization, bilateral gamma function correction and bilateral filtering. In the next part, the second image is enhanced by histogram equalization and edge-preserving with Weighted Guided Image Filtering (WGIF). Finally, the weight-optimized image fusion is performed by ABC algorithm. The mean values of Information Entropy (IE), Average Gradient (AG) and Standard Deviation (SD) of the enhanced images are respectively 7.7878, 7.5560 and 67.0154, and the improvement compared to original image is respectively 2.4916, 5.8599 and 52.7553. The results of experiment show that the algorithm proposed in this paper improves the light loss problem in the image enhancement process, enhances the image sharpness, highlights the image details, restores the color of the image, and also reduces image noise with good edge preservation which enables a better visual perception of the image.
Keywords: multi-scale retinex, weighted guided image filtering, ABC algorithm, bilateral gamma function, image enhancement
INTRODUCTION
The vast majority of information acquired by humans comes from vision. Images, as the main carrier of visual information, play an important role in three-dimensional reconstruction, medical detection, automatic driving, target detection and recognition and other aspects of perception (Li B. et al., 2019; Wang et al., 2019; Yu et al., 2019; Huang et al., 2021; Liu et al., 2022a; Tao et al., 2022a; Yun et al., 2022a; Bai et al., 2022). With the rapid development of optical and computer technology, equipment for image acquisition are constantly updated, and images often contain numerous valuable information waiting to be discovered and accessed by humans (Jiang et al., 2019a; Huang et al., 2020; Hao et al., 2021a; Cheng and Li, 2021). However, due to the influence of light, weather and imaging equipment, the captured images are often dark, noisy, poorly contrasted and partially obliterated in detail in real life (Sun et al., 2020a; Tan et al., 2020; Wang et al., 2020). This kind of image makes the area of interest difficult to identify, thus reducing the quality of image and the visual effect of the human eyes (Jiang et al., 2019b; Hu et al., 2019), and also causes great inconvenience for the extraction and analysis of image information, generating considerable difficulty for computers and other vision devices to carry out normal target detection and recognition (Su and Jung, 2018; Sun et al., 2020b; Cheng et al., 2020; Luo et al., 2020; Hao et al., 2021b). Therefore, it is necessary to enhance the low-light images through image enhancement technology (Jiang et al., 2019c; Sun et al., 2020c), so as to highlight the detailed features of the original images, improve contrast, reduce noise, make the original blurred and low recognition images clear, improve the recognition and interpretation of images comparatively, and satisfy the requirements of certain specific occasions (Tao et al., 2017; Ma et al., 2020; Jiang et al., 2021a; Tao et al., 2021; Liu et al., 2022b). Metaheuristic algorithms have great advantages for multi-objective problem solving and parameter optimization (Li et al., 2020a; Yu et al., 2020; Chen et al., 2021a; Liu X. et al., 2021; Wu et al., 2022; Xu et al., 2022; Zhang et al., 2022; Zhao et al., 2022), Methods of Multiple Subject Clustering and Subject Extraction as well as, K-means clustering methods, steady-state analysis methods, numerical simulation techniques quantification and regression methods are also widely used in data processing (Li et al., 2020b; Sun et al., 2020d; Chen et al., 2022). Artificial Bee Colony (ABC) is an optimization method proposed to imitate the honey harvesting behavior of bee colony, which is a specific application of cluster intelligence idea. The main feature is that ABC requires no special information about the problem, but only needs to compare the advantages and disadvantages of the problem (Li C. et al., 2019; He et al., 2019; Duan et al., 2021), and through the individual local optimization-seeking behavior of each worker bee, the global optimum value will eventually emerge in the population, which has a fast convergence speed (Chen et al., 2021b; Yun et al., 2022b).
In response to the above problems, considering this advantage of ABC, this paper proposes a low-illumination image enhancement algorithm based on improved multi-scale Retinex and ABC optimization. Based on Retinex theory and image layering processing, this algorithm improves and optimizes the multi-scale Retinex algorithm with the structure extraction from texture via relative total variation, and replicates the original image to obtain the main feature layer and the compensation layer. In the image fusion process, the ABC algorithm is used to optimize the fusion weight factors of each layer and select the optimal solution to realize the processing enhancement of low-illumination images. Finally, the effectiveness of the algorithm in this paper is verified by conducting experiments on the LOLdataset dataset.
The other parts of this paper as follows: Related Work gives an overview of image enhancement methods in low illumination and Artificial Bee Colony algorithms; Basic Theory describes the basic theory of Retinex; The Algorithm Proposed in This Paper proposes a low illumination image enhancement algorithm based on improved multiscale Retinex and ABC optimization; Experiments and Results Analysis conducts verification experiments which compares with the traditional Retinex algorithm and the method proposed in this paper and the results were analyzed by Friedman test and Wilcoxon signed rank test; and the conclusions of this paper are summarized in Conclusion.
RELATED WORK
Image enhancement algorithms are grouped into two main categories: spatial domain and frequency domain image enhancement algorithms (Vijayalakshmi et al., 2020). The methods of spatial domain enhancement mainly include histogram equalization (Tan and Isa, 2019) and Retinex algorithm, etc.
Histogram Equalization (HE) achieves the enhancement of image contrast by adjusting the pixel grayscale of the original image and mapping the image grayscale to more gray levels to make it evenly distributed, but often the noise of image processed by HE is also enhanced and the details are lost (Nithyananda et al., 2016); The Retinex image enhancement method proposed by Land E H (Land, 1964) combines well with the visual properties of the human eye, especially in low-illumination enhancement, and which performs well overall compared to other conventional methods. Based on the Retinex theory, Jobson D J et al.(Jobson et al., 1997) proposed the Single-Scale Retinex (SSR) algorithm, which can get better contrast and detail features by estimating the illumination map, but this algorithm can cause detail loss in image enhancement. Researchers subsequently proposed Multi-Scale Retinex (MSR), the image enhanced by this algorithm will have certain problems of color bias, and there will still be local unbalanced enhancement and “halo” phenomenon (Wang et al., 2021). Therefore, Rahman Z et al. (Rahman et al., 2004) proposed the Multi-Scale Retinex with Color Restoration (MSRCR), and the “halo” and color problems have been improved. The application of convolutional neural networks to deep learning has led to improved enhancement and recognition, but the difficulties in the construction of the network and the collection of data sets for training make this method difficult to implement (Liu et al., 2021b; Sun et al., 2021; Weng et al., 2021; Yang et al., 2021; Tao et al., 2022b; Liu et al., 2022c). Based on the Retinex algorithm, Wang D et al. (Wang et al., 2017) used Fast Guided Image Filtering (FGIF) to evaluate the irradiation component of the original image, combined with bilateral gamma correction to adjust and optimize the image, which preserved the details and colors of the image to some extent, but the overall visual brightness was not high. Zhai H et al. (Zhai et al., 2021) proposed an improved Retinex with multi-image fusion algorithm to operate and fuse three copies of images separately, and the images processed by this algorithm achieved some improvement in brightness and contrast, but the overall still had noise and some details lost.
The frequency domain enhancement methods mainly include Fourier transform, wavelet transform, Kalman filtering and image pyramid, etc (Li et al., 2019c; Li et al., 2019d; Huang et al., 2019; Chang et al., 2020; Tian et al., 2020; Liu et al., 2021c). This kind of algorithm can effectively enhance the structural features of the image, but the target details of the image which are enhanced by these methods are still blurred. The image layering enhancement method proposed by researchers in recent years has led to the application of improved low-light image enhancement methods based on this principle more and more widely (Liao et al., 2020; Long and He, 2020). The enhancement of image layer decomposes the input image into base layer and detail layer components, and then processes the enhancement of the two layers separately, and finally selects the appropriate weighting factor for image fusion. Commonly used edge-preserving filters are bilateral filtering, Guided Image Filtering (GIF), Fast Guided Image Filtering (Singh and Kumar, 2018), etc. Since GIF uses the same linear model and weight factors for each region of the image, it is difficult to adapt to the differences in texture features between different regions of the image. In order to resolve this problem of GIF, Li Z et al.(Li et al., 2014) proposed a Weighted Guided Image Filtering (WGIF) based on local variance, which constructs an adaptive weighting factor based on traditional guided filtering, which not only improves the edge-preserving ability but also reduces the “halo artifacts” caused by image enhancement.
Inspired by the honey harvesting behavior of bee colonies, Karaboga (Karaboga, 2005) proposed a novel global optimization algorithm based on swarm intelligence, Artificial Bee Colony (ABC), in 2005. Since its introduction, the ABC algorithm has attracted the attention of many scholars and has been analyzed comparatively. Karaboga et al. (Karaboga and Basyurk, 2008) analyze the performance of ABC compared with other intelligent algorithms under multidimensional and multimodal numerical problems and the effect of the scale of the ABC control parameters taken. Karaboga et al. (Karaboga and Akay, 2009) were the first to perform a detailed and comprehensive performance analysis of ABC by testing it against 50 numerical benchmark functions and comparing it with other well-known evolutionary algorithms such as Genetic Algorithms (GA), Particle Swarm Optimization (PSO), Differential Evolution Algorithm (DE), and Ant Colony Optimization (ACO). Akay et al. (Akay and Karaboga, 2009) analyzed the effect of parameter variation on ABC performance. Singh et al. (Singh, 2009) proposed an artificial bee colony algorithm for solving minimum spanning tree and verified the superiority of this algorithm for solving such problems. Ozurk et al. (Ozurk and Karaboga, 2011) proposed a hybrid method of artificial bee colony algorithm and Levenberg-Marquardts for the training of neural networks. Karaboga et al. (Karaboga and Gorkemli, 2014) modified the new nectar search formula to find the best nectar source near the exploited nectar source (set a certain radius value) to be exploited in order to improve the local merit-seeking ability of the swarm algorithm.
BASIC THEORY
Fundamentals of Retinex
Retinex is a common method of image enhancement based on scientific experiments and scientific analysis, which is proposed by Edwin.H.Land in 1963 (Land and McCann, 1971). In this theory, two factors determine the color of an object being observed, as shown in Figure 1, namely the reflective properties of the object and the intensity of the light around the them, but according to the theory of color constancy, it is known that the inherent properties of the object are not affected by light, and the ability of the object to reflect different light waves determines the color of the object to a large extent (Zhang et al., 2018).
[image: Figure 1]FIGURE 1 | Retinex schematic.
This theory shows that the color of the substance is consistent and depends on its ability to reflect wavelengths, which is independent of the absolute value of the intensity of the reflected light, in addition to being unaffected by non-uniform illumination, and is consistent, so Retinex is based on color consistency. While traditional nonlinear and linear only enhance one type of feature of the object, this theory can be adjusted in terms of dynamic range compression, edge enhancement and color invariance, enabling adaptive image enhancement.
The Retinex method assumes that the original image is obtained by multiplying the reflected image and the illuminated image, which can be expressed as
[image: image]
In Eq. 1, I(x,y) is the original image, R(x,y) is the reflection component with the image details of the target object, L(x,y) is the irradiation component with the intensity information of the surrounding light.
In order to reduce the computational complexity in the traditional Retinex theory, the complexity of the algorithm is usually simplified by taking logarithms on both sides with a base of 10 of Eq. 1 and converting the multiplication and division operations in the real domain to the addition and subtraction operations in the logarithmic domain. The conversion results are as follows:
[image: image]
Traditional Retinex Algorithm
The SSR method uses a Gaussian kernel function as the central surround function to obtain the illumination component by convolving with the original image and then subtracting it to obtain the reflection component in the logarithmic domain.
The specific expressions are as follows:
[image: image]
[image: image]
[image: image]
[image: image]
In Eqs 4, 5, [image: image] denotes the center surround function - Gaussian kernel function, [image: image] is obtained by convolving [image: image] with [image: image]. [image: image] is the Gaussian surround scale parameter, and is the only adjustable parameter in SSR. When [image: image] is small, it can retain better image details, but the color is easily distorted; When [image: image] is larger, better image color can be preserved, but the details of image easily loss (Parihar and Singh, 2018; Jiang et al., 2021b).
In order to maintain high image fidelity and compression of the dynamic range of the image, researchers proposed the Multi-Scale Retinex (MSR) method on the basis of SSR(Peiyu et al., 2020), The MSR algorithm uses multiple Gaussian wrap-around scales for weighted summation, The specific expressions are as follows:
[image: image]
In Eqs. 7, K is the number of Gaussian center surround functions. When K = 1, MSR degenerates to SSR. [image: image] is the weighting factor under different Gaussian surround scales, and in order to ensure the advantages of both high, medium and low scales of SSR to be considered, K is usually taken as three and [image: image].
Considering the color bias problem of SSR and MSR, the researchers developed the MSRCR (Weifeng and Dongxue, 2020), MSRCR adds a color recovery factor to MSR, which is used to adjust the color ratio of the channels, The specific expressions are as follows:
[image: image]
[image: image]
In Eq. 9, [image: image] is the gain constant; [image: image] is the nonlinear intensity control parameter; [image: image] denotes the image of the ith channel. [image: image] denotes the sum of pixels in this channel. After processing the image by MSRCR algorithm, the pixel values usually appear negative. So the color balance is achieved by linear mapping and adding overflow judgment to achieve the desired effect.
THE ALGORITHM PROPOSED IN THIS PAPER
The low-illumination image enhancement algorithm based on improved multi-scale Retinex and ABC optimization, which is proposed in this paper, divides the image equivalently into a main feature layer and a compensation layer. For the main feature layer firstly, HE is used for image enhancement, and WGIF is selected for edge-preserving noise reduction. For the compensation layer, the irradiated component of the original image is first obtained by used the structure extraction from texture via relative total variation, and then the original image is processed with the MSRCR algorithm to obtain the reflected component for color recovery, and Histogram Equalization, bilateral gamma function correction, and edge-preserving filtering are applied to it. Finally, the main feature layer and the compensation layer are fused by optimal parameters, and the optimal parameters are obtained by adaptive processing correction with an ABC algorithm to achieve image enhancement under low illumination. The flow chart of the algorithm in this paper is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flowchart of the algorithm in this paper.
Main Feature Layer
Weighted Guided Image Filtering
Guided Image Filter is a filtering method proposed by He K et al. (He et al., 2012), which is an image smoothing filter based on a local linear model. The basic idea of guided image filter is to assume that the output image is linearly related to the bootstrap image within a local window [image: image]. A guided image is used to generate weights to derive a linear model for each pixel, and thus the input image is processed. The mathematical model expression is as follows:
[image: image]
To find the linear coefficients in Eq. 10, the cost function is introduced as follows:
[image: image]
Using least squares to minimize the value of the cost function [image: image], the linear coefficients are obtained as:
[image: image]
[image: image]
In Eqs. 10, 11, 12, [image: image] is the output image, [image: image] is the guide image, and [image: image] is the input image; [image: image], [image: image] are the linear coefficients of the local window [image: image]; [image: image] is the regularization coefficient to prevent the linear coefficient [image: image] from being too large, and the larger the value of [image: image] is, the more obvious the smoothing effect is when the input image is used as the guide image. [image: image] denotes the mean value of [image: image] within [image: image], [image: image] denotes the standard deviation of [image: image] within [image: image], [image: image] is the total number of pixel blocks within the local window [image: image] and [image: image] is the mean value of the input image within the window [image: image].
Since a pixel point in the output image can be derived by linear coefficients in different windows, the following expression can be obtained:
[image: image]
GIF uses a uniform regularization factor [image: image] for each region of the image, and larger regularization factors produce a “halo” phenomenon in the edge regions of the image. In view of this problem, WGIF achieves adaptive adjustment of the regularization coefficients by introducing a weighting factor [image: image]. In this way, adaptive adjustment of the linear coefficients is obtained, thus achieving adaptivity to each region of the image and improving the filtering effect. The weighting factor [image: image] and the new linear coefficient [image: image] are as follows:
[image: image]
[image: image]
In Eqs. 15, 16, [image: image] is the variance of the guide image with respect to [image: image], where [image: image] denotes a [image: image] window centered at [image: image] and [image: image]; [image: image] is the regularization factor, taken as [image: image], L is the dynamic range of the image (Li et al., 2014).
A comparison of the results processed by WGIF and FGIF is shown in Figure 3. As it can be seen in Figure 3, the FGIF-processed images still have some noise, while the results after WGIF processing are well improved in this aspect.
[image: Figure 3]FIGURE 3 | The first row is the image obtained after FGIF processing; The second row is the image obtained after WGIF processing.
Obtaining the Main Feature Layer
HE is used for image enhancement and WGIF is selected for edge-preserving noise reduction. The results obtained from each step are shown in Figure 4. From this figure, it can be seen that the image obtained by HE has been improved compared with the original image, but in this process, the noise in the image is also extracted and amplified. Some of the details and noise in the image are filtered out by the process of WGIF, and the “halo” phenomenon and the “artifacts” caused by the gradient inversion are avoided, because WGIF takes into account the texture differences between regions in the image.
[image: Figure 4]FIGURE 4 | The results of main feature layer obtains. (A) Waiting to process images (B) Histogram Equalization (C) WGIF.
Compensation Layer
Structure Extraction From Texture via Relative Total Variation
As can be seen from 2.2, the traditional Retinex algorithm uses a Gaussian filter kernel function to convolve with the original image, and after eliminating the filtered irradiated component, the reflected component is used as the enhancement result, but the estimation of Gaussian filter at the edge of the image is prone to bias, and thus the “halo” phenomenon occurs, which undoubtedly This will undoubtedly lead to unnatural enhancement results due to the lack of illumination. To address this problem, this paper uses the structure extraction from texture via relative total variation in obtaining the irradiation component of the compensation layer, which was proposed by Xu L et al. (Xu et al., 2012) in 2012, to better preserve the main edge information of the image and thus reduce the “halo” phenomenon in the edge information-rich region. The model of the method is as follows:
[image: image]
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In Eqs 17 and 18, 19, 20 and 21, S is the output image, p is the pixel index, λ is the weighting factor to adjust the degree of smoothing of the image, and the larger the value of λ is, the smoother the image is; [image: image] is a positive number close to zero and is used to prevent the denominator from being zero; [image: image] and [image: image] are respectively the variation functions of pixel p in the x and y directions, and [image: image] is the window centered on p. [image: image] and [image: image] are the intrinsic functions within the window, respectively. The parameter [image: image] is the texture suppression factor, and the larger the value of [image: image] is, the stronger the texture suppression effect is.
In order to demonstrate the advantages of this method from a practical point of view, the images in the LOLdataset were taken for the structure extraction from texture via relative total variation and convolution operations with the Gaussian kernel function in the traditional Retinex algorithm to obtain the irradiation components, respectively, and the results obtained by the two methods are shown in Figure 5. Meanwhile, Information Entropy and Standard Deviation were used to assess their quality, and the results are shown in Tables 1 and 2. From Figure 5, it can be seen that the structure extraction from texture via relative total variation method preserves the irradiation component better, and at the same time, it is known from the correlation evaluation function that the IE and SD of this method are greater than those of the Gaussian kernel function convolution method of the traditional Retinex algorithm, which proves that the structure extraction from texture via relative total variation method is better in preserving the image information in the acquisition of the irradiation component.
[image: Figure 5]FIGURE 5 | The first row is the irradiation component obtained by Gaussian kernel function; the second row is the irradiation component obtained by the structure extraction from texture via relative total variation method.
TABLE 1 | Evaluation of IE for five sets of images.
[image: Table 1]TABLE 2 | Evaluation of SD for five sets of images.
[image: Table 2]Obtaining of Compensation Layers
For the original image, a duplication layer is performed to obtain the image to be processed, and the structure extraction from texture via relative total variation is selected to obtain the irradiation component, and combined with the principle of Retinex and color recovery to obtain the reflection component, at the same time, histogram equalization, bilateral gamma correction and bilateral filtering are performed. The results obtained from each step are shown in Figure 6. As can be seen from the figure, the image content is basically recovered by the MSRCR algorithm processing, but the image saturation is not enough to restore the real scene in comparison. After HE method, the color was recovered to some extent, but the obtained image shows that the light and dark transition areas are not effective. Therefore, this paper used the improved bilateral gamma function for processing (Wang et al., 2021). The mathematical expression of the traditional gamma function is as follows:
[image: image]
[image: Figure 6]FIGURE 6 | The results of compensation layers obtains.(A) Waiting to process images (B) MSRCR (C) Histogram Equalization (D) Bilateral Gamma Correction (E) Bilateral Filter.
In Eq. 23, [image: image] is the input image to be processed, [image: image] is the output image, and [image: image] is a constant between (0,1) to control the enhancement performance of the image. [image: image] is the convex function corrected for the dark region and [image: image] is the convex function corrected for the bright region.
Since the traditional bilateral gamma function can only be mechanically enhanced, to address this problem and considering the distribution characteristics of the illumination function, the mathematical expression of the scholars’ improved bilateral gamma function is as follows:
[image: image]
In Eq. 24, The value of [image: image] is taken as [image: image]; m is the pixel average of the illuminated image; The adjustment parameter [image: image] takes the value of [image: image].
Hence an improved bilateral gamma function is used for adaptive correction of the luminance transition region; Finally, bilateral filtering is used for edge-preserving and noise-reducing to obtain the final compensation layer.
Image Fusion
Selection of the Fitness Function
Through the above processing flow, the main feature layer and compensation layer are finally obtained, and the corresponding fusion is performed at the end of the proposed method in this paper, where an image evaluation system is established and three evaluation indexes are introduced: Information Entropy, Standard Deviation and Average Gradient.
The Standard Deviation (SD) reflects the magnitude of the dispersion of the image pixels. The larger the standard deviation, the greater the dynamic range of the image and the more gradation levels. The formula to calculate SD is as follows:
[image: image]
In Equ. 25, [image: image] is the width of the input image and [image: image] is the height of the input image.
The Average Gradient (AG) represents the variation of small details in the multidimensional direction of the image. The larger the AG, the sharper the image detail, and the greater the sense of hierarchy. The formula to calculate AG is as follows:
[image: image]
The information entropy (IE) of image is a metric used to measure the amount of information in an image. The greater the IE, the more informative and detailed the image is, and the higher the image quality. The formula to calculate IE is as follows:
[image: image]
In Eq. 27, R is the image pixel gray level, usually R = 28-1, and P(x) is the probability that the image will appear at a point in the image when the gray value x is at that point.
On the concept of multi-objective optimization (Li et al., 2019e; Liao et al., 2021; Xiao et al., 2021; Liu et al., 2022d; Yun et al., 2022c), The IE, AG and SD are weighted together and balanced by using an equal proportional overlay, showing that IE, AG and SD are equally important in image evaluation. The mathematical expression of the fitness function obtained is as follows:
[image: image]
The values of the fitness function under different weights are obtained by applying different weights to the main feature layer and the compensation layer for image weighting fusion, as shown in Figure 7. It is clear from this figure that the value of the fitness function varies with different weights and that the maximum value should be generated in [image: image]. To determine the optimal weights, an adaptive optimization evaluation system needs to be constructed.
[image: Figure 7]FIGURE 7 | Value of fitness function with different weights.
Traditional nonlinear optimization algorithms update the objective solution by certain rules of derivatives, such as Gradient Descent, Newton’s Method and Quasi-Newton Methods. When solving multi-objective nonlinear optimization problems, it is difficult to satisfy the requirements because of the computational complexity of following the defined methodological steps for optimization The convergence of the Gradient Descent is slowed down when it approaches a minimal value, and requires several iterations; Newton’s method is second-order convergence, which is fast, but each step requires solving the inverse matrix of the Hessian matrix of the objective function, which is computationally complicated.
The metaheuristic algorithm models the optimization problem based on the laws of biological activity and natural physical phenomena. According to the laws of natural evolution, the natural evolution-based metaheuristic algorithm uses the previous experience of the population in solving the problem, and selects the methods that have worked well so that the target individuals are optimized in the iterations, and finally arrives at the best solution. Considering the computational complexity of the objective function and this feature of the metaheuristic algorithm, the artificial bee colony algorithm is chosen for the objective optimization.
Artificial Bee Colony Algorithm
Inspired by the honey harvesting behavior of bee colonies, Karaboga (2005) proposed a novel global optimization algorithm based on swarm intelligence, Artificial Bee Colony (ABC), in 2005. The bionic principle is that bees perform different activities during nectar collection according to their respective division of labor, and achieve sharing and exchange of colony information to find the best nectar source. In ABC, the entire population is divided into three types of bees, namely, employed bees, scout bees and follower bees. When a employed bee finds a honey source, it will share it with a follower bee with a certain probability; a scout bee does not follow any other bee and looks for the honey source alone, and when it finds it, it will become a employed bee to recruit a follower bee; when a follower bee is recruited by multiple employed bees, it will choose one of the many leaders to follow until the honey source is finished.
Determination of the initial location of the nectar source:
[image: image]
In Eq. 29, [image: image] is a random number that follows a uniform distribution over the interval; [image: image] and [image: image] denote the upper and lower bounds of the traversal.
Leading the bee search for new nectar sources:
[image: image]
In Eq. 30, [image: image] is a [-1,1] uniformly distributed random number that determines the degree of perturbation; [image: image] is the acceleration coefficient, which is usually taken as 1.
Probability of follower bees selecting the employed bee:
[image: image]
Scout bees searching for new nectar sources:
[image: image]
During the search for the nectar source, if it has not been updated to a better one after n iterations of the search reach the threshold T, then the source is abandoned. The scout bee then finds a new nectar source again. The flow chart of the artificial bee colony algorithm is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Flowchart of artificial bee colony algorithm.
The above fitness function is selected and iteratively optimized by the artificial bee colony algorithm, each parameter is set to the number of variables is 2, max-iter is 100, n-pop is 45, and the maximum number of honey source mining is 90. The convergence curve of the optimal weight parameter is shown in Figure 9.The convergence curves of the optimal weight parameters by iterative optimization of the artificial bee colony algorithm by selecting the above fitness function are shown in Figure 8. Considering that the optimization algorithm is to obtain the minimum value, the results are inverted, and it can be seen from Figure 9 that the maximum value is 42.0534 under this fitness function, and convergence is completed at 14 times.
[image: Figure 9]FIGURE 9 | Convergence curve of artificial bee colony algorithm. (A) Convergence curve (B) Partial Enlargement.
EXPERIMENTS AND RESULTS ANALYSIS
The computer used in this experiment was a 64-bit Win10 operating system; CPU为Intel(R)Core(TM) i5-6300HQ at2.30GHz; GPU is NVIDIA 960M with 2G GPU memory; RAM is 8 GB; All algorithms in this paper were run on MATLAB 2021b and Python3.7 on the PyCharm platform, and statistical analysis of the results using IBM SPSS Statistics 26.
The images used in the experiments are all from the LOLdataset dataset, and 200 low-illumination images are randomly selected and tested one by one by the algorithm, and the representative images are selected for comparison of processing effects. The algorithm proposed in this paper is compared with SSR algorithm, MSR algorithm, MSRCR algorithm, literature (Zhai et al., 2021), and literature (Wang et al., 2017) algorithms, where the Gaussian surround scale parameters of SSR algorithm are set to 100; the Gaussian surround scale parameters of MSR algorithm are set to 15, 80, 250; the Gaussian surround scale parameters of MSRCR algorithm are set to 15, 80, 250, α = 125, β = 46; literature (Zhai et al., 2021) and literature (Wang et al., 2017) are built according to the content of the paper respectively, and the algorithm is restored as much as possible. In this paper, the image enhancement results under different methods are analyzed by subjective evaluation and objective evaluation, and the processing results of each method are shown in Figure 10.
[image: Figure 10]FIGURE 10 | Low-illumination image processing results under different algorithms. (A) Original image (B) SSR (C) MSR (D) MSRCR (E) Literature (Zhai et al., 2021) (F) Literature (Wang et al., 2017) (G) Method of this paper.
Subjective Evaluation
It can be shown from Figure 10 that the brightness of the image after processing by SSR and MSR algorithms is improved compared with the original image, but the color retention effect is poor, the image is whitish and the color loss is serious. MSRCR ensure the brightness improvement comparing to the former methods, the color is also restored to some extent, but the color reproduction is not high and there is loss of details. The processing results of literature (Zhai et al., 2021) are in better color reproduction, but general brightness enhancement, part of the detailed information not effectively enhanced is still annihilated in the dark areas of the image, specifically in the end of the bed in Figures 10–e-1, the shadow of the cabinet in the lower left corner of 10-(e)-4 and the cabinet in the middle of the image of 10-(e)-8, Meanwhile, it can be seen from the image that a small amount of noise still exists in part of the location, specifically in the edge of Figures 10–e-1 and the glass of 10-(e)-5; The processing result of the literature (Wang et al., 2017) makes the brightness of the image get some improvement, basically no noise and relatively good color retention, but the image is not strong in the sense of hierarchy, specifically in the bed sheet in Figures 10–f-1 and the cabinet in 10-(f)-4. Meanwhile, it can be seen from the image that the processing images of this method have some detail loss, specifically in the restored shadows in Figures 10–f-4 and 10-(f)-8.
The enhanced image obtained by the algorithm in this paper has higher color fidelity, more prominent details, better structural information effect, and more consistent with the visual perception of human eyes in overall comparison.
Objective Evaluation
Subjective evaluation is susceptible to interference from other factors and varies from person to person. In order to have a better comparison of the image quality of the enhancement results under different methods and to ensure the reliability of the experiments, Standard Deviation, Information Entropy and Average Gradient are used as evaluation metrics in this paper. The Standard Deviation reflects the magnitude of the dispersion of the image pixels, the greater the Standard Deviation, the greater the dynamic range of the image; Information Entropy is a metric used to measure the amount of information in an image, the higher the Information Entropy, the more information in the image. The Average Gradient represents the variation of small details in the multidimensional direction of the image, the larger the Average Gradient, the stronger the image hierarchy. The evaluation results of low-illumination image enhancement with different algorithms are shown in Tables 3–5.
TABLE 3 | SD of low-illumination image enhancement with different algorithms.
[image: Table 3]TABLE 4 | IE of low-illumination image enhancement with different algorithms.
[image: Table 4]TABLE 5 | AG of low-illumination image enhancement with different algorithms.
[image: Table 5]Statistical analysis is taken for the data in Tables 3–5. The Friedman test is used to analyze the variability of the results of experiments, and the Wilcoxon sign ranked test method is used to analyze the advantages of the proposed method in this paper with other methods.
The Friedman test is a statistical test for the chi-squaredness of multiple correlated samples, which was proposed by M. Friedman in 1973. The Friedman test requires the following requirements to be met: 1. sequential level data; 2. three or more groups; 3. relevant groups; And 4. a random sample of values from the collocation. Obviously, the data in Tables 3–5 all satisfy the requirements.
Under the Friedman test, the following hypothesis is set:
H0: No difference between the six methods compared.
H1: There are differences in the six methods of comparison.
The data is imported into SPSS software for analysis, and the results were obtained as shown in Tables 6 and 7.
TABLE 6 | The mean of Rank at Evaluation Indexes.
[image: Table 6]TABLE 7 | Friedman test statistics at Evaluation Indexes.
[image: Table 7]The Wilcoxon Signed Rank Test was proposed by F. Wilcoxon in 1945. In the Wilcoxon Signed Rank Test, it takes the rank of the absolute value of the difference between the observation and the central position of the null hypothesis and sums them separately according to different signs as its test statistic.
Under the Wilcoxon Signed Rank Test, it can be seen from Tables 3–5 that the method of this paper is numerically greater than the other algorithms, so the following hypothesis is set:
H0: The images enhanced by ours did not differ from the other methods.
H1: The images enhanced by ours differ from the other methods.
The data is imported into SPSS software for analysis, and the results of the data were obtained as shown in Table 8 and 9.
TABLE 8 | Rank.
[image: Table 8]TABLE 9 | Wilcoxon signed rank test.
[image: Table 9]From the data in Tables 3–5, it can be seen that the algorithm in this paper achieves a large improvement in SD, IE and AG, which is significantly better than the other five algorithms, Meanwhile, after Friedman test, it can be seen from Table 6 and 7 that asymptotic significance is less than 0.001 in all three evaluation metrics, so the original hypothesis is rejected and this data is extremely different in statistics; After Wilcoxon Signed Rank Test, it can be seen from Table 8 and 9 that the bilateral asymptotic significance is less than 0.01 for all three evaluation metrics, so the original hypothesis is rejected and the method of this paper is effective, which is differ from the other methods. This shows that the images enhanced by the algorithm in this paper have increased brightness, richer details, less image distortion and better image quality, thus verifying the effectiveness of the algorithm proposed in this paper.
CONCLUSION
For the problems of poor image quality and loss of detail information in the process of low-illumination image enhancement, a low-illumination image enhancement algorithm is proposed in this paper, which is based on improved multi-scale Retinex and ABC optimization. Duplicate layering the original image, the main feature layer is processed by HE and WGIF, to enable image brightness enhancement, color restoration and noise elimination, and avoid the generation of gradient inversion artifacts; The structure extraction from texture via relative total variation method is performed on the compensation layer to estimate the irradiation component, and combined with bilateral gamma correction and other methods to avoid the occurrence of halo phenomenon; Finally, the Artificial Bee Colony algorithm is used to optimize the parameters for weighted fusion. The experimental results verify the rationality of the algorithm in this paper, and which achieves better results in both subjective and objective evaluations by comparing with other five methods.
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Static area coverage of the heterogeneous autonomous underwater vehicle (AUV) group is widely used in many fields. With the use of the centroidal Voronoi tessellation (CVT) algorithm, the coverage problem can be resolved. However, the CVT method, which is optimized with the location evaluation function, cannot consider the heterogeneity of AUVs when the group performs the static area coverage task and will cause a waste of resources. In this paper, considering different AUVs’ task requirements and detection capabilities comprehensively, we propose a coverage control optimization algorithm based on a biological competition mechanism (BCM). By using BCM, the task load of each AUV can be distributed consistently. In addition, we provide strict proof of the consistency of the algorithm based on the Lyapunov method. Simulation results demonstrate that with the proposed algorithm, the location distribution of the heterogeneous AUV group for area coverage is close to the balanced value, and the performance is better than the CVT algorithm for static area coverage.
Keywords: Voronoi diagram, biological competition mechanism, load balancing, heterogeneous autonomous underwater vehicle group, centroidal Voronoi tessellation algorithm
1 INTRODUCTION
Interest in the development of the autonomous underwater vehicle (AUV) has grown rapidly over the past few decades. AUV plays an important role in ocean exploration and development, such as deep-sea inspections, long-term surveys, and oceanographic mapping for detecting, locating, and eliminating submarine mines (Hussain et al., 2020; Makavita et al., 2020; Kuhlman et al., 2021). However, it is difficult for a single AUV to complete complex or high-disk tasks with low cost and fewer sensors, especially in the presence of uncertainty, incomplete information, and distributed control. To make up for the inadequacy of a single AUV, the AUV group is used for many marine tasks (Sun et al., 2020; Yan et al., 2020). AUV group faces the problem of area coverage in the process of carrying out tasks such as seafloor sonar array exploration, resource exploration, and ocean hydrographic environment exploration (Antonelli and Antonelli, 2014; Wadoo and Kachroo, 2017; Yan et al., 2019; Xin et al., 2021; Yang et al., 2021). In conditions where the task area environment is unknown, the AUVs scan the entire area by sensors with a specific detection range. The static area coverage problem is the static deployment of the AUVs in the target area for detection according to the needs of the detection task (Zhong and Cassandras, 2008). The primary approach to static area division is the Voronoi diagram method (Cortes et al., 2004). The distribution with the location optimal function as the optimization objective is called the CVT method, which can assign each AUV into the area where the nearest one of the initial points is located, and the density in the area is considered comprehensively to achieve a uniform distribution of the area.
However, with the increasing complexity and the danger of underwater tasks, a single AUV or a homogeneous AUV group is difficult to complete the tasks. In order to improve efficiency of task execution, AUVs with different characteristics and abilities are grouped to perform tasks collaboratively, which is called heterogeneous AUV group (HEAUVs). In HEAUVs, since each AUV has a different task load and often has different ability to complete tasks, there is a problem of task load imbalance. For the static area coverage problem of HEAUVs, AUVs are usually made and produced from different manufacturers. They often carry different types and numbers of sensors and thus have different detection ranges and capabilities. Therefore, the CVT method that relies on the distance evaluation function for allocation results in a waste of resources and cannot optimally solve the static coverage problem of HEAUVs (Cassandras and Li, 2005). The competition of organisms for territory and resources in nature can eventually reach a state of relative equilibrium and realize the rational allocation of resources. This behavior can be called a biological competition mechanism (BCM). BCM provides a solution to the problem of uneven distribution of regions in HEAUVs due to different task requirements and detection capabilities (Buiu and Florea, 2019; Mitrana, 2019; Barbuti et al., 2020). In this paper, BCM is introduced to establish the allocation model of the target area, and the optimal allocation of static regions of HEAUVs is achieved with the optimization goal of balancing the AUV detection capability with the task demand.
Researchers have done a lot of research on static area coverage. Using the Voronoi diagram to divide the task environment into multiple and non-overlapping Voronoi units is introduced in (Cortes et al., 2004). Although this method can easily achieve distributed coverage, it requires a large amount of computation, which costs too much when faced with a large area. Since then, a large number of researchers have extended the Voronoi diagram-based approach to solving more complex and practical coverage problems (Stergiopoulos and Tzes, 2009; Stergiopoulos and Tzes, 2010; Sun et al., 2019). Bagnitckii et al. (2017) used the AUV group to form a monitoring network and proposed a multi-objective optimal coverage control method for the AUV group based on a discrete information prediction method with known navigation trajectories. This method solves the problem of optimal coverage in the multi-target area of the AUV group, but its performance is insufficient in the face of unknown tracks and areas (Chen et al., 2021). Studied the optimal coverage control problem based on side-scan sonar, then designed an optimal navigation trajectory with less navigation consumption and wide monitoring area. This method has certain limitations on the load of the AUV. Similarly, to address the problem of prediction errors in the underwater environment, a least squares-based optimal coverage method was proposed in (Zhu et al., 2012). Wu et al. (2007) designed a multi-AUV distributed coverage control algorithm to make a homogeneous AUV group initially gathered together. This method is able to communicate with each other through the CVT method to be distributed in some specific pattern in a particular ocean area for scientific investigation. Although this method performs well on the optimal coverage of homogeneous AUV groups, it has certain limitations when facing HEAUVs.
It can be seen that the heterogeneous characteristics of the AUV group are rarely considered in the existing research of area coverage algorithms. When there is task load imbalance in HEAUVs, the CVT method cannot be directly used for static coverage control of the group. In order to solve the above problem, we first make a preliminary CVT division of the area according to the location optimal function, then combine the BCM to construct the allocation model of the target area. Finally, with the task demand capability ratio as the optimization goal, the uniform distribution of the target area of the heterogeneous AUV group is realized. The simulation results prove the superiority of the algorithm proposed in this paper. The main contributions of this paper are as follows:
1. A well-defined CVT method is provided for the AUV static area coverage problem. The target area can be segmented by this method based on location and sensitivity;
2. A biological competition mechanism model is designed to optimize the CVT distribution. AUV detection capabilities are linked to task requirements, which significantly improves the effectiveness of area allocation;
3. An area allocation optimization algorithm is proposed to achieve load balancing of task distribution while a strict proof of the consistency of the algorithm is provided based on the Lyapunov method;
4. Extensive simulation studies reveal the superior convergence of the proposed optimal static coverage control algorithm.
The rest of the paper is organized as follows. In Section 2, we state the static area coverage problem for HEAUVs. In Section 3, we design the optimal static coverage control algorithm based on BCM and prove the consistency of the algorithm. The simulation and results are described in Section 4. The conclusion is drawn in Section 5.
2 PROBLEM FORMULATION
Due to the different manufacturers of each AUV, there are differences in the underlying technical architecture, equipment usage management, task load functions, which is called HEAUVs. In the case of harsh hydrological environment and complex detection tasks in the sea area, the highly intelligent and multifunctional cooperative detection of HEAUVs can complete tasks that cannot be completed or difficult to complete by single AUV and homogeneous AUV groups. When performing cooperative detection tasks, HEAUVs usually carry different equipment and resources, and the detection range and target type usually depend on the load capacity of each AUV. In addition, due to the unknown marine environment and underwater targets, it is more difficult to allocate the group detection area. Therefore, how to allocate the task detection area reasonably and efficiently is also a breakthrough and difficulty in developing a heterogeneous AUV group cooperative detection system.
Various types of AUVs usually carry different devices and resources, which causes a problem of unbalanced task load. Therefore, when HEAUVs are performing cooperative detection tasks, AUVs use the onboard sensing equipment to traverse all the positions of the detection target area through the coordination and cooperation mechanism to collect corresponding data. Among them, how to reasonably allocate the task area to make HEAUVs achieve the optimization goals of short task time, small repeated coverage area, low overall energy consumption and average task load is the focus of this paper.
When assigning task areas to HEAUVs, it is necessary to allocate the task areas reasonably according to the performance of each AUV. Based on the Voronoi area assignment and consistency conditions, the sub-detection areas of all AUVs are evenly distributed. In natural environments such as jungles, grasslands, and oceans, there is competition among organisms for resources such as living space and food, including interspecific competition and intraspecific competition. At the same time, it can also be found that, for any region, after a certain period of evolution, the competition among and within species can reach a state of relative equilibrium to achieve a reasonable allocation of resources. This result has many similarities with the task area allocation problem studied in this paper. Therefore, this paper will use a mathematical modeling of the above-mentioned biological competition mechanism (BCM), and analyze the theoretical basis that the model can realize the rational allocation of resources. On this basis, HEAUVs can reasonably allocate cooperative detection tasks only by simulating their dynamic processes.
Inspired by the resource ratio in BCM, let the number of targets appearing in the area be the task requirement Tauv, the detection capability of each AUV is set with a constant Eauv. The ratio of task requirements to detection capability can be defined as Rauv = Tauv/Eauv. The area forms the optimal allocation when and only when the Rauv of each AUV reaches consistency.
3 COVERAGE ALGORITHM DESIGN
For the static area coverage problem of HEAUVs, the allocation scheme needs to be studied for each AUV to reach the designated area. In order to achieve the load balancing of task assignment, we propose a scheme to match the task requirements in the area with the detection capability of each AUV. Based on the CVT method, the scheme map the concept of resource ratio in BCM model to the ratio of task demand to detection capability in the area assignment. The overall algorithm steps are as follows.
Algorithm 1: Coverage Algorithm for HEAUVs. [image: FX 1]
We build the appropriate mathematical model based on the business problem requirements of static area coverage. Consider n AUVs randomly distributed in the target area [image: image]. The initial locations are [image: image], and ξ is any point in the area. The density function of the target area is [image: image]. Figure 1 shows a schematic diagram of the area coverage problem. Voronoi diagram method divides the target area into planar convex polygons.
[image: Figure 1]FIGURE 1 | Schematic diagram of the area coverage problem.
In order to achieve CVT distribution in the target area, we take the position evaluation function as the optimization goal.
[image: image]
where W = {W1, W2, … , Wn} denotes the assigned area for each AUV, f(ηi, ξ) denotes the measurement cost of the distance from the AUV to any point ξ in its assigned area. The purpose of this paper is to find the lowest H(η, W, ϕ) for each AUV in the assigned area, which is a distributed global optimization problem. The optimization process is based on global optimization.
3.1 CVT Distribution of the Target Area
In order to achieve static area coverage of the heterogeneous AUV group, the initial division of the target area needs to be completed first. And on this basis, a biological competition mechanism model is proposed for the secondary allocation of the target area.
The main methods for target area-oriented area partitioning are the raster method (Grediac et al., 2016), topological map (Ren et al., 2021), and Voronoi diagram (Cortes et al., 2004). The advantage of the raster method is that it is a method of representing the environment with approximate accuracy, good robustness, and good consistency in spatial expression. The disadvantage is that the raster update requires a large amount of calculation, which is not suitable for map representation in a large environment. The topological map is a compact map representation method, especially suitable for large and simple environments, but it loses applicability in the face of a complex sea environment. The Voronoi diagram generates several initial points in the plane randomly and connects two adjacent initial points to form a line segment, thereby forming a series of convex polygonal area divisions. The method is not affected by the size of the environment, and its applicability is broad.
In this paper, the Voronoi allocation principle is used to segment the target area. With Voronoi partitioning, the initial division of the target area can be achieved. The Voronoi division principle can be expressed as follow.
[image: image]
where Vi denotes the Voronoi area of the ith AUV. An important property of this division area is that any point in the plane will be divided into the area in which the nearest initial point is located. However, the Voronoi division alone will make the area of each polygon vary in size, and the area is not uniform enough. During actual oceanographic tasks, we often want to make detailed observations of certain locations of interest. Therefore, the density function ϕ(ξ) is introduced to weight different locations in the ocean to describe the importance of the area. By defining the density function, the AUVs can gradually move toward the place where the density function is large, and finally form the desired stable distribution, which is centroid Voronoi distribution.
We assume that the group performs the coverage task at a fixed depth, so only the division within the two-dimensional area is considered in this paper. Define the location evaluation function of the ith AUV for its coverage area as Eq. 3.
[image: image]
where f(ηi, ξ) is the distance measurement function, defined as [image: image], ϕ(ξ) is the sensitivity of random point ξ in the target area. Taking into account the location and sensitivity within the target area, the CVT distribution of the AUV group can be derived. We can observe that the CVT distribution is a distribution with the smallest position evaluation function. The characteristic of this distribution is that the points constituting the CVT distribution are both the initial point of the Voronoi diagram and the centroid of the Voronoi area. This results in a more uniform division of the entire area, and a certain distance is maintained between each initial point and its adjacent initial points. However, the CVT distribution does not consider the difference in individual detection capabilities of the heterogeneous AUV group. Although the result of the area division is uniform, the lack of adaptation to the detection capability of the AUVs can lead to the consequence that some AUVs are overburdened while others are underutilized. Therefore, the following will propose a biological competition mechanism model to further optimize the results of CVT distribution.
3.2 Biological Competition Mechanism Model
The process of biological competition involves many complex biological principles that cannot be precisely mathematically modeled (Wiens et al., 2014; Liu et al., 2022; Wu and Liu, 2022). This subsection focuses on the main features of AUV group coverage control, abstracting the process into a dynamic process determined by several key elements. Although the proposed model greatly simplifies the actual process, for the AUV group, the model contains the main system variables in the control. At the same time, abstract mathematical models make theoretical analysis possible and have stronger practicability. The definitions of the three elements of the model are given below, and the model is mapped accordingly with the coverage control of the heterogeneous AUV group.
• Power: indicates the competitiveness of individual organisms for resources. Power can indicate its ability to perform corresponding tasks, mainly determined by many factors such as AUV’s dynamic characteristics, sensor performance, and computing power.
• Territory: indicates the area controlled by an individual organism, for which all resources in the territory are occupied by the individual. In conjunction with the study in this paper, the territory can then denote the task area of each AUV.
• Resources: The total resources possessed by an organism, combined with the concept of territory, means that the total resources possessed by an organism are all the resources in its territory. Considering the threat probability model developed below, the concept of resources can be equated to the threat probability for each location in the area, with the total resources being the defined task load.
In addition, we assume that apart from the boundaries of territories, there is no overlap of territories and resource sharing among creatures. For coverage control, it means that an area does not need multiple AUVs to detect together. In the competition of nature, individuals at the upper level of the food chain often determine their possession of natural resources according to the degree of evolution. Combining the definitions of the above three elements, we can see that the greater the biological control, the more total resources they occupy. Therefore, this paper assumes a proportional relationship between the total resources of organisms and the control power, and proposes the following concept of resource ratio.
[image: image]
According to the definition, the resource ratio represents the resources occupied by the unit’s control power. When there are several creatures in a certain area, and the resource ratio of each creature is not equal, encroachment will occur at the border of the territory. Creatures with higher resources will be invaded by creatures with lower resources. At the same time, the invaded creatures will adopt a strategy of retreat to avoid possible dangers, which will eventually lead to the reallocation of territory and resources. In this paper, the resource ratio corresponds to the task demand and detection capability ratio of AUVs. An evaluation model based on the biological competition mechanism is established to optimize the CVT method further.
3.3 Area Allocation Optimization Algorithm Based on Biological Competition Mechanism Model
In order to describe the correlation between the task area of AUV group and task requirements, we propose a position-probability model to describe the probability of the target appear in the search area. The larger the probability is, the wider the search area of the AUV group is, which means the larger the task payload of this AUV group. For any location r in a task region, assuming that there are m suspicious locations in the area. Target occurrence probability utilized by Gaussian probability function (Adeniran et al., 2020; Fritz, 2020) can be expressed as
[image: image]
where ri represents the location where the target is most likely to appear, which is mainly judged according to environmental features and prior knowledge. And we use random value in this work. Ki is a diagonal matrix, represents the probability weight of occurrence of ri. According to the above equation, the probability of occurrence of the target is a continuous function. Assuming that the location information of the ith AUV is ηi, the task payload of the ith AUV can be expressed as the sum of the probability of occurrence of all targets in its task partition V.
[image: image]
Consider a convex polygon with N vertices as task area, then Vi is also a convex polygon. Let [image: image] denotes the vertices, and the task area can be divided into N triangles whose vertices are respectively represented as (ηi, vj, vj+1), where [image: image]. The task payload of the ith AUV can be expressed by a double integral:
[image: image]
Assuming that the heterogeneous AUV group is randomly distributed in the task area, and the location is represented as [image: image]. With the partitioning method defined above, we can get
[image: image]
The initial partition [image: image] of all AUVs can be obtained, and the task payload of each AUV can be calculated by combining the target occurrence probability target(r), the sum of target occurrence probability task(i), which is represented as [image: image]. We set a constant for the search capability of each AUV.
[image: image]
where Eauvi denotes the search capability of the i − th AUV.
The ratio of task and capability Rauvi = Tauvi/Eauvi of each AUV can be calculated. Therefore, the consistency formula of the task payload can be represented as below:
[image: image]
AUVi will move toward AUVj when Rauvi < Rauvj, and i ≠ j. Since the area assignment is based on the Voronoi partitioning principle, the task area of AUVj will be reassigned to AUVi. The dynamics of the ith AUV is modelled as a second-order integral system:
[image: image]
The control input ui of the system can be defined based on consistency theory and BCM (Bagnitckii et al., 2017):
[image: image]
where γi is the feedback control gain coefficient greater than zero. [image: image] is the direction vector. aij represents the degree of coupling between AUVi and AUVj in the task area. According to the occurrence probability of the target, aij can be obtained
[image: image]
3.4 Consistency Analysis
In order to prove whether the algorithm proposed in this paper can achieve the uniform distribution of the detection area, it is necessary to analyze its convergence.
Lemma 3.1. (Sayyaadi and Moarref, 2010) For n variables {δ1, δ2, … , δn}, satisfy [image: image], where Δ is a constant value. Then for a set of positive real numbers {β1, β2, … , βn}, there exists:
[image: image]
And for [image: image], it satisfies
[image: image]
Proof. According to the Lagrange multiplier method, the extremum of the objective function is obtained, and the Lagrange function is obtained as follows:
[image: image]
where λ is the Lagrange multiplier, then the extreme value of the function can be calculated by the following partial differential equation system
[image: image]
by Eq. 15, we can get
[image: image]
by [image: image], the following conclusions can be drawn
[image: image]
where
[image: image]
Since the value in Eq. 18 is not a maximal value, Lemma 3.1 is proved.According to Lemma 3.1, if the objective function can obtain a minimum value, the consistency shown in Eq. 17 can be achieved among the variables. Combining with the definition of resource ratio, it can be seen that the task payload Tauvi of AUVi is taken as δi, and the search capability Eauvi is taken as βi. When the search region does not change, there is the following formula:
[image: image]
where TS is a constant and represents the sum of the probability of targets occurrence in the search area. The conditions for the variable delta in the lemma can also be satisfied. Therefore, we can define a Lyapunov-like function as follows.
[image: image]
Because the selected Lyapunov function cannot guarantee the inner [image: image] condition, the Lyapunov theory is subject to many limitations in the application process. The Lasalle invariance principle further generalizes the Lyapunov stability theory, and analyzes the asymptotic characteristics of the system by studying the position of the limit set of the dynamic system. In (Khalil, 2002), we can get the following definition of invariant set and Lasalle’s invariance theorem.For a dynamic system whose definition domain is Ω ∈ Rn, if there is a set M ⊆Ω, and for any initial state [image: image] of the system, all satisfy [image: image], then the set M is called the invariant set of the dynamic system. For a continuously differentiable function V, if in M, there is a set of system states when [image: image] and Q is [image: image], then for any initial state [image: image], the system state converges to the largest invariant set in Q.
Theorem 3.1. According to Lasalle’s invariance theorem, for a second-order integral system [image: image] with Eq. 10 as the system input. If and only if Lyapunov function achieves minimum value, the task-capability ratio of each AUV in the HEAUVs is consistent. That is, the search area is evenly distributed according to the load.
Proof. The time derivative of Eq. 20 can be expressed as
[image: image]
where [image: image]. For j ≠ i, j∉Ni and Ni denotes the set of neighbors of the AUVi
[image: image]
then
[image: image]
where Tauvi can be represented as
[image: image]
where ∂Vi represents the boundary of Vi, μ is the parameterized expression of the boundary. nT(μ) is the outgoing normal line at the boundary, which is the unit vector. Since the probability distribution function target(r) of the occurrence of the target does not depend on the location of ηk, [image: image] is always zero. So we have the following formula
[image: image]
with [image: image], the above equation can be expressed as
[image: image]
In summary, we can get
[image: image]
For any two adjacent i and j, μij can be expressed as:
[image: image]
where μij is the perpendicular bisector of ηi and ηj, λij represents the boundary length. Since μij and n(μij) are orthogonal, it can be concluded that:
[image: image]
Substituted into Eq. 27, we can get:
[image: image]
By further simplifying nT(μij) = −nT(μji)
[image: image]
then
[image: image]
Since V is continuously differentiable and [image: image], according to the LaSalle invariance principle (Ding and Ding, 2016), if [image: image], the system state values will converge to the maximum invariant set of the system. According to Eq. 32, when [image: image],
[image: image]
The matrix form of the above expression is expressed as:
[image: image]
where [image: image], then
[image: image]
Let [image: image], where [image: image], [image: image] represent the weighted Laplacian matrix of the system, and
[image: image]
where [image: image] is a column vector with the same elements, which is Rauv1 = Rauv2 = ⋯ = Rauvn, then the theorem is proved.
4 SIMULATION EXPERIMENT AND ANALYSIS
4.1 Experimental Results
In order to verify the effectiveness of the method proposed in this paper, the following experiments were carried out. The simulation experiments are conducted on a PC with a 2.7 GHz Intel Core i7-5700HQ CPU (4 CPU cores) on a Windows 10 64-bit operating system. And python 3.7.10 is used to perform simulation experiments.
The area is set to 1,000 m × 1,000 m. The task area information is a prerequisite for performing the search task, and the task area is modeled with the threat probability as shown in Eq. 30. 10 suspicious target points are randomly generated within the area, and their horizontal and vertical coordinates are taken as integer values. For each suspicious point, the threat probability is chosen randomly between [0, 1]. The specific information is shown in Table 1. It is worth noting that, in the actual task, the suspicious target points are only obtained through analysis and judgment based on the regional situation and a priori knowledge.
TABLE 1 | The location and threat probability of suspicious targets.
[image: Table 1]Based on the locations and the threat probabilities in Table 1, the probability of occurrence of the target for each coordinate is calculated using Eq. 37.
[image: image]
The task area is meshed with a precision of 1 m, and the task of each AUV is represented as the sum of the threat probabilities of all grid points in its task area. In this simulation, four HEAUVs are used to perform the coverage search task jointly. The task capability of each AUV is chosen within [0, 100]. The initial positions and the task execution capabilities are shown in Table 2.
TABLE 2 | The initial location and the task execution capability of AUVs.
[image: Table 2]Combined with the information in Tables 1, 2, using the BCM-based area allocation optimization algorithm proposed in Section 3.3, the experimental results shown below can be obtained.
From Figures 2, 3, it can be seen that the resource ratio of HEAUVs has achieved consistency, and its area has also achieved stability. Therefore, the experimental results validate the BCM-based region allocation algorithm proposed in Section 3.3.
[image: Figure 2]FIGURE 2 | Resource ratio versus time curve.
[image: Figure 3]FIGURE 3 | Area change curve with time.
4.2 Method Application
In this subsection, we apply the proposed method to perform the task of region assignment for HEAUVs. The initial scene settings remain the same as in Section 4.1. However, the initial positions and capabilities of HEAUVs vary, as shown in the Table 3.
TABLE 3 | The initial location and the task execution capability of HEAUVs.
[image: Table 3]After the initial CVT is generated, the state information is updated according to the optimal coverage control law in this paper until the task loads of all AUVs in the group are consistent. The simulation process is shown in Figures 4, 5. The triangle in Figure 4 indicates the initial positions of the AUV group coverage network, and the dot indicates the optimal coverage position. The navigational trajectories of the group are shown as the solid line, and the Voronoi diagram formed by the dashed line represents the optimal partition area of the AUV group coverage network. The simulation result shown in Figure 4 indicates that the AUV group coverage network can converge from any location in the area to the optimal coverage location under the control law presented in this paper.
[image: Figure 4]FIGURE 4 | AUV group coverage trajectories.
[image: Figure 5]FIGURE 5 | (A) Area allocation at time 10 s. (B) Area allocation at time 15 s. (C) Area allocation at time 20 s. (D) Area allocation at time 30 s.
The gray values in Figure 5 represent different target densities. The darker the color, the smaller the proportion. It can be seen from the final distribution map that the gray values of each area are the same. Based on the CVT optimal allocation, we successfully use the control law presented in this paper to achieve a balanced area allocation. The final state of the heterogeneous group is shown in Figure 6.
[image: Figure 6]FIGURE 6 | (A) X direction control value of AUVs. (B) Y direction control value of AUVs. (C) Total resource allocation. (D) Total area allocation.
As shown in Figure 6, the method used in this paper can effectively achieve a balanced distribution of the given task area according to the task loads of different AUVs. The final task load ratio tends to be consistent, and the control values of each AUV in the x and y directions also converge to the same. The area values of the covered subregions also stabilized eventually.
4.3 Comparative Experiment
In order to demonstrate the advantages of the algorithm designed in this paper, two existing coverage control algorithms based on Voronoi partition (Lee et al., 2015; Miah et al., 2017) are used for simulation experiments to compare for a similar coverage control problem. The optimization objectives based on the biological competition model proposed in this paper are slightly different from those used in other literature. Therefore, two time integral-type evaluation metrics [image: image] and [image: image] are introduced for optimization performance comparison, where Ht is the integral of the optimization objective and [image: image] is the error between the AUV and its optimal position. The results of Ht show the convergence of the objective function, and the results of [image: image] indicate the convergence of tracking error. As shown in Table 4, the method proposed in this paper performs better than the other two methods. The values of both evaluation indexes are minimum.
TABLE 4 | Performance comparison of different coverage control algorithms.
[image: Table 4]Several more scenarios are selected for numerical comparison and validation of the proposed method with (Lee et al., 2015; Miah et al., 2017). The area range is set to 1,000 m × 1,000 m and 2,000 m × 2,000 m respectively. The experiment is conducted using groups of 10/20/30/40/50 AUVs. The initial position and task execution capability of each AUV are chosen randomly, with the initial position within the set area and the capability value in the range [10, 100]. The number of threat targets uses random values in the range [10, 20] for an area size of 1,000 m × 1,000 m and [20, 40] for an area size of 2,000 m × 2,000 m, with threat values in the range [0.1, 1.0].
A total of 6 groups of tests are conducted, where each test is conducted 100 times, and the mean and variance of the performance evaluation indexes are calculated. In each case, the AUVs are initialized to the same positions to mitigate an inherently problematic comparison. As shown in Tables 5, 6. In all cases the proposed method performs better than (Lee et al., 2015; Miah et al., 2017), which is because the BCM ensures the speed of area allocation. The percent reduction comparing the proposed method and the other methods is shown in Table 7, indicating the superiority of the proposed method. Moreover, the proposed method guarantees load balancing under different AUV task execution capability, which is not considered by the compared algorithms.
TABLE 5 | Comparison of algorithms performance under 1,000 m × 1,000 m area range.
[image: Table 5]TABLE 6 | Comparison of algorithms performance under 2,000 m × 2,000 m area range.
[image: Table 6]TABLE 7 | Percent reduction in the mean value of evaluation metrics between the proposed method and the comparison methods.
[image: Table 7]5 CONCLUSION
A novel algorithm for static area coverage control of the heterogeneous AUV group in an unknown environment has been introduced in this study. First, the initial partitioning of the target area based on the CVT method is given. Then, a dynamic model of the regional allocation of the heterogeneous AUV group based on the biological competition mechanism is developed. Finally, the task demand to capacity ratio is used as an evaluation criterion to achieve a uniform and consistent task load. The consistency of the algorithm is proved based on the Lyapunov method. The stability and superiority of the area coverage algorithm proposed in this paper are verified by comparison with simulation experiments.
The static area coverage algorithm of HEAUVs proposed in this paper does not consider the situation that there are dynamic or static obstacles in the target area. When there are dynamically changing obstacles in the area, we also need to consider the problem that the AUV avoids obstacles in the process of traveling. This is a complex multi-objective optimization problem that needs our further study. At the same time, the movement of the target was not taken into account under the disturbance of wind, waves and currents on the sea surface. The different anti-interference capabilities of each AUV will also affect the results of area allocation, which is also a constraint that needs to be considered. Therefore, in future research work, we can consider studying the dynamic area coverage of HEAUVs under the disturbance of marine environment.
The research in this paper can be applied to HEAVUS’s collaborative reconnaissance and early warning, on-call submarine search, and swarm formation operations, and it also has good compatibility with homogeneous AUV groups. However, the research of the algorithm in this paper is still in the simulation experiment, and needs to be further verified in the dynamic changing real sea area.
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On mobile devices, the most important input interface is touchscreen, which can transmit a large amount of sensitive information. Many researchers have proven that sensors can be used as side channels to leak touchscreen interactive information. The research of information leakage in the restricted area has been relatively mature, but in the unrestricted area, still there are two issues to be solved urgently: chirography difference and posture variation. We learn from the way spiders perceive prey through the subtle vibrations of their webs; an unrestricted-area handwriting information speculation framework, called spider-inspired handwriting character capture (spider-inspired HCCapture), is designed. Spider-inspired HCCapture exploits the motion sensor as the side-channel and uses the neural network algorithm to train the recognition model. To alleviate the impact of different handwriting habits, we utilize the generality patterns of characters rather than the patterns of raw sensor signals. Furthermore, each character is disassembled into basic strokes, which are used as recognition features. We also proposed a user-independent posture-aware approach to detect the user’s handwriting posture to select a suitable one from some pretrained models for speculation. In addition, the Markov model is introduced into spider-inspired HCCapture, which is used as an enhancement feature when there is a correlation between adjacent characters. In conclusion, spider-inspired HCCapture completes the handwritten character speculation attack without obtaining the victim’s information in advance. The experimental results show that the accuracy of spider-inspired HCCapture reaches 96.1%.
Keywords: mobile device, motion sensor, information leakage, handwriting speculation, neural network
1 INTRODUCTION
As the most popular human–computer interaction interface on mobile devices, touchscreen transmits a plenty of sensitive information from users to mobile applications. For example, users can enter passwords by tapping virtual keyboards, unlock devices by drawing patterns, and input messages by handwriting.
At present, numerous research works have confirmed that touchscreen information (e.g., PIN and unlock pattern) can be speculated by some malicious background applications. Roughly speaking, even though those background applications cannot directly obtain the touchscreen information, they can access the signals of some built-in sensors, such as accelerometer and gyroscope. By exploiting those sensors as a side-channel, touchscreen information can be speculated, such as passwords tapped by users on the virtual keyboard (Xu et al., 2012; Das et al., 2018; Zhao et al., 2019). By far, most research work only focus on the restricted-area input interface, in which touchscreen information is entered by tapping a specified position/area on the touchscreen, such as the virtual keyboard (Spreitzer et al., 2018a; Mehrnezhad et al., 2018) and the pattern lock screen (Aviv et al., 2012; Zhou et al., 2018).
On the other hand, more and more touchscreens support unrestricted-area input interface, in which users can tap any position/area on the touchscreen for input, such as gesture control and handwritten input. Mehrnezhad et al. (2016) have shown that primitive operation actions (e.g., click and scroll in gesture control) on touchscreens can be recognized by analyzing sensor signals. Nevertheless, the speculation for more complex and meaningful inputs, such as handwritten contents, has not been sufficiently discussed. One issue is that victims are usually unknown to attackers before attacks, but the speculation model is built on the training data from the known users. Meanwhile, we observe that each person has his/her own handwriting habits, such as writing strength, sequence, and speed, called chirography difference. The other is that the sensors’ signals and noise patterns vary under different holding postures (e.g., sitting and standing), since the victim’s limb jitter and handwriting strength change significantly under different postures, called posture variation. Moreover, posture variation also needs to be handled when the victim’s data are not included in the training process of the speculation model.
In this study, we learn from the way spiders perceive prey through the subtle vibrations of their webs, design a framework that runs on Android called spider-inspired handwriting character capture (spider-inspired HCCapture) to speculate handwriting contents in the unrestricted area. The main idea of spider-inspired HCCapture is to track the changes of sensor signals caused by handwriting actions on the touchscreen, and recognize the patterns for each character through the model trained by the neural network algorithm. To solve the chirography difference issue, spider-inspired HCCapture utilizes a generality pattern of characters (i.e., stroke number), which enables character speculation without collecting the target victim’s training data in advance. Regarding the posture variation issue, we propose a user-independent posture-aware approach based on the correlation comparison of holding posture features, to dynamically perceive the victim’s posture. With the perceived posture, spider-inspired HCCapture can adjust the speculation model to improve the speculation accuracy.
The contributions of this article are summarized as follows:
•   We propose to utilize generality patterns of characters (number of strokes and type of strokes) to alleviate the dependency on collecting training data from victims in advance and reduce the impact of chirography difference on speculation accuracy. Specifically, with the generality patterns, spider-inspired HCCapture can divide the character set into different character clusters and dramatically narrow the scope of speculation.
•   We build diverse speculation models in spider-inspired HCCapture according to different holding postures detected by a user-independent posture-aware approach. Each speculation model is trained with the sample sensor signal data gathered under a corresponding holding posture. Therefore, spider-inspired HCCapture is able to complete handwritten information speculation with competitive accuracy in more practical scenarios. Experiment results also show that the speculation accuracy of spider-inspired HCCapture is better than that of the universal speculation model.
•   We implement a spider-inspired HCCapture prototype using off-the-shelf mobile devices with the Android platform. In the 3-fold cross-validation experiment, the accuracy of spider-inspired HCCapture speculated characters reached 96.1%.
The rest of the article is structured as follows. First, Section 2 summarizes related work. Second, we introduce the preliminaries in Section 3. Section 4 details the design of spider-inspired HCCapture. Then, the performance of spider-inspired HCCapture in different conditions is shown in Section 5. At last, Section 6 concludes our study.
Spider-inspired HCCapture is an improvement of J. Chen et al.’s work (Chen et al., 2021a). Compared to the previous version, we have made three major improvements. First, under the premise of noting the difference in the number of strokes of characters, we divide the strokes into eight basic types and label them. In spider-inspired HCCapture, we use the detected strokes to reconstruct the characters, instead of directly using the classifier to predict the entire signal of a character. Second, we added lowercase characters, which makes spider-inspired HCCapture more practical. Thanks to a more fine-grained model, the accuracy of the experiment is further improved, despite the doubled character set. At the same time, considering that there may be relevance between handwritten adjacent characters, we also introduced a Markov model. At last, corrections were made to the places where the previous experiment was not rigorous. We strictly exclude the tested data from the training set, and use a 3-fold crossover experiment for verification.
2 RELATED WORK
Mobile devices’ restricted-area information could be classified as two categorizations: virtual keyboard input and pattern lock (Spreitzer et al., 2018a). Cai et al. (Cai and Chen, 2011) first proposed the possibility of eavesdropping virtual keyboard input via embedded sensors in a smartphone. They developed TouchLogger, which can monitor the orientation signals and extract features from these signals to infer key-press information. TouchLogger’s accuracy can reach 70% when the recognized characters are only numbers. Similar to this work, Xu et al. (Xu et al., 2012) recorded gyroscope signals to infer user input and PIN code. Ping et al. (Ping et al., 2015) proposed a method to infer even longer input.
Mehrnezhad et al. (Mehrnezhad et al., 2018) presented a threat of eavesdropping users’ PINs by recording the sensors’ signals from a web page. They proposed PINlogger.js which is a JavaScript-based side-channel attack embedded in a web page, recording the sensor signal changes while a user inputs the sensitive information on other web pages. However, as the mobile operating system gradually restricts collecting sensor signals from web pages, this attack method is not effective any longer. All of these research works only focus on the disclosure of restricted-area information, and only a few number of researchers study the threat to unrestricted-area information based on sensor side channel.
Currently, only a few studies have focused on the leakage of unrestricted-area information. Researchers have shown that simple touch actions including clicking, scrolling, zooming, and holding can be recognized via analyzing motion and orientation sensors’ signals (Mehrnezhad et al., 2016; Spreitzer et al., 2018b). However, handwritten information is generally more complicated to be restored than simple touch actions (Yu et al., 2016; Du et al., 2018). Yu et al. (2016) showed that victims’ personal information could be reinstituted by the audio signals of mobile devices. Their system, named WritingHacker, recognized characters with an off-line trained model according to different strokes of characters. Their experiments revealed that the accuracy of word recognition was around 50–60% under certain conditions.
Mobile security involves many fields. An endless stream of attacks makes researchers pay attention to the research of vulnerabilities in electronic products and smart phones (Niu et al., 2008; Zhou et al., 2016; Hur and Shamsi, 2017; Delgado-Santos et al., 2021). In order to get the optimal solution, bionic algorithms derived from nature often provide a novel research idea (Liu et al., 2021a; Xu et al., 2022; Zhang et al., 2022). In recent years, deep learning models have provided new solutions to traditional problems (Jiang et al., 2021a; Jiang et al., 2021b; Tao et al., 2022; Yun et al., 2022). Similarly, mobile security is closely related to society, and the game theory in sociology also has a certain reference value (Chen et al., 2021b; Chen et al., 2021c; Chen et al., 2021d). In addition to the touchscreen, the methods used in manipulator recognition in mechanical and industrial fields (Sun et al., 2020; Liu et al., 2021b; Hao et al., 2021; Xiao et al., 2021; Yang et al., 2021) are also relevant to this study.
3 PRELIMINARIES
This section introduces the necessary preliminary research and threat models.
3.1 Targeted Vulnerable Apps
Although the prototype of spider-inspired HCCapture in this article is implemented on the Android platform, our spider-inspired HCCapture framework can also be used on other mobile platforms, such as iOS. A recent analysis shows that the total number of apps is 2.8 million in Google Play and 2.2 million in Apple App Store in 2019 (Buildfire, 2019). Since spider-inspired HCCapture is a system to speculate handwritten information, the targeted vulnerable apps are mainly handwriting-related apps. To understand the distribution of handwriting-related apps on the markets, we have conducted a ubiquitous survey on mobile application markets (including Android and iOS platforms) using the crawler technology and the third-party data sets. The results are shown in Table 1.
TABLE 1 | Survey of handwriting-related apps.
[image: Table 1]We have investigated four application markets for the Android platform and designed a set of crawlers based on scrapy (Scrapy, 2022) to analyze downloads of handwriting-related apps. Each crawler has different rules for different markets’ websites. We also perform a lexical analysis of apps’ description in these markets and select the apps whose description contains the keywords like “handwriting” or “scrawl” as our statistical objects. Since the Apple App Store does not have download statistics, we count the number of handwriting-related apps in the App Store based on a third-party data set (Qimai, 2019). Table 1 shows that the total downloads of targeted vulnerable apps in Google Play is over 300 million and the number of apps in the Apple Store (including the United States and China) is up to 1,381, which draws a conclusion that there are enormous targeted vulnerable apps which could potentially be compromised by spider-inspired HCCapture.
3.2 Motion Sensor Selection
Modern mobile devices have been equipped with many types of sensors to perceive the physical world. Each type of sensors only focuses on measuring its interested properties. For instance, the magnetic sensor measures the magnetic field signals around the mobile device, and the light sensor measures the light intensity. With the continuous development of sensor hardware, equipment manufacturers are also equipped with more and more sensors on their mobile phones to enhance their intelligence. For example, the distance sensor is usually used to determine whether the user is holding the phone close to their head via infrared rays.
However, for the existing mainstream mobile phone operating systems, such as Android and iOS, access to general sensor data does not need application for permission, so we can freely obtain motion sensor data. In spider-inspired HCCapture, in order to speculate the handwritten information, we need to precisely perceive the mobile devices’ movement caused by handwriting actions. Specifically, we employ two commonly used motion sensors, accelerometer and gyroscope, to measure the acceleration and angular velocity of a device separately. Conceptually, these sensors provide signals at a given frequency which contain the data in three dimensions (denoted as X, Y, and Z, respectively, in Figure 1) and its corresponding timestamps.
[image: Figure 1]FIGURE 1 | Accelerometer and gyroscope.
3.3 Threat Model
We assume that a malicious app is developed and gets listed in the application market, which may pretend as a mobile game app. Once installed on a user’s mobile device, this malicious app will record motion sensors’ signals. To get unnoticed by the user, the malicious app tries to be as stealthy as possible by running in the background, and only records sensors’ signals when the user runs a handwriting-related app in the foreground. Existing work has proposed a way to determine the running app via power analysis (Chen et al., 2017a; Chen et al., 2017b; Qin and Yue, 2018). Thus, combining our work in Section 3.1, we can start monitoring sensors’ signals only after determining that the foreground app is what we are interested in.
The malicious app requires network permission, which is usually allowed by default on the Vanilla Android, a system not deeply customized. And this permission is so common in today’s game apps that it usually will not gain users’ attention. At the same time, all collected data are stored in App-specific storage to reduce unnecessary storage permission.
Finally, the malicious app is assumed to be running on the Android system with tolerance in the background policy. When the user actively removes the app from the recent task, it can simply reside in the background through the service. Spider-inspired HCCapture does not compete with the deeply customized Android, especially in China, for background survival.
4 IMPLEMENTS
After weaving a cobweb, the spider will wait on or near the cobweb. Once the prey is stuck by the spider silk, the collision or vibration of the prey will be transmitted to the cilia on the spider’s feet through the cobweb. The spider will judge the position of the prey by feeling the vibration of the spider silk from different directions. Inspired by the mechanism of spider predation, an approach on detecting handwritten characters on mobile devices by using motion sensors is designed.
This section describes the specific implementation of spider-inspired HCCapture, and its overall structure is shown in Figure 2.
[image: Figure 2]FIGURE 2 | System architecture of spider-inspired HCCapture.
4.1 Handwriting Detection
Handwriting detection aims to detect when a victim is handwriting information in an application so that spider-inspired HCCapture can immediately begin recording motion sensors’ signals to capture the fingertip motions on the touchscreen.
Detecting handwriting actions is very different from detecting unlocking screen actions. Unlocking screen actions can be perceived by receiving the corresponding system broadcast (Zhou et al., 2018), while handwriting actions do not have this observable system broadcast. Handwriting actions usually occur in input methods or some note-taking applications, but the system does not broadcast any information when victims use these applications. Meanwhile, other applications cannot use conventional approaches to identify what a foreground application is.
Fortunately, different applications use different components of a device (e.g., touchscreen, CPU, Wi-Fi, and Bluetooth) and have different usage patterns, which result in distinguishable power consumption profiles. We adopted the solution of Y. Chen et al. (Chen et al., 2017b). By analyzing the power consumption on mobile devices, we can detect when input methods or some note-taking applications are active, and begin capturing the corresponding handwriting actions. Since we do not need monitoring motion sensors’ signals all the time, spider-inspired HCCapture can not only reduce the power consumption but also avoid collecting irrelevant signals.
4.2 Sensor Data Capture
Once a handwriting action is detected, spider-inspired HCCapture leverages the sensor signal monitoring interface provided by the Android system, to conduct real-time monitoring of motion sensors’ signals during the handwriting process. Spider-inspired HCCapture collects the signals from two sensors: accelerometer, which can measure device vibration and acceleration changes caused by handwriting actions, and gyroscope, which can estimate the rotation and deflection of the device caused by handwriting actions. Finally, spider-inspired HCCapture uploads the collected sensor signals data to a remote server stealthily for analysis.
4.3 Preprocessing
The main tasks completed at this stage are denoising, and identifying and extracting the signal stream corresponding to each character.
1) Wavelet denoising: The collected sensors’ signals usually contain a mass of background noise which may greatly affect the subsequent analysis of handwriting actions. To filter the noise from these raw sensors’ signals and restore the real signal fluctuations caused by handwriting actions, we utilize the wavelet denoising for filtering.
Figure 3 shows the gyroscope’s signals for handwriting actions of character “A,” “F,” “D,” “B,” “C,” and “L.” After wavelet denoising, we can find the actual change pattern of signal fluctuations during the handwriting process for different characters. More specifically, the difference in the number of peaks in Figure 3 can be observed, as the characters have different strokes. For example, the signal of character “A” has three strokes, and character “C” has only one stroke. The number of strokes observed here is an important basis for us to solve the chirography difference issue (see Section 4.5 for details).
2) Segment detection: The goal of segment detection is to extract individual signal segments generated by the handwriting action of a single character from the above denoised signal stream. Generally, it is difficult for victims to keep their arms and palms still for a long time, and therefore, the collected sensors’ signals would be unstable. Extracting the target signal segment from the unstable signals is the first step to implement the handwritten character speculation.
[image: Figure 3]FIGURE 3 | Original vs. wavelet denoised sensor signals of handwriting action.
One trivial method is to set a constant threshold. When the amplitude of signals exceeds this threshold, these signals are regarded as in the same signal segment. However, it is challenging to set such an immutable threshold in advance, since the amplitude of noise signals changes constantly in practice. Moreover, since everyone’s handwriting habits are different, the resulting signal fluctuations are distinct.
In the previous work by Shen et al. (2015), some signal segment detection algorithms have been proposed for eavesdropping restricted-area information. The main idea of these algorithms is to detect the remarkable fixed patterns in sensor signal changes of the restricted area. For instance, in virtual keyboard input, all character information is typed in application by tapping actions, and the signal fluctuations are extremely similar. Nevertheless, entering characters using handwriting needs users to slide significantly distinct trajectories on the touchscreen. There is also a handwriting signal segment detection algorithm in the study by Yu et al. (2016). It is used to extract the handwriting signal segments from the continuous sound streams in a quiet environment, and the experimental facilities remain stationary in their experiment. Unfortunately, the motion sensors’ signals collected in our experiment may have more occasional noise caused by the unintentional shake of victim’s arms and palms.
In this article, we quoted the modified constant false alarm rate (mCFAR) algorithm proposed by J. Chen et al. (Chen et al., 2021a), to identify handwriting actions from the motion sensors’ signals. The mathematical description of our algorithm is shown as Algorithm 1.
Algorithm 1. mCFAR[image: FX 1]
4.4 Posture-Aware Analysis
In this phase, spider-inspired HCCapture perceives the victim’s holding posture by analyzing the background noise in the collected sensors’ signals.
In recent years, sophisticated sensors such as accelerometer and gyroscope equipped in mobile devices have provided the opportunity for continuous collecting and monitoring signals for human activity recognition (HAR) (Chen et al., 2017c; Montero Quispe et al., 2018; Wang et al., 2019). After extracting various features from raw sensors’ signals, supervised machine learning algorithms are used to train and validate the results. This is the basic flow of the traditional human activity recognition research.
However, the features used in those studies are not user-independent, resulting in insufficient generalization of the trained model. How to use the model trained by the known users’ posture data to identify the unknown users’ posture data is the challenge (i.e., posture variation) that needs to be solved.
To tackle this challenge, spider-inspired HCCapture analyzes noise signals to obtain the characteristics of holding postures and identifies victim’s holding posture based on correlation analysis of characteristics. Inspired by voice-print recognition (Liu et al., 2017), we use the characteristics of background noise to detect the holding postures. We first construct noise feature vectors of background noise signals based on commonly used digital signal processing methods, including the power spectral density (PSD) and the mel-frequency cepstral coefficient (MFCC). Then, the correlation analysis is performed on the calculated noise feature vectors and the prior holding posture data. The prior holding posture data contain the noise signals of the two postures we collected in advance. The type of holding posture obtained will be used to complete feature selection. The flowchart of the user-independent posture-aware approach is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Flowchart of user-independent posture-aware approach.
4.5 Character Restoration
In this phase, we use the handwriting signal segments and posture information to conduct single character recognition. We first extract stroke numbers from handwriting signal segments and obtain a candidate character set in the stroke detection stage. Then, we combine the holding posture information and candidate character set to extract the features in the feature selection stage. Finally, we utilize the speculation model corresponding to the holding posture to determine the character in the character classification stage.
In spider-inspired HCCapture, we take the scikit-learn (Scikit-learn, 2007) as the machine learning tool. We train various speculation models for each candidate character set and each holding posture with the neural network algorithm.
1) Stroke detection: Traditional approaches train the speculation model with the collected sensor signals, and use the speculation model to determine the character from the entire alphabet (i.e., the set of 26 characters). However, these approaches suffer from the chirography difference issue as explained in Section 1.
To solve this issue, we employ a generality pattern of characters in handwriting signals, the number of strokes (i.e., the number of peaks in a handwriting signal segment). More specifically, we divide the uppercase alphabet into three clusters according to the number of strokes. The three clusters are
[image: image]
Note that some characters are included in multiple clusters. For example, character “A” is included in both S2 and S3. This is because the number of character strokes may be uncertain according to different writing habits. However, this situation has limited impact on the subsequent character recognition, since stroke detection aims to generate a candidate character set, which is mainly used to narrow the scope of character speculation.
2) Stroke feature: From the signal after noise reduction, the signal of each stroke is extracted with each peak or valley as the boundary. We divide the strokes into: circle, left semicircle, right semicircle, horizontal, vertical, left oblique line, right oblique line, and point, a total of eight types, as shown in Figure 5. Each character is composed of basic strokes, such as “P” can be split into one vertical and one right semicircle. Then select the appropriate feature subset for training and recognition according to Table 2.
3) Feature selection: When we get the user holding posture and the candidate character set, we first extract the original feature set from the time and frequency domains for a given handwriting signal segment. Then, we execute feature engineering on the segment feature vector, and generate a posture profile. The posture profile is the selected segment feature subset which makes the model achieve the optimal speculation accuracy. In spider-inspired HCCapture, we adopt the feature selection module of scikit-learn to filter redundant features from the original feature set.
[image: Figure 5]FIGURE 5 | Eight types of strokes that make up a character.
TABLE 2 | Type of feature extracted from the signal. “✓” means that all the features are used, “ϕ” means none is used, and “−” means partially used.
[image: Table 2]The type of original features extracted from the handwriting signal segment can be seen from Table 2. The original features are calculated from time domain (TD) and frequency domain (FD). It is worth noting that the feature set extracted at this time is the original feature set, and then spider-inspired HCCapture will filter the original feature set according to the user’s holding posture to obtain the most appropriate set of features for each posture.
4) Character classification: Finally, we score the characters in the candidate set and select the most possible character according to the score of each character. Although we use the neural network algorithm to complete the final character speculation at this stage, spider-inspired HCCapture can greatly reduce the impact of the victim’s personal handwriting habits on the accuracy of the speculation model because of the number of strokes.
In addition, the correlation between the written adjacent characters is also taken into account. In this regard, we introduced a Markov model and used the existing corpus (Norvig et al., 2009) for training.
5 EXPERIMENT EVALUATION
In this section, we first introduce the experiment setup and the performance metric adopted. Then, we evaluate the performance of our prototype system spider-inspired HCCapture by executing experiments in a controlled environment. We make performance investigation about handwriting segment detection, and compare it with the detection performance of three other detecting methods. We also conduct a series of experiments to measure the speculation performance changes of spider-inspired HCCapture under different experimental conditions. All the experimental results are presented in this section.
5.1 Experiments Setup
We used three devices: Google Pixel 2, Samsung S9, and Xiaomi 10. We recruit 18 volunteers to participate in the experiments. The 18 volunteers (17–32 years old, half for men and women) were equally divided into three groups and used three devices, respectively, marked as Group A, B, and C. Each group is assigned a fixed device.
Volunteers first boot up our app (Figure 6) and click the START button to start signal collection. When characters are handwritten, volunteers click the STOP button to stop signal collection. The UPLOAD button can send the collected data to the remote server. Each volunteer was asked to write the characters of [a–zA–Z] normally 14 times (standing and sitting 7 times each) with their fingers on their own specified device.
[image: Figure 6]FIGURE 6 | Appearance of Spider-inspired HCCapture App.
In the second round of experiments, volunteers were asked to randomly select 15 words from Rip Van Winkle (Irving, 1884) to write, also 14 times (standing and sitting 7 times each).
We use 3-fold cross-validation to verify the accuracy of character inference. Two groups are used as training data, and the third group is used as test data. So, the data from the target user are excluded in the training.
5.2 Performance Metric
In our experiment, we use two performance metrics to evaluate the speculation capability of spider-inspired HCCapture: the speculation accuracy and the area under the receiver operating characteristic curve (AUC). Specifically, we define the speculation accuracy as the ratio between the number of correctly speculated characters and the total number of handwritten characters in a testing data. The receiver operating characteristic (ROC) curve describes the false positive rate (FPR) and true positive rate (TPR) under the varying threshold. A higher AUC means that for a given testing data set, spider-inspired HCCapture is able to speculate characters more accurately.
5.3 Performance of Segment Detection
Figure 7 shows the actual detection result of three segment detection methods. The accuracy here refers to the percentage of the signal data detected by the algorithm to the raw data.
[image: Figure 7]FIGURE 7 | Performance of three segment detection methods.
It is obvious that the handwriting segments detected by low threshold are the least, while the detection ability of mCFAR is comparable to that of a high threshold. As sometimes the handwriting strength of volunteers is very weak and cannot produce enough fluctuation changes, mCFAR does not detect all fragments. Considering the whole, we can find that the detection rate of all characters has reached 88%, and it needs to be clear that the character data for subsequent recognition accuracy experiments are based on the character signal that has been detected by the mCFAR.
5.4 Performance of Different Holding Postures
Figure 8 shows the speculation accuracy under two different holding postures. We apply each posture profile, generated from the posture-aware analysis, to build the corresponding speculation model and test the speculation accuracy of each model. As lowercase characters were added to the experiment, the speculation space has doubled, so we are allowed to guess twice.
[image: Figure 8]FIGURE 8 | Performance of different holding postures.
From Figure 8, we can observe that sitting data have the higher speculation accuracy, which can reach 96.1%, and the speculation accuracy of standing data is 91.1%, which are both better than the experimental results (93.5% for sitting, 81.4% for standing) of J. Chen et al. (Chen et al., 2021a). The experimental performance in the sitting posture is better than that in the standing posture, because the sitting posture has less background noise, and we can extract more handwriting segments from the collected sensors’ signals to fully train the speculation model. On the other hand, we can find that when using a posture profile that does not fit the current holding posture to speculate characters, the accuracy is significantly reduced. This is because the posture profile of one holding posture may be redundant and inappropriate for other holding postures, which may reduce the speculation accuracy. The experimental results in the sitting posture will be shown in the follow-up.
5.5 Tri-Fold Cross-Validation
First, we evaluated the TPR of guessing n times in the 3-fold cross-validation, and the result is shown in Figure 9. Although our experimental speculation space is twice that of J. Chen et al. (Chen et al., 2021a), our TPR is better than theirs within two guesses. The performance degradation of one guess is only 73.2%, maybe caused by too similar capitalization of some characters, such as (O, o), (S, s), and (Z, z). Almost all characters can be speculated within 5 times, where the accuracy can reach 99.8%.
[image: Figure 9]FIGURE 9 | Accuracy: the probability of hitting the correct result, while guesses n times in the sitting posture.
We took two guesses as a representative and drew the ROC curve as shown in Figure 10A. As shown in the figure, the accuracies of the three groups are very close, indicating that spider-inspired HCCapture can smoothly transfer the model to unknown user and device’s data.
[image: Figure 10]FIGURE 10 | ROC curves of different experiment conditions on spider-inspired HCCapture.
5.6 Performance of Word
Although the second round of experiments is based on words as the unit of guessing, in order to make the data more intuitive, we calculated the accuracy of each character: [image: image].
The comparison with the experimental results that do not use the Markov model is shown in the Figure 10B. When there is a correlation between the adjacent characters written, the accuracy of group B within two guesses increases from 95.7 to 98.0%, which shows that the Markov model can effectively improve the accuracy.
6 CONCLUSION
In this study, we are inspired by the way spiders perceive prey through the subtle vibrations of their webs, and we designed a framework for unrestricted-area handwriting information speculation that is called spider-inspired handwriting character capture (spider-inspired HCCapture), based on the motion sensor signal analysis. We designed a modified constant false alarm rate algorithm (mCFAR) to extract handwriting segments from the motion sensor signal stream, and a user-independent posture-aware approach which combines digital signal processing and correlation analysis. In order to solve the chirography difference issue, spider-inspired HCCapture utilizes a generality pattern of characters (number of strokes and type of strokes). Furthermore, we classify the strokes to obtain a more fine-grained model, which is trained by the neural network algorithm. We also propose a posture-aware approach to solve the posture variation issue. After the user’s posture is recognized, a model specialized for a certain posture is automatically selected to improve the accuracy of the speculation. Moreover, the Markov model is used to deal with the situation where adjacent characters may be correlated when the user writes.
In the experiment, we strictly excluded the target data from the training set and verified it with a 3-fold crossover experiment. When the victim and his device are both unknown, spider-inspired HCCapture can effectively speculate the handwritten contents, with an accuracy rate of 96.1% within two guesses. If the number of attempts increases to 5, almost every test data can be successfully predicted.
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Based on the spectral representation method of random function and combined with memoryless nonlinear translation theory, this paper analyzes the transformation relationship between potential Gaussian random process and non-Gaussian random process, and successfully generates a stationary non-Gaussian random process that conforms to the target non-Gaussian random process. For the non-stationary non-Gaussian random process simulation, on the basis of the stationary Gaussian random process, the intensity non-stationary uniform modulation model is used to modulate it, and combined with the nonlinear translation theory, the non-stationary non-Gaussian random process conforming to the target non-Gaussian random process is obtained. Aiming at the single-leg bouncing model based on the flexible rotary hip joint, the stability of its bouncing motion under passive motion is studied, and the influence of the flexible hip rotary joint on the motion stability is analyzed by comparing the single-leg bouncing motion characteristics of the free rotary hip joint. Based on the inverse dynamic control of the air phase, the fixed point distribution of the single-leg bounce of the flexible rotary hip joint was improved, and the function of the flexible rotary hip joint in the energy conversion of the bouncing motion was studied by establishing the energy consumption evaluation function. The kinematic performance verification, dynamic performance verification, dynamic parameter identification verification, and modal experiment simulation analysis were carried out for the built experimental platform, and the comparison and analysis with its theoretical model were carried out. The results show that the theoretical motion trajectory of the test mobile platform is basically consistent with the actual motion trajectory in the X and Y directions, and there is a small error in the Z-axis direction, and the error is within an acceptable range, indicating that the experimental platform system can be used to simulate the human hip joint. There is a large error between the theoretical value of the driving torque calculated by the theoretical value of the dynamic parameters and the measured value, and the dynamic theoretical model cannot accurately predict the driving torque. The predicted value of the driving torque calculated by using the identification value of the dynamic parameters is in good agreement with the measured torque, and its confidence is increased by 10–16%, indicating that the dynamic parameter identification method in this paper has a high degree of confidence.
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INTRODUCTION
In recent years, due to the development of science and technology and the expansion of human activity space, the research on mobile robots has received great attention, and there are more and more types of mobile robots, ranging from entertainment robot toys, household service robots, to engineering adventures (Yang et al., 2019). Mobile robots can move to the goals set by people and complete the set operation tasks. Correspondingly, the practicability of mobile robots has higher and higher requirements for mobile robot systems in terms of moving speed, flexibility, autonomy, and work ability. Existing mobile robots are generally footed or wheeled robots. The footed robot can walk stably in a complex environment, cross large trenches and steps, and move flexibly (Leng et al., 2021). However, the level of the existing mechanism leads to a generally low speed of movement; the wheeled robot is relatively easy to drive and control, has a high speed of movement on flat ground, is responsive, and has high stability (Chen et al., 2021a; Zheng et al., 2021; Chen et al., 2022a). However, the obstacle avoidance ability of legged robots and wheeled robots is not good enough, and their mobility in complex terrain also needs to be improved.
According to the principle of bionics and the requirements of human body structure and motion characteristics, using the parallel mechanism as the joint configuration of the humanoid robot is in line with the objective reality and is an important research direction to realize the bionic body of the humanoid robot (Hasan and Dhingra, 2020). The hip joint helps the human body stand, and realizes flexion and extension, internal rotation and external rotation, adduction and abduction, that is, the three-dimensional rotation of the human lower limb around the geometric center of the femoral socket, and plays an irreplaceable role in various movements (Leng et al., 2020). It is one of the most important joints in the human body (Liu et al., 2019). Combining all kinds of parallel mechanisms, the spherical parallel mechanism with few degrees of freedom is more in line with the characteristics of the human hip joint in structure and function, so it is necessary to combine the characteristics of the human hip joint to apply the spherical parallel mechanism with few degrees of freedom in the hip joint application of humanoid robots (Zhang et al., 2021; Liu X. et al., 2022).
The numerical method based on the Mehler formula solves the equivalent correlation coefficient and realizes the simulation of non-stationary and non-Gaussian random processes (Zheng et al., 2022). The core work of the non-Gaussian stochastic process simulation method based on memoryless nonlinear translation lies in the transformation of a potential Gaussian stochastic process conforming to the target non-Gaussian stochastic process to a non-Gaussian stochastic process, and the focus is on the transformation of the correlation coefficient between the two (Wang G. et al., 2021; Yun et al., 2022). The traditional calculation method of correlation coefficient transformation involves solving complex two-dimensional integral problems (Li F. et al., 2020; Chen et al., 2022b). This paper solves the conversion problem of equivalent correlation coefficient in non-Gaussian process simulation based on the Mehler formula, and combines the random function-spectral representation method to realize the simulation of non-Gaussian random process efficiently and accurately. In this paper, a simplified dynamic model of single-leg bouncing that can describe the flexible rotation characteristics of the hip joint is established, and the dynamic equations of its flight phase and landing phase are obtained, and the periodic motion characteristics are analyzed by Poincaré mapping. On this basis, a fixed point search strategy based on the rough search of periodic cell map and the precise search of orthogonal table is studied to solve the problem of search calculation complexity caused by the large parameter dimension of the flexible rotary joint bouncing model. According to the topology diagram of the parallel mechanism and the experimental standard of artificial hip joint friction and wear, the mechanical system, electrical system and software system of the testing machine are designed, and the experimental platform system of the parallel bionic hip joint testing machine is built. The relevant experimental data are collected by sensors such as instrument, and the kinematic performance, dynamic performance and dynamic parameter identification results of the built experimental platform are verified and analyzed. Modal experiments were carried out on the experimental platform built by Donghua test system, acceleration sensor, force hammer and other instruments. The error of the natural frequency calculated by the elastic dynamic model and the first second-order natural frequency of the testing machine obtained by the modal test experiment are all within 8%, and the error is within the acceptable range, which verifies the elastic dynamic model.
RELATED WORK
At present, the representative products of the common bionic legs on the foreign market are the Cheetah series, Flex-foot series and Total Knee series designed by Iceland’s OSSUR company (Sharifi and Shirazi-Adl, 2021; Wu et al., 2022). The bionic legs of the Cheetah series imitate the foot structure of a cheetah so that it has the effect of energy feedback during exercise, improving the balance and stability of the user’s movement, and the user can participate in various sports. The Total Knee series adjusts the swing motion of the bionic leg through the hydraulic system, so that it has a certain adaptability to the change of pace (Jiang et al., 2021a). However, both passive and semi-active bionic legs cannot provide the user with active torque to meet the requirements of the user’s moderate energy consumption. In the normal human body, the muscles of the legs will provide active torque to generate thrust and reduce the impact when landing (Chiu et al., 2021). Therefore, passive bionic legs will cause more consumption to the user and are not suitable for road conditions such as slopes and stairs.
Biped robots and quadruped robots mainly imitate the leg structure of humans and other mammals. The main joints are distributed in the vertical plane, and the whole is an upright leg structure. This kind of robot travels in a similar way to mammals, and can perform complex movements such as running and jumping. It has a strong ability to overcome obstacles, has a variety of ways to overcome obstacles, and can be used with a robotic arm to achieve construction operations in a wide range. Although the performance is excellent, it is not suitable for large-scale carrying transportation because of the poor stability of the whole machine and the high processing difficulty (Jiang et al., 2021b). Relatively speaking, the hexapod robot mainly imitates the leg structure of crawling insects, and its joints are distributed in the vertical plane and the horizontal plane (Chen et al., 2021b). This kind of robot occupies a relatively large area, and its movement flexibility is not as good as that of quadruped and biped robots. However, because of its high stability and strong carrying capacity, it is generally used in the field of large-scale carrying transportation.
The bionic magnetic control knee joint Rheo Knee series designed by Ossur in Iceland has good self-adaptability, can control the support period and swing period in real time, and can enter the oscillator stably under different road conditions. And through intelligent algorithms, it expands the movement ability of squatting and standing up and improves the function of crossing obstacles and walking backwards (Jiang et al., 2019a). The Linx designed by the British ENDOLITE company provides users with a comfortable experience that approximates the movement of human legs by actively sensing and analyzing the user’s lower limb movement, environment and terrain data, thereby providing a stable and coordinated control command flow for the system’s support system (Yan et al., 2020). By analyzing the user’s exercise data, it provides the patient with the least energy consumption, reduces the probability of arthritis in patients with lower extremity amputation, and reduces the user’s risk of falling and falling through different levels of support, improving the stability of the patient’s movement (Zhou et al., 2021).
Although there are differences in research content at home and abroad, the instruments and methods used for gait testing are almost the same (Li F. et al., 2020). Photography or video equipment is used to record and calculate the motion parameters that need to be measured, and force plates are used to record power. Some research institutions use the plantar pressure distributor to measure the more accurate pressure distribution between the foot and the ground, and also use the electromyography to collect the electromyographic signals of the relevant muscles, etc., and finally conduct a comprehensive analysis (Li T. et al., 2020; Liu et al., 2022a; Chen et al., 2022c).
In order to solve the problem of parameter configuration of bionic legs in clinical promotion, Professor Jennie Si from Arizona State University applied adaptive dynamic programming to the stability control of dynamic bionic legs, using direct heuristic dynamic programming (dHDP) method in two hundred steps (Wang X. et al., 2021; Liu et al., 2022b). The controller parameter configuration of the finite state machine is completed within the framework, and the validity of the method is verified in the opensim simulation. In order to reduce the configuration time of the controller, an improved internal control strategy is proposed (Liu et al., 2021). Related scholars configure the impedance control parameters of the controller through a set of heuristic control parameters and a set of motion state values for normal motion, and the effect is significantly shortened (Park et al., 2020). In addition, with the development of related disciplines such as pattern recognition, there are more and more studies on the control of dynamic bionic legs by using human EMG signals as control signals (Gogoi et al., 2021). The combination of the signal and the neuromuscular reflex model framework can be directly used for the control of the dynamic prosthesis to realize the stable switching of the prosthesis on the level ground and between up and down stairs. Using continuous proportional EMG control, the amplitude of the EMG signal collected in the residual limb is proportional to the prosthetic joint torque or power, allowing the wearer to adjust the ankle prosthetic torque throughout the gait cycle (Kang et al., 2019).
METHODS
Non-stationary Non-Gaussian Random Process
The first-order probability distribution function and first-order probability density function of a random process X(t) are defined as:
[image: image]
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Likewise, a probability distribution function of order n and a probability density function of order n can be defined for a stochastic process X(t). It is difficult to obtain the distribution function and probability density function of random process in actual situations. Therefore, we consider numerical features that introduce stochastic processes.
The mathematical expectation of a stochastic process is the statistical average of the stochastic process at time t, a deterministic function of time, defined as:
[image: image]
It is generally related to t, and X(t) is called the mean function of the random process.
For a stationary Gaussian random process X(t) whose power spectral density is SX(ω), there are two mutually orthogonal real processes μ(ω) and ν(ω) whose increments dμ(ω) and dν(ω) are orthogonal to each other, then there is:
[image: image]
The increments dμ(ω) and dν(ω) of the processes μ(ω) and ν(ω) satisfy the following conditions:
[image: image]
Discrete, we can get:
[image: image]
In the formula, ωk = kΔω, and Δω should be small enough.
The number of random variables required by the random function-spectral representation method is different according to its structural form (Huang et al., 2021; Sun et al., 2022). Only 1–2 basic random variables can be used to realize the random process simulation based on the spectral method, which is a good solution to the computational complexity of the spectral method. Problems involving a large number of random variables provide an important basis for efficient analysis of stochastic process fitting and stochastic dynamic response and reliability problems in complex engineering.
An important method for non-Gaussian random process simulation is the nonlinear translation method. The translation process is mainly the mapping process of the edge probability distribution functions of two types of random processes, namely:
[image: image]
In the formula, FG(•) and FNG(•) represent the standard Gaussian edge probability distribution function and the specified non-Gaussian edge probability distribution function, respectively; FNG−1(•) is the inverse function of FNG(•); T(•) is process transformation function.
Dynamic Model of Single-Leg Bounce
A single-legged bouncing robot usually consists of a body carrying power and related loads, and a single leg hinged with the body. Corresponding to the structure of animal legs, the joint connecting the legs to the body is the hip joint. According to the single-legged robot’s bouncing motion located in a three-dimensional space or a two-dimensional plane, it can be classified into two categories: three-dimensional bouncing and two-dimensional bouncing. This paper aims to study the influence of hip joint rotational flexibility on the two-dimensional bouncing motion characteristics of the robot, so the hip joint only needs to provide rotational degrees of freedom in the sagittal plane. In order to realize the bouncing motion, the legs of the robot usually have spring components to realize the recycling of energy during the motion. In this paper, in order to study the effect of hip joint flexibility in the single-leg bouncing motion, a torsion spring is set at the position of the hip joint.
In passive motion, the hip joint motor only maintains the current position, and the movement of the hip joint is only provided by the torsion spring connected in series with the motor. Assuming that there is no damping of the spring in the model, the center of mass of the system is located at the center of rotation of the hip joint, and when the robot bounces to the ground, there is no relative sliding between the foot end and the ground (Jiang et al., 2019b). The system bounces to keep the mechanical energy conserved, assuming that the mass of the leg is zero, so there is no energy loss during the landing process, and the energy remains constant throughout the process. This assumption is often used by scholars to analyze simplified models of single-leg bounce.
The motion of the single-legged robot is restricted to bouncing in a vertical two-dimensional plane. Among them, for the landing phase of the bounce, the foot end is in contact with the ground, and y = rcosθ is used as the judgment condition; the vacant phase is separated from the ground, and y > rcosθ is used as the judgment condition. It is assumed that the model is a conservative system in motion, that is, the external energy input to the system during its motion is zero, there is no damping and energy loss caused by collision in the motion of the system, and the total energy loss of the system is also zero. The dynamic equations of each bouncing motion state phase are uniformly expressed as:
[image: image]
In the landing phase of bouncing motion, the establishment of polar coordinates is convenient for dynamic analysis. We select q as the generalized coordinate, the zero potential energy surface is selected as the ground in the system model, and the Lagrangian function L is:
[image: image]
During the bounce-to-ground phase, there are various state variables in the system, such as the body pitch angle and leg swing angle, and there is a coupling relationship between the state variables. The system exhibits obvious nonlinear characteristics. The analytical solution is very difficult, so the numerical simulation method can be used to simplify the solution process, and good analysis results can be obtained by selecting an appropriate simulation step size.
In the bounce phase, the robot is out of contact with the ground. At this time, because the system is a conservative system, it is only affected by gravity, and its center of gravity is a parabolic motion and a uniform motion in the vertical and horizontal directions, respectively. For this case, it can be analyzed in a Cartesian coordinate system. The single-leg system is only affected by the vertical gravity in the air phase, so the trajectory of the robot’s center of gravity is a parabolic motion.
Dynamics-Based Joint Torque Calculation
As shown in Figure 1, the joint torque calculation method consists of four parts: musculoskeletal model, electromyographic torque model, inverse dynamics and parameter optimization algorithm. The EMG torque model covers the process from the nerve stimulation of the muscle to the generation of muscle tendon force and the resulting joint torque; the purpose of the inverse dynamics modeling is to estimate the joint reference torque based on the motion data and external loads. The algorithm determines a specific set of patient parameters that guarantee good joint torque prediction. The human musculoskeletal model is first provided with muscle kinematic data such as muscle-tendon length and moment arm of muscle torque. Muscle kinematic data were used for extensor and flexor contraction kinetic models and kinetic models. Neural stimulation of the extensor and flexor muscle groups is represented by rectified raw EMG signals, resulting in muscle activation through activation kinetics. On this basis, the dynamic method is used to study the joint torque.
[image: Figure 1]FIGURE 1 | Logic diagram of joint torque calculation.
Fixed Point Search Method for Single-Leg Passive Bounce of Flexible Rotary Hip Joint
The single-leg bouncing model of the free-rotating hip joint can be simplified as a SLIP model for analysis. The dynamic equation of the Poincaré interface system has only two state variables, so only two-dimensional search can be performed to obtain the distribution characteristics of its fixed points. However, for the single-leg bouncing model of the flexible rotary joint, its dynamic equation is much more complicated and contains more state variables, so other methods need to be used to study its fixed point.
The cell mapping search method divides the state variables at the Poincaré section in adjacent change domains, each division domain becomes a cell, and the center of each cell is used as a mapping point for block search. This method is used in this paper to outline search.
If a cell can be mapped to itself, the cell is an attracting cell, and its center point exists as a stable fixed point; if a cell near a cell can be mapped to an attracting cell, it is defined as a periodic cell. The set of periodic cells is defined as the domain of attraction of fixed points.
We set several representative spring stiffness ratios, calculate and compare the number of attractive cells obtained from the search, and the results are shown in Table 1. It can be seen that when the stiffness ratio conforms to the above derivation results, there are attractive cells.
TABLE 1 | The number of attractive cells obtained by searching under typical stiffness ratios.
[image: Table 1]Single-Leg Bounce Control Method of Flexible Rotary Hip Joint
In this paper, the hip joint drive adopts the motor series elastic drive, and the output torque of the motor is the introduced control variables τ1 and τ2. M is the motor fixedly connected to the body, θ1 is the rotation angle of the motor shaft, θ is the rotation angle of the leg, and the rotation flexible output characteristic of the hip joint is realized by a series torsion spring between the motor and the leg, and the hip joint torsion is not considered here. Its stiffness is a constant value set theoretically.
The kinetic equation can be:
[image: image]
Under the stable bouncing motion, the symmetrical flying trajectory corresponds to the symmetrical torque input, τ1 +τ2 = 0, this control method is defined as the flying phase control method based on inverse dynamics, and the torque input of the two control phases before and after this control algorithm is used. By doing positive work and negative work respectively, the energy of the system can still maintain the original level during the whole bounce cycle without being affected.
In the landing phase, the bouncing model is in a passive state. In order to be close to the actual application, the collision energy loss is considered. At the same time, due to the input of the control torque in the system, the bouncing process is not a purely passive process.
In the lift-off event, there is no energy loss, and the SLIP model of the state switching process is the same. So far, this section has established the leg control method of the bouncing model with flexible rotary joints in the air phase, and given the state switching during the landing process, so that it can be dynamically analyzed.
SIMULATION EXPERIMENT AND RESULT ANALYSIS
Kinematic Performance Simulation
In this paper, the experimental platform system of the parallel bionic hip joint testing machine is built, and the system framework of the experimental platform system is shown in Figure 2. The system is mainly composed of fixed platform, linear module, connecting rod, Hook hinge, ball pair, moving platform components and hydraulic loading system, among which the linear module, Hook hinge, ball pair and hydraulic loading system are purchased parts, and the rest of the components are completed by self-machined processing. Through the connection of the mechanical structure, the rotation of the linear module servo motor is used to drive the test mobile platform to move according to a certain law.
[image: Figure 2]FIGURE 2 | System framework of the experimental platform.
The parallel bionic hip joint testing machine has three degrees of freedom. The servo motor in the linear module drives the ball screw to rotate, and then drives the slider installed on the ball screw to reciprocate up and down. The sliding block drives the moving platform to rotate in three degrees of freedom through the connecting rod. The hydraulic loading system is mainly composed of hydraulic pump, proportional valve, reversing valve and oil cylinder (Zhao et al., 2022). The dynamic loading force is applied to the artificial hip joint experimental material on the moving platform by controlling the opening size of the proportional valve.
The software system is mainly used to complete the task of human-computer interaction, realize the communication function between the various devices of the experimental platform, and process and analyze the data. The control software of this experimental platform is developed under the Windows environment through Visual Basic software according to the requirements of humanization, systematization and functionalization. It also has functions such as collection, analysis and display, and also has the ability to save the collected data into a txt file and store it in the hard disk.
Using the kinematics model, the speed variation curves of three groups of linear module servo motors can be solved, and their speeds are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Rotation curve of servo motor.
Taking the servo motor speed data shown in Figure 3 as the input of the testing machine system, the relevant trajectory parameters are set in the upper computer software system, and the testing machine is controlled to move according to the specified trajectory. In order to improve the accuracy of the experimental data, the experimental platform is made to perform multi-cycle continuous motion, the attitude gyroscope is used to measure the position and attitude of the moving platform in real time, the data in the middle period is selected as the experimental data, and it is compared and analyzed with the preset motion trajectory of the moving platform. The results are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Analysis of the angle error of the moving platform.
The theoretical motion angle of the moving platform is basically the same as the actual motion angle in the X and Y axis directions, and the angle error is within 0.3°. The error in the Z-axis direction is relatively large, the rotation angle error is about 0.5°, and the maximum error is 1.6°. Compared with the range of the rotation angle of the moving platform around the Z-axis, the error value is within the acceptable range. Therefore, it shows that the inverse kinematics model established is correct, and the experimental platform system built can simulate the motion law of the hip joint under the ISO standard.
Through the comparative analysis of the error between the experimental data and the theoretical data, it can be seen that the rotation angle error of the moving platform around the X and Y directions is basically kept within 0.3°, and the error is relatively small; the rotation angle error of the moving platform around the Z-axis direction is relatively large, and the maximum error is 1.6°, and the larger error mainly occurs in the time period of 0 ∼ 0.6 s. Combined with the loading situation of the testing machine, it can be seen that the loading state of the loading system during this period has a great impact on the motion trajectory of the testing machine.
Dynamic Performance Simulation
On the basis of the kinematics performance verification, at the same time, the servo driver torque monitoring function is used to measure the driving torque of the three groups of linear modules during the movement of the testing machine, and compare and analyze with the theoretical value of the driving torque, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Driving torque error of linear module of testing machine.
It can be seen from Figure 5 that the theoretical and measured values of the driving torque of the three groups of linear modules have a relatively large error in the time period of 0 ∼ 0.6 s, and the error value is between 0.05 N m and 0.22 N m. Therefore, the driving torque calculated by the dynamic model cannot predict the true torque of the testing machine.
The calculation results of the theoretical value of the driving torque mainly include two aspects, one is the accuracy of the dynamic model, and the other is the accuracy of the dynamic parameters. The driving torque calculated by the dynamic model has a high fit with the Adams simulation results, and the error is small, so the established dynamic model is correct; the dynamic model solves the dynamic parameters required in the driving torque (friction factor, Inertia tensor, etc.) are the theoretical value or empirical value, and there is a certain error between its value and the actual value. It can be seen that the driving torque error shown in Figure 5 is mainly caused by inaccurate dynamic parameters. Therefore, in order to improve the accuracy of driving torque prediction, it is necessary to identify the actual values of dynamic parameters.
Taking the motion trajectory and the loading force curve as the system input, numerical simulation analysis is carried out, and the calculated value τt of the driving torque of the linear module in one motion cycle is obtained. Under the same motion trajectory and loading force, the experimental platform system is used to measure the measured value τci of the driving torque of the linear module in one motion cycle. The error comparison between the calculated value τt of the driving torque and the measured value τci is carried out, and the results are shown in Figure 6.
[image: Figure 6]FIGURE 6 | The error between the calculated value and the measured value of the driving torque of the linear module (after identification).
It can be seen from Figure 6 that the errors between the theoretical calculation values of the three groups of linear module driving torques and the experimentally measured values are mainly concentrated in the range of −0.12 N m ∼ 0.15 N m. It can be seen that the calculated value of the driving torque after the identification of the dynamic parameters can well predict the driving torque in the actual situation. Among them, the time period when the driving torque error is large is mainly distributed between 0.4 and 1 s. Combined with the motion trajectory of the moving platform and the loading force curve, it can be seen that the moving platform is in the state of turning around the Z-axis during this time period. Dynamic factors other than the physical parameters are stimulated, resulting in relatively large errors, which need to be further identified and analyzed by other methods.
The confidence of the driving torque is obtained by the dynamic model calculation before and after the identification, and the calculated value τt and the measured value τci of the linear module driving torque are further analyzed by using the dynamic parameter identification evaluation index, and the results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Driving torque confidence.
It can be seen from Figure 7 that the confidence of the estimated values of the driving torque of the three groups of linear modules before parameter identification is between 60 and 85%. The confidence of the estimated value of the driving torque calculated from the identification value of the dynamic parameters is between 95 and 100%, which has a high degree of confidence, indicating that the identification results of the dynamic parameters have high reliability and can be used as the driving torque. The confidence of the estimated driving torque calculated by the dynamic parameter identification is more than 20% higher than that of the estimated driving torque before identification.
The time period when the driving torque error is large is mainly distributed between 0.4 and 1 s. During this time period, the moving platform is in the state of turning around the Z-axis. At this time, the dynamic influencing factors other than the above dynamic parameters are stimulated, resulting in a certain error between the predicted value of the driving force and the measured value. This requires further analysis and identification of other parameters using other methods.
Modal Experiment and Analysis
In this paper, the pulse excitation method is used to conduct the modal experiment, and the hammering method is used as the excitation input of the experimental platform. This experimental method requires less equipment, is simple, convenient and efficient, and is more suitable for modal analysis of the experimental platform of the testing machine.
In order to measure the excitation force at the excitation point, the LC-2 type hammer from Shanghai Zhurui Automation Technology Co., Ltd. was selected for this modal experiment. The sensor of this type of hammer is YDL-4X piezoelectric quartz force sensor. The DHF-7 quartz hammer charge amplifier converts, processes and amplifies the collected force signal, and transmits the signal to the Donghua tester. The hammer has four types of hammer heads, namely steel, aluminum, nylon, and rubber. According to the requirements of this experiment, aluminum hammer heads are selected.
In order to measure the acceleration signal at the measuring point, the 608A11 type ICP single-axis acceleration sensor and 605B31 type ICP three-axis acceleration sensor of PCB company were selected for this modal experiment, and they were fixed at the vibration measuring point by super glue and magnet. The main technical indicators of the equipment are shown in Table 2.
TABLE 2 | Main technical indicators of the equipment.
[image: Table 2]In the modal analysis, the layout of the measuring points should follow the following principles: more measuring points should be set in the key parts of the structure, and the measuring points in the secondary parts should be sparsely arranged; comprehensive consideration should be given to the location of the maximum deformation of the structure and the nodal line of vibration. Therefore, the measuring points of this experiment are arranged as follows: one measuring point is arranged at each of the three ball hinge installation centers on the moving platform, one measuring point is arranged at the top of the linear module, and one measuring point is arranged at each of the upper and lower sliders. Therefore, the total number of side points that need to be arranged in the testing machine system is 15. Among them, each measuring point needs to measure the acceleration response in three directions of x, y, and z.
In order to analyze the natural frequency of the hip joint testing machine, the vibration is stimulated by hammer tapping, and the test method of single-point excitation input and multi-point acquisition output is adopted. We use the acceleration sensor installed on the linear module and the moving platform to measure the acceleration response signal at the vibration measuring point, and use the Donghua tester to collect and process the relevant signal data. Then, we use Donghua’s own test and analysis software to process and analyze the signal, and the natural frequency of the hip joint testing machine can be obtained.
In the experimental modal module of the DHDAS software, the data type measured in the experiment is defined as force measurement method, the acquisition method is single-point excitation, and the Ployscf algorithm is selected. The Ployscf algorithm is a modal analysis method based on a transfer function. It collects the data of each node through calculation and analysis, and calculates the steady-state distribution diagram of the system. For the data collected in the case of dense system modes or severe noise pollution, the analysis method can still establish a clear system steady state diagram, and has a high recognition accuracy for the parameters of each mode. The steady state diagram is obtained by the Ployscf algorithm, and the natural frequency and mode shape are then analyzed and calculated.
The modal analysis results obtained by the DHDAS software analysis are modally verified, and the modal MAC analysis results are shown in Figure 8. It can be seen from the figure that the results of the modal parameters are correct.
[image: Figure 8]FIGURE 8 | Modal verification.
The DHDAS software is used to carry out modal calculation and analysis on the measured data, and the first second-order natural frequency of the testing machine under a specific pose is obtained. The results are shown in Table 3.
TABLE 3 | Typical pose natural frequencies.
[image: Table 3]It can be seen from Table 3 that the error of the natural frequency calculated by the elastic dynamic model and the first second-order natural frequency of the testing machine obtained by the modal test experiment are both within 13%, and the error is within the acceptable range. The natural frequency of the system calculated by the simulation can reflect the actual natural frequency of the testing machine system to a certain extent, which verifies the accuracy of the elastic dynamic model.
From the analysis of the natural frequencies of pose 1, pose 2, and pose 3, it can be seen that when the test machine is in pose 3, the first-order natural frequency of the system is much smaller than that in pose 1 and pose 2; the natural frequencies of the mobile platforms are quite different in different poses.
By comparing and analyzing the natural frequencies measured by the excitation of the upper moving platform and the excitation of the lower platform in the modal experiment, it can be seen that the natural frequencies of the system measured by the two are basically the same, indicating that the excitation of the moving platform 1 and the moving platform 2 has a negative impact on the inherent frequency of the testing machine system. The frequency effect is small, which also proves the integrity of the testing machine system.
CONCLUSION
The equivalent correlation coefficient solution based on the Mehler formula is efficient and accurate for nonlinear translation. In the non-Gaussian stochastic process simulation based on memoryless nonlinear translation theory, the conversion of the correlation coefficient of the Gaussian stochastic process and the correlation coefficient of the non-Gaussian stochastic process is bound to be involved, and the conversion relationship is a complex two-dimensional integral. The scope of application is limited. Starting from the transformation of the correlation coefficient, this paper introduces the Mehler formula to solve the equivalent correlation coefficient, transforms the complex two-dimensional integral into a one-dimensional numerical calculation problem, and effectively solves the problem of the scope of application. In order to study the application of flexible joints in footed robots, the dynamic differential equations of the single-leg bounce model with hip joint flexible rotation are established, and the fixed point search strategy based on the rough search of periodic cell maps and the precise search of orthogonal tables is obtained. Through a controlled study, it was found that the flexible swivel joint had a tendency to deteriorate the stability of the bouncing motion compared with the bouncing model of the free swivel hip joint under passive motion conditions. In this regard, an air-phase control method for single-leg bounce based on inverse dynamics is studied, which enables it to obtain a wider range of stable motion than the free-rotating hip bounce model. The kinematics performance of the built experimental platform is verified, and the results show that the theoretical motion trajectory and the actual motion trajectory are basically consistent in the X and Y directions, and there is a certain error in the Z direction, and the error is within the acceptable range, indicating that the experimental platform system can be used to simulate the motion of the human hip joint. The dynamic performance of the built experimental platform is verified, and the results show that the theoretical value of the driving torque calculated by the theoretical value of the dynamic parameters has a large error with the measured value, and the dynamic theoretical model cannot accurately predict the driving torque. Comprehensive analysis of the reasons shows that the driving torque error is mainly caused by the inaccurate dynamic parameters, which is of great significance to identify the actual values of the dynamic parameters. The dynamic parameter identification and verification of the built experimental platform are carried out, and the results show that the predicted value of the driving torque is in good agreement with the measured torque after the dynamic parameter identification. The confidence of the predicted value of the driving torque is increased by 10–16%, reaching about 85%, which shows that the dynamic parameter identification method in this paper has a high degree of confidence, and also verifies the accuracy of the dynamic parameter identification model and identification value.
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Rice blast, rice sheath blight, and rice brown spot have become the most popular diseases in the cold areas of northern China. In order to further improve the accuracy and efficiency of rice disease diagnosis, a framework for automatic classification and recognition of rice diseases is proposed in this study. First, we constructed a training and testing data set including 1,500 images of rice blast, 1,500 images of rice sheath blight, and 1,500 images of rice brown spot, and 1,100 healthy images were collected from the rice experimental field. Second, the deep belief network (DBN) model is designed to include 15 hidden restricted Boltzmann machine layers and a support vector machine (SVM) optimized with switching particle swarm (SPSO). It is noted that the developed DBN and SPSO-SVM can simultaneously learn three proposed features including color, texture, and shape to recognize the disease type from the region of interest obtained by preprocessing the disease images. The proposed model leads to a hit rate of 91.37%, accuracy of 94.03%, and a false measurement rate of 8.63%, with the 10-fold cross-validation strategy. The value of the area under the receiver operating characteristic curve (AUC) is 0.97, whose accuracy is much higher than that of the conventional machine learning model. The simulation results show that the DBN and SPSO-SVM models can effectively extract the image features of rice diseases during recognition, and have good anti-interference and robustness.
Keywords: image classification, image recognition, rice diseases, deep belief networks, switching particle swarm optimization algorithm
1 INTRODUCTION
Rice is one of the most important food crops for our people. In recent years, the yield of the rice planting industry has increased day by day, but there are still some adverse factors affecting its yield, such as rice diseases. At present, rice blast, rice sheath blight, and rice brown spots have become the most common diseases in the cold areas of northern China. It can occur during the whole growth period of rice, which has a great impact on the yield and quality of rice, and even lead to no yield in serious cases. This will not only affect the income of farmers but also have a bad impact on China’s food security and fiscal revenue. At present, the identification methods of rice diseases mainly rely on farmers’ experience to judge, consult disease books or query on the Internet, consult agricultural technicians, or seek help from plant experts. However, the recognition efficiency of human eyes is low, and the recognition is highly subjective. There may be misjudgment, which makes it difficult to realize the accurate identification of diseases. The update speed of disease books is slow, the amount of information on the Internet is large, and the accuracy cannot be guaranteed. By consulting agricultural technicians and plant experts, a lot of material and financial resources will be consumed, a lot of time and cost will be spent, and it is easy to miss the best opportunity for disease treatment. Therefore, finding a new, efficient, and accurate rice disease recognition method to replace the traditional human eye recognition method is the key to solving the problem of rice disease recognition, which has important research significance.
However, so far, no research has involved the integration of the DBN and SPSO-SVM, because the DBN and SPSO-SVM have great potential application in rice disease identification. Based on the shortcomings and limitations of traditional identification methods, we proposed a method based on the DBN and SPSO-SVM to identify rice blast, sheath blight, and brown spot. Using the images in the rice disease database, the DBN and SPSO-SVM models are trained in two steps. First, a DBN model is constructed using RBMs. Second, the gradient descent algorithm is used to train the DBN and SVM optimized by SPSO as a classifier. The DBN and SPSO-SVM are then evaluated by 10-fold cross-validation.
The main innovations of this study are as follows: a novel framework for automatic diagnosis of rice diseases is given to settle the problems in image segmentation of rice disease spot, where the DBN and SPSO-SVM method are applied to accurately extract the edge of rice disease spot; by learning disease spot features, the proposed DBN and SPSO-SVM can identify the region of interest that is obtained by preprocessing the rice disease images. Experimental results show that this method has high accuracy in feature parameters, segmentation, and peak signal-to-noise ratio. This research replaces the traditional rice disease diagnosis method, enhances the in-depth integration of the rice disease identification field and machine learning technology, combines the DBN algorithm with the SPSO-SVM algorithm for rice disease identification for the first time, effectively improves the accuracy and timeliness of rice disease control, and has practical significance.
The rest of the study is given as follows: Section 2 introduces the relevant research status at home and abroad; Section 3 collects and extracts the characteristics of rice diseases; Section 4 describes the architecture of the DBN and SPSO-SVM framework; Section 5 applies the developed DBNs and SPSO-SVM to the identification of three diseases in rice and demonstrates the experimental results; and conclusions are given in Section 6.
2 RELATED WORK
In recent years, with the rapid development of digital image processing, computer vision, and pattern recognition technology, new ways and methods have been provided for rapid and accurate diagnosing, analyzing, classifying, and nondestructive detection of plant diseases (see Zhang D. et al., 2018; Kaur et al., 2019; Li Y. et al., 2019; Fuentes et al., 2020; Li et al., 2020; Madhulatha and Ramadevi, 2020; Nanehkaran et al., 2020; Sethy et al., 2020; Wspanialy and Moussa, 2020; Li and Chao, 2021, and the references therein). These intelligent diagnostic methods have achieved great success in both theoretical research and practical application. However, due to the limitation of theoretical analysis and the need for specific skills and a lot of experience knowledge in the course of training, the effect of diagnosis is not optimal in many cases.
A deep belief network (DBN) has been proposed by Hinton and Salakhutdinov (2006) at the University of Toronto in 2006, and the relevant results have been reported in the study by Hinton (2012), Dong et al. (2015b), Russakovsky et al. (2015), and Dong et al. (2016b). During this period, the DBN is a probabilistic generation model, which consists of multiple restricted Botlzmann machines (RBMs). It can extract features from the original data by stacking the RBMs layer by layer; then we can obtain some high-level representations of the original data. The core of this deep learning model is to optimize the connection weight of the deep neural network by the layer-by-layer greedy learning algorithm. First, in order to mine the disease features of the rice, unsupervised layer-by-layer training is used. Then, by adding the corresponding classifier and reversing the supervised fine-tuning, the disease diagnosis ability of the DBN is optimized.
The switching PSO algorithm has been proposed by (Tang et al., 2011), in which a mode-dependent velocity updating Eq. 7 is introduced to realize a balance between the local search algorithm and the global one. Lu et al. (2015) have employed the SPSO algorithm to solve the optimization problem with constraints by converting it into an optimization problem without constraints and have gained a better performance.
In the last few years, lots of researchers have applied the DBN in many application fields such as image recognition, speech recognition, face recognition, and plant leaf classification (Cheng et al., 2018; Goudarzi et al., 2018; Liu et al., 2018; Cristin et al., 2020; Vedantham and Reddy, 2020; Veisi and Mani, 2020; Chen and Pan, 2021). It is a multi-layer network structure, which provides a basic model for feature extraction and subsequent image recognition of original images. The DBN has become a hot research topic in the field of image recognition.
As for the identification and classification of plant leaf diseases, a convolution neural network has been introduced by some researchers. For example, Rahman and Arko et al. (Rahman et al., 2020) proposed a two-stage small CNN architecture, which effectively avoids the disadvantages that the large model architecture is not suitable for mobile devices, reduces the model size while ensuring accuracy, and is more widely used in practical production. Zhang and Qiao et al. (Zhang X. et al., 2018) improved GoogLeNet and Cifar10 models based on deep learning, which are proposed to identify corn leaf diseases. The experimental results show that the improved method reduces the number of convergence iterations and effectively improves the accuracy of corn leaf diseases. Hassan and Maji et al. (Hassan et al., 2021) have recognized plant leaf diseases using the CNN and transfer learning methods. Sharma and Berwal et al. (Sharma et al., 2020) have used the S-CNN model trained by segmented images to detect plant diseases. Hu and Yang et al. (Hu et al., 2019) have used an improved deep convolutional neural network model to identify tea leaf diseases. Atila and Uçar et al. (Atila et al., 2021) have used an efficient deep learning model classification of plant leaf diseases. Therefore, we propose to combine the DBN and SPSO-SVM for the identification of rice blast, sheath blight, and brown spot, so as to improve the identification efficiency and diagnostic accuracy.
3 DATA ACQUISITION AND FEATURE EXTRACTION
3.1 Data Collection and Processing
Under natural light conditions, using iPhone seven Plus mobile phone (IOS 10.1 operating system, F/1.8 wide-angle, and F/2.8 telefocal dual-lens camera, 12 million pixels), the rice disease images are captured in the rice experimental field of Heilongjiang Academy of Agricultural Reclamation Sciences, China. The mobile phone is fixed on a bracket, using automatic exposure mode, taking a picture at a moderate distance from the diseased rice leaves. The photo size taken by the phone is 3,024 × 4,032 pixels. The images of three rice diseases were obtained in the early, middle, and late stages, respectively. In each cycle, 500 images were collected for each of the three rice disease images. Therefore, a total of 5,600 sample images were collected, including 1,500 images of rice blast, sheath blight, and brown spot, of which 1,100 were uninfected. Each image is stored in the PNG format and compressed into a uniform size of 400, ×, 300. An example of the original rice disease image sample is shown in Figure 1; 70% of the samples are randomly selected from the data set as a training set, and the remaining 30% of the samples are chosen as a testing set. The data set division is shown in Figure 2.
[image: Figure 1]FIGURE 1 | Rice diseases and health image. (A) Rice blast image, (B) sheath blight image, (C) brown spot image, and (D) healthy rice image.
[image: Figure 2]FIGURE 2 | Data set partition.
3.2 Feature Extraction
The feature extraction of the disease spot image is a key step in rice disease recognition. According to the spot characteristics of rice sheath blight (taking rice sheath blight as an example), three features of color, texture, and shape are extracted from the spot image.
3.2.1 Color Feature Extraction
Color feature is not affected by the direction, size, and angle of the image. It is a typical visual feature in the image and is widely used in the field of image recognition. At present, some researchers have achieved good results in this field. Peihua Shi used machine learning to estimate rice nitrogen nutrition through RGB images. In this study, the color eigenvalues of rice diseases are extracted from RGB, HSV, and lab color spaces. First, the rice disease image containing disease spots is transformed from RGB color space to HSV color space, and the mean, variance, and energy of the color set in HSV space are obtained as part of the color characteristics. Then, the third-order color moment corresponding to each component in HSV, RGB, and lab space is obtained as another part of the color feature. The color moment is calculated as follows:
1) First-order color moment (mean): reflects the average brightness of the image. It is defined as
[image: image]
2) Second-order color moment (variance): reflects the discreteness of image gray level distribution. It is defined as
[image: image]
3) Third-order color moment: defines the skewness of color component and color asymmetry. It is defined as
[image: image]
where pi,j represents the ith color component of the jth pixel of the color image, and N represents the number of pixels in the image.
3.2.2 Texture Feature Extraction
Texture feature can reflect the organization and arrangement of the components of things. It is an important visual feature in image description. It can calculate the statistical features of multiple pixel regions and has rotation invariance. As the most widely used texture feature extraction method, the gray level co-occurrence matrix method was proposed by Haralick et al. in 1973. It can effectively describe the change information of image in a certain distance and direction. Therefore, the gray level co-occurrence matrix is used to extract texture features in this study. The texture feature extraction effect is shown in Figure 3. The gray level co-occurrence matrix can be expressed by the following formula:
[image: image]
[image: Figure 3]FIGURE 3 | Texture feature extraction disease spot.
In the formula, f (x, y) represents the image itself, S represents the set of pixel pairs with some spatial relationship in the image, the expression on the numerator on the right side of the equation represents the number of pixel pairs with some spatial relationship and gray value of a1, a2, and the expression on the denominator represents the number of total pixel pairs (# represents the number of statistical elements).
The common feature parameters extracted according to the gray level co-occurrence matrix are as follows:
1) Energy or angular second-order moment: it is a measure of the uniformity of image gray distribution and the thickness of texture.
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2) Entropy: it reflects the nonuniformity or complexity of image texture. It is a measure of the amount of texture information in the image.
[image: image]
3) Contrast: it reflects the clarity of the image and measures the depth of the image texture groove.
[image: image]
4) Inverse differential moment: it reflects the clarity and regularity of image texture and the local change of image.
[image: image]
3.2.3 Shape Feature Extraction
In this study, on the basis of selecting the conventional morphological features, such as lesion area, lesion circularity, lesion complexity, and the number of lesions, two new morphological features, namely, the number of lesions and the ratio of lesion area to the number of lesions, are proposed. The calculation formula of lesion area s is
[image: image]
where f (x, y) is a binary image function. Circularity C represents the deviation degree between the shape of the lesion area and the circle, and the calculation formula is
[image: image]
where dmax − dmin is the maximum/minimum diameter of the cross section of the lesion. Lesion complexity E describes the perimeter per unit area of the lesion area, and the calculation formula is
[image: image]
Number of disease spots N represents the number of rice disease spots on a diseased leaf. The ratio of lesion area to lesion number is
[image: image]
The effect of rice disease feature extraction is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Shape feature extraction of rice disease spot.
4 ARCHITECTURE OF DBN AND SPSO-SVM FRAMEWORK
4.1 Restricted Boltzmann Machine
In Figure 5, an energy model called restricted Boltzmann machine (RBM) is shown. It is a special kind of stochastic neural network model that owns a two-layer architecture. The input layer is also called the visible layer, in which visible units represent observations. The other layer is called the hidden layer, in which hidden units represent features. Visible variables S are linked to hidden variables D through undirected weighted connections W. There are no connections in the same layer. This constitutes a bipartite structure graph. The parameters are introduced as follows:
[image: Figure 5]FIGURE 5 | Schematic diagram of the RBM.
[image: image], where m is the neurons’ number in the visible layer.
[image: image], where n is the neurons’ number in the hidden layer.
[image: image] represents bias in the visible layer.
[image: image] represents bias in the hidden layer.
[image: image] stands for the weight matrix that connects the visible layer and the hidden layer. wi,j is the weight that connects the jth neuron in the hidden layer and the ith neuron in the visible layer.
ϱ = (W, A, B) represents the unknown model parameter.
RBM is an energy based model. Assuming that the variables of both visible and hidden layers obey Bernoulli distribution, the joint probability distribution of visible and hidden variables is given by energy function. For a given state (s, d), an energy function can be defined as follows (Hinton and Salakhutdinov, 2006):
[image: image]
Then, the joint probability distribution of s, d is given as follows:
[image: image]
where [image: image] represents the normalization factor. Afterward, the marginal probabilities with which the model assigns to a visible vector s and a hidden vector d are given by
[image: image]
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Combined with the joint probability distribution, marginal probability distribution, and sigmoid function, we can get the probability of activation of a neuron on the hidden layer when given the visible layer state is given as follows:
[image: image]
The probability of activation of a neuron on the visible layer when given the hidden layer state is given as follows:
[image: image]
where [image: image].
Given training set X = s1, s2, … , sl, [image: image], where l is the number of training samples. Training the RBM is to adjust the parameters ϱ = (w, a, b) so that the probability distribution represented by the RBM is consistent with the training data as far as possible.
The parameters ϱ = (w, a, b) can be solved by maximizing the likelihood function of visual layer data as follows:
[image: image]
Considering the contrastive divergence (CD) algorithm proposed by Hinton (Hinton, 2002), the conditional probability distribution of the hidden layer and visual layer is given as follows:
[image: image]
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The updating rules for the parameters are given as follows:
[image: image]
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where Δ is the learning rate; Δwij, Δai, and Δbj are the updating values of the weight and biases in the visible layer and hidden layer, respectively; ⟨⋅⟩data means the values of visible variable i multiplied by hidden variable j before reconstruction; and ⟨⋅⟩recon means the values after reconstruction. ⟨⋅⟩data and ⟨⋅⟩recon represent the distribution defined by the reconstruction model.
Reconstructed visible variable s′ and hidden variable d′ are one sampling of the original variable p (s, d); therefore, the sample set obtained by multiple sampling can be regarded as an approximation of the original variables.
4.2 Deep Belief Network
The typical deep belief network (DBN) structure was proposed by Hinton and Salakhutdinov (2006). It is a deep learning neural network which consists of three RBM layers and one back propagation (BP) layer. The advantage of the DBN is its capability of extracting nonlinear features by hidden layer units through unlabeled training data in visible layer units. Training a DBN contains two steps. The first step is pretraining: weights of the generative model are obtained through unsupervised greedy layer-by-layer pretraining. The second step is fine-tuning, which improves the generalization ability of the discriminant model using the gradient descent algorithm.
According to the contrastive divergence (CD) algorithm, in the pretraining step, the weights and the bias of DBN are updated by
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where p (d(0) = 1|s(0)) = σ(wj ⋅ s(0) + bj) is the probability of the neurons in the hidden layer that will be turned on for Bayesian visible neurons, and Δ is the learning rate.
In the fine-tuning step, for the output BP layer, the minimum mean square error (MSE) criterion is used, and the cost function is as follows:
[image: image]
where E is the MSE of DBN, [image: image] and Xi represent the expected output and the actual output, respectively, i is the sample index, and (wl, bl) represent the weights and bias parameters to be learned in the lth layer.
The gradient descent method is used to update the weights and bias parameters of the network according to
[image: image]
4.3 Switching PSO Algorithm
To realize a balance between the local and the global search, a velocity update equation that depends on the mode with Markov parameters is introduced in the PSO algorithm. In general, the particles in the early stage should maintain their independence and diversity, which is helpful to expand the search area and avert premature convergence to local optimum. In the end, all groups may converge to the best particles and obtain a more accurate solution. The evolutions of the particles’ velocity and position are shown as
[image: image]
where w (ξ(τ)), c1 (ξ(τ)), and c2 (ξ(τ)) are the inertia weight and acceleration coefficients. They all depend on a Markovian chain. The Markov chain ξ(τ) takes values in a finite state space [image: image] with probability transition matrix [image: image]. [image: image] stands for the transition probability from i to j satisfying [image: image]. According to the current search information, Πτ can be adjusted by
[image: image]
so as to balance the global and local search abilities, where R represents the size of the swarm. The length of the longest diagonal in the search space is denoted by ∣L∣. The dimension of the object problem is O. xiι is the ιth value of the ith particle, and the ιth value of the average point [image: image] is represented by [image: image], which is shown as
[image: image]
In the study, the BP layer of DBN is replaced by the SPSO-SVM classifier (For detail of switching PSO to optimize the parameters of SVM, refer to the study by Lu et al. (2015).
4.4 Image Processing of Rice Diseases Based on DBN and SPSO-SVM Framework
This section introduces rice disease identification based on the DBN and SPSO-SVM framework. The top layer of the traditional DBN model is the BP neural network used to complete the prediction. In this study, the hybrid kernel support vector machine method optimized by the self-adaptive particle swarm optimization (SPSO) algorithm based on particle swarm concentration is used to replace the BP neural network, Combined with the DBN algorithm to detect rice diseases, the improved DBN model is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Schematic diagram of the DBN and SPSO-SVM.
This section introduces the process of rice diseases image via the DBN and SPSO-SVM framework. The flowchart of rice diseases image recognition based on the DBN and SPSO-SVM is shown in Figure 7, and our aim is to learn features to identify the rice diseases. To reduce the computational complexity in the process of feature extraction by the DBN, we extract the region of interest (ROI) containing the lesion. The ROI is extracted by combining interactive and automatic extraction methods. First, the experienced plant protection experts mark the outline of the largest section of the lesion in the rice disease images. Then the maximum outer rectangular frame is constructed with the largest section. Finally, the rectangular frame is moved up, down, left, and right by five pixels to obtain the final ROI frame. We adjust the extracted ROI to a uniform scale of 64 × 64 to compare the discriminatory ability of different images against rice disease, and to adjust the network structure and parameter to analyze the impact of classification diagnosis results.
[image: Figure 7]FIGURE 7 | Flowchart of the DBN and SPSO-SVM-based rice diseases image recognition.
The selection of the input feature is very important for the DBN because it plays a decisive role in the performance of identification. In this study, the color feature, the shape feature, and the texture feature are selected as the input features of the DBN. The color feature is selected because infected rice tissue usually changes its color from green to brown to yellow. The texture feature is selected to detect the rice disease as there are great differences in thickness and direction between healthy and diseased tissues. Also, the shape feature can better capture the edge and internal pixel features of the lesion target.
In the pretraining stage, after three features are input into the visible layer of the first RBM, each layer of the DBN network is trained independently by an unsupervised algorithm, then we obtain the weight of the generated model. In the fine-tuning stage, the SPSO-SVM is proposed to take the output eigenvector of RBM as its input eigenvector and then train the SPSO-SVM classifier using the supervised algorithm. Moreover, in order to ensure the whole DBN eigenvector mapping is optimal, the backpropagation network will also forecast the error information from back to front to each layer, and then the weights of the DBN are fine-tuned. Moreover, for the sake of avoiding falling into the local optimum of the SVM, the SPSO has been introduced.
5 RICE DISEASE IDENTIFICATION EXPERIMENT
5.1 Test Platform and Training Parameters
The images are processed and the algorithm is implemented by using the Python 3.6 and TensorFlow 2.0 + Keras 2.2.4 open-source framework for deep learning with the Ununtu 18.04 X64 operating system. The computer has 64 GB memory and Intel (R) i7 5960K CPU at3.5 GHz processor. NVIDIA Titan XP graphics card is used to improve the image processing speed.
The identification of rice blast, sheath blight, and brown spot based on the DBN and SPSO-SVM mainly refers to the influence on the accuracy. After experimental comparison, it was finally determined that the number of RBM hidden layers was 15, the number of hidden layer nodes was 128, the batch size was 64, the learning rate was 0.01, the optimizer was SGD, and the momentum was 0.9. The comparison of test results is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Model parameter setting.
5.2 Experiment Results
For the sake of verifying the stability and performance of the DBN and SPSO-SVM models, the 10-fold cross-validation method is applied to validate the recognition results. After the model recognizes the rice diseases 30 times, the hit rate, error rate, accuracy, and the area under the receiver operating characteristic (ROC) curve (AUC) value of the model are counted. Finally, the average values of the four performance evaluation indicators are calculated. The results of cross validation are shown in Table1. Table1 shows that the hit rate and accuracy of the model are 91.37 and 94.03%, respectively, and the error recognition rate is 8.63%.The accuracy comparison curves of the four models are shown in Figure 9. It shows that the model achieves high recognition ability and guarantees a low false detection rate. The significance of the AUC value is that the closer the AUC value is to 1, the better is the recognition performance of the model. The AUC value of the recognition model proposed in this study reaches 0.97, which shows that the model has good recognition performance. The closer the ROC curve of the model is to the Y coordinate axis on the left and the closer to the y = 1 line on the top, the better is the performance of the model. The ROC curve of the model is presented in Figure 10. Figure 10 shows the ROC comparison curves of the four models. Through the comparison, it can be seen that the DBN and SPSO-SVM models used in this study have good recognition performance and are better than the other three models. It can effectively learn the implicit feature information in the data set so as to achieve better recognition effect.
TABLE 1 | Performance parameters of the model.
[image: Table 1][image: Figure 9]FIGURE 9 | Accuracy comparison curve.
[image: Figure 10]FIGURE 10 | ROC curve.
5.3 Experimental Discussions
The proposed DBN and SPSO-SVM models were used to identify rice blast, sheath blight, and brown spot. Under the same experimental conditions and the same data set, support vector machine, the SPSO-SVM and convolutional neural network (CNN) models are used for comparison. The parameters of the support vector machine are set as follows: the recognition accuracy under different combinations of SVM penalty parameter C and kernel function parameter g is compared by the grid search method; when the penalty factor C of the support vector machine is 2.8 and the kernel function parameter g is 50, the recognition accuracy is the highest. The SPSO parameters are set as follows: initial population 80, inertia weight 0.9, the maximum number of iterations 300, and learning factor C1 is 1.6 and C2 is 1.8. The parameters of the CNN are set as follows: the batch size is 64 and the number of iterations is 500. Using the cross-entropy loss function, the Adam optimizer is used to minimize the loss function, and the learning rate is set to 0.001. The comparison of the results of the four models is shown in Table2. It can be seen that the DBN and SPSO-SVM models gain better results.
TABLE 2 | Simulation results using the proposed method compared with the SVM, SPSO-SVM, and CNN.
[image: Table 2]6 CONCLUSION
This study presents a new rice disease identification method based on the DBN and SPSO-SVM. Data preprocessing, the structure design of the identification model, and the implementation technology of the DBN and SPSO-SVM have been elaborated in detail. Three features (including the color, shape, and texture) have been proposed for the DBN and SPSO-SVM method to learn in order to successfully recognize rice disease from the region of interest that is obtained by preprocessing rice disease images. Furthermore, several indices have also been proposed to verify the presented DBN and SPSO-SVM method, and demonstrate that the DBN and SPSO-SVM method achieve better recognition effect and have good anti-interference and robustness. The developed method has exhibited a better training performance, faster convergence rate, and better recognition ability than the SVM, SPSO-SVM, and CNN models.
Although the DBN and SPSO-SVM have achieved better performance in rice diseases recognition fields, there still exist some challenging problems. The first is how to find the optimal weights and bias parameters. The second is how to get high-quality rice disease sample images due to the influence of light, shooting angle, and foresight. The last one is how to improve model training effect, recognition level, and application ability.
In a future study, we plan to do the following work: investigating other optimization algorithms used to find the optimal parameters of the DBN or other machine learning models, enriching positive sample set and reducing negative sample noise interference, and extending the results in this study to some complex systems (Dong et al., 2014; Dong et al., 2015a; Dong et al., 2016a; Dong et al., 2016b; Jiang et al., 2019a; Jiang et al., 2019b; Li G. et al., 2019; Chen et al., 2021a; Chen et al., 2021b; Chen et al., 2021c; Chen et al., 2021d; Chen et al., 2021e; Huang et al., 2021; Jiang et al., 2021a; Jiang et al., 2021b; Liu et al., 2021b; Liu et al., 2021c; Liu X. et al., 2021; Zhao et al., 2021; Chen et al., 2022a; Chen et al., 2022b; Chen et al., 2022c; Sun et al., 2022; Wu et al., 2022).
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High-speed centrifugal spinning is a burgeoning method of fabricating nanofibers by use of the centrifugal force field. This article studied four different spinning nozzles, which were called stepped nozzle, conical-straight nozzle, conical nozzle, and curved-tube nozzle, to explore the optimal nozzle structures for fabricating nanofibers. According to the principle of centrifugal spinning, the spinning solution flow states within the four nozzles were analyzed, and the solution outlet velocity model was established. Then, the structural parameters of the four kinds of nozzles were optimized with the spinning solution outlet velocity as the test index by combining the orthogonal test and numerical simulation. Based on the orthogonal test results, the influence of nozzle structure parameters on the solution outlet velocity was analyzed, and the best combination of parameters of the centrifugal spinning nozzle structure was obtained. Subsequently, the four kinds of nozzles were used to fabricate nanofibers in the laboratory, under different solution concentration, motor rotation speed, and outlet diameters. Finally, the scanning electron microscope (SEM) was applied to observe the morphology and surface quality of nanofibers. It was found that the surface of nanofibers manufactured by the conical-straight nozzle and curved-tube nozzle was smoother than that by stepped and conical nozzles, and the fiber diameter by the conical-straight nozzle was minimal, followed by curved-tube nozzles, stepped nozzles, and conical nozzles in the diameter distribution of nanofibers.
Keywords: centrifugal spinning, stepped nozzle, conical-straight nozzle, conical nozzle, curved-tube nozzle, orthogonal optimization
INTRODUCTION
Nanofiber referring to a fiber below 1000 nm diameter is regarded as a one-dimensional linear material (Kenry and Lim, 2017) with great application potential for its large specific surface area, high length–diameter ratio, and high porosity (Bergshoef and Vancso, 2010; Wu et al., 2016) and also has great commercial and industrial application value in sensors (Zhu and Wang, 2017; Unal et al., 2018; Yang et al., 2019), airborne filtration (Riyadh et al., 2018; Huang et al., 2019), drug delivery (Wang et al., 2016; Hu et al., 2014; Sang et al., 2017), and energy storage system (Ponnamma et al., 2020), due to its unique conductive properties, high porosity, low density, and biocompatibility. Moreover, inorganic nanofibers can be utilized to make gas sensors that detect the concentration of nitrogen dioxide, ozone, and sulfur dioxide in the air (Gong and Wan, 2015). In addition, it can be also used in biomedical aspects, such as human tissue stents made by polymer (Heidari et al., 2019; Li et al., 2020), conducive to the attachment and reproduction of human cells. For the increasing demand of high-quality nanofibers, various techniques have been applied to fabricate multifarious polymer nanofibers, such as self-assembly (Malfatti and Innocenzi, 2011), melt-blown (Ellison et al., 2007), phase separation (Wang et al., 2010), and electrospinning (Cheng et al., 2010; Wang F. et al., 2021).
However, the aforementioned conventional methods for spinning nanofibers have the inherent drawback. For instance, the extra high electric field is utilized between the nozzle and collecting plate during electrospinning, which results in the danger during operation, and for melt spinning, although this technology has been very mature and the process is highly operable, its further application is limited due to the fibers with poor mechanical properties and heat resistance. High-speed centrifugal spinning is a novel method to fabricate fiber through inertial force which is generated by rotating nozzles (Sun et al., 2018). This method has many distinctive advantages compared with the conventional ways to prepare nanofibers. First, it has high production efficiency. Second, the spinning materials and solvent materials have a wide range of choices to fabricate different polymer nanofibers. Third, spinning equipment is relatively simple, and the energy consumption is also low. Thus, it has huge commercial application potential. A growing number of researchers are using centrifugal spinning to prepare nanofibers.
Mehmet and Ali, (2020) compared the preparation of nanofiber silica (SiO2) felt by simple and innovative nonelectrospinning routes, solution blowing, and centrifugal spinning (CS) and found that the felt produced by CS was conducive to thermal insulation application. Meanwhile, the TiO2 and the self-polarized polyvinylidene fluorides (PVDF) nanofibers were manufactured by centrifugal spinning (Aminirastabi et al., 2020; Ibtehaj et al., 2020). The sucrose-based microfibers prepared from centrifuge spinning have the properties that enhance drug dissolution and oral absorption (Stefania et al., 2016). Composite nanofibers prepared from multicomponent materials also show excellent performance. The carboxymethyl chitosanpolyethylene oxide (CMCS/PEO) composite nonwoven mats by centrifugal spinning were available for wound dressings (Li et al., 2020; Wang Y. et al., 2021). Chen et al. (2019) researched the polyacrylonitrile/polyethylene glycol phase-change material fibers prepared via centrifugal spinning and found that these nanofibers had good thermophysical properties. Subsequently, more scholars focused on the electrical effect of the nanofibers. Orrostieta et al. (2021) fabricated the composite nanofibers as the anode material of lithium ion and sodium ion batteries and analyzed their morphology and structure. Also, some researchers had combined centrifugal spinning with other techniques to prepare fibers with a smaller diameter distribution (Fang et al., 2016). The multidimensional public opinion process was modeled on the basis of a complex network dynamics model in the context of derived topics (Chen et al., 2021).
There are many studies working on revealing the relationship between the process parameters and the morphology and the diameter distribution of the prepared nanofibers. The diameter model of the nanofibers was established, and the key parameters of the centrifugal spinning system were studied (Li et al., 2019). The effect of five important dimensionless groups on the steady-state trajectory and reduced fiber radius was analyzed when the spinning solution was subjected to multiple forces (Noroozi et al., 2017). Natarajan and Bhargava (2018) discussed the effect of rotational speed of the spinneret and viscosity of solution on the spinning fiber quality. Nozzle is an important part that has a direct influence on fiber morphology and diameter. Subsequent researches had studied the influence of nozzle length, outlet diameter, and outlet direction on fiber morphology and diameter distribution (Lu et al., 2013; Zhmayev et al., 2015; Zhang et al., 2020). Therefore, the optimal process parameters for fabricating nanofibers could be obtained by optimizing these parameters influencing nanofibers (Elena et al., 2018).
There are many factors affecting the quality of nanofibers fabricated by centrifugal spinning, including solution parameters such as material types and concentration, nozzle structure parameters, and process parameters such as rotation velocity. Therefore, the most suitable nozzle parameters need to be explored in order to improve the efficiency and quality preparation of nanofibers by centrifugal spinning. For this reason, Lai et al. (2021) proposed four different nozzle structures to explore the optimal structures for centrifugal spinning, but the other three nozzles (stepped nozzle, conical-straight nozzle, and conical nozzle) were not analyzed systematically and optimized and nor compared with the optimized curved-tube nozzles.
In this article, these four nozzle structures are studied to obtain the optimal nozzle structure, which can fabricate nanofibers with better surface quality and are more uniform in diameter. All the four nozzles were optimized by orthogonal test and simulation, and then, the nozzles with the best parameter structures were used for centrifugal spinning experiments. Finally, the morphology and surface quality of nanofibers were observed by SEM. The results showed that the conical-straight nozzle and curved-tube nozzle could fabricate nanofibers with better surface quality and smaller diameter, and the conical-straight nozzle could manufacture nanofibers with minimal diameter.
THE PRINCIPLE OF CENTRIFUGAL SPINNING
The drive motor shaft is connected to the fastener, and the solution container is connected with spinning nozzles by screw threads and secured to the fastener. The collectors are stainless steel rods. The device of centrifugal is shown in Figure 1. The high-speed centrifugal spinning process is shown in Figure 2. When the device works, the nozzle rotates at a high speed with the drive motor rotating. The spinning solution flows to the nozzle under centrifugal force and is ejected from the nozzle outlet to form a spinning jet. Then, as the solvent evaporates, the jet moves along the curve in the air and stretches into nanofibers under the inertial force. Finally, the nanofibers are collected by the collectors.
[image: Figure 1]FIGURE 1 | Device of centrifugal spinning.
[image: Figure 2]FIGURE 2 | Process of centrifugal spinning.
The Solution Flow in the Container
At present, the research studies on high-speed centrifugal spinning are mainly focused on the property of fibers spun, the spinning solution parameters, and solution jet motion trajectory, but the optimization of the centrifugal spinning device, especially on the structural design of the nozzle, still requires further exploration. According to the principle of high-speed centrifugal spinning, this article studied four different nozzle structures called ladder nozzle, conical-straight nozzle, conical nozzle, and curved-tube nozzle, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Four different kinds of spinning nozzles. (A) Stepped nozzle; (B) conical-straight nozzle; (C) conical nozzle; and (D) curved-tube nozzle.
During the process of high-speed centrifugal spinning, the movement of the solution in the container is shown in Figure 4. A0 is the cross section of the rotation shaft of the solution container, and A1 is the inlet cross section of the nozzle. The distance between the cross-section A0 to the inlet cross-section A1 is L0. The diameter of the solution container pipe is D1.
[image: Figure 4]FIGURE 4 | Movement of spinning solution in the container.
The movement of the spinning solution flowing to the stepped nozzle inlet is mainly influenced by the viscous force Fv and the centrifugal force Fcen, and the equation of motion of the spinning solution is as follows:
[image: image]
where V1 is the average velocity of the spinning solution at the cross-section A1.
The formulas of the viscosity force F1 and the centrifugal force F2 are expressed as:
[image: image]
where k is the viscosity coefficient of the spinning solution, du/dr is the velocity gradient of the spinning solution, n is the rheological index of the spinning solution, indicating the rheological characteristics of the spinning solution, m is the mass of the spinning solution, and ω is the rotation angular velocity of the solution container.
Substituting Eq. 2 into Eq. 1, the average velocity of the spinning solution at the nozzle inlet cross-section A1 can be written as:
[image: image]
where t0 is the rotation time of the solution container.
The Stepped Nozzle
The stepped nozzle flow channel structure is composed of two cylindrical pipes of different diameters, including the inlet and outlet pipes, as shown in Supplementary Figure S1A. The total length of the stepped nozzle is L2; the length of the inlet section pipe is L1; the inlet diameter is D1; and the diameter of the nozzle outlet is D2. Supplementary Figure S1B shows the motion of the spinning solution in the stepped nozzle. Cross-section A1 to cross-section A2 is the stepped nozzle inlet area, and cross-section A2 to cross-section A3 is the stepped nozzle outlet area. The average velocity of the solution at cross-sections A1, A2, and A3 is V1, V2, and V3, respectively, during the fabrication of the fiber.
The motion of the spinning solution in the nozzle can be seen as a constant flow, and the outlet velocity can be obtained according to the continuity equation of the spinning solution in the nozzle (Lai et al., 2021):
[image: image]
The outlet velocity of the spinning solution in the stepped nozzle is related to the length of the inlet section, the inlet diameter, and the outlet diameter of the stepped nozzle.
The Conical-Straight Nozzle
The conical-straight nozzle structure consists of conical inlet and cylindrical outlet pipes, as shown in Supplementary Figure S2A. The total length of the conical-straight nozzle is L2; the length of the conical inlet area is L1; and the inlet area shrinkage angle is α. The nozzle inlet diameter is D1, and the outlet diameter is D2. The motion of the spinning solution in the conical-straight nozzle is shown in Supplementary Figure S2B. Cross-section A1 to cross-section A2 is the conical nozzle inlet area, and cross-section A2 to cross-section A3 is the conical nozzle outlet area.
Therefore, the average velocity of cross-section A3 of the conical-straight nozzle is obtained as follows (Lai et al., 2021):
[image: image]
The outlet velocity is related to the inlet length, inlet diameter, and the shrinkage angle of the conical-straight nozzle. The shrinkage angle of the conical-straight nozzle is determined by the nozzle inlet diameter, outlet diameter, and the length of the inlet area.
The Conical Nozzle
The conical nozzle structure is a conical pipe, as shown in Supplementary Figure S3A. The total length of the conical nozzle is L2, the nozzle inlet diameter is D1, the outlet diameter is D2, and the conical pipe shrinkage angle is α. The motion of the spinning solution in the conical nozzle is shown in Supplementary Figure S3B. Cross-section A1 is the conical nozzle inlet section, and cross-section face A2 is the conical nozzle outlet section. During high-speed centrifugal spinning, the inlet and outlet velocity of the spinning solution is V1 and V2 in the conical nozzle, respectively.
According to Eq. 8, the average velocity of the spinning solution at the conical nozzle outlet A2 surface is (Lai et al., 2021):
[image: image]
The outlet velocity of the spinning solution in the conical nozzle is related to the total length, the inlet diameter, and the shrinkage angle of the conical pipe.
The Curved-Tube Nozzle
The curved-tube nozzle structure is shown in Supplementary Figure S4A. The total length of the curved-tube nozzle is L2; the inlet diameter is D1; and the outlet diameter is D2. The shrinkage angle of the conical inlet pipe is α, and the length of this area is L1. The curvature radius of the nozzle outlet area is R, and the bent center corner is θ. Supplementary Figure S4B shows the motion of the spinning solution in the curved-tube nozzle. Cross-section A3 to cross-section A4 is the curved nozzle section. V3 is the average velocity of the spinning solution at cross-section A3 in the curved-tube nozzle. V4 is the average velocity of the spinning solution at the cross-section face A4 of the curved nozzle outlet.
Substituting Eq. 11 into Eq. 12, the average velocity of the spinning solution at the curved-tube nozzle outlet cross-section A4 is (Lai et al., 2021):
[image: image]
The outlet velocity of the spinning solution in the curved-tube nozzle is related to the inlet section length, inlet diameter, radius of the bending curvature, and shrinkage angle of the inlet area. The shrinkage angle of the curved-tube nozzle is determined by the nozzle inlet diameter, outlet diameter, and the length of the inlet area.
DIFFERENT HIGH-SPEED CENTRIFUGAL SPINNING NOZZLE ORTHOGONAL SIMULATION OPTIMIZATION
According to the aforementioned formula of the outlet velocity of the spinning solution in the centrifugal spinning, the relationship between the centrifugal spinning nozzle structural parameter and the solution outlet velocity was found. Therefore, in order to maximize the outlet velocity of the spinning solution, the nozzle structural parameters were optimized. The combination of numerical simulation and orthogonal tests was used for the nozzle structural parameter optimization. Various test schemes were obtained in this chapter through combining the structural parameters of the stepped nozzle, conical-straight nozzle, conical nozzle, and curved-tube nozzle by the orthogonal test design. Through numerical simulation of the flow field in each test scheme, the velocity distribution and turbulent kinetic energy of the spinning solution were analyzed, and the optimal nozzle structural parameters were obtained.
The Orthogonal and Simulation Optimization of the Stepped Nozzle
During high-speed centrifugal spinning, the spinning solution flows from the container to the nozzle outlet and is finally ejected. Thus, the spinning solution flow field model is composed of the solution container flow channel and the nozzle flow channel. The solution container and the spinning nozzle at both ends together form the centrifugal spinning spinneret, and the 3D structure of the stepped nozzle spinning spinneret is shown in Supplementary Figure S5A. The length of the solution container is 60 mm, and the diameter of the container pipe is the same as the nozzle inlet. The unstructured grids are used in dividing the channel model of the stepped nozzle, as shown in Supplementary Figure S5B. The maximum mesh size of the overall mesh is set to 0.1 mm to ensure the mesh division quality at the nozzle and the accuracy of the simulation results. The boundary layer grid structure of the stepped nozzle is a hexahedral grid, and the boundary layer is divided into three layers.
In order to obtain the optimal combination of the structural parameters of the stepped nozzle, orthogonal tests are required, and the exit velocity of the spinning solution in the stepped nozzle is used as an important indicator. The total length, the length of inlet section, inlet diameter, and outlet diameter of the stepped nozzle are selected as four factors of the orthogonal test, indicated by A, B, C, and D, respectively. Orthogonal numerical simulation tests were designed for four factors, each with three levels, and the orthogonal factor level table is shown in Table 1.
TABLE 1 | Factors and levels of the orthogonal test of the stepped nozzle.
[image: Table 1]Nine test schemes of different structural parameters were obtained, and numerical simulation of the flow field of the stepped nozzle spinneret in nine groups was carried out. The outlet velocity of the spinning solution at the stepped nozzle at 4000 rpm speed is shown in Table 2.
TABLE 2 | Results of the orthogonal test of the stepped nozzle.
[image: Table 2]The flow velocity cloud distribution of nine test schemes is shown in Supplementary Figure S6. The flow velocity increases as the spinning solution flows from the right inlet to the left outlet. Supplementary Figure S7 shows the cloud map of the flow velocity distribution of cross-section of the stepped nozzle outlet in nine test schemes. The high-speed area of the spinning solution flow velocity is concentrated on the left side of the nozzle outlet pipe wall in the nine test schemes, and the solution flow speed gradually decreases from the left wall of the nozzle outlet to the right.
Differential analysis is used to study the influence of the parameter combination on the outlet velocity, and the extreme differential analysis of the stepped nozzle outlet speed is shown in Supplementary Table S1, where Ki is the average of the solution outlet speed of a stepped nozzle at i level. The Ki value can judge the merits of this factor at i level; R is the difference between the maximum and the minimum of the three levels of a ladder nozzle factor Ki value; and the R value size can determine the impact of this factor on the solution outlet speed.
The extreme difference analysis result of the orthogonal test in Supplementary Table S1 shows that the main order of the influence on the solution outlet velocity is DCAB. The stepped nozzle outlet diameter has the greatest impact on the solution outlet velocity, followed by the inlet diameter, total nozzle length, and inlet section length, and the best combination is A2B2C3D1 which includes the solution outlet diameter being 20 mm, inlet length being 8 mm, inlet diameter being 14 mm, and outlet diameter being 0.6 mm.
The Orthogonal and Simulation Optimization of the Conical-Straight Nozzle
The 3D structure of the conical-straight nozzle is shown in Supplementary Figure S8A. The length of the solution container is 60 mm, and the diameter of the container pipe is consistent with the nozzle inlet section. The unstructured grid mesh model of the conical-straight nozzle is shown in Supplementary Figure S8B. The maximum mesh size of the overall mesh is set to 0.1 mm to ensure the mesh division quality at the nozzle and the accuracy of the simulation results. The boundary layer grid structure of the conical-straight nozzle is a hexahedral prismatic grid, and the boundary layer is divided into three layers.
In order to obtain the optimal structural parameters of the conical-straight nozzle, orthogonal tests are required, and the outlet velocity of the spinning solution in the conical-straight nozzle is used as an important indicator. The total nozzle length, inlet section length, inlet diameter, and outlet diameter of the nozzle are indicated by codes A, B, C, and D, respectively, each with three levels. The orthogonal factor level table is also shown in Table 1.
The orthogonal test scheme of nine groups of different parameters can be obtained. The numerical simulation results of the conical nozzle are shown in Table 3.
TABLE 3 | Results of the orthogonal test of the conical-straight nozzle.
[image: Table 3]Supplementary Figure S9 shows a cloud map of the solution flow velocity distribution in nine test schemes. During the spinning solution flowing from the conical inlet section to the nozzle outlet, the flow speed of the spinning solution gradually increases, reaching the maximum value at the conical nozzle outlet. Supplementary Figure S10 shows a cloud map of the solution flow velocity distribution at the outlet section of the conical nozzle in the nine test schemes.
The extreme difference analysis of the outlet speed of the spinning solution in nine groups of orthogonal test schemes is required to study the influence of various factors of the conical-straight nozzle on the outlet speed of the spinning solution and the best combination of factors, and the extreme difference analysis results are shown in Supplementary Table S2.
The results show that the influence on the outlet velocity of the spinning solution is DCAB. The nozzle outlet diameter has the greatest impact on the solution outlet speed, followed by the inlet diameter, the nozzle total length, and the inlet section length. The best test combination of the conical nozzle is A2B2C3D1, which includes the total length of the nozzle being 20 mm, inlet section length being 8 mm, inlet diameter being 14 mm, and outlet diameter being 0.6 mm, and they were indicated in Tables with bold style.
The Orthogonal and Simulation Optimization of the Conical Nozzle
The 3D structure and grid model of the conical nozzle are shown in Supplementary Figure S11. The unstructured tetrahedral mesh division with the maximum mesh size of the overall mesh set to 0.1 mm is needed. The boundary layer grid of the conical nozzle is hexahedral prismatic grid, and the boundary layer is divided into three layers.
The outlet velocity of the spinning solution in the conical nozzle is taken as the orthogonal test index, and the total nozzle length, the inlet diameter, and the outlet diameter are used as factors of the orthogonal test, respectively, represented by codes A, B, and C. Each factor has three levels, and the orthogonal factor level table is shown in Table 4. The orthogonal test scheme and numerical calculation results of the conical nozzle are shown in Table 5.
TABLE 4 | Factors and levels of the orthogonal test of the conical nozzle.
[image: Table 4]TABLE 5 | Results of the orthogonal test of the conical nozzle.
[image: Table 5]Supplementary Figure S12 shows a cloud map of the solution flow velocity distribution in the conical nozzle in the nine test schemes. The flow rate of the spinning solution flowing from the nozzle inlet to the nozzle outlet gradually increases, with the maximum speed at the nozzle outlet. Supplementary Figure S13 shows a cloud map of the solution flow velocity distribution at the outlet section of the conical nozzle. It can be seen that the flow velocity distribution at the outlet is uneven during the nozzle rotating at high speed.
The extreme differential analysis of the outlet speed of the spinning solution in nine orthogonal test schemes is required to study the influence of the factors of the conical nozzle on the outlet speed and the best combination of factors. The extreme differential analysis results are shown in Supplementary Table S3, and the results show that the order of the influence of the solution outlet velocity is CBA. The conical nozzle outlet diameter has the greatest impact on the solution outlet velocity, followed by the inlet diameter, and the inlet section length. The best structural parameters of the conical nozzle are A2B3C1, which includes the total length being 20 mm, nozzle inlet diameter being 14mm, and nozzle outlet diameter being 0.6 mm.
The Orthogonal and Simulation Optimization of the Curved-Tube Nozzle
The 3D structure of the curved-tube nozzle is shown in Supplementary Figure S14A. The length of the solution container is 60 mm, and the diameter of the container is consistent with the nozzle inlet. The curved-tube nozzle mesh model is shown in Supplementary Figure S14B. The unstructured grid division is adopted, and the grid structure is a tetrahedral mesh. The maximum mesh size of the overall grid is set to 0.1 mm. The boundary layer grid structure of the curved nozzle is a hexahedral prismatic grid, and the boundary layer is divided into three layers.
The total length of the curved-tube nozzle is 20 mm, and the length of the inlet section, inlet diameter, outlet diameter, bent radius of the curvature, and bent core angle are selected as five factors of orthogonal test design, represented by A, B, C, D, and E, respectively. Each factor has four levels, as shown in Table 6. Taking the outlet velocity of the spinning solution in the curved tube nozzle as the test index, the L16(45) orthogonal test design form is selected; 16 groups of test schemes were obtained; and numerical calculation results are shown in Table 7.
TABLE 6 | Factors and levels of the orthogonal test of the curved-tube nozzle.
[image: Table 6]TABLE 7 | Results of the orthogonal test of the curved-tube nozzle.
[image: Table 7]The flow velocity distribution of the curved-tube nozzle in combination of different structural parameters in the 16 sets of test schemes is shown in Supplementary Figure S15. The flow rate in the curved-tube nozzle is increasing from the right inlet to the left outlet.
The flow velocity distribution at the curved nozzle outlet in the 16 test schemes is shown in Supplementary Figure S16. The nozzle outlet section flow distributions of Test 1, Test 7, Test 8, Test 10, and Test 15 are even, and the flow velocity area of the spinning solution is close to the center of the nozzle outlet, indicating that the bending nozzle with a center angle of 30 and 45° is easy to form a stable spinning jet. According to Test 3, Test 4, Test 6, Test 6, Test 11, and Test 12, the high-speed area of the nozzle outlet flow velocity with a core angle of 60 and 75° tends to the nozzle outlet pipe wall, which causes the flow velocity distribution uneven and is difficult to sustain the stability of the spinning jet.
The extreme differential analysis of the outlet speed of the spinning solution in the 16 orthogonal test schemes is required to study the influence degree of the curve-tubed nozzle on the outlet speed of the spinning solution and the best combination of factors, and the extreme differential analysis results are shown in Supplementary Table S4.
The extreme differential analysis results of the orthogonal test of the curved nozzle show that the order of the test factors on the solution outlet velocity is CBAED. The outlet diameter of the curved nozzle has the greatest influence on the outlet speed of the spinning solution, followed by the inlet diameter, the length of the inlet section, the corner of the bent, and the radius of the curvature. The best combination of the curved nozzle is A4B4C1D3E2, which includes the total length being 20 mm, nozzle inlet section being 10mm, inlet diameter being 16 mm, outlet diameter being 0.6 mm, the radius of curvature of the bent being 7 mm, and bent core angle being 45°, and the spinning solution has the maximum outlet velocity in the curved nozzle.
In this part, according to the orthogonality, some representative points that had the characteristics of “evenly dispersed, neat, and comparable” were selected from the comprehensive test. By using the orthogonal test method, the time and cost of the test can be reasonably reduced, and the effectiveness of the test case is improved.
HIGH-SPEED CENTRIFUGAL SPINNING EXPERIMENT
High-Speed Centrifugal Spinning Equipment and Preparation of Spinning Solution
According to the optimization results of different centrifugal spinning nozzle, the optimal structural parameters of the stepped, conical-straight, conical, and curved-tube nozzles are obtained, as shown in Table 8, and the high-speed centrifugal spinning nozzles combining the optimal structural parameters are shown in Figure 5. All four nozzles were made of aluminum alloy with anti-oxidation and corrosion resistance and machined on the lathe.
TABLE 8 | Structural parameters of centrifugal spinning nozzles.
[image: Table 8][image: Figure 5]FIGURE 5 | High-speed centrifugal spinning nozzles. (A) Stepped nozzle. (B) Conical-straight nozzle. (C) Conical nozzle. (D) Curved-tube nozzle.
The high-speed centrifugal spinning device used in the experiment is independently developed and assembled, mainly composed of drive motor, drive mechanism, spinneret, and collection device, as shown in Figure 6A. The spinneret is composed of a solution container and two spinning nozzles, as shown in Figure 6B. Polyvinyl oxide (PEO) is a water-soluble, crystalline, and thermoplastic polymer which is completely soluble in water and non-toxic and non-stimulating and has less environmental pollution. The PEO aqueous solution has high viscosity and good spinnability at the low concentration, thus becoming a common spinning material for high-speed centrifugal spinning. The high-speed centrifugal spinning experiment prepares nanofiber with PEO solution, with full stirring through a magnetic stirrer at normal temperature and normal pressure, with an average stirring time of 6 h, and the stirring time is slightly extended with the increase of PEO solution concentration.
[image: Figure 6]FIGURE 6 | High-speed centrifugal spinning device and spinneret. (A) High-speed centrifugal spinning device; (B) centrifugal spinning spinneret.
This article conducts the high-speed centrifugal spinning experiment with stepped, conical-straight, conical, and curved-tube nozzles and compares the morphology and diameter distribution of fibers fabricated by different nozzles under scanning electron microscope (SEM) to determine the optimal nozzle structure.
The Comparison of Fiber Preparation at Different Spinning Solution Concentration
The high-speed centrifugal spinning experiment was conducted at 4000 rpm with different PEO solution concentration, and the morphology and quality of the nanofibers prepared from the four centrifugal spinning nozzles were observed and compared. Due to the low concentration of the PEO spinning solution, the viscosity force between the solutions cannot guarantee the stability of the spinning jet in the air, when the concentration of the PEO solution is 2wt%. Therefore, all the stepped, conical-straight, conical, and curved nozzles could not produce polymer fibers.
When high-speed centrifugal spinning is performed using a PEO solution of 4wt% concentration, all the four centrifugal spinning nozzles began to produce fiber filaments. The scanning electron microscope (SEM) images of PEO nanofibers prepared with different centrifugal spinning nozzles are shown in Figure 7. Fiber masses formed by fiber tangles appeared in the polymer fibers prepared from the stepped nozzle; spherical fibers appeared in the polymer fibers prepared from conical- straight and conical nozzles; the polymer fibers prepared by the curved nozzle showed a tangled fiber mass. The diameter of these clumps and spherical fibers is much larger than the diameter of single fibers, resulting in an uneven distribution of polymer fiber diameter, reducing the production quality and application functionality of nanofibers.
[image: Figure 7]FIGURE 7 | SEM diagram of nanofibers fabricated by different nozzles with a concentration of 4wt.%. (A) Stepped nozzle. (B) Conical-straight nozzle. (C) Conical nozzle. (D) Curved-tube nozzle.
When high-speed centrifugal spinning was performed with a PEO solution of 6wt%, the nanofibers prepared from the stepped, straight, conical, and curved nozzle are shown in Figure 8. The morphological quality of nanofibers prepared from four centrifugal spinning nozzles improved, without spherical or mass fiber production. The polymer fiber diameter prepared from the ladder nozzle is evenly distributed with single fiber bifurcation. The nanofibers prepared by conical nozzles have a rough appearance and show a little granular impurity on the fiber surface. The nanofibers prepared by the conical-straight nozzle and the curved-tube nozzle have better morphological quality and better smooth fiber appearance.
[image: Figure 8]FIGURE 8 | SEM diagram of nanofibers fabricated by different nozzles with a concentration of 6wt.%. (A) Stepped nozzle; (B) conical-straight nozzle; (C) conical nozzle; (D) curved-tube nozzle.
The Comparison of Fibers Prepared at Different Motor Speeds
With other centrifugal spinning experiment parameters unchanged, the motor speed was changed to perform high-speed centrifugal spinning with different centrifugal spinning nozzles to compare the average diameter of nanofibers prepared from different nozzles. Figure 9 shows the average diameter of nanofibers prepared from a stepped, straight, conical, and curved nozzle at different motor speeds.
[image: Figure 9]FIGURE 9 | Average diameter of nanofibers fabricated at different rotating speeds.
The average diameter of nanofibers prepared by the centrifugal spinning nozzle decreases with the motor speed. The average diameter of nanofibers prepared by the conical nozzle is much greater than that prepared by stepped, conical-straight, and curved-tube nozzles at different motor speeds. The average diameter of the conical and curved nozzle is not much different. The results show that the nanofiber diameter prepared by the conical-straight nozzle and the curved-tube nozzle is better than that prepared by the stepped nozzle and the conical nozzle.
The Comparison of Fiber at Different Outlet Diameters
Keeping the other parameters constant and changing the outlet diameter of the nozzle, the average diameter of the nanofibers prepared by different centrifugal spinning nozzles is compared. This experiment performed PEO nanofiber preparation with a spinning solution of 6wt% at 4000 rpm, with the average diameter of the stepped, conical, conical-straight, and curved nozzles at different outlet diameters as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Average diameter of nanofibers fabricated by different outlet diameter of nozzles.
The results show that the smaller the nozzle outlet diameter is, the smaller the average diameter of the prepared nanofibers is. Under the same outlet diameter conditions, the average of the nanofibers prepared by the conical-straight nozzle had the smallest diameter among the other three nozzles.
CONCLUSION
This article proposed four different nozzle structures based on the principle of high-speed centrifugal spinning. The relationships between structural parameters of the centrifugal spinning nozzle and the outlet velocity of the spinning solution were obtained through deriving the formula of the outlet velocity. The four centrifugal spinning nozzle structural parameters were optimized using numerical simulation and orthogonal test, and the results are as follows:
(1) The optimal structural parameter combination of the stepped nozzle is: the total length of the nozzle is 20 mm; the inlet section length is 8 mm; the inlet diameter is 14 mm, and the outlet diameter is 0.6 mm.
(2) The optimal structural parameters of the conical-straight nozzle are: the total length of the nozzle is 20 mm; the inlet section length is 8 mm; the inlet diameter is 14 mm, and the outlet diameter is 0.6 mm.
(3) The optimal structural parameters of the conical nozzle are: the total length of the nozzle is 20 mm; the nozzle inlet diameter is 14 mm, and the nozzle outlet diameter is 0.6 mm.
(4) The optimal structural parameters of the curved-tube nozzle are the total nozzle length is 20 mm, inlet section length is 10 mm, inlet diameter is 16 mm, outlet diameter is 0.6 mm, curvature radius of is 7 mm, and bent center angle is 45°.
Finally, the high-speed centrifugal spinning experiment was carried out with four optimized nozzles, and the morphology and diameter distribution of nanofibers were compared. The results showed that the conical-straight nozzle and curved-tube nozzle performed well. The fiber surface was smooth with fewer spherical and mass fibers in the morphological quality of nanofibers. The diameter of fibers prepared by the conical-straight nozzle was minimal, followed by curved-tube nozzles, stepped nozzles, and conical nozzles in the diameter distribution of nanofibers. Therefore, the conical-straight and curved-tube nozzles can be studied further in future research studies.
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The development of object detection technology makes it possible for robots to interact with people and the environment, but the changeable application scenarios make the detection accuracy of small and medium objects in the practical application of object detection technology low. In this paper, based on multi-scale feature fusion of indoor small target detection method, using the device to collect different indoor images with angle, light, and shade conditions, and use the image enhancement technology to set up and amplify a date set, with indoor scenarios and the SSD algorithm in target detection layer and its adjacent features fusion. The Faster R-CNN, YOLOv5, SSD, and SSD target detection models based on multi-scale feature fusion were trained on an indoor scene data set based on transfer learning. The experimental results show that multi-scale feature fusion can improve the detection accuracy of all kinds of objects, especially for objects with a relatively small scale. In addition, although the detection speed of the improved SSD algorithm decreases, it is faster than the Faster R-CNN, which better achieves the balance between target detection accuracy and speed.

Keywords: indoor scene, small target detection, convolutional neural network, multi-scale feature fusion, SSD


INTRODUCTION

With the development of the economy and technology, robots have become an integral piece of industrial equipment integrating machinery, control, and computer, and the level of their development has become another important standard to measure the scientific and technological level of countries (Jiang et al., 2019c, 2021b; Li et al., 2019a; Liu et al., 2021d). People's functional requirements for robots are not limited to one aspect or mechanization, such as programmatic operation, narrow human-machine interaction, etc., but instead robots are expected to realize intelligent operations according to the perception of the surrounding environment or the understanding of human voice and action instructions, that is, to realize intelligent interaction between machines and people and the environment (Huang et al., 2017; Li et al., 2019c, 2020; Portugal et al., 2019; Ma et al., 2020; Sun et al., 2020b, 2021). The emergence of computer vision makes it possible for robots to interact with the environment and people by understanding images like human beings (Jiang et al., 2019b; Chen et al., 2021a; Cheng et al., 2021). Target detection based on image recognition further determine the image of the object position, get the semantic information more comprehensively, and can define object category, location, the relationship between the various objects and images of the sensors and actuators, and scene semantic expression, to achieve an understanding of the scene (Brunetti et al., 2018; Tsai et al., 2018; Chen et al., 2022). This paper proposed an indoor small target detection method based on multi-scale feature fusion to improve the detection accuracy and detection speed of objects with different scales. In this paper, multi-scale features of SSD are studied, and multi-level features of SSD are not fully utilized, as SSD only uses a single-scale feature map to detect targets, which is not suitable for the actual multi-scale target application scenarios. The adjacent features of the fusion target detection layer are used to improve the network detection performance, and the multi-scale feature fusion structure is analyzed and designed. Finally, layer by layer features of SSD target detection layer are fused to obtain the optimal multi-scale feature fusion SSD target detection model.

The key contributions of this work are:

(1) A literature survey about various existing target detection algorithm and an analysis of their advantages and disadvantages.

(2) An indoor small target detection method based on multi-scale feature fusion is proposed, and the target detection layer and its adjacent feature layer are fused in the SSD algorithm.

(3) Kinect is used to collect indoor color images under different angles, illumination, and occlusion, and image enhancement technology is used to amplify the data set to establish the data set under indoor scenes.

(4) The performance of the proposed algorithm is analyzed and compared with other classical algorithms.

The rest of this paper is organized as follows: Section Related Work discusses related work, followed by target detection method based on multi-scale feature fusion in Section Multi-Scale Feature Fusion Convolutional Neural Network for Target Detection. Section Data Set Establishment and Experiment Based on Indoor Environment discusses the experiments and analyzes the results, and Section Conclusion concludes the paper with a summary and future research directions.



RELATED WORK

The task of target detection is to classify objects in an image and further determine their position in the image (Huang et al., 2019; Jiang et al., 2019a; Cheng et al., 2020; Liao et al., 2021; Hao et al., 2022). For the recognition task, the network needs to extract deeper semantic features, that is, the essence of the target features, so as to distinguish between the target objects and improve the accuracy of recognition. For positioning tasks, location information needs to be saved as much as possible to make the detection frame closer to the actual position of the target object in the image (Wang W. et al., 2017; Li et al., 2019b; Weng et al., 2021; Bai et al., 2022; Liu et al., 2022b; Tao et al., 2022b). The traditional target detection process proceeds as follows. Firstly, multiple image regions with possible target objects are selected by sliding windows of different sizes; then, feature extraction methods such as SIFT (Scale-invariant Feature Transform) (Raveendra and Vinothkanna, 2019) and HOG (Histogram of Oriented Gradient) (Zhou et al., 2018; Bilal and Hanif, 2019) transform the information contained in the region into feature vectors and then classify them. Support Vector Machine (SVM) (Seifi and Ghassemian, 2017; Xiang et al., 2017) classifier is commonly used. Viola and Jones (2004) discuss all possible positions of face features on the image through a sliding window and trained a detector that could detect faces of two people, completing real-time facial detection for the first time. However, the amount of calculation of the detector is too large and far exceeded the computing capacity at that time. DPM (Deformable Parts Model) is proposed; this model decomposes the target object into various parts for training, and merges the prediction results of all parts during prediction to complete the detection of the target object (Felzenszwalb et al., 2010). However, since the traditional target algorithm extracts the candidate region information and manually designs the features, the application range has great limitations (Lu et al., 2020). For example, the Haar feature is suitable for face detection, and the detector trained by this feature cannot detect other types of targets. In addition, the traditional target detection algorithm generates multiple candidate regions through traversal, which costs a lot of time. In addition, the traditional target detection algorithm classification training detector may produce the problem of feature vector “dimension disaster” (Zhao et al., 2019; Liao et al., 2020; Hao et al., 2021; Tao et al., 2022a; Zhang et al., 2022).

Hinton proposed deep learning to obtain the most representative features of images by learning network parameters. Ross et al. used Convolutional Neural Networks (CNN) to design the R-CNN object detection model, Selective Search (SS) is used to generate high-quality candidate regions on the image, AlexNet network is used to extract feature information, and SVM is used to obtain the target category and calibrate the detection box (Sharma and Thakur, 2017; Li et al., 2018). R-CNN uses depth for target detection for the first time, but the scaling of the candidate region has certain limitations on detection accuracy, and the training of this algorithm is also complicated. He et al. (2015) proposed SPP-NET, which can transform feature information of candidate regions of any size into feature vector of a fixed length. Felzenszwalb et al. (2010) uses ROI pooling (Region of Interest pooling) to fix the feature length of candidate areas and uses multi-task loss function for training. The algorithm of fast R-CNN greatly shortens the training and detection time of target detection algorithm. Faster R-CNN (Ren et al., 2015; Liu et al., 2021b) uses a network to generate candidate regions and shared weights, which enhances detection accuracy and speed. For the purpose of real-time detection, algorithms based on regression YOLO and SSD (Single Shot MultiBox Detector) have appeared successively (Li et al., 2017; Sun et al., 2020a; Liu et al., 2022c). The integrated convolutional neural network is used to complete target detection, thus improving the detection efficiency of the algorithm (Hu et al., 2019; Duan et al., 2021; Huang et al., 2021; Liu et al., 2021a). However, both SSD and YOLO only use the characteristic information of a single scale to predict, and the detection accuracy of multi-scale targets and small objects is low (Tian et al., 2020; Liu et al., 2021c, 2022a; Xiao et al., 2021). In order to improve the detection performance of small targets in various complex scenarios, researchers have carried out a series of studies, including feature fusion, context utilization, and adversarial learning. Xiang et al. (2017) proposed an inside-outside Network (ION) method. This method firstly cuts out candidate region features from different layers of the convolutional neural network, then normalizes feature regions of different scales by Region of Interest Pooling (RoI), and finally integrates these multi-scale features to improve regional feature expression ability. Multiple studies also attempt to integrate the context around the target into a deep neural network (Zeng et al., 2017). Furthermore, Wang et al. proposed an improved detection model based on Fast R-CNN for small target occlusion and deformation (Wang X. et al., 2017), which was trained from generated adversarial samples. In order to enhance the robustness to occlusion and deformation, a network which automatically generates occlusion and deformation features is introduced into the model (Yu et al., 2019, 2020; Zhao et al., 2021; Sun et al., 2022; Wu et al., 2022). The detection model can receive more adversarial samples through occlusion and deformation processing of regional features, so that the trained model has stronger capability.

But as a result of application scenarios and changes, such as light, the change of perspective will keep out problems such as objects have different scales will lead to target detection technology in the practical application under the effect not beautiful, intelligent service robot human-computer interaction exists degree is not high, difficult to meet the personalized requirements of users, problem, therefore, service-oriented robot application scenarios. How to improve the accuracy and real-time of object detection in complex environment is still challenging.



MULTI-SCALE FEATURE FUSION CONVOLUTIONAL NEURAL NETWORK FOR TARGET DETECTION


SSD

SSD algorithm is a single-stage target detection method, which can complete target identification and location tasks in one step and has a fast detection speed (Luo et al., 2020; Sun et al., 2020c; Yang et al., 2021). In addition, SSD network combines YOLO's regression idea and FtP-RCNN's anchor boxes mechanism to predict multi-scale target objects by using prior boxes of different numbers and sizes on feature maps of different scales. Prior box is an anchor frame that traverses feature maps with sliding windows of different sizes and generates different lengths, widths, and aspect ratios. Figure 1 shows the SSD network model (Sun et al., 2020c).


[image: Figure 1]
FIGURE 1. SSD network structure.


SSD network adopts VGG16 as the main dry network (Tan et al., 2020; Yun et al., 2022), and converts full-connection layer FC6 and FC7 of VGG16 into a convolution layer Conv6 of 3 ×3 and convolution layer Conv7 of 1 ×1 respectively. Meanwhile, pool5 is changed from 2 ×2 of original stride=2 to 3 ×3 of stride = 1. The corresponding Conv6 uses extended convolution or Dilation Conv to enlarge the field of convolution. At the same time, SSD network adopts Convolution of Stride =2 to reduce the size of the feature graph, thus obtaining the feature graph of different sizes Conv4_3, Conv7, Conv8_2, Conv9_2, Conv10_2, and Conv11_2, and the detection result is obtained by convolution of the feature graph of each layer. The detection results include category confidence and bounding box position. SSD network adopts anchor mechanism, and the prediction box is obtained by non-maximum suppression method on the basis of the prior box. The so-called non-maximum suppression is to sort the confidence score of the target category, select the prior box with the highest confidence, calculate the union ratio between the boundary box with the highest confidence and other candidate boxes, delete the prior box with the union ratio greater than the threshold value, and then delete the redundant prior box to generate the final prediction box. The setting of prior box includes two aspects: size and aspect ratio. As for the size of prior box, as the feature graph decreases, its receptive field increases, and the size of the corresponding prior box increases linearly, as shown in the formula below.

[image: image]

In which, Sk represents prior box size relative to the proportion of the input image, and Smax and Smin represent the maximum value 0.9 and the minimum value 0.2 of the proportion; m is the number of feature graphs, with a value of 5, because the prior box size of Conv4_3 layer was set as D separately. The following feature graphs were linearly increased according to the above formula, but the scale was expanded 100 times first, and the growth step was as follows:

[image: image]

In this way, the Sk of each feature graph is 20, 37, 54, 71, 88, and 105, respectively. These ratios are divided by 100 and then multiplied by the image size to get the size of each feature graph as 30, 60, 111, 162, 213, 264, and 315. Thus, the minimum size and maximum size of the prior box generated by each feature layer are shown in Table 1.


Table 1. Prior box size of each feature layer.

[image: Table 1]

Length to width ratio is generally selected as ar∈{1, 2, 3, 1/2, 1/3}. After the aspect ratio is determined, the width and height of the prior box are calculated according to the following formula, which is the actual size of the prior box:

[image: image]

By default, each feature graph will have an a priori box of size Sa and ar = 1. In addition, an a priori box with scale [image: image] will be set, and ar = 1. Therefore, each feature graph is set with two square a priori boxes of different sizes. The center point of the priori box of each cell is distributed in the center of each cell, that is, the coordinate is (i+0.5/|fk|, j+0.5/|fk|), i, j∈[0, |fk|], where |fk| is the size of the feature graph.

After obtaining the a priori box, you need to determine which a priori box matches the real target, that is, the boundary frame corresponding to the a priori box matching the real target will be responsible for predicting it. There are two main matching principles between the a priori box of SSD and the real target: (1) for each target in the picture, find the a priori box with the largest intersection ratio, and the a priori box will match it. An a priori box that matches the target is usually called a positive sample. On the contrary, if an a priori box does not match any target, the a priori box is a negative sample. There are a few targets in a picture relative to the background, so the generated a priori box is prone to imbalance between positive and negative samples; and (2) on the basis of principle (1), for the remaining unmatched a priori box, if the intersection and union ratio of a real target is greater than a certain threshold (generally 0.5), the a priori box is also matched with the real target, that is, a target can have multiple a priori boxes, and each a priori box can only match one target. If the intersection and union ratio of multiple targets with an a priori box is greater than the threshold, the a priori box can only match the target with the largest intersection and union ratio. In addition, in order to reduce the impact of the imbalance of positive and negative samples, SSD network samples the negative samples according to the confidence, and selects the Top-k with large error as the training negative sample to ensure that the proportion of positive and negative samples is close to 1:3.

The loss function of SSD network is defined as the weighted sum of position error and confidence error.

[image: image]

In which,

[image: image]

N is the number of positive samples in the a priori box, c is the predicted value of category confidence, l is the position prediction value of the corresponding boundary box of the a priori box, g is the position parameter of the real target, and [image: image] is the encoding of the real box; the weight coefficient α is set to 1 through cross validation; [image: image] is an indication parameter. When [image: image], it means that the a priori box i matches the target j; p is the category of the target. For the confidence error, it adopts the Softmax loss function, which is defined as follows:

[image: image]

An SSD network figure design according to the characteristics of the different sizes and using the different scales of maps to improve the accuracy of the single-phase target detection algorithm, will realize the balance between speed and accuracy (Huang et al., 2021; Jiang et al., 2021a). But it only uses a single measure of the characteristics of the figure of target detection. This means detection of target scale has certain limitations; without considering the complementarity and relevance of multi-scale features, it is easy to have problems of inaccurate positioning and high classification error rate, and the insufficient feature semantic information used to detect small targets is easy to lead to small target shoulder (He et al., 2019; Chen et al., 2021b; Xu et al., 2022). Therefore, the detection accuracy of this algorithm still has room for improvement.



SSD Target Detection Algorithm Based on Multi-Scale Feature Fusion

In order to improve the detection accuracy of SSD target detection algorithm in actual complex scenes and promote the application of target detection technology in service robots, a multi-scale feature fusion algorithm was proposed in this paper. The features of prediction layer and adjacent layer were fused for detection. For Conv7, in order to make full use of low-level location information, it was fused with Conv4_3 feature map. The improved SSD network not only makes full use of multi-scale features, but also enhances the complementarity of high- and low-level features, improves the detection performance of SSD network for multi-scale targets, and improves the practicality of the model in complex scenarios. The SSD network structure based on multi-scale feature fusion is shown in Figure 2.


[image: Figure 2]
FIGURE 2. SSD network structure based on multi-scale feature fusion.


In order to ensure the invariable size of the feature map of the target prediction layer and prevent the problems of large spatial resolution of the feature after fusion, large difference in information distribution from the high-level feature map, and difficulty in learning the network in the later stage, the target prediction layer is taken as the benchmark and the features of its adjacent layers, namely features of different scales, are detected after fusion. The feature maps lower than the prediction layer are down-sampled, while the adjacent higher-level features are up-sampled. Through the effective fusion of multi-level and multi-scale target feature information, the feature layer used for prediction can make full use of multi-scale and multi-level target features, improve the detection ability of multi-scale targets, and improve the overall detection performance.

Feature extraction and fusion methods have a great influence on the prediction of late-stage features. In order to make full use of multi-scale features at all levels and reduce the influence of network improvement on late-stage data processing, the extraction and fusion methods of multi-scale features at all levels are designed in this section. It is necessary to ensure the consistency of resolution of feature maps before integrating features of different scales. Taking Conv4_3 as an example, the processing method of Conv3_3 and Conv5_3 adjacent features is further explained. Among them, the features that are lower than the target detection layer are called low-level features, and the features that are lower than the target detection layer are called high-level features.

The commonly used down-sampling methods include maximum pooling and average pooling. Maximum pooling slides on the feature graph in the form of a window and selects the maximum value of the window area on the feature graph as the output eigenvalue, while average pooling takes the mean value as the output. As shown in Figure 3, the inputs of convolution check are averaged and maximized respectively to obtain corresponding outputs. Compared with average pooling, the overall characteristics of data can be better preserved, while maximum pooling can preserve texture information better. Therefore, maximum pooling was selected to down sample Conv3_3. However, the direct maximum pooling of Conv3_3 would lead to the loss of partial position and detail features of Conv3_3, so the feature extraction of Conv3_3 was carried out by 3 ×3 convolution first, and then the maximum pooling was carried out.


[image: Figure 3]
FIGURE 3. Average pooling and maximum pooling.


Common up-sampling methods are bilinear interpolation and transpose convolution, also known as deconvolution. Deconvolution is shown in Figure 4, for the input of2 ×2, the convolution kernel of 3 ×3 is adopted with step stride = 1, and the input boundary is filled with padding = 2. The green output corresponding to the next line 5 ×5 is obtained by traversing the filled feature graph. Compared with bilinear interpolation, deconvolution up-sampling is more flexible and can extract features effectively. Therefore, deconvolution is used to up-sample high-level features in this paper, and high-level features are normalized before fusion, making the network easier to train and alleviating the gradient dispersion problem of deep network to a certain extent.


[image: Figure 4]
FIGURE 4. Deconvolution up-sampling.


The commonly used feature fusion methods include cascade and element-by-element addition. Figure 5 shows two different feature fusion methods, in which addition means directly adding the pixel values corresponding to the features of each layer. The dimensions of the features before fusion are consistent, while the dimensions of the features after fusion remain unchanged. Cascade does not require the dimension of features before fusion, but requires the same dimension of features, and features after cascade need to adjust the dimension of features by using convolution.


[image: Figure 5]
FIGURE 5. Different methods of feature fusion. (A) Element-by-element addition, (B) cascade.


For feature fusion method, considering the target detection layer dominated, and other characteristics of the layer, and adopting the way of cascade fusion features easy to the expansion of the dimension problem, therefore, this article adopts the method of pixel addition to multi-scale feature fusion, and the characteristics of the fused 3x3 convolution to reduce feature fusion after stack effect. The difference of feature distribution among feature maps at all levels is eliminated and the information of feature maps at all levels are fused. Thus, the multi-scale feature fusion module is obtained as shown in Figure 6, and the same fusion structure is adopted for the multi-scale feature fusion of other target detection layers.


[image: Figure 6]
FIGURE 6. Multi-scale feature fusion structure.





DATA SET ESTABLISHMENT AND EXPERIMENT BASED ON INDOOR ENVIRONMENT


Establishment of Indoor Scene Data set

Common objects in daily life are used as detection targets, including toys, chairs, stools, cabinets, glasses, cases, and cups. In the process of image collection, 1064 studio interior scene color images of different backgrounds, different light intensities, and different angles were collected considering the complex scene background, occlusion between the target objects, lighting, and angle changes. At the same time, the deformation of toy, vacuum cup, glasses case, and the shape similarity of chair and stool were considered to improve the robustness of the target detection model, as shown in Figure 7. The collected pictures are named with four Arabic numerals in a one-to-one correspondence.


[image: Figure 7]
FIGURE 7. Color images from different angles, backgrounds, and illumination.


In deep learning, in order to obtain a better model, a large amount of data is needed to fully extract and learn the feature information of the target to achieve better detection accuracy and robustness. When the amount of data is too small, the network model learning is insufficient and difficult to converge, or the network is too dependent on the existing data and lacks flexibility. In addition, for a target detection task, in order to prevent the model from having a good detection effect on some objects but a poor detection effect on other objects, the model needs a good generalization. The model is also required to be fully learned for each category of objects, so the number of samples for each category should be as balanced as possible. Data enhancement technique for this block provides a solution; the diversity of the data generation of data to enhance the use of the existing value of the data, for example, random adjustment of chromaticity in a deep learning neural network will not only be based on the color information of object recognition, but will learn the typical semantic information of target objects.

Although the color images collected in the complex indoor scene in this paper have considered multiple situations of target detection in the application of indoor service robots as much as possible, due to the limited site and resources, the data still cannot meet the diverse needs of practical application. Therefore, in order to increase the robustness of the model and improve the ability of the model to resist noise interference, random image processing is carried out on the collected image data in this paper to enrich the samples and improve the detection performance and generalization of the trained model. Under the condition that other conditions remain unchanged, the following operations are carried out on the collected images to expand the data set to 4256, so as to realize the creation of the target detection data set of complex indoor scenes. The indoor scene image data set constructed from this is shown in Figure 8.


[image: Figure 8]
FIGURE 8. Partial images of target detection dataset in a complex indoor scene.


LabelImg software was used to manually mark the categories and corresponding positions of the target objects contained in the image. Before annotating data, you need to pre-define its category for later annotation. The category information in this paper includes toy, chair, stool, cabinet, glasses case, cup, and others in the background. First, double-click to open the labelImg. Extract the file and set the file path read and store it in the upper left corner. The path cannot contain Chinese characters. Mark the position of each target object according to the standard of minimum enveloping rectangular box and select the corresponding category, thus completing the target detection labeling of image data, as shown in Figure 9.


[image: Figure 9]
FIGURE 9. LabelImg annotation interface.




Experiment and Analysis

In order to select the detection model with the best application effect in the actual indoor scene, this paper uses the constructed indoor scene data set to conduct experiments on the Faster R-CNN, YOLOv5, SSD, and SSD algorithm based on multi-scale feature fusion, and compares the detection performance of each network. The parameter configuration of the experimental environment is shown in Table 2.


Table 2. Related parameters of experimental environment.

[image: Table 2]

Firstly, feature fusion is performed layer by layer for SSD target detection layer to obtain the optimal SSD target detection model based on multi-scale feature fusion. In the training process, the pre-training file of the model on PASCAL VOC data set was used to initialize the weights, and the weight training and detection network of the trunk network was frozen, and then the weight of the trunk network was unfrozen to train the model, that is, the idea of transfer learning was used to accelerate the model training speed. The average accuracy and overall accuracy of each item detected by layer feature fusion are shown in Table 3.


Table 3. Comparison of detection performance of feature fusion networks at different target detection layers.

[image: Table 3]

As shown in Table 3, the overall detection accuracy of the SSD algorithm is 87.13%, and the detection effect is poor for the relatively small size of the eyeglass case, thus reducing the effect of the whole detector. However, it is inevitable that the target scale varies in the actual application scenarios, so the detection effect of each scale target needs to be improved. According to the comparison of detection accuracy before and after multi-scale feature fusion in Table 3, multi-scale feature fusion of different target detection layers can improve the detection effect of small objects, and compared with the other two fusion methods, the fusion Conv3_3, Conv4_3, and Conv5_3 has better detection effect on multi-scale targets. Feature fusion is performed on all target detection layers, and the detection accuracy of SSD network is greatly improved. MAP can reach 96.90%, which verifies the effectiveness of multi-scale feature fusion method.

In the indoor scenario data set, we train Faster R-CNN, YOLOv5, SSD, and SSD network based on multi-scale feature fusion using transfer learning idea. The training process of SSD network based on multi-scale feature fusion is shown in Figure 10. During the training, the weight freezing was first iterated 80 times, but the loss of the detection model tended to converge after about 45 times. Then the weight unfreezing was used to train the whole network, and the model training was completed after more than 120 iterations.


[image: Figure 10]
FIGURE 10. SSD network training based on multi-scale feature fusion. (A) Loss of training set, (B) loss of verification set.


Table 4 shows the performance test results of each algorithm on the indoor scene data set. As can be seen from the table, in terms of detection accuracy, Faster R-CNN is the best, followed by SSD algorithm, and YOLOv5 is the worst but the fastest. The accuracy of SSD algorithm based on multi-scale feature fusion is greatly improved compared with SSD, but the detection speed is decreased, but it is still higher than Faster R-CNN.


Table 4. Test results of different network models on data sets.

[image: Table 4]

The detection accuracy of several algorithms for various objects is shown in Figure 11. When the confidence threshold is 0.5, the detection effect of several algorithms under the same image is shown in Figure 12. It can be seen from the figure that Faster R-CNN has a good detection effect on all targets, while YOLOv5 has misjudgment on cups and cabinets with similar backgrounds due to the lack of detailed information in multiple convolutions, and the detection frames of all objects are inaccurate. And SSD based on multi-scale feature fusion is the SSD, to the detection effect of the target objects are promoted, which for the ascension of glasses box, cup, and toy effect is more apparent, and verify the SSD based on multi-scale feature fusion algorithm for multiscale target for testing the effectiveness of conforming to the requirements of the indoor service robot application.


[image: Figure 11]
FIGURE 11. Detection of each algorithm corresponding to different classes in the indoor scene. (A) Faster R-CNN. (B) YOLO v5. (C) SSD. (D) SSD network with multi-scale feature fusion.



[image: Figure 12]
FIGURE 12. Comparison of detection effects of various networks. (A) Faster R-CNN. (B)YOLO v5. (C) SSD. (D) SSD network with multi-scale feature fusion.





CONCLUSION

In order to solve the problem of low detection accuracy and poor effect of small target detection technology, this paper proposes a service robot target detection method based on multi-scale feature fusion. The SSD algorithm with fast detection speed is improved, and the features of its target detection layer are fused with adjacent features for detection. Full use of the complementarity between different levels of features and the correlation between multi-scale features is made. The feature fusion of the target detection layer by layer was carried out in the self-built indoor scene target detection data set using the transfer learning idea, and the comparison experiment was conducted with Faster R-CNN, YOLOv5, and SSD. Experimental results show that the fusion of multi-scale features greatly improves the detection accuracy of SSD algorithm, and the improvement effect is more obvious for small scale objects. In addition, compared with the YOLO algorithm, the improved SSD algorithm has a higher detection accuracy, while compared with the Faster R-CNN, the improved SSD algorithm has a faster detection speed. The SSD algorithm based on multi-scale feature fusion achieves a better balance between target detection accuracy and detection speed. In this paper, the method of multi-scale feature fusion is used to enhance the semantic feature expression of multi-scale targets and small objects. In the subsequent research on target detection, attention mechanism can be introduced to improve the network to promote the effective learning of features by the model and improve the detection performance of the algorithm.
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The analysis of robot inverse kinematic solutions is the basis of robot control and path planning, and is of great importance for research. Due to the limitations of the analytical and geometric methods, intelligent algorithms are more advantageous because they can obtain approximate solutions directly from the robot’s positive kinematic equations, saving a large number of computational steps. Particle Swarm Algorithm (PSO), as one of the intelligent algorithms, is widely used due to its simple principle and excellent performance. In this paper, we propose an improved particle swarm algorithm for robot inverse kinematics solving. Since the setting of weights affects the global and local search ability of the algorithm, this paper proposes an adaptive weight adjustment strategy for improving the search ability. Considering the running time of the algorithm, this paper proposes a condition setting based on the limit joints, and introduces the position coefficient k in the velocity factor. Meanwhile, an exponential product form modeling method (POE) based on spinor theory is chosen. Compared with the traditional DH modeling method, the spinor approach describes the motion of a rigid body as a whole and avoids the singularities that arise when described by a local coordinate system. In order to illustrate the advantages of the algorithm in terms of accuracy, time, convergence and adaptability, three experiments were conducted with a general six-degree-of-freedom industrial robotic arm, a PUMA560 robotic arm and a seven-degree-of-freedom robotic arm as the research objects. In all three experiments, the parameters of the robot arm, the range of joint angles, and the initial attitude and position of the end-effector of the robot arm are given, and the attitude and position of the impact point of the end-effector are set to verify whether the joint angles found by the algorithm can reach the specified positions. In Experiments 2 and 3, the algorithm proposed in this paper is compared with the traditional particle swarm algorithm (PSO) and quantum particle swarm algorithm (QPSO) in terms of position and direction solving accuracy, operation time, and algorithm convergence. The results show that compared with the other two algorithms, the algorithm proposed in this paper can ensure higher position accuracy and orientation accuracy of the robotic arm end-effector. the position error of the algorithm proposed in this paper is 0 and the maximum orientation error is 1.29 × 10–8. while the minimum position error of the other two algorithms is −1.64 × 10–5 and the minimum orientation error is −4.03 × 10–6. In terms of operation time, the proposed algorithm in this paper has shorter operation time compared with the other two algorithms. In the last two experiments, the computing time of the proposed algorithm is 0.31851 and 0.30004s respectively, while the shortest computing time of the other two algorithms is 0.33359 and 0.30521s respectively. In terms of algorithm convergence, the proposed algorithm can achieve faster and more stable convergence than the other two algorithms. After changing the experimental subjects, the proposed algorithm still maintains its advantages in terms of accuracy, time and convergence, which indicates that the proposed algorithm is more applicable and has certain potential in solving the multi-arm inverse kinematics solution. This paper provides a new way of thinking for solving the multi-arm inverse kinematics solution problem.
Keywords: particle swarm algorithm, joint limiting, adaptive strategy, spinor theory, robot inverse kinematics solution
1 INTRODUCTION
For the trajectory planning as well as control of the robotic arm, its inverse kinematic solution is the key. The inverse kinematic solution can directly affect the control accuracy and the success of trajectory planning of the robot arm. However, the process of solving the inverse kinematic solution for the robot arm is not only tedious, but also impossible to solve. The emergence of bionic intelligent algorithms provides new ideas for solving inverse kinematics solutions. By transforming the tedious inverse kinematics solution process into an optimization problem with minimum value, it not only simplifies the solution process, but also improves the solution efficiency. The particle swarm algorithm is more advantageous in terms of accuracy, speed and applicability at the level of robot inverse kinematics solution due to its simple programming and easy implementation. Therefore, this paper selects the particle swarm algorithm and further improves it for solving the robot inverse kinematics solution.
In this paper, an inverse kinematic solution method based on an improved particle swarm algorithm is proposed for the inverse kinematic solution of an arbitrary tandem robotic arm, with the following innovative points.
1) A particle swarm algorithm is introduced to solve the inverse kinematic solution of the tandem multi-degree-of-freedom robotic arm, which transforms the inverse kinematic solution process of the robotic arm into a multi-objective optimization problem and gives a suitable fitness function based on the inverse kinematic problem.
2) In this paper, an exponential product form modeling method (POE) based on spinor theory is chosen. Compared with the traditional DH modeling method, the spinor approach describes the motion of a rigid body as a whole and avoids the singularities that arise when described by a local coordinate system.
3) This paper proposes a condition setting based on limit joints and introduces a position factor k in the velocity factor. The reasonable condition setting provides a reference standard for the initialization of position and velocity, and reduces the running time of the algorithm at the same time. Among them, the operation time of the algorithm proposed in this paper is 0.31851 and 0.30004s in the second as well as the third experiment, while the shortest operation time of the other two algorithms is 0.33359 and 0.30521s, respectively.
4) An adaptive weight adjustment strategy is proposed to improve the stable search capability of the algorithm.
5) Three experiments are designed to illustrate the solution accuracy, operation time, and convergence of the algorithm. The experimental objects include: general six-degree-of-freedom robotic arm, PUMA560 robotic arm, and 7-degree-of-freedom robotic arm. The experimental method is: setting the position of the impact point and the attitude of the end-effector of the robotic arm, by bringing the relevant parameters of the robotic arm, the value range of the joint angle, the initial attitude and position of the end-effector of the robotic arm into the algorithm, finding the joint angle that meets the conditions, and finally getting the actual position and attitude of the end-effector of the robotic arm. The comparison algorithms include: the algorithm proposed in this paper, the traditional particle swarm algorithm (PSO), and the quantum particle swarm algorithm (QPSO). The comparison is done by comparing the error of the actual position and attitude of the robotic arm end-effector with the position and attitude of the given impact point, comparing the computing time of a set of data, and comparing the convergence of different algorithms according to the change of the fitness function with the number of iterations in a set of data. The results show that compared with the other two algorithms, the algorithm proposed in this paper can ensure higher position accuracy and orientation accuracy of the robotic arm end-effector. the position error of the algorithm proposed in this paper is 0 and the maximum orientation error is 1.29 × 10–8. while the minimum position error of the other two algorithms is −1.64 × 10–5 and the minimum orientation error is −4.03 × 10–6. In terms of operation time, the proposed algorithm in this paper has shorter operation time compared with the other two algorithms. In the last two experiments, the computing time of the proposed algorithm is 0.31851 and 0.30004s respectively, while the shortest computing time of the other two algorithms is 0.33359 and 0.30521s respectively. In terms of algorithm convergence, the proposed algorithm can achieve faster and more stable convergence than the other two algorithms.
The rest of this paper is described as follows. Section 2 introduces the current domestic and foreign methods for the inverse kinematics solution of robotic arms, the improvement methods of particle swarm algorithms, and the advantages and improvements of particle swarm algorithms for the inverse kinematics solution of robotic arms. Section 3 takes a general six-degree-of-freedom industrial robotic arm as the research object and analyzes its positive kinematics based on the spin volume theory, and also gives the specific calculation steps. Section 4 introduces two particle swarm optimization algorithms, explains the implementation steps of the general particle swarm algorithm, and illustrates the improvements of the algorithm compared with other improved particle swarm algorithms. Section 5 sets the experimental conditions and gives the specific form of the fitness function, the flowchart of the algorithm, and the pseudo-code. Section 6 conducts three experiments for different research objects, shows the simulation results under different conditions, and compares this algorithm with other algorithms in terms of solution accuracy, operation time, and convergence. Finally, the discussion and conclusion sections of this paper are presented.
2 RELATED WORK
The main types of robot inverse kinematics solutions are analytical, numerical, geometric, and intelligent algorithms. The analytical method is mainly used to solve the robotic arm with a definite configuration, i.e., a robotic arm that satisfies the “Pieper” criterion - three joint axes intersecting at one point (Tong et al., 2021; Liu F. et al., 2021; Xiao et al., 2021; Chen et al., 2021a). When the criterion is satisfied, the joint angles of the robotic arm have a definite analytical solution form. The advantage of the analytical method is that it is fast to solve, and the disadvantage is that it has a more limited use. The numerical method has a wider application compared to the analytical method, but the solution speed is slow and there are numerical stability problems. The numerical method is based on the Jacobi matrix and approximates the optimal solution by numerical iteration. The geometric method has a narrower application than the analytical method. This method solves the inverse kinematic solution of the robotic arm mainly by the geometric configuration of the robotic arm. The robotic arm that does not satisfy the “Pieper” criterion can often be solved by the geometric method, and specific applications include the inverse kinematic solution of the three subproblems of “Paden-Kahan” based on the rotation theory (Wang et al., 2021; Weng et al., 2021; Duan et al., 2021; Cheng et al., 2021). The advantage of the geometric method is that it has a clear geometric meaning and can solve some problems that cannot be solved by the analytical method. Compared with the first two methods, the intelligent algorithm does not involve the inverse kinematic solution part, and solves the inverse kinematic solution mainly by deriving the end position change matrix based on the positive kinematics of the robot, and finally approximating the correct joint angle gradually by randomly generating the joint angle values and error functions to achieve the solution of the inverse kinematic solution. Intelligent algorithms tend to avoid some of the problems present in the process of solving conventional inverse kinematics solutions, such as the existence of singularities when the Jacobi determinant is zero, which cannot be solved (Kucuk and Bingul, 2014; Liao et al., 2021; Jiang et al., 2021a; Liu X. et al., 2021). Therefore it is of great research significance for the study of intelligent algorithms. The existing intelligent algorithms are artificial neural networks, adaptive neuro-fuzzy inference systems, and genetic algorithms, particle swarm search algorithms, etc. (EI-Sherbiny et al., 2018; Huang et al., 2021; Tao et al., 2021; Hao et al., 2021a).
Particle swarm algorithm is widely used as an intelligent algorithm compared to other algorithms because of its simple programming and easy implementation, as well as its better final solution. Many researchers have improved the particle swarm algorithm. Netjinda et al. optimized the search diversity of PSO algorithm by re-updating the position and velocity based on the principle of bird flock frightening (Netjinda et al., 2015; Jiang et al., 2021b; Ma et al., 2020; Sun et al., 2020a). Yang et al. improve the convergence of the algorithm generate the initial population by Halton sequence and adjust the inertia weights based on the variation property of the nonlinear function (Yang et al., 2015; Sun et al., 2020b; Luo et al., 2020; Sun et al., 2020c). Harrison et al. further study on the inertia weight adjustment strategy of particle swarm algorithm (Harrison et al., 2016; Li et al., 2020; Tan et al., 2020; Huang et al., 2020). Chen et al. proposed a double cluster and double layer structure, with the best particles as the top layer and all particles as the bottom layer to improve the search ability and efficiency of the algorithm (Chen et al., 2017; He et al., 2019; Jiang et al., 2019a; Chen et al., 2021b). Tanweer et al. divided the particle swarm into three groups, each with a different speed configuration. The speed of each group is configured with a different update strategy so that the algorithm achieves faster convergence and higher accuracy (Tanweer et al., 2016; Huang et al., 2019; Jiang et al., 2019b; Yu et al., 2019). Li et al. combine the particle swarm optimization algorithm with the artificial bee colony algorithm to improve the search capability and convergence speed of the algorithm (Li et al., 2015a; Sun et al., 2021; Tao et al., 2022a; Li et al., 2019b; Jiang et al., 2019c). Aydilek combined particle swarm optimization algorithm with firefly algorithm to improve the running time and convergence accuracy of the algorithm (Aydilek, 2018; Liu et al., 2021c; Liu et al., 2021d; Bai et al., 2022). Ngo et al. proposed a particle movement strategy for overcoming the situation that traditional particle swarm algorithms converge too early and fall into local optimum (Ngo et al., 2016; Liu et al., 2022d; Yang et al., 2021; Mao et al., 2017). Thangaraj et al. summarized the fusion algorithm of particle swarm algorithm with various other intelligent algorithms and conducted an experimental comparison (Thangaraj et al., 2011; Yang et al., 2021; Hao et al., 2021b; Tao et al., 2022b). Wei et al. proposed an adaptive two-layer particle swarm algorithm based on learning strategy by dividing the population into two parts (Lim and Mat Isa, 2014; Liu et al., 2022a; Yun et al., 2022; Liu et al., 2022b). Taherkhani et al. determines the inertia weight for each position based on the distance of each particle’s performance from the optimal position and ultimately improves the solution quality as well as the convergence speed (Taherkhani and Safabakhsh, 2016; Cheng et al., 2020; Wu et al., 2022; Yu et al., 2020).
For robot inverse kinematics solution solving, particle swarm algorithm is more advantageous in terms of accuracy, speed and applicability. Ayyildiz et al. compared genetic algorithm, particle swarm algorithm, quantum particle swarm algorithm and gravitational search algorithm for solving robot inverse kinematics solution and finally found that particle swarm algorithm has higher accuracy compared to other algorithms (Ayyildiz and Centinkaya, 2016). Dereli et al. proposed an improved PSO algorithm which discarded the traditional position and velocity update approach and chose to use a quantum mechanics based position update approach for solving the seven degree of freedom robotic arm inverse kinematics solution (Dereli and Koker, 2020). Liu et al. proposed an improved PSO algorithm for simultaneous optimization of multiple populations to enhance the search capability during population iteration (Liu F. et al., 2021; Chen et al., 2022; Sun et al., 2020d). Deng et al. proposed an adaptive particle swarm algorithm by improving the learning factor, adopting an adaptive weighting strategy, and proposing a special boundary handling method thereby optimizing the case where the particles fall into local optima (Deng and Xie, 2021; Xu et al., 2022; Sun et al., 2020a). Dereli et al. changed the fixed weights to variable random weights, while applying the improved PSO algorithm to the estimation of the end position of a seven-degree-of-freedom redundant robotic arm, ultimately improving its solution accuracy (Dereli and Koker, 2018). Pathak et al. proposed a bi-directional particle swarm optimization algorithm for solving the optimization problem of the inverse kinematic solution of a robotic arm (Pathak et al., 2019; Li et al., 2015b). Liu et al. proposed a new parallel learning particle swarm optimization algorithm (PLPSO) that divides the original population into two independently evolving subpopulations. The algorithm was compared with other algorithms and tested for the UR5 robotic arm, which finally showed the good performance of the algorithm (Liu et al., 2022c; Yiyang et al., 2021; Sun et al., 2018). Shastri et al., 2019 combined neural network with particle swarm algorithm to solve the robotic arm inverse kinematics solution from the operation time and complexity level (Shastri et al., 2019; Li et al., 2019c; Liu et al., 2022d; Li et al., 2019a).
3 MODEL AND KINEMATIC ANALYSIS
3.1 Robotic Arm Model
In this paper, a common six-degree-of-freedom robotic arm in industry is selected as the research object, and its structural sketch is shown in Figure 1. The robotic arm shown in Figure 1 is a six-degree-of-freedom tandem robotic arm, and all six joints are rotating joints. Its structure is characterized by the first three joints not intersecting, the second and third joint axes are parallel and anisotropic to the first joint axis, and the fourth, fifth and sixth joints intersect at a point, satisfying Pieper’s criterion, so there exists an inverse kinematic closure solution. Considering that the process of establishing the coordinate system by DH kinematic modeling method is too complicated, not only the world coordinate system needs to be established, but also the relative coordinate system between joints and joints, and the form of the final solution obtained is often inconsistent for different DH modeling methods. While based on the spinor theory only needs to establish a world coordinate system, which not only optimizes the modeling process, but also has good geometric meaning. Therefore, in this paper, we choose to establish the joint coordinate system based on the Lie group and spinor theory (Wang et al., 2018; Liao et al., 2020; Sun and Zhao, 2022; Zhang et al., 2022).
[image: Figure 1]FIGURE 1 | Sketch of general industrial six-degree-of-freedom robotic arm structure.
3.2 Kinematic Analysis
Compared with the traditional DH modeling method, the spinor approach describes the motion of a rigid body as a whole, avoiding the singularities that arise when described by a local coordinate system. One of the positive kinematic modeling processes based on the spinor theory is shown below.
The coordinates of a rigid body in space can be expressed as the transformation of the pose of the rigid body with respect to the base coordinate system as well as the transformation of the position. The specific representation is shown in Eq. 1.
[image: image]
where R is a 3-by-3 matrix representing the pose transformation of the rigid body with respect to the base coordinate system. t is a 3-by-1 column vector representing the position transformation of the rigid body with respect to the base coordinate system. Chasles’ theorem proves that the rigid body motion of any object from one position pattern to another can be realized by a compound rotation around a certain line and a movement along that line, and that the compound motion is called spiral motion, whose infinitesimal quantity is the element of the Lie algebra, i.e., the kinematic spin. the Lie algebra of SE(3) is denoted as se(3), where the elements are defined as follows:
[image: image]
where [image: image] denotes the angular velocity of rotation of the rigid body around the rotation axis. [image: image] denotes the corresponding translational velocity of the rigid body. According to the rotation theory, if the spiral motion of a rigid body is known, the linkage position and attitude transformation matrix can be expressed in the form of an exponential product (POE). The specific form is shown in Eq. 3.
[image: image]
The above equation represents the posture transformation matrix corresponding to the joint angle when the rigid body is in spiral motion. where [image: image], [image: image] denotes attitude change and [image: image], [image: image] denotes position change. [image: image] denotes the angular velocity of rotation of the rigid body around the rotation axis. [image: image] denotes the corresponding translational velocity of the rigid body. [image: image] indicates the joint angle. The positive kinematic expression of the robot is obtained by multiplying the initial positional matrix with the transformation matrix corresponding to each joint angle, provided that the initial position, pose and each joint angle of the end-effector of the robot arm are known. Based on the spinor theory, the transformation matrix corresponding to each joint angle can be replaced by the form of exponential product (POE). The specific positive kinematic expression is shown in Eq. 4.
[image: image]
Where [image: image] represents the initial position, attitude matrix of the end-effector of the robot arm. [image: image] represents the transformation matrix corresponding to joint angle 1, [image: image] represents the transformation matrix corresponding to joint angle 2, [image: image] represents the transformation matrix corresponding to joint angle 3, [image: image] represents the transformation matrix corresponding to joint angle 4, [image: image] represents the transformation matrix corresponding to joint angle 5, and [image: image] represents the transformation matrix corresponding to joint angle 6. [image: image] represents the final position, attitude matrix of the end-effector of the robot arm. The specific calculation process of the positive kinematics of the six-degree-of-freedom industrial robotic arm (Figure 1) based on the rotational volume theory is as follows.
Step 1: Determine the angular speed of rotation [image: image] of each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Step 2: Determine the position [image: image] of each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Where a1, a2, a3, d1, d4 are the relevant parameters for a general six-degree-of-freedom industrial robotic arm.
Step 3: Determine the intermediate parameters [image: image] of each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Step 4: Determine the translational speed [image: image] of each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Step 4: Determine the attitude change matrix [image: image] for each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
where [image: image] represents the joint angle of the corresponding linkage i.
Step 6: Determine the position change matrix [image: image] for each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Step 7: Determine the position, attitude change matrix [image: image] of each linkage (i = 1, 2, 3, 4, 5, 6).
[image: image]
Step 8: Find the robotic arm end-effector end position, attitude matrix e0 with the known robotic arm end-effector initial end position and attitude matrix e.
[image: image]
Among them, the positive kinematic solution idea for the position coordinates of the robotic arm end-effector and Euler angles of rotation along the x,y,z axes is as follows: first set the initial position coordinates of the robotic arm end-effector and Euler angles of rotation along the x,y,z axes to get the initial end position pose matrix of the robotic arm end-effector. Then the kinematic analysis of the robot arm is carried out to obtain the position pose change matrix of the end-effector of the robot arm, and finally the actual position pose matrix of the end-effector of the robot arm is obtained by multiplying the position pose change matrix with the initial position pose matrix. According to the actual position pose matrix, the actual position coordinates of the end-effector of the robot arm and Euler angles of rotation along the x,y,z axes can be obtained. The whole process realizes the transformation of the robotic arm from one position pose to another position pose. Among them, the initial position pose matrix of the robotic arm end-effector in experiment 1, the associated change matrix and Euler angles of rotation along the x,y,z axes of the end-effector, and the position expressions are shown below.
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where [image: image], [image: image]. [image: image] denotes the parameters of a general six-degree-of-freedom industrial robot arm. g represents the initial position attitude matrix of the end-effector, [image: image] represents the variation matrix of the joint angles from 1 to 6, [image: image] represents Euler angles of rotation along the x,y,z axes after the end-effector moves from the initial position, and [image: image] represents the new position of the end-effector after the end-effector moves from the initial position. The initial position pose matrix of the robotic arm end-effector in experiment 2, the associated change matrix and the three Euler angles of the end-effector, and the position expressions are shown below.
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where [image: image], [image: image]. [image: image] denotes the parameters of PUMA560 robot arm. g represents the initial position attitude matrix of the end-effector, [image: image] represents the variation matrix of the joint angles from 1 to 6, [image: image] represents Euler angles of rotation along the x,y,z axes after the end-effector moves from the initial position, and [image: image] represents the new position of the end-effector after the end-effector moves from the initial position. The initial position pose matrix of the robotic arm end-effector in experiment 3, the associated change matrix and the three Euler angles of the end-effector, and the position expressions are shown below.
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where [image: image], [image: image]. [image: image] denotes the parameters of Seven-degree-of-freedom robot arm. g represents the initial position attitude matrix of the end-effector, [image: image] represents the variation matrix of the joint angles from 1 to 6, [image: image] represents Euler angles of rotation along the x,y,z axes after the end-effector moves from the initial position, and [image: image] represents the new position of the end-effector after the end-effector moves from the initial position.
4 PARTICLE SWARM ALGORITHM AND ENHANCEMENT
4.1 Two Particle Swarm Algorithms
To solve practical engineering applications, researchers have invented metaheuristic algorithms based on the laws of nature. Particle swarm optimization algorithm, as a kind of metaheuristic algorithm, is an algorithm invented to simulate bird flock predation. Based on the feature that the flock of birds close to the predation target will drive the flock of birds at a distance to the predation target and eventually drive the flock as a whole to the predation target, the particles of the population in the particle swarm algorithm will carry two variables, [image: image] and [image: image]. Meanwhile, the solution will be approximated to the optimal solution by updating [image: image] and [image: image] in real time. Where [image: image] denotes the position of the particle in the search space and [image: image] denotes the step length and direction of movement. For the classical particle swarm algorithm, the update formula for [image: image] and [image: image] is shown below.
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Where i represents the position of the particle in the population, t represents the number of iterations, and [image: image] represents the inertia weight. [image: image] represents the cognitive learning factor, and [image: image] represents the social learning factor, both of which are generally taken between 1 and 2. [image: image] and [image: image] are random numbers between 0 and 1. [image: image] represents the individual optimal position, and [image: image] represents the global optimal position. The above is the update formula of position as well as velocity of the classical particle swarm algorithm. In addition to the above update formula, there is a quantum mechanics-based position update method in the QPSO algorithm, which discards the velocity update and chooses the position update method, which is a novel attempt, and its update formula is shown below.
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where i represents the position of the particle in the population, t represents the number of iterations, and M represents the number of populations. [image: image], [image: image] is a random number between 0 and 1, and [image: image] is a constant number between 0 and 1. The [image: image] represents the best position of the individual particle, [image: image] represents the optimal position of the population, and [image: image] represents the average of the best position of the individual particle. The basic steps of solving the particle swarm algorithm are shown below.
Step 1: Initialization of the population particles.
Step 2: Calculate the fitness function.
Step 3: Update particle position and velocity.
Step 4: Update individual best position and group best position.
4.2 Improvement
For setting the weights when updating the velocity in the particle swarm algorithm, this paper adopts the adaptive weights. The most important feature of the adaptive weights is that the weights change with the change of the fitness function value of the particles. For different weights, the local search as well as the global search capability of the algorithm will be very different. Generally large values of inertia weights are more favorable for global search, and small values of inertia weights are favorable for local search. When the algorithm falls into the local optimum, it tends to miss the optimal solution and then converge too early, while when the global search ability of the algorithm is too strong, the final accuracy of the algorithm is often not too high. In order to balance the local search as well as the global search ability, adaptive weights are the best choice. The basic idea is as follows:
Step 1: Calculate value of fitness function [image: image], minimum fitness function value [image: image] and average fitness function value [image: image].
Step 2: If [image: image] is less than or equal to [image: image], the weight become:
[image: image]
If the [image: image] is larger than [image: image], the weight become: [image: image].
Step 3: Update [image: image].
Particle swarm algorithms require random initialization of positions and velocities, and there is no fixed standard for initialization, which makes it difficult to guarantee the accuracy and precision of the final solution, and the search time is often too long, resulting in low efficiency of the algorithm. Most researchers use particle swarm algorithms to study the robot inverse kinematics solution without further description of the initialization process of the population, but only add boundary conditions to the algorithm to ensure the executability of the algorithm. Based on the consideration of the shortest algorithm operation time, this paper adopts the conditional restriction based on the limit joints, and the maximum as well as the minimum values of the position are determined by the range of values of each joint angle. For the maximum and minimum values of velocity, this paper introduces the position coefficient k and adopts the form of multiplying position and coefficient to determine the velocity factor, and the specific conditions are set as follows.
Step 1: Determine maximum and minimum position [image: image], [image: image] according to the range of values of the joint angle.
Step 2: Determine maximum and minimum speed [image: image], [image: image] according to [image: image], [image: image], where:
[image: image]
(Based on actual experience k takes the value of 0.5)
Step 3: Determine position [image: image] and speed [image: image].
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5 INVERSE KINEMATIC SOLUTION USING IMPROVED PARTICLE SWARM ALGORITHM
5.1 Fitness Function
The selection of the fitness function greatly affects the efficiency of the particle swarm algorithm. For the robot arm inverse kinematics solution problem, in order to better ensure the accuracy of position and direction solution, the form of the fitness function in this paper is the error value of the robot arm end-effector position and direction angle. The error is selected as the Euclidean distance between the target position, direction angle and the actual position and direction angle. The specific form of the fitness function is shown in Eq. 43. A geometric illustration of the fitness function is shown in Figure 2.
[image: image]
[image: Figure 2]FIGURE 2 | Schematic diagram of the fitness function.
In Eq. 43, the first to third terms under the root sign represent the directional angle error of the deflection of the robotic arm end-effector along the positive direction of the x, y, and z axes, respectively, and the fourth term under the root sign represents the position error of the robotic arm end-effector. In Figure 2, the geometric meaning of the adaptation function is further illustrated. When the robotic arm end-effector cannot reach the specified target position, the Euclidean distance between the actual position and attitude of the robotic arm end-effector and the ideal position and attitude is represented as the error, and this error is reflected in the form of the fitness function. Eq. 43 and the matrix T in Figure 2 represent the actual end position pose matrix of the robotic arm end-effector. t' represents the ideal end position pose matrix of the robotic arm end-effector. Where the matrix forms of T and T′ are shown in Eqs. 44 and 45, respectively.
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In Eq. 44, the first three rows and the first three columns of the matrix T form the rotation transformation matrix, which represents the actual attitude transformation of the end-effector of the robot arm, and the first three rows of the last column of the matrix T form the column vector, which represents the actual position of the end-effector of the robot arm with respect to the base coordinate system. In Eq. 45, the first three rows and the first three columns of the matrix T′ form the rotation transformation matrix, which represents the target attitude transformation of the end-effector of the robot arm, and the first three rows of the last column of the matrix T′ form the column vector, which represents the target position to be reached by the end-effector of the robot arm.
5.2 Flowchart and Pseudocode
The flowchart and the pseudo-code of the improved PSO algorithm proposed in this paper are shown in Figures 3, 4, and Table 1, respectively. Where Fgure 3 represents the parameter initialization process based on limit joints. Figure 4 shows the main iterative loop process for updating the position as well as the velocity.
[image: Figure 3]FIGURE 3 | Intialize process.
[image: Figure 4]FIGURE 4 | Main loop.
TABLE 1 | Values of relevant parameters of general industrial six-degree-of-freedom robotic arms and the range of values of each joint angle.
[image: Table 1][image: FX 1]
6 EXPERIMENTS AND RESULTS
There are three experiments in this paper. The first experiment is an inverse kinematic solution for a general six-degree-of-freedom industrial robotic arm using an improved particle swarm algorithm based on the spinor modeling method. The second experiment compares different improved particle swarm algorithms in terms of algorithm accuracy, convergence and operation time based on existing references for PUMA560 robotic arm. The third experiment replaces the object of study with a seven-degree-of-freedom robotic arm and repeats the steps of experiment 2. The criterion for comparing the algorithms in experiment 2 and experiment 3 was to set the same number of iterations, with the same initial parameters. The criteria for evaluating the algorithm’s capability include the comparison of solution accuracy, solution time, and generalizability. The experiments were all coded in MATLAB R2021b with the processor model: Intel (R) Core (TM) i9-12900KF CPU @ 3.19GHz.
6.1 Results Obtained for General Industrial Six-degree-of-freedom Robotic Arm
The general industrial six-degree-of-freedom robotic arm is studied above, and its positive kinematic model is established based on the rotating body theory. In Experiment 1, the relevant parameter values and the ranges of each joint angle of the general industrial six-degree-of-freedom robotic arm are given in Table 1. And the initial position of the end-effector of the robotic arm and the Euler angles of rotation along x, y, z axes are set, as shown in Table 2. Also, the actual impact points of the four sets of robotic arm end-effectors are set, and the positions of the end-effectors at the points and the Euler angles of rotation along the x, y, z axes are given in Table 3. The robotic arm end-effector moves from the initial position to the impact point in the process of the robotic arm realizes the change from one position attitude to another position attitude.
TABLE 2 | Initial position of the end-effector of the robot arm and the orientation angle.
[image: Table 2]TABLE 3 | Position and orientation angle of the end-effector corresponding to the given impact point.
[image: Table 3]Tables 1–3 show the conditions. [image: image] in Table 1 indicates the parameters of a general six-degree-of-freedom industrial robotic arm, and [image: image] indicates the joint angle i (i = 1–6). In Table 2, [image: image] denotes the initial position of the robotic arm end-effector, [image: image] denotes the initial Euler angles of the robotic arm end-effector rotated along the x, y, and z axes, respectively. In Table 3, [image: image] denotes the new position of the robotic arm end-effector after moving from the initial position, and [image: image] denotes the Euler angles of the robotic arm end-effector rotating along the x, y, z axes after moving from the initial position, respectively. The initial position of the end-effector of the robot arm and the Euler angles of rotation along the x,y,z axes set in Table 2 are known, and the position of the end-effector of the robot arm after moving and the Euler angles of rotation along the x, y, z axes can be obtained by combining the positive kinematic Eq. 9. According to Table 3, the specific position of the end-effector of the robot arm after moving and the Euler angles of rotation along x, y, z axes can be obtained. The error expression, i.e., the fitness function, is obtained by converting the two previous parts into a matrix and making a difference. By solving the minimum value of the fitness function, the algorithm finally obtains the joint angle corresponding to the smallest error and the specific position of the robot arm end-effector after moving and the Euler angle of rotation along the x, y, z axes. The algorithm can find out the six joint angles corresponding to the end-effector impact point out after the robot arm moves, as shown in Table 4. By comparing the actual position of the end-effector and the Euler angles of rotation along the x, y, z axes with the position of the given point and the Euler angles of rotation along the x,y,z axes, it can be shown to some extent that the algorithm can guarantee the position accuracy and direction accuracy. The errors of the position at the impact point and the Euler angles rotated along the x, y, z axes are shown in Table 5.
TABLE 4 | Joint angles according to the algorithm.
[image: Table 4]TABLE 5 | Position and directional angle errors of the end-effector.
[image: Table 5]Tables 4 and 5 are the results. In Table 4, [image: image] indicates the joint angle 1∼joint angles 6 that satisfy the condition when the end-effector reaches the impact point after the robot arm moves. In Table 5, [image: image] indicates the new position of the robot arm end-effector after moving from the initial position. [image: image] indicates the Euler angles of rotation along the x, y, z axes after the robot arm end-effector moves from the initial position, respectively. The four sets of joint angles in Table 4 correspond to the positions and directions of the four sets of impact points in Table 3. Since there are often multiple sets of joint angles satisfying the conditions when the state of the end-effector of the robotic arm is certain, as shown in (a), (b), and (c) in Figure 5 (where the states of the end-effector of the robotic arm in (a), (b), and (c) are the same). Therefore, among the multiple sets of joint angles solved, a set of joint angles satisfying the range of joint angle values was selected as the final solution. By observing the position error of the robotic arm end-effector and the Euler angular error along the x,y,z axis rotation in the four sets of data in Table 5, we can find that the position error is always kept as 0, and the Euler angular error along the x,y,z axis rotation is between 10–11 and 10–9. Based on the error accuracy, we can initially judge that the algorithm can guarantee the position accuracy and orientation accuracy of the solution.
[image: Figure 5]FIGURE 5 | Schematic diagram of different joint angles of the robotic arm end-effector in the same state.
To evaluate the algorithm more comprehensively, images of the fitness function values and the number of iterations for the first set of joint angles were selected and are shown in Figures 6A,B, respectively. Figure 6A represents the fitness function values of the first set of joint angles with the number of iterations from 0 to 500. from Figure 6A, it can be seen that the fitness function reaches convergence when the number of iterations reaches about 100. Figure 6B represents the variation of the fitness function values for the first set of joint angles with the number of iterations from 0 to 50. It can be seen from Figure 6B that the fitness function value fluctuates up and down when the number of iterations is small, indicating that the algorithm has a strong search capability, while the fitness function value gradually converges while fluctuating, indicating that the fitness function value gradually approaches the global optimal solution. The combination of Figure 6A and Figure 6B shows that the algorithm has a certain search ability while converging.
[image: Figure 6]FIGURE 6 | Plot of the variation of the fitness function with the number of iterations.
6.2 Results Obtained for PUMA560 Robotic Arm
In order to better highlight the advantages of the present algorithm in terms of fast convergence and short time consumption while maintaining accuracy, the second experiment is conducted with the PUMA560 robotic arm as the research object and the paper (Deng and Xie, 2021; Yu et al., 2019) as the reference, by setting the same initial conditions for comparison experiments. The DH parameters of the PUMA560 robotic arm refer to the paper (Deng and Xie, 2021; Tian et al., 2020), and the specific parameter values are shown in Table 6. Experiment 2 was the same as experiment 1, and the initial position of the robotic arm end-effector as well as the Euler angles of rotation along the x, y, z axes were set, as shown in Table 6. The actual impact points of four robotic arm end-effectors were also set, and the positions of the end-effectors at this point as well as the Euler angles of rotation along the x, y, z axes were given, as shown in Table 6. The algorithms compared in Experiment 2 contain the algorithm proposed in this paper, the PSO algorithm and the QPSO algorithm. The relevant parameter settings of the different algorithms are shown in Table 6.
TABLE 6 | Initial condition setting of PUMA560 robot arm.
[image: Table 6]In Table 6, [image: image] denotes the initial position of the robotic arm end-effector, [image: image] denotes the initial Euler angles of the robotic arm end-effector rotated along the x, y, and z axes, respectively. [image: image] denotes the new position of the robotic arm end-effector after moving from the initial position, and [image: image] denotes the Euler angles of the robotic arm end-effector rotating along the x, y, z axes after moving from the initial position, respectively. Table 7 show the six joint angles corresponding to the impact point obtained by the algorithm proposed in this paper, the PSO algorithm and the QPSO algorithm, respectively. The errors of different algorithms regarding the position and Euler angles of rotation along the x, y, z axes of the impact point are shown in Table 8. Considering that the differences in the initial conditions of different algorithms affect the fairness of the results, the number of iterations is set to 500, and the number of particle swarms is 150.
TABLE 7 | The six joint angles corresponding to the impact points obtained by different algorithms.
[image: Table 7]TABLE 8 | The errors in position and Euler angles of impact points by different algorithms.
[image: Table 8]Tables 7 and 8 represent the results. In Table 7, [image: image] indicates the joint angle 1∼joint angle 6 that satisfy the condition when the end-effector reaches the impact point after the robot arm moves. In Table 8, [image: image] indicates the new position of the robot arm end-effector after moving from the initial position. [image: image] indicates the Euler angles of rotation along the x, y, z axes after the robot arm end-effector moves from the initial position, respectively. By comparing the error in Table 8, it can be found that the position error of the algorithm proposed in this paper is 0, and the orientation error is between 5.09 × 10–11 and 1.29 × 10–8. The position error of the conventional PSO algorithm is between -0.019 and 0.097, and the orientation error is between -0.019 and 0.013. The position error of the QPSO algorithm is between -11.46 and 17.72, and the orientation error is between -1.24 and 2.13. The comparison shows that the proposed algorithm can guarantee higher position and orientation accuracy compared with the traditional PSO algorithm and QPSO algorithm. The joint angles obtained in Table 7 are all within the range of values, so it can be determined that there is a set of joint angles that allow the end-effector to reach the impact point, i.e., the error comparison of each algorithm is meaningful. To further illustrate the advantages of the algorithms in terms of convergence and operation speed, the first set of data in Table 6 was selected in Experiment 2 to compare the variation of the fitness function with the number of iterations and the operation time in each algorithm, and the results are shown in Figures 7A,B, respectively.
[image: Figure 7]FIGURE 7 | Comparison of the results of various algorithms for the puma560 robot arm.
Figure 7A summarizes the variation of the fitness function with the number of iterations in various algorithms. It can be seen that the algorithm proposed in this paper converges steadily when the number of iterations reaches about 50. In contrast, the PSO algorithm fluctuates more and does not converge significantly, and the algorithm fluctuates more when it is close to convergence and the number of iterations reaches about 175, indicating that the algorithm is prone to fall into the local optimum and thus misses the optimal solution, resulting in poor solution accuracy. Compared with the first two algorithms, the QPSO algorithm is unable to maintain convergence. Through comparison, it can be found that the algorithm proposed in this paper converges faster and at the same time ensures stable convergence. Figure 7B shows the time required for various algorithms to run the first set of data in Table 8. The histogram shows that the algorithm proposed in this paper has the shortest operation time of 0.31851s, while the PSO algorithm and QPSO algorithm have an operation time of 0.33359 and 0.3407s, respectively. By comparing several factors such as end-effector position accuracy, direction accuracy, convergence of the algorithm and operation time, the algorithm proposed in this paper has a good performance.
6.3 Results Obtained for the Seven-Degree-of-Freedom Robotic Arm
In order to reflect the wide applicability of the present algorithm, the third experiment is conducted with a seven-degree-of-freedom robotic arm as the object of study, and the paper (Dereli S, Koker R 2019) is used as a reference for comparison experiments by setting the same initial conditions. Where the DH parameters of the seven-degree-of-freedom robotic arm are set as shown in the paper (Dereli and Koker, 2020; Li et al., 2019a; Li et al., 2019b; Li et al., 2019c). The specific DH parameter table is shown in Table 9. Experiment 3 set up a set of initial positions of the robotic arm end-effectors as well as the Euler angles of rotation along the x, y, z axes, as shown in Table 9. The actual impact point of a set of robotic arm end-effectors was also set, and the position of the end-effectors at this point as well as the Euler angles of rotation along the x, y, z axes were given, as shown in Table 9. The algorithms compared in Experiment 3 contain the algorithm proposed in this paper, the PSO algorithm, and the QPSO algorithm.
TABLE 9 | Initial condition setting of Seven degrees of freedom robot arm.
[image: Table 9]In Table 9, [image: image] denotes the initial position of the robotic arm end-effector, [image: image] denotes the initial Euler angles of the robotic arm end-effector rotated along the x, y, and z axes, respectively. [image: image] denotes the new position of the robotic arm end-effector after moving from the initial position, and [image: image] denotes the Euler angles of the robotic arm end-effector rotating along the x, y, z axes after moving from the initial position, respectively. The six joint angles corresponding to the impact points obtained by different algorithms are shown in Table 10. The errors of different algorithms regarding the position and Euler angles of rotation along the x, y, z axes of the impact points are shown in Table 11. Considering that the differences in the initial conditions of different algorithms affect the fairness of the results, the number of iterations is set to 500, and the number of particle swarms is 150.
TABLE 10 | Joint angles according to different algorithms.
[image: Table 10]TABLE 11 | Position and orientation errors according to different algorithms.
[image: Table 11]Tables 10 and 11 represent the results. In Table 10, [image: image] indicates the joint angle 1∼joint angles 7 that satisfy the condition when the end-effector reaches the impact point after the robot arm moves. [image: image] indicates the new position of the robot arm end-effector after moving from the initial position. [image: image] indicates the Euler angles of rotation along the x, y, z axes after the robot arm end-effector moves from the initial position, respectively. Through the error in Table 11, it can be found that the position error of the algorithm proposed in this paper is 0 and the orientation error is 0. The position error of the conventional PSO algorithm is between -0.0025 and 0.0010, and the orientation error is between -0.0010 and 5.69 × 10–4. The position error of the QPSO algorithm is between -2.42 and -1.42, and the orientation error is between -1.62 and 2.78. The comparison shows that when the object is a seven-degree-of-freedom robot arm, the proposed algorithm can still guarantee higher position and orientation accuracy compared with the traditional PSO algorithm and QPSO algorithm. The joint angles obtained in Table 10 are all within the range of values, so it can be determined that the joint angles enable the end-effector to reach the impact point, i.e., the comparison of the errors of each algorithm is meaningful. To further illustrate the advantages of the algorithms in terms of convergence and operation speed, the data in Table 9 were selected for Experiment 3 to compare the variation of the fitness function with the number of iterations and the operation time in each algorithm, and the results are shown in Figures 8A,B, respectively.
[image: Figure 8]FIGURE 8 | Comparison of the results of various algorithms for seven-degree-of-freedom robotic arms.
Figure 8A summarizes the variation of the fitness function with the number of iterations in various algorithms. It can be seen that the algorithm proposed in this paper converges faster than the other two algorithms, converging at less than 100 iterations. The fact that the value of the fitness function does not fluctuate after convergence indicates that the convergence is more stable. In contrast, the PSO algorithm converges slowly, reaching about 350 iterations before convergence, and there are still small fluctuations when convergence is near. Compared with the first two algorithms, the QPSO algorithm is unable to maintain convergence. The comparison shows that the proposed algorithm can still maintain fast convergence and stable convergence compared to the other two algorithms when the object of study is a seven-degree-of-freedom robot arm. Figure 8B shows the running time of various algorithms. The histogram shows that the algorithm proposed in this paper has the shortest operation time of 0.30004s, while the operation time of PSO and QPSO algorithms are 0.347 and 0.30521s respectively. By replacing the experimental object and comparing several factors such as end-effector position accuracy, direction accuracy, convergence of the algorithm and operation time, the algorithm proposed in this paper can still maintain good performance, which can show that the algorithm proposed in this paper has great potential in solving the inverse kinematics problem of multi-degree-of-freedom robotic arm.
6.4 DISCUSSIONS
Robot inverse kinematics solutions are of great importance because they are the basis for the subsequent study of robot path planning and control. The existing robot inverse kinematics solutions, such as analytical and geometric methods, can be applied to a limited number of scenarios, and they are mainly used for robotic arms that satisfy the “Pieper” criterion and have analytical solutions. The intelligent algorithm represented by particle swarm algorithm is becoming a more promising and exploitable means of solving robot inverse kinematics with high accuracy, short time and wide range of application. In this paper, the traditional particle swarm algorithm is used as the basis, and its inertia weights as well as the initial population are mainly optimized. Based on the characteristics that large inertia weights are suitable for global search and small weights are suitable for local search, an adaptive weighting strategy is proposed in this paper. Adjusting the inertia weights according to the change of the fitness function can effectively reduce the probability of the function value falling into the local optimum. According to Figures 7A, 8A, it can be seen that when the fitness function is close to convergence, the traditional PSO algorithm still has a large undulation phenomenon, i.e., the situation that the value of the fitness function falls into a local minimum, while by introducing the adaptive weight strategy, the undulation phenomenon at convergence is effectively reduced, as shown in the blue curve of Figure 7A. In this paper, we propose a condition setting based on the limit joints. Firstly, the maximum and minimum values of each joint angle are determined according to the range of joint angles, then the position factor k is introduced (through several experiments, k = 0.5 is finally taken), and finally the velocity factor is determined by the position factor k as well as the maximum joint angle. Due to the introduction of the position coefficient k in the velocity factor, a reasonable reference standard is provided for the initialization of position and velocity. At the same time, the speed of the algorithm is improved by introducing the condition setting of the limit joints before the iteration instead of continuously performing the boundary detection during the iteration. Finally, an exponential product form modeling method (POE) based on spinor theory is chosen. Compared with the traditional DH modeling method, the spinor approach describes the motion of a rigid body as a whole and avoids the singularities that arise when described by a local coordinate system. The above three experiments confirm the advantages of the algorithm proposed in this paper in terms of solution accuracy, operation speed, convergence of the algorithm and applicability. Experiment 1 takes a general six-degree-of-freedom industrial robotic arm as the research object, and sets up four sets of robotic arm end-effector impact point positions and Euler angles of rotation along the x, y, z axes to verify the algorithm. Table 5 shows that the final end-effector position error solved by the algorithm is 0 and the orientation error is 10–11–10–9, which can initially show that the algorithm can guarantee the position accuracy and orientation accuracy of the end-effector. Meanwhile, the variation of the fitness function with the number of iterations in Figures 6A,B of Experiment 1 can preliminarily show that the algorithm has convergence. Experiment 2 takes the PUMA560 robotic arm as the research object and compares the algorithm proposed in this paper with a variety of algorithms by replacing the data taking the same verification method as Experiment 1. The error in Table 8 show that the position error of the proposed algorithm is 0 and the maximum orientation error is 1.29 × 10–8, while the lowest position error of other algorithms is -1.64 × 10–5 and the lowest orientation error is 4.5 × 10–6. The data in Figure 7B show that the running time of the proposed algorithm is 0.31851s, while the shortest running time of other algorithms is 0.33359s. The curve in Figure 7A shows that the proposed algorithm converges faster and more stably than the other algorithms. Through various comparisons, it can be found that the proposed algorithm has higher accuracy of position and direction solving, faster operation speed, and faster and more stable convergence than other algorithms. Experiment 3 takes a seven-degree-of-freedom manipulator as the research object and sets up one group of robot arm end-effector impact point positions as well as Euler angles of rotation along the x, y, z axes to verify the algorithm. The error in Table 11 shows that the position error of the proposed algorithm is 0 and the orientation error is 0, while the lowest position error of the other algorithms is 7.53 × 10–4 and the lowest orientation error is -2.69 × 10–4. The data in Figure 8B shows that the running time of the proposed algorithm is 0.30004s, while the shortest running time of the other algorithms is 0.30521s. The curve in Figure 8A shows that the proposed algorithm converges faster and more stably than the other algorithms. Through various comparisons, it can be found that the proposed algorithm can maintain its own advantages for different research objects and has wide applicability. This paper also summarizes the improved PSO algorithm applied to the inverse kinematics solution of robotic arm, and compares different algorithms in terms of both position error and solution time, as shown in Table 12.
TABLE12 | Comparison with some studies in the literature.
[image: T12]7 CONCLUSION
In this paper, the algorithm is verified and compared in terms of solution accuracy, operation time and convergence through three experiments. Experiment 1 takes a general six-degree-of-freedom industrial robotic arm as the research object, and sets up four groups of robotic arm end-effector impact point positions as well as postures. By bringing the relevant parameters of the robotic arm, the range of joint angle values, the initial postures and positions of the robotic arm end-effectors into the algorithm, the joint angles that meet the conditions are obtained, and finally the actual robotic arm end-effector positions and postures are obtained. The convergence of the algorithm is also initially illustrated by the variation of a selected set of fitness functions with the number of iterations. The final position error brought into the algorithm is 0, and the orientation error interval is 10–9∼10–11, which preliminarily illustrates that the algorithm can guarantee a certain accuracy of position and orientation solution. Experiment 2 compares the algorithm proposed in this paper with the traditional particle swarm algorithm (PSO) and quantum particle swarm algorithm (QPSO) in terms of solution accuracy, operation time and convergence, using the PUMA560 robotic arm as the research object. In which the experimental approach is consistent with Experiment 1, the position error of the algorithm proposed in this paper is 0, the maximum direction error is 1.29 × 10–8, and the operation time of a set of data is 0.31851s. The minimum position error of the other two algorithms is -1.64 × 10–5, the minimum direction error is -4.03 × 10–6, and the operation time of a set of data is 0.33359s. At the same time, by comparing the changes of the fitness function with the number of iterations in a set of data, it can be found that the algorithm proposed in this paper converges faster and more stably than other algorithms. Finally, through various comparisons, it can be found that the algorithm proposed in this paper can guarantee high accuracy of position and direction solving, faster solving speed, and more stable and faster convergence. Experiment 3 takes a seven-degree-of-freedom robotic arm as the object of study, sets up a group of robotic arm end-effector impact point positions and postures and repeats the operation steps of experiment 2, in which the position error of the proposed algorithm is 0, the orientation error is 0, and the operation time is 0.30004s. The minimum position error of the other two algorithms is 7.53 × 10–4, the minimum orientation error is −2.96 × 10–4, and the minimum operation time is 0.30521s. At the same time, by comparing the changes of the fitness function with the number of iterations, we can find that the algorithm proposed in this paper still maintains the advantages of stable and fast convergence. By replacing different experimental objects and comparing with various algorithms, it can be found that the algorithm proposed in this paper can maintain its advantages in solution accuracy, operation time and convergence while having strong applicability, which indicates that the algorithm has greater potential in solving the inverse kinematics of multi-degree-of-freedom robotic arm. In the future, we will start from improving the stability of the particle swarm algorithm, and strive to find the ideal solution with less number of trials. In addition, the study of robot arm motion control will also be carried out in the follow-up work.
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With the development of bionic computer vision for images processing, researchers have easily obtained high-resolution zoom sensing images. The development of drones equipped with high-definition cameras has greatly increased the sample size and image segmentation and target detection are important links during the process of image information. As biomimetic remote sensing images are usually prone to blur distortion and distortion in the imaging, transmission and processing stages, this paper improves the vertical grid number of the YOLO algorithm. Firstly, the light and shade of a high-resolution zoom sensing image were abstracted, and the grey-level cooccurrence matrix extracted feature parameters to quantitatively describe the texture characteristics of the zoom sensing image. The Simple Linear Iterative Clustering (SLIC) superpixel segmentation method was used to achieve the segmentation of light/dark scenes, and the saliency area was obtained. Secondly, a high-resolution zoom sensing image model for segmenting light and dark scenes was established to made the dataset meet the recognition standard. Due to the refraction of the light passing through the lens and other factors, the difference of the contour boundary light and dark value between the target pixel and the background pixel would make it difficult to detect the target, and the pixels of the main part of the separated image would be sharper for edge detection. Thirdly, a YOLO algorithm with an improved vertical grid number was proposed to detect the target in real time on the processed superpixel image array. The adjusted aspect ratio of the target in the remote sensing image modified the number of vertical grids in the YOLO network structure by using 20 convolutional layers and five maximum aggregation layers, which was more accurately adapted to “short and coarse” of the identified object in the information density. Finally, through comparison with the improved algorithm and other mainstream algorithms in different environments, the test results on the aid dataset showed that in the target detection of high spatial resolution zoom sensing images, the algorithm in this paper showed higher accuracy than the YOLO algorithm and had real-time performance and detection accuracy.
Keywords: bionic vision, zoom target detection, deep learning, image segmentation, simple linear iterative clustering, light/dark co-occurrence scene
INTRODUCTION
Biomimetic remote sensing is an interdisciplinary discipline that covers a variety of technical disciplines, including computer technology, sensor technology, image processing technology and other technologies (Duan et al., 2021; Chen T. et al., 2021). Biomimetic remote sensing technology uses the electromagnetic wave reflection and radiation information of the target to capture and image the electromagnetic wave reflected and emitted by the electromagnetic wave sensor installed on the spacecraft, such as satellites and hot air balloons. It has become a comprehensive new technology to process and analyse the characteristic information of specific targets. An important application field of remote sensing technology is land resource monitoring, such as land use information statistics, land cover dynamic monitoring and data updates (Lee and Ke, 2018; Giri et al., 2019; Islam et al., 2021). With the development of spatial information science, remote sensing images are widely used and provide researchers with reliable data sources. The classification and location of specific targets in remote sensing images can be obtained through target recognition technology, which can be applied to species identification and classification, crop area estimation and monitoring, crop nutrient and water status monitoring and other fields. Therefore, the detection and recognition of remote sensing targets has important research value (Shadrin et al., 2020; Yu et al., 2021; Hu et al., 2015).
Currently, geographic information systems (GISs) have been widely used in many fields. However, there is a bottleneck problem in GIS applications, that is, how to quickly extract target information and update GIS data. In the field of photogrammetry and remote sensing, target extraction and recognition are technical hot spots that are urgently needed in production applications but still far from production applications and are one of the focuses of remote sensing (Li and Liu 2020). Therefore, object extraction of images is of great significance. The objects detected by remote sensing are divided into three categories: point targets, linear targets (such as roads, rivers, etc.) and planar targets (such as buildings, etc.) (Abdollahi et al., 2020; Huang et al., 2022). Rich texture information and spatial information are important characteristics of high spatial resolution zoom sensing images that distinguish them from other images (Huang et al., 2021). High-precision classification of high-spatial-resolution images plays an important role in agriculture, urban planning, environmental monitoring and other fields. How to extract the target effectively is always a difficult problem. At present, the most commonly used target detection methods are mainly target motion detection. The literature (Mahmoodi and Salajeghe, 2019; Zhang et al., 2019; Sun et al., 2020) has proposed the background difference method, interframe difference method, optical flow method, etc., but only moving targets can be detected, while stationary targets or slow-moving targets cannot be effectively detected, and targets cannot be accurately classified (Jiang et al., 2021). Thanks to deep learning, mainly convolutional neural networks and candidate region algorithms (Haut et al., 2018; Wang and Dou et al., 2019), a huge breakthrough in target detection has been made. The literature (Jin et al., 2020; Peng et al., 2020; Khan et al., 2021) defines RCNN, Fast RCNN, Faster-RCNN and YOLO, among which YOLO is a brand-new target detection method that integrates target determination and target recognition. End-to-end detection not only achieves fast detection but also achieves better performance (Sadykova et al., 2020; Liu X. et al., 2021).
To accurately detect targets, this paper first abstracted the light and shade of high-resolution zoom sensing images and adopts SLIC superpixel segmentation. Second, a YOLO algorithm with an improved number of vertical grids was proposed to detect targets in real time on the processed superpixel image array. YOLO grid framework could divide the image into different regions, so as to predict the boundary box and probability of each region. These boundary boxes would be weighted by the predicted probability. After adjusting the vertical mesh according to the structure of the curved zoom microlens array, the prediction accuracy of the algorithm would increase and the speed would also increase. The comparison with the improved algorithm in different environments showed that the proposed method had better accuracy. At the same time, compared with other mainstream target algorithms, it was verified that the improved algorithm in this paper was suitable for scenes requiring both speed and precision. The increasing resolution of remote sensing images had become a reality for realizing agricultural work from relatively macro large-scale species identification and monitoring to individual plant species identification and monitoring of the drop changes in crop nutrition, diseases and insect pests. The improvement of image resolution would improve the precision of future agricultural work.
RELATED WORK
In computer vision, images with medium and high accuracy have become the data types commonly used by researchers, especially in species identification and classification in agriculture, such as agricultural vegetation classification, land use classification, crop classification, tree species identification, etc., (Roslim et al., 2021; Chen Z. et al., 2021; Li et al., 2021; Yan et al., 2021). To solve the common problems of zoom sensing image segmentation algorithms, such as poor robustness, easy loss of edge information and narrow scope of application, the core task of zoom sensing image target detection is to judge whether there is a target in zoom sensing images and to detect, segment, extract and classify it.
Edges contain the most concentrated rich local image information, and the Gaussian filter used for smoothing also blurs the edges of the image. In order to more accurately examine the edges in image segmentation, Liu et al. (2019) chose guaranteed edge guide filtering features and used Canny operator and wave decomposition. Each band edge detection processing was conducted, and then the edges would be integrated into a result image. Compared with the traditional edge detection operator, the segmentation result is smoother, but for remote sensing images with complex background and changeable environment, the model generalization performance is poor and the detection effect is not good. Li et al. (2019) proposed the aircraft target detection model DC-DNN of remote sensing images based on a deep neural network. This model relied on a small number of image-level labels and eliminates overlapping frames and false detection frames through a detection frame suppression algorithm to complete pixel-level target segmentation and detection of zoom sensing images. The average pixel accuracy of the DC-DNN supervised FCN depth model in the three datasets was 81.47%, and the detection accuracy of aircraft targets in remote sensing images was 95.78%. Li et al. (2019) improved the Faster-RCNN network by adding the attention mechanism module into the feature extraction network to obtain more information about the target to be paid attention to and suppress other useless information to adapt to the problem of complex backgrounds and small targets caused by the large field of vision of remote sensing images. The result was 12.2% higher than that of the original Faster-RCNN. Alganci et al. (2020) compared and evaluated the performance of target detection algorithm based on deep learning convolutional neural network in aircraft target detection task in remote sensing image. Fast RCNN achieved the highest accuracy, but the detection speed was too slow to meet the needs of real-time detection. SSD algorithm had the lowest detection performance, and YOLOv3 achieved a balance between accuracy and detection speed. Hou and Jiang, (2021) improved YOLOv4’s trunk feature extraction network by using dense link network multiplexing features, strengthened the detection ability of small targets, and obtained a target detection algorithm more suitable for detecting aircraft in remote sensing images, which effectively optimized the problem of aircraft target detection in zoom sensing images by the YOLOv4 algorithm. However, targets with large occlusions in bionic vision system cannot be detected accurately. In general, compared with other algorithms, YOLO series algorithms can meet the requirements of real-time and high efficiency in zoom sensing image detection. Compared with YOLOv4, YOLOv5 had higher accuracy and no reduction in detection speed.
Because the YOLO algorithm has good comprehensive performance in detection speed and accuracy, it is applied to short-range target detection. However, it is difficult to adapt to the huge difference of target size and scale in target detection (Liu, Y. et al., 2021; Yun et al., 2022). According to the structure of curved zoom microlens array, the single-stage sub eye lens of bionic human eye imaging system is a microlens array with uneven focal length. Its transverse image points are in the plane of photoelectric receiver, while the longitudinal image points will have obvious defocus. Therefore, the detection effect become better after adjusting the vertical grid. Based on YOLO deep learning network and the characteristics of image distortion caused by the special imaging principle of bionic zoom vision system, a new real-time detection method of zoom sensing targets is proposed in this paper.
ZOOM TARGET DETECTION BIONIC VISION METHOD
Zoom Image Texture Feature Detection Index
The information of high-resolution images is diversified and complex. For such data sources, information processing technology cannot stay on several simple technologies. For the determination of the target area, in general, if the scope of the target is fixed or has access to the area of specific geographic coordinates, GPS and GIS technology can be used to guide the satellite to the specified area which is most intriguing, and fixed location monitoring of the data search can greatly improve the efficiency and precision of target detection (Wu et al., 2020; Yang et al., 2021; Zhao et al., 2022). The overall processing of zoom sensing images is shown in Figure 1. First, the high-resolution zoom sensing image is preprocessed, such as geometric correction and noise filtering. The generated image is extracted for information, usually spectral and texture features. The output results, such as ground feature classification maps, can be further used in practical application scenes, such as road extraction (Al-Masni et al., 2018; Li and He, 2020).
[image: Figure 1]FIGURE 1 | High-resolution zoom image processing and application.
A Texture expresses the local properties of the image and reflects the relationship between pixels in the local area. It is generally believed that texture is a grey co-occurrence matrix composed of texture elements repeatedly arranged according to certain rules. It is defined as the probability of n grey at the x' point (i', j'), which is displaced d away from (i, j) in any direction, when the grey level at pixel (i, j) of point x in the image is M. The grey cooccurrence matrix can be used to extract feature parameters to describe the difference in ground object spatial features. Besides, the richness of texture information quantitatively describes the texture features of remote sensing images.
Different from image features such as gray and color, texture is represented by the gray distribution of pixels and their surrounding spatial neighborhood, which is represented as the local texture information. While various parameters of texture features reflect the properties of global features, they also describe the surface properties of the scene corresponding to the image or image region. The four features of images are entropy (ENT), HomoM (HOM), contrast (CON), and angular second moment (ASM). The synergy mainly reflects the degree of local variation of the image texture, that is, the uniformity of the image. Contrast can be used to reflect the clarity of the texture or the quality of the visual effect of the image. Information entropy can measure the richness of image texture information. The angle second moment is mainly used to observe the thickness of the image texture. The specific calculation formulas are as follows:
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Where p (i, j) is the element in the normalized grey cooccurrence matrix; i and j are the row and column numbers of pixel points; and L is the grey level. The distortion of biomimetic remote sensing images will damage their texture features, so we use texture features to detect the distortion of biomimetic remote sensing images.
Bionic Sensing Image Correction Model
Due to the problem that remote sensing images cannot extract effective information caused by dark shadows, a TMF (truncated media filter) is applied which not only remove noise but also enhance the boundary. First, the pixels with the same characteristics in the dark part of the image are labelled, and the pixels of the labels are connected to form the dark part boundary. The image expression formed by the dark part pixels in the boundary region is as follows:
[image: image]
In the formula, Bnd is the collection of dark boundary pixels, and q is the image fragment of the dark region. The TMF model detects the target by analyzing the associated parameters of region T and image light and dark pixels, which can realize the rapid identification and separation of image between light and dark scenes. The TMF model is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Truncated median filter model.
The SLIC super pixel segmentation method is adopted in the model (Kumar and Bhandari et al., 2021; Chen et al., 2022) to transform the color image into 5-dimensional feature vectors in CIELAB color space and XY coordinates and then construct distance metric standards for the 5-dimensional feature vectors to perform local clustering of image pixels. The dark part of the image is converted into a super pixel image array, and the adjacent pixels in the super pixel array are released regularly so that there is a similarity relationship between them; thus, the shortest distance between the similarity degrees can be calculated as follows:
[image: image]
Where hrp stands for the shortest similarity distance from q to w, fhrp represents the number of similarity systems between dark fragments q and w of super pixels, and fsqq represents the Euclidean distance of colors in a super pixel abstract space. According to the calculation results, the block area of the dark part image can be obtained as follows:
[image: image]
The fusion value of the contour perimeter and dark pixel fragment area is calculated as follows:
[image: image]
On normal conditions, the boundary shading values of the target pixel and the background pixel are different. The boundary shading values of the target pixel tend to be closer to 0, while the boundary shading values of the background pixel tend to be closer to 1. Therefore, a self-defined segmentation value can be used to achieve the segmentation of light and dark scenes and obtain the saliency region (Sun et al., 2022). When the impulse noise is very large, the TMF suppression effect is very outstanding. Figure 3 is the effect diagram after the separation of light and dark scenes. The algorithm separates the target white scene from the background dark scene and effectively enhances the edge. After the above calculation, the image can basically reach the recognition standard.
[image: Figure 3]FIGURE 3 | Comparison of light and dark scenes before and after separation.
Principles of the YOLO Algorithm
The first step of traditional target detection is to extract features, such as the LBP feature and HOG feature. Secondly, object model can be trained by SVM approach, then matches the model with the target. YOLO uses the idea of regression to integrate target region prediction and target category prediction into a neural network model. In this method, a neural network is used to unify candidate frame extraction, feature extraction, target classification and target location to achieve end-to-end target detection.
Biomimetic sensing images may contain multiple targets or categories of targets, so it is necessary to judge multiple categories of each prediction frame. The complete detection process of YOLO is shown in Figure 4. The specific detection process is as follows:
1) The image is divided into S × S grids. Each grid is given B prediction frames. Each prediction frame contains 5-dimensional information, namely, (x, y, w, h, c), where (x, y) is the predicting boundary centre relative to the offset of cell boundaries, (w, h) is the boundary of the width and height relative to the proportion of the whole image, and c is an incredible value, that is, the confidence that the target is included in the prediction boundary, as shown in Formula (9). Here, Pr(o) indicates whether the target exists in the cell corresponding to the prediction frame, one indicates existence, and 0 indicates nonexistence. IoU is the intersection ratio between the prediction box and the real value.
[image: image]
2) CNN extract characteristics and prediction of each grid are presented when an object of class c has the conditional probability Pr (c|o), and then the probability of each category in the network is obtained. The probability of a certain class is multiplied by the corresponding confidence, and the confidence value of the class is obtained, as shown in Formula (10):
[image: image]
3) The filter frame is suppressed according to the non-maximum value, then output the final judgement result. To optimize the model, YOLO uses the S × S × (B × 5 + c) dimension vector and mean square error of the image truth value as the parameters of the loss function. However, since there are no target objects in many meshes, different scale factors are set to balance the predicted boundaries regardless of the existence of targets when designing the loss function of YOLO, and the loss factors of boundary boxes need to be distinguished.
[image: Figure 4]FIGURE 4 | Detection principle of the YOLO model.
For the loss coefficient of category judgement, for example, the loss weight of the boundary box is set to be 10 times the loss coefficient of category judgement. The above design gives the loss coefficient of the boundary box a higher weight. The form of the loss function is shown in Formula (11).
[image: image]
Addition of a Vertical Grid to Improve the YOLO Network
In the YOLO detection method, images are divided into S × S grids, that is, horizontal and vertical detection weights are the same. However, the length-to-width ratio of the target in the enlarged image obtained after biomimetic remote sensing image correction cannot accurately reflect its true value. The nonlinear target deformation and different deformation density in the same direction showing a phenomenon of imbalance between the upper and lower parts.
Taking the spherical center of the curved zoom of the bionic human eye as the origin of the coordinate system into consideration, if we want to use the linear model to locate the target, what need to obtain the positions of two or more pixels of the same target to determine the three-dimensional world coordinates of the target point in space. The camera passes through the lens imaging system, and its projection can convert the three-dimensional scene into the two-dimensional plane of the camera through imaging transformation. To solve this problem, the predicted frames in the vertical axis direction are altered. In this paper, the vertical number is doubled without changing the horizontal number; that is, the grid number is changed from S × S to S × 2S, and it is increased at the end of the YOLO network structure. This network structure includes 20 convolutional layers and five maximum set layers and generates the improved YOLO network, as shown in Figure 5, to meet the needs of high spatial resolution remote sensing image detection.
[image: Figure 5]FIGURE 5 | Improved YOLO model for high spatial resolution biomimetic remote sensing target detection.
EXPERIMENTS AND RESULTS
Dataset Pre-processing
The application scenario of the experiment in this paper is target detection from the perspective of high-resolution zoom sensing. Therefore, the dataset used must have the characteristics of zoom sensing images, and the common characteristics are as follows: 1) This is one of the most distinctive characteristics of biomimetic remote sensing images, which means the image is acquired from a high-altitude view, presenting a picture effect of the bird’s eye view. Therefore, the detector developed by conventional data training cannot achieve ideal results. 2) Scale diversity. As the flight height is not fixed when acquiring data, the shooting height of remote sensing images is uneven, which results in different sizes of ground targets, furthermore even similar targets will show different sizes. 3) Target complexity. This is the difficulty of zoom target detection training. Since the most targets in this scene are small targets composed of dozens of or even several pixels, feature information is scarce. In addition, remote sensing images contain too many targets, as well as different target states and directions, resulting in very complicated and difficult training. 4) Background interference. Zoom sensing images usually cover a coverage area of several square kilometers, with a large field of vision. Therefore, the background often contains rich information, such as plain green land, mountains, rivers and road courses, with strong interference.
To make the data meet the above characteristics, the collection of datasets needs a special aerial zoom sensing image database. Commonly used open datasets include aerial image dataset (AIDDataset), DOTA, UCAS-AOD, NWPUBHR-10, etc. The AIDDataset used in this paper is a remote sensing image dataset that contains scene images of 30 categories, of which each category has approximately 220–420 images, and the overall total is 10000 images, of which each pixel size is approximately 600 × 600. The dataset, published by Huazhong University of Science and Technology and Wuhan University in 2017, contains a wide range of images under different imaging conditions, with different sizes of the ground and objects in the images.
Preliminary processing of the dataset is as follows: First, the TIF format data of zoom sensing images after multispectral and panchromatic data fusion are converted to PNG format, which is commonly used in network models. Then, the training data and test data suitable for network model training are screened. The dataset postprocessing includes five stages: data annotation, mask generation, sample cutting, down sampling and data enhancement. Because there is too much texture information in high-resolution zoom sensing images, it will affect the judgement of the network model and reduce the segmentation accuracy. Therefore, the sample size of 600 × 600 was reduced to 256 × 256. To enrich the image training set, better extract the training features, and generalize the model (to prevent overfitting), image block rotation, distortion, increase of noise and other ways to enhance the image were utilized. Specifically, the original image is flipped 90°, 180°, and 270°, and it is mirrored horizontally and vertically to generate another five pieces of data. The original data are added, and the amount of data increases by 6 times. The same operation is performed on the label, as shown in Figure 6. Through the above operation, the new training set contains 12000 pieces 600 × 600 sub images. To evaluate the training effect of the proposed network model on different datasets, the data set used for the test is divided into test set 1 (20000 pieces, 256 × 256), testing set 2 (20000 pieces, 512 × 512) and testing set 3 (20000 pieces, 600 × 600).
[image: Figure 6]FIGURE 6 | Dataset enhancement example.
Algorithm Setting and Detection Speed
The training and testing of the network model are carried out in the server of the laboratory. The configuration of the computer is Windows 10 system, the CPU is Intel core5-7200u, the GPU is NVIDIA GeForce GTX940, and the memory is 8G. Cuda10.2, python3.6, and the corresponding extensions are installed.
Torch can be applied to a wide range of algorithms for machine learning. Compared to Caffe, the interface is easier to use, and the bottom layer is the C/CUDA execution program. PyTorch, a version of Torch, is a Python-first deep learning framework that uses a powerful GPU such as Numpy to speed up tensor calculations. PyTorch’s interface is flexible and easy-using, with more excellent performance than other frameworks. In summary, considering the environment required for this experiment, the PyTorch framework is adopted in this paper as the platform for YOLO zoom sensing target detection by comparing the characteristics, performance requirements, deployment conditions and ease of use of the network model.
Limited by the laboratory computer configuration, the batch size was 2, in which the default optimal value of the YOLOv5 algorithm was adopted for momentum. Some parameters during training were selected, as shown in Table 1, and experiments were carried out after parameter setting was completed.
TABLE 1 | Selection of key parameters.
[image: Table 1]The improved algorithm and other algorithms were tested on a CPU and GPU, respectively. The statistical results are shown in Figure 7. The detection speed of the algorithm is calculated according to the average number of test images per second. The more pictures processed, the faster the detection speed of the algorithm.
[image: Figure 7]FIGURE 7 | Comparison of detection speed.
No CPU can meet the real-time requirements of zoom sensing detection. The speed of using YOLO or the proposed algorithm on a GPU is more than 30 pieces per second, which far meets the detection speed requirements. The current mainstream detection method, Faster-RCNN, has a higher accuracy rate, but the detection speed is less than five frames per second. It embodies the excellent performance of YOLO and the improved YOLO algorithm in zoom sensing real-time detection.
The curve of training error over time is shown in Figure 8. It can be seen from the figure that the training error continuously decreases with the progress of training and finally reaches the lowest error rate of 21%. However, the test error reaches the lowest error rate of 23% when the training reaches 300 times, and then the error rate increases. Therefore, the optimal classification model finally obtained is the model trained 300 times. The model parameters obtained at the 300th training session are shown in Figure 9. YOLOv5 uses GIOU loss as the loss of bounding box. Box is the mean value of GIOU loss function. The smaller the value, the more accurate the box is. Objectness is speculated as the mean value of target detection loss. The smaller the target, the more accurate the target detection is. Classification is the mean value of classification loss. The smaller the classification, the more accurate the classification is. Precision indicates that the correct positive class is found. Recall means the true positive accuracy, that is, how many positive samples have been found. From the perspective of recall, the number of real classifiers is described, that is, how many real classifiers are recalled. Val BOX is the verification set bounding box. Val Objectness is the mean value of target detection loss in the verification set. Val Classification is the mean value of the classification loss of the verification set. mAP is the area surrounded by precision and recall as two axes, m represents the average, and the number after at represents the threshold for judging IoU as positive and negative samples.
[image: Figure 8]FIGURE 8 | Variation curves of training error and test error over time.
[image: Figure 9]FIGURE 9 | Visualization of training results.
Comparison of Accuracy
The accuracy of target detection can be indirectly reflected by the detection error rate. The lower the error rate is, the more reliable the detection accuracy of the corresponding model is, as shown in Figure 10. The following conclusions can be drawn.
1) The zoom sensing image is directly detected without preprocessing, the detection effect is very unsatisfactory, and it has lost practical value. In this paper, the YOLO expansion diagram is used for detection, and the error rate is approximately 35%. Because the detected target is in a “short and thick” state, traditional detectors cannot adapt to it. Using the algorithm in this paper, by increasing the number of longitudinal prediction frames to adapt to short and thick targets, the error rate is controlled at approximately 30%, and the performance is far better than that of YOLO.
2) Compared with Faster-RCNN and other detectors, the error rate of Faster-RCNN is less than 30%, which is the detector with the best accuracy. The error rate of the proposed algorithm is slightly higher, approximately 3%, but considering the huge advantage of the detection speed of the proposed algorithm, it is more practical in high spatial resolution zoom sensing image detection.
[image: Figure 10]FIGURE 10 | The improved YOLO algorithm and the change in accuracy with training times before improvement.
The phenomenon of misclassification and missing classification is obvious in the traditional Faster-CNN method, and the edge details are rough and messy, so it cannot effectively identify the real object category in the shaded area, and it cannot accurately classify small targets such as aircraft. This is because traditional classification methods are restricted by many factors, such as the image segmentation scale and classifier performance. The deep learning method FasterCNN-VGG16 has fewer errors and omissions, but it is not effective in distinguishing low vegetation and trees and processing details such as building edges and vehicles. This is due to the phenomenon of large differences within the class of high-resolution zoom sensing images, i.e., the same object with different spectra or foreign objects with the same spectrum. In addition, it can be seen from the classification results of the two groups of experiments that the classification effect of existing deep learning methods is not stable. The classification effect of the proposed method is the best. After the TMP model, the light and dark scenes are separated, the edges are smooth and accurate, and the details of ground objects are reflected more comprehensively and truly.
YOLO, YOLO-spp and the improved YOLO network were trained, and the detection performance of each model was tested on the test set. To fully demonstrate the performance of the improved algorithm, Faster-RCNN and other networks are added in the experiment for comparative analysis. The comparison of detection results is shown in Table 2.
TABLE 2 | Test results of different methods.
[image: Table 2]As seen from the data in the table, the average accuracy of the improved YOLO model for all targets on the test set is 85.1%, and the recall rate is 97.2%, which is increased by 8.4 and 1.3%, respectively, compared with YOLO. The accuracy of all single targets was improved. The mAP values of YOLO and other detection algorithms in its series, such as YOLO-spp, are 76.7 and 82.2%, respectively, and the recall rates are 95.9 and 90.5%, both lower than that of the improved YOLO model. For the detection results of a single target, as shown in Table 3, the map value of any other algorithm, whether in parking, port, storage tank or airplane, is significantly less than the optimized Yolo algorithm used in this paper, which can prove that this algorithm has a good recognition rate in zoom sensors images.
TABLE 3 | Detection results of a single target by different methods.
[image: Table 3]Angle Error Test
Figure 11 shows the angle error of the zoom sensing image obtained by the drone. Figure 11 shows that the mean error and standard deviation of targets at different angles are basically the same, which indicates that the improved YOLO model has good detection accuracy.
[image: Figure 11]FIGURE 11 | Static distance and angle error.
Figure 12 is the comparison diagram and static error diagram of the observed actual position and the position obtained by the visual system. As seen from the figure, the maximum static distance error of the visual system is 9.9 cm, which is not much different from the real-time detection error.
[image: Figure 12]FIGURE 12 | Position comparison diagram and static error diagram.
Experimental results show that the improved YOLO algorithm not only has good comprehensive performance in terms of detection speed and detection accuracy but can also meet the detection requirements when adapting to target differences at different angles in zoom sensing target detection.
CONCLUSION
In this paper, the resolution of bionic sensing images and target detection accuracy are improved by optimizing some parameters of texture features in the light and dark areas of zoom images. A target detection method based on the improved YOLO algorithm is proposed. Experimental results show that the average precision of this method for all targets images on the test set in the GPU environment is 85.10%. Finally, compared with traditional YOLO algorithm, the precision and recall rate are increased by 10.91 and 1.40%, respectively, and the detection speed is increased by 6.78%. In addition, the average error and standard deviation of targets at different angles are basically the same with good detection accuracy, which meets the target detection requirements of high-resolution zoom sensing images, and the accuracy of target recognition is maintained at greater than 70%.
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Investigating the optimal control strategy involved in human lifting motion can provide meritorious insights on designing and controlling wearable robotic devices to release human low-back pain and fatigue. However, determining the latent cost function regarding this motion remains challenging due to the complexities of the human central nervous system. Recently, it has been discovered that the underlying cost function of a biological motion can be identified from an inverse optimization control (IOC) issue, which can be handled via the bilevel optimization technology. Inspired by this discovery, this work is dedicated to studying the underlying cost function of human lifting tasks through the bilevel optimization technology. To this end, a nested bilevel optimization approach is developed by integrating particle swarm optimization (PSO) with the direction collocation (DC) method. The upper level optimizer leverages particle swarm optimization to optimize weighting parameters among different predefined performance criteria in the cost function while minimizing the kinematic error between the experimental data and the result predicted by the lower level optimizer. The lower level optimizer implements the direction collocation method to predict human kinematic and dynamic information based on the human musculoskeletal model inserted into OpenSim. Following after a benchmark study, the developed method is evaluated by experimental tests on different subjects. The experimental results reveal that the proposed method is effective at finding the cost function of human lifting tasks. Thus, the proposed method could be regarded as a paramount alternative in the predictive simulation of human lifting motion.
Keywords: inverse optimization control, bilevel optimization, direct collocation, particle swarm optimization, human lifting motion
1 INTRODUCTION
Lifting motion plays a paramount role in our daily lives and has been found to be one key incentive to pain and fatigue in the human neck and upper limbs (Mombaur et al., 2019). So far, it has been discovered that human lifting behavior complies with an optimal pattern regulated by the central nervous system (CNS) (Chang et al., 2001; Xiang et al., 2021). This discovery implies that an optimal control strategy is more likely involved in human lifting motion. Revealing this potential strategy may not only benefit the development of biomechanics but also provide valuable insights on the bionic control of different wearable robot devices to reduce human physiological discomforts caused by lifting tasks (Mark et al., 2019). However, the complexities of the human CNS and intersubject variances lead investigating the optimal control issue, particularly in terms of establishing the cost function regarding human lifting motion, to be difficult.
Recently, different methods have been devised by numerous researchers to expose the optimal control strategies with respect to different human motions. Among those currently existing methods, predictive musculoskeletal simulation via dynamic optimization could be one of the most formidable approaches, thanks to its ability to formulate the dynamic optimization issue independent of the experimental data (Ackermann and van den Bogert, 2010). In yielding predictive simulation for a given human motion, the determination of the cost function remains the most significant issue needed to be addressed. Generally, the cost function is represented by the combination of multiple performance criteria via different unknown weighting parameters (Yao et al., 2020). In such a case, determining the weighting parameters is the rite of passage to obtaining the cost function. Recent studies have suggested that determining the potential cost function for a given human motion could be cast as an inverse optimization control (IOC) problem and solved via the bilevel optimization technology (Mombaur et al., 2010).
Normally, a bilevel optimization problem is composed of the upper and lower levels. The optimal solution to the lower level is considered a feasible candidate for the upper level. The upper level optimizes its goals by considering its own constraints and the optimized solution obtained from the lower level (Sinha et al., 2017). Under such a case, the lower level denotes a single optimization of the movement constrained by the dynamic equation of the musculoskeletal model. The upper level adjusts the weighting parameters of the cost function to minimize the difference between the optimized solution gained from the lower level and the experimental data at each iteration (Yao et al., 2020).
Due to the nondeterministic polynomial-hard (NP-hard) nature of the bilevel optimization issue, it remains intrinsically thorny to solve this type of problems, even for simple instances (Sinha et al., 2013). To deal with this challenge, different bilevel optimization methods have been recently developed. Overall, these approaches can be categorized into classical and evolutionary methods (Sinha et al., 2018). Classical methods, such as single-level reduction using Karush–Kuhn–Tucker (KKT) conditions (Dempe et al., 2012) and gradient-based methods (Sun et al., 2020), cannot guarantee their performances over complex and large-scale bilevel optimization problems due to their lack of well-established solution procedures (Sinha et al., 2013). As alternatives to classical methods, evolutionary approaches, such as genetic algorithm (GA) (Zhang et al., 2020; Liu et al., 2022) and covariance matrix adaptation evolution strategy (He et al., 2019), have gained increasing popularity in this area, thanks to their swarm-based nature and promising abilities in handling parallel computation.
For predicting human motions via the bilevel optimization technology by using evolutionary algorithms, the lower level is required to generate a full predictive simulation of a given human motion based on the musculoskeletal model. Since the musculoskeletal model contains different dynamic constraints, the lower level often prefers to use the direct methods, such as the shooting method (Umberger, 2010) and the direction collocation (DC) method (Lee et al., 2016), to transfer the dynamic optimization problem into a nonlinear programming (NLP) problem in order to predict the human movement as full as possible. Compared to the shooting method, the DC method can yield a higher sparse NLP problem, which may thus enhance the computational efficacy (Lee et al., 2016). Therefore, combining with evolutionary algorithms, the DC method could be a vital alternative to the lower level optimization of the predictive simulation of human motion.
Over the last decade, applying the bilevel optimization technology to predict human motions has drawn great interest. Mombaur and Clever have used bilevel optimization to determine the underlying cost functions for human walking and running motions on different levels according to human motion capture data (Mombaur et al., 2017). A bilevel optimization method has been devised by leveraging the quadratic approximation-based method and multiple shooting method to identify potential optimality criteria of human gait generation in a constrained environment (Clever et al., 2018). Applying GA and DC, Nyuyen et al. have developed a novel bilevel optimization approach to determine the cost function in the dynamic simulation of human gait (Nguyen et al., 2019). Some other related works using bilevel optimization to determine the performance criteria of different human motions can be also found in Howard et al. (2013), Rebula et al. (2019), Price et al. (2020), Westermann et al. (2020).
From these aforementioned studies, it can be found that employing bilevel optimization to identify human motion generation is still a flourishing area. Also, based on our best knowledge, these studies mainly focus on some typical human movements, such as reaching tasks, running, jumping, or gait generation, and few of them have discussed the possibility of applying bilevel optimization to human lifting motion. Herein, this work has been devoted to investigating the potential cost function with respect to human lifting tasks via bilevel optimization, such that our results would provide some insights on designing and controlling the upper limbed wearable robot devices to release the physiological discomforts caused by lifting task.
To this end, blending particle swarm optimization (PSO) (Zhao et al., 2021) with the DC method, this article proposes a nested bilevel optimization approach to identify the cost function of human lifting motion. The upper level applies PSO to optimize the weighting parameter of each predefined performance criterion in the cost function minimizing the kinematic difference between the experimental data and the results gained from the lower level. The reason for using PSO can be interpreted by the fact that PSO is one of the most well-known evolutionary algorithms with excellent convergence speed, which would be suitable for dealing with our concerned issue within a tackle time (Liu, et al., 2021). Thanks to its aforementioned advantages, the DC method is implemented in the lower level to predict human kinematic and dynamic information based on the predefined cost function and human musculoskeletal model implemented into OpenSim. Finally, the performance of the proposed method is examined by experimental tests over 6 subjects, followed after a benchmark study. The experimental results confirm that the proposed method can identify a robust cost function for each subject. Thus, our method would provide practical utilities in bionics controlling of wearable robotic devices to aid human lifting motion in the future.
The rest of this article is organized as follows: Section 2 mainly presents the IOC model of human lifting motion established in this study; the proposed bilevel optimization method, including the PSO and DC method, used for identifying the cost function of human lifting motion is stated in Section 3; the experimental tests and result analysis are summarized in Section 4; and the last section completes this study by drawing conclusions and showing some future works.
2 PROBLEM STATEMENT
2.1 General Form of IOC Issue
It is commonly supposed that human daily motion is performed in an optimal way due to evolution, learning, and training (Mombaur et al., 2017). This, from a mathematical perspective, indicates that human motions can be formulated as optimal control problems. Yet, determining exact forms of the optimal control issues, especially as far as the establishment of the cost function, still remains a challenge due to complexities of human CNS (Lee et al., 2016). Despite optimization principles for human motions being uncertain, they can be generally denoted by the combination of multiple performance criteria (Mombaur et al., 2010). Recently, many researchers from different fields have confirmed that human motions can be mathematically formulated as an IOC model as follows (Mombaur et al., 2010, 2017; Clever et al., 2018; Nguyen et al., 2019):
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where e indicates the distinction between the solution of the lower level and the experimental data; ω ∈ Rn represents the unknown parameter vector in the lower level cost function for the human motion J, with n denoting the dimension of ω; ωlb and ωub are the lower and upper boundaries of ω, respectively; x(t) ∈ Rl stands for the state vector (e.g., joint positions, velocities, muscle lengths, and activations), with l indicating the dimension of the state; u(t) ∈ Rq denotes the muscle control vector with q dimensions; t represents the execution time of a given motion; Cx,u,t are the boundary constraints of the lower level; and Clb and Cub are the lower and upper boundaries of Cx,u,t.
Note that the IOC issue defined by Eqs 1–5 is a general formulation used to investigate the optimal control strategies of different human motions. Since the goals and regulation mechanisms of different motions are diversified, one needs to establish a concrete expression of the lower level cost function defined by Eq. 3 for a given human motion (Nguyen et al., 2019).
2.2 Modeling of Human Lifting Motion
As visualized in Figure 1, this study concerns the lifting task, where a human bends down to pick up an object from the ground. In this motion, four joints, namely, the human lumbar, hip, knee, and ankle joints, are considered since they play the most significant roles in human lifting tasks. In this study, all the joints in the musculoskeletal model are fixed to flex and extension in the sagittal plane. Moreover, the joint angle is defined as negative when the joint bends in the sagittal plane. The joint angle is considered to be positive on the condition that the joint extends in the sagittal plane. Inspired by the discovery noted in the previous subsection, this study defines the upper and lower levels of this task as follows, respectively:
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where n denotes the number of joints (n = 4 in this article); tf stands for the ending time of the lifting task; [image: image] and xj(t), respectively, indicate the predictive kinematic data from the lower level and the experimental kinematic of the jth joint; j = 1, 2, 3, 4 corresponds to human lumbar, hip, knee, and ankle, respectively; uj is the joint torque of the jth joint; Comx and Comy, respectively, denote positions of center mass of human body along the horizontal and vertical directions; Fl(t) represents the resultant force of human lumbar in the case of bending down to pick up an object; and ω′ = [ω1, ω2, ω3, ω4], ω5, ω6, and ω7 are the unknown weighting parameters of different items shown in the aforementioned lower level cost function.
[image: Figure 1]FIGURE 1 | Schematic diagram of human lifting mission.
It is noticeable from Eq. 6 that the upper level aims to search for solutions to the kinematical information with respect to each joint from OpenSim to match the experimental kinematics as closely as possible. Since human beings always prefer to stably lift objects with least energy consumption and fatigue of lumbar, these performance metrics are considered in Eq. 7. The first item in this equation denotes the summation of total joint torque. Since joint torque can be used to calculate the energy consumption by multiplying with the angular displacement, associated with different weighting parameters, this item is used to denote the energy consumption of lifting movement. The second and third items indicate human body stability during lifting. The last item in this equation stands for the resultant force of the human lumbar. Since the human lumbar is subject to different forces, which mainly result in fatigue on the lumbar, the last item is used to evaluate fatigue in the lumbar. Moreover, due to different dimensions, this item is empirically scaled to 10−2 in order to obtain similar magnitudes among all items. Note that each item in Eq. 7 is calculated through the musculoskeletal model in OpenSim based on the optimized state and control variables, as well as the optimized weighting parameters. In addition, similar to some other human motions, the upper and lower levels of human lifting motion are also constrained by Eqs 2, 4, and 5, respectively.
3 METHODS
In order to handle the bilevel optimization problem defined by Eqs 6, 7 within a tackle time, this study develops a bilevel optimization method by leveraging PSO and DC. Thanks to the promising convergence speed and parallel computation nature of PSO, this algorithm is implemented to optimize the weighting parameters by minimizing the difference between the predictive kinematics of joints obtained from the lower level and those of the experimental results. Due to the sparsity property of DC, this method is ideal for dealing with the derivative constraint, as shown in Eq. 4 (Nguyen et al., 2019). Thus, this study applies the DC method to simultaneously optimize the state and control variables in the lower level based on the optimized weighting parameters obtained from the upper level at each iteration. Note that the numerical value of each item in Eq. 7 is calculated based on the musculoskeletal model inserted into OpenSim. Applications of these two methods on the upper and lower levels are detailed in the hereinafter contents.
3.1 Particle Swarm Optimization
Inspired by birds flocking, Kennedy and Eberhart first proposed PSO in 1995 (Eberhart et al., 1995). Each particle in this algorithm denotes a candidate solution to an optimization issue. During the iterative search, each particle updates its position and velocity information according to its own flight experience and those of its companions as follows (Wu, et al., 2022):
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where [image: image] and [image: image] denote the velocity and position vectors of the mth particle at iteration k, respectively; ωm is a real coefficient, standing for the inertia weight parameter of particle m; c1 and c2 are two positive real parameters, respectively, denoting the cognitive and social acceleration parameters; r1 and r2 are two random numbers uniformly distributed in [0, 1]; and [image: image] and gbestk represent the personal best position of the mth particle and the global best position of the swarm at iteration k, respectively.
In the case of applying PSO to solve the upper level optimization problem of human lifting motion, the position vector of each particle is encoded by the unknown weighting parameters. Since 7 weighting parameters are considered in this study, the length of the position vector of each particle equals 7. During the search process, the fitness value of each particle is calculated based on Eq. 6. It is notable that the integral operator in Eq. 6 is approximately handled by the summation of Nt discretized time nodes between 0 and tf in terms of calculating the fitness value of each particle (Nt = 101 in this article).
During the search process, in order to guarantee the searched weighting parameters to satisfy the constraint given by Eq. 2, each dimension of the position vector of each particle is modified by the following saturation strategy:
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where [image: image] and [image: image] are the lower and upper boundaries of the ith weighting parameter ωi, respectively.
The algorithmic steps of applying PSO to search the optimized weighting parameters in the upper level are shown in Table 1. kmax and Np, respectively, denote the maximum iteration number and swarm size in this table. The evolution of PSO will not exist until the iteration number reaches kmax. It is notable from this table that the predictive kinematic data are obtained from the lower level in terms of calculating the fitness value of each particle based on Eq. 6.
TABLE 1 | Algorithmic steps of using PSO to solve the upper level of human lifting motion.
[image: Table 1]3.2 Direct Collocation Method
The DC method has been used to transfer the lower level issue of lifting motion into an NLP problem in virtue of its sparse nature. To this end, the state and control variables in Eq. 7 are first discretized along the time axis as follows:
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where N stands for the number of nodes and tf is the time final. Notice that, according to our pilot test, N is empirically set to be 25 in this article so as to release the burden of the computation time of the lower level.
The dynamic constraint of the lower level given by Eq. 4 can be then simplified into an equation constraint through the mid-point method as follows:
[image: image]
where xj+1 and xj are values of the (j + 1)th and jth discretized state variables, respectively; (tj+1 − tj) is the time difference between the (j + 1)th and jth nodes; uj+1 and uj are values of the (j + 1)th and jth discretized control variables, respectively; and f (xj+1, uj+1, tj+1) and f (xj, uj, tj) are values of the dynamic constraints at (j + 1)th and jth nodes, respectively.
Following the way noted previously, the lower level issue is transferred into an NLP problem, which can be solved by a typical NLP solver. In this study, the SNOPT solver (Andrei, 2017) is used to handle the lower level NLP issue due to its simplicity. At each iteration, the lower level implements SNOPT to optimize the defined objective function given by Eq. 7 based on the obtained weighting parameters in the upper level. Note that the integral operation in this objective function can be instituted by summation calculation since the state and control variables are discretized along the time axis. Moreover, in the case of applying SNOPT to solve the lower level problem, the boundary constraints of the state and control variables, as shown in Eq. 5, can be similarly modified by Eq. 10 by setting appropriate values of the lower and upper boundaries. The reader can refer to Andrei (2017) for more detailed information on using SNOPT to solve different NLP issues.
4 EXPERIMENTAL TEST AND RESULT ANALYSIS
Followed after a simple benchmark study, the developed bilevel optimization method is then verified by experimental tests on six subjects. The obtained results and analysis of the benchmark study and experimental tests are stated in the following contents.
4.1 Benchmark Study
In the conducted benchmark study, an IOC problem with a known optimal solution is used in this study as follows (Mcasey et al., 2012):
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The aforementioned benchmark test function has an optimal solution with ω* = 1. In our benchmark study, a Monte Carlo test with 10 runs is conducted in order to reduce the random effects. The needed simulation parameters of PSO are given in Table 2. The number of nodes of the DC method is empirically set to be 25. The statistical results of using the developed method on the benchmark test function are summarized in Table 3. The average fitness value curves of the upper and lower levels for solving this benchmark are visualized in Figures 2, 3, respectively.
TABLE 2 | Simulation parameters of PSO in the upper level for the benchmark study.
[image: Table 2]TABLE 3 | Statistical results gained by the proposed method for the benchmark test function (“NS” represents the numerical solution of ω.“ULFV” and “LLFV” denote the fitness values of the upper and lower levels, respectively. “CT” indicates the computation time.“Std.” denotes the standard deviation.).
[image: Table 3][image: Figure 2]FIGURE 2 | Average fitness curve of the upper level for the benchmark test function.
[image: Figure 3]FIGURE 3 | Average fitness curve of the lower level for the benchmark test function.
It can be observed from Table 3 that the proposed method can provide an average numerical solution of 0.9473 for the benchmark test function, with a standard deviation of 1.90E-03. It can be also observed from this table that the mean cost function values of the upper and lower levels gained by using the proposed method for the benchmark are 2.4263E-08 and 16.06, respectively. Also, one can note from this table that the proposed method averagely takes around 1.19E+02 s to cope with the selected benchmark test function. Thus, these observations, to some extent, can reflect the effectiveness of our proposed method on the bilevel optimization issue. Moreover, it is clear from Figures 2, 3 that the average fitness value curve of the upper level keeps decreasing with the iteration number increasing, whereas the average fitness value curve of the lower level oscillates. This observation is due to the fact that the bilevel optimization issue is naturally hierarchical (Sinha et al., 2018). The optimal solution to the lower level is a candidate, rather than the optimal, solution to the upper level. Thus, the optimality of the upper level always has priority over that of the lower level.
4.2 Experimental Studies on Different Subjects
To verify the developed method on the IOC issue of human lifting motion, six healthy male subjects (age: 23 ± 2 years, mass: 62.5 ± 4.52 kg, height: 1.71 ± 0.101 m) have been recruited to carry out a pack with 10 kg in our experimental study. The experimental kinematic data of each subject is obtained by using a motion capture system (Nokov, Beijing Metrology Technology Co., Ltd.) with 39 marker points. For more details about ways of sticking markers, the reader can refer to the operation guidance from OpenSim official website (https://simtk-confluence.stanford.edu:8443/display/OpenSim/Gait+2392+and+2354+Models). After gaining experimental kinematic data, the musculoskeletal model is scaled by the scaling tool in OpenSim to change the anthropometry of the model in order to match the specific subject as far as possible. Note that joint kinematics and kinetics data (e.g., joint angles and torques) are gained by inverse kinematics and inverse dynamics tools in OpenSim.
In the conducted experimental tests, each weighting parameter is set to locate within [0,1] for each subject. The maximum number of iterations of PSO is set to be 100. The rest simulation parameters of PSO and DC are referred to Section 4.1. The final experimental results of each subject obtained by using the developed bilevel optimization method are compared with those gained by the tracking simulation method (Koelewijn et al., 2016) (referred to as “Tracking Sim” in this article ) and the muscle activation cubed approach (Nguyen et al., 2019) (referred to “Mus Act Cubed” in this study). Note that only the energy performance metric is considered in the lower level cost function in “Mus Act Cubed,” for instance, only the first four items shown in Eq. 7 are considered in the “Mus Act Cubed” method. The kinematics results of different joints obtained by using the different methods for different subjects are illustrated in Figures 4–9, respectively. The numerical results of each considered joint and optimized weighting parameters obtained by different methods for each subject are reported in Table 4, where the best result of each item is highlighted in boldface. The upper fitness value curves searched by using our proposed method for the six subjects are illustrated in Figure 10.
[image: Figure 4]FIGURE 4 | Kinematics results of different joints obtained by different methods for subject 1.
[image: Figure 5]FIGURE 5 | Kinematics results of different joints obtained by different methods for subject 2.
[image: Figure 6]FIGURE 6 | Kinematics results of different joints obtained by different methods for subject 3.
[image: Figure 7]FIGURE 7 | Kinematics results of different joints obtained by different methods for subject 4.
[image: Figure 8]FIGURE 8 | Kinematics results of different joints obtained by different methods for subject 5.
[image: Figure 9]FIGURE 9 | Kinematics results of different joints obtained by different methods for subject 6.
TABLE 4 | Numerical results of each considered joint and optimized weighting parameters of different methods for different subjects (where “NAN” means “unavailable” and “ULFV” indicates “upper level fitness value”).
[image: Table 4][image: Figure 10]FIGURE 10 | Upper fitness value curves searched by the proposed method for the six subjects.
It is evident from Figures 4–9 that the kinematics of each joint optimized by the three methods can almost follow those of the corresponding reference data. This can reflect the effectiveness of each method for solving the predictive simulation problem of human lifting motion. It can be found from Figure 10 that the upper level fitness value curves searched by using the proposed method for the six subjects keep decreasing in the early phase of the evolution. This would imply the efficacy of standard PSO in the upper level optimizer in our developed method. Here, we need to mention that the fitness value curves searched by standard PSO may probably fall into local optimums for the 6 subjects since the fitness value curves remain stable in the latter of the evolution, as demonstrated in Figure 10. This observation is more likely due to the fact that standard PSO cannot keep a good balance between its global and local search powers. Thus, we are considering the possibility of developing some updating strategies to well balance such two capabilities of PSO in our upcoming study so that the performance of the developed method could be further enhanced.
It can be also found from Table 4 that the “Tracking Sim” method is followed by our proposed method and the “Mus Act Cubed” method in terms of the joint error and optimization fitness value. It is important to note from Table 4 that despite providing the best tracking performance among the three considered methods, the “Tracking Sim” method cannot obtain the determined weighting parameters. This indicates that the “Tracking Sim” method cannot gain an analytical expression of the optimal control strategy of human lifting motion. The reason that the “Tracking Sim” method cannot analytically solve the predictive simulation problem of human lifting motion can be explained by the fact that this method is merely a data-driving optimization method.
Moreover, one can claim from Table 4 that our proposed method and the “Mus Act Cubed” method can analytically determine the optimal control strategy of human lifting motions since these two approaches can obtain the weighting parameters. Due to the distinctions of human physiological structures such as different weights and heights, the weighting parameters shown in Table 4 for each subject searched by using these two approaches are diversified. Compared to the “Mus Act Cubed” method, the proposed method can generate a more accurate analytical expression of the optimal control strategy involved in human lifting motions. This is because those three more optimization items are considered in the lower level cost function in our proposed method. This means that combining multiple performance criteria in the lower level cost function results in a more realistic simulation of the human lifting motion model, which however leads to the determination of the motion model to be more computationally expensive. This discovery can be supported by the truth that the proposed method averagely takes about 74 h (with around 20 h for the lower level optimizer) to complete the programming run for each subject, which generally needs more than 12 h than those of the “Mus Act Cubed” method. However, since the predictive simulation of human lifting motion is conducted off-line, the computation time would not be the most important factor in the determination of the cost function of human lifting motion. Based on the aforementioned analysis, it may allow us to conclude that our proposed method could be considered as a vital alternative in the field of the predictive simulation of human lifting motion.
5 CONCLUSION AND FUTURE WORKS
Aiming at investigating the underlying cost function of human lifting missions, this study develops a nested bilevel optimization approach based on PSO and DC methods. In the developed method, the upper level implements PSO to optimize the weighting parameters among different performance criteria with the goal of minimizing the kinematic error between the experimental data and the result predicted from the lower level optimizer. The lower level optimizer applies the DC method to predict human kinematic and dynamic information based on the human musculoskeletal model inserted into OpenSim. The efficiency of the developed method is verified by a benchmark study as well as the experimental tests over six subjects. The simulation results confirm that our proposed method is capable of finding the cost function of human lifting motion within a tackling time. Therefore, our method could be regarded as a paramount alternative in the prediction simulation of human motion and would benefit the bionic control of different wearable devices.
The method and results shown in this article arise several issues that deserved some future studies. Although none of the weighting parameters obtained by using the proposed method are close to zero, the values of the weighting parameters are diversified over different subjects. Thus, developing an approach to evaluate the relative importance of a performance criterion deserves further strives. Since the global and local search capabilities of PSO heavily affect its optimization performance and convergence speed, developing more advanced updating strategies by mixing PSO with some other approaches such as Faster RCNN (Jiang, et al.., 2021) or rumor diffusion process (Chen et al., 2022) to enhance such two abilities of PSO could be the second significant issue in the near future to further improve and optimize the performance and the computation time of the upper level optimizer. Moreover, we are considering the possibility of comparing the developed approach with some other evolutionary algorithms by adding several more performance criteria in the lower level cost function in our shortcoming studies. Last but not least, we are striving to use the proposed method for the bionic control of upper limbed wearable robot devices to assist human lifting motion. For this potential application, the proposed method could be first applied to identify the personalized optimal control law for each subject. The determined optimal control strategy can then be mapped into the control system of a wearable robotic device, such that the device can achieve human-like control behavior during assisting human lifting motion.
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The electric bus driven by the wheel-side motor has a natural advantage for the driving stability control of the vehicle because the torque of each driving wheel is independently controllable. Based on the advantages of the artificial neural network control algorithm, this paper designs a direct yaw torque control strategy based on neural network PID control, and combines the steering characteristics of the vehicle to distribute the driving torque. The co-simulation results of Matlab/Simulink and TruckSim show that the designed control strategy can effectively reduce the vehicle’s center of mass slip angle and lateral acceleration under medium and high speed conditions, and ensure the stable driving of the bus.
Keywords: electric bus, yaw moment control, neural network PID, distributed drive, lateral stability
INTRODUCTION
Distributed drive electric vehicles can achieve power and maneuverability that cannot be achieved by traditional driving methods, and have a wider management space in terms of economy and safety control, and have great potential (Gasbaoui and Nasri, 2012). But the relevant research and marketing is not easy. The difficulty in the design, implementation and optimization of the distributed drive electric vehicle control system is that the vehicle has multiple drive motors, which belong to the overdrive system and have redundant degrees of freedom. Each actuator affects each other and each force is coupled with each other, which belongs to the nonlinear system dynamics problem (Kiumars et al., 2012). The main purpose of the research on distributed drive electric vehicle is to improve the stability, safety and energy saving effect of the vehicle. From the perspective of torque distribution, one or more of motor energy efficiency, torque coordination and vehicle dynamics are considered to improve vehicle performance as a whole.
The stability-based distributed drive electric vehicle torque distribution strategy mainly considers the control of body yaw moment. This control strategy is relatively mature in traditional internal combustion engine-driven vehicles, and has been widely used in industrial applications. Following the idea of ​​chassis control, strategies such as ESP and AFS have been widely studied in distributed drive electric vehicles (Fujimoto et al., 2006; Xibo Yuan et al., 2012; Yuan et al., 2012; Wu et al., 2013), and the vehicle stability can be improved by controlling the distributed motor torque or the front wheel steering mechanism. This type of control system is mostly composed of a motion tracking layer and a torque distribution layer. The research content includes the acquisition of vehicle ideal state parameters, the design and implementation of motion tracking strategy and generalized force distribution strategy, etc. The related research is mostly based on this idea.
The acquisition of vehicle ideal state parameters is the basis of vehicle stability control. By introducing the ideal model of the vehicle driving process, the ideal vehicle stability state parameters can be derived, which is of great value to the handling and stability control of the vehicle (Mokhiamar and Abe, 2006; Yu et al., 2013; Yang et al., 2014). Considering the influence of the road adhesion coefficient, in order to avoid the vehicle running in a nonlinear state, it is necessary to constrain the limits of the yaw rate and the center of mass slip angle, thereby improving the stability control effect of the vehicle under extreme driving conditions (Fujimoto et al., 2004; Fujimoto et al., 2006; Xia, 2007; Jonasson et al., 2011).
At present, the algorithms for vehicle stability control mainly include fuzzy control, sliding mode control and PID control (Yi, 2020, Zou et al., 2009). However, the driving conditions of the vehicle are complex and changeable, and the mass and the position of the center of mass of the passenger car will change due to different driving conditions. The control algorithm mentioned above is less applicable to the operating conditions due to its own limitations. The artificial neural network control algorithm produced on the basis of modern neurology, biology, psychology and other disciplines can reflect the basic process of biological nervous system processing external things, and it is a calculation developed on the basis of simulating human brain nerve tissue. The system is a network system composed of a large number of processing units through extensive interconnection. It has the basic characteristics of the biological nervous system, and reflects some reflections of the human brain function to a certain extent. It is a kind of simulation of the biological system. The advantages of parallel, distributed processing, self-organization, and self-learning are widely used in many fields such as image recognition, computer vision, and control system design.
In this paper, the distributed rear-drive electric passenger car is taken as the research object, and the neural network PID control algorithm is designed based on the principle of direct yaw moment to improve the lateral stability of the vehicle. The main work includes the following three points: 1) A distributed drive control system with a hierarchical control structure is proposed for rear-drive electric buses, including a yaw moment formulation layer and a driving torque distribution layer. 2) In the yaw moment formulation layer, the neural network PID control algorithm is designed based on the direct yaw moment control principle. The control variable of the controller, the output is the optimal yaw moment under the current working condition. 3) Using Matlab/Simulik software to build the control strategy model and the bus model in TruckSim software, and build a joint simulation platform. The control strategy designed by the analysis is verified under different operating conditions.
BUILD DYNAMICS MODELS
In order to design the adaptive distributed drive control strategy and verify it, it is necessary to establish a two-degree-of-freedom vehicle reference model, a five-degree-of-freedom vehicle dynamics model, and a TruckSim vehicle model.
Reference Model
It is assumed that the longitudinal speed and lateral acceleration of the vehicle remain unchanged during the driving process, while the motion of the body in the pitch, roll and vertical directions are ignored, and only the two-degrees-of freedom of lateral motion and yaw motion are considered, As shown in Figure 1, O is the center of mass of the vehicle, φ is the yaw angle; Fy and Fyr are the lateral force received by the front wheel and the lateral force received by the rear wheel in the tire coordinate system, respectively; δij is the tire rotation angle, and Iz is the rotation of the vehicle Inertia; a and b are the distances from the center of mass of the car to the front and rear axles respectively; [image: image] is the longitudinal vehicle speed; [image: image] is the lateral vehicle speed.
[image: Figure 1]FIGURE 1 | Two-degrees-of freedom vehicle model.
Taking the sideslip angle and yaw rate as state variables, the state equation of the system is as follows:
[image: image]
And
[image: image]
In the above formula, m is the mass of the vehicle; Iz is the moment of inertia of the vehicle; Cyf and Cyr are the lateral stiffnesses of the front and rear wheels, respectively, which are positive values.
There are the following equivalents during the vehicle steady driving state.
[image: image]
Combined Eq. 2.1 and Eq. 2.2, we can get:
[image: image]
In addition, considering the limitation of the road surface adhesion coefficient, when the steady-state values of the yaw rate and the vehicle sideslip angle derived from the linear two-degree-of-freedom reference model exceed the maximum value that the road surface can provide, the current road surface can provide as the expected value. On a road with a pavement adhesion coefficient of μ, the boundary values of the yaw rate and the vehicle side slip angle (King and Mamdani, 1977; Rajamani, 2016; Chen et al., 2022a; Chen et al., 2022b) are calculated respectively.
[image: image]
Combined Eq. 2.3 and Eq. 2.4, we can get
[image: image]
In the above formula, a and b are the distance from the center of mass of the vehicle to the front and rear axles, L is the wheelbase, [image: image] and [image: image] are the cornering stiffness of the front and rear axles of the vehicle, [image: image] is the moment of inertia of the vehicle around the Z axis, [image: image] is the longitudinal speed of the vehicle, μ is the pavement adhesion coefficient, and [image: image] is the front wheel steering angle of the vehicle. In addition, K is the stability factor, which is an important parameter that characterizes the steady-state response of the vehicle. The value of K is obtained by the following Eq. 2.6.
[image: image]
Vehicle Model
In order to design and verify the distributed drive control strategy, it is necessary to establish a wheel-side rear-drive electric bus model.
This article mainly studies the lateral driving stability of electric bus, ignoring the pitch and roll motion of the vehicle, and only considers the five-degrees-of freedom of the vehicle’s lateral, longitudinal, yaw and the rotation of the four wheels. As shown in Figure 2, the simplified five-degree-of-freedom model can be used to analyze the rear-drive forces of the vehicle in direct yaw-moment control.
[image: Figure 2]FIGURE 2 | Five-degrees-of-freedom vehicle model.
Longitudinal motion equation.
[image: image]
Lateral motion equation
[image: image]
Yaw motion equation
[image: image]
In the above formula, m is the mass of the vehicle; [image: image] is the longitudinal velocity of the vehicle; [image: image] is the lateral velocity of the vehicle; [image: image] is the moment of inertia of the vehicle around the Z axis; ω is the vehicle yaw rate; a is the distance from the center of mass to the front axle; b is the distance from the center of mass to the rear axle; w is the rear axle track; [image: image] and [image: image] are respectively the longitudinal and lateral reaction forces of the left and right driving wheels on the ground.
The wheel rotation dynamics equation can be obtained as follows.
[image: image]
 [image: image] is the rotational inertia of the wheel; R is the wheel rolling radius; [image: image] is the wheel friction; [image: image] is the wheel driving torque; [image: image] is the wheel braking torque.
TruckSim vehicle dynamics simulation software is used to build a complete electric bus model. TruckSim can build a nonlinear vehicle model in a parameterized manner as a control strategy simulation verification platform. Some parameters of the electric bus model are shown in Table 1.
TABLE 1 | Reference values for some parameters of electric bus.
[image: Table 1]DISTRIBUTED DRIVE CONTROL SYSTEM DESIGN
For the distributed rear-drive electric bus, by designing a reasonable driving force control strategy according to various driving conditions can improve the driving stability and driving safety of the bus. Based on the principle of yaw moment, a rear wheel drive force distribution control strategy to maintain the body attitude and driving route of electric bus is designed. The control strategy structure is divided into two layers: yaw torque setting layer and driving torque distribution layer, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Direct yaw moment control flow chart.
The desired yaw moment setting layer inputs the received driver information [image: image] and [image: image] into the reference vehicle model to obtain the expected yaw rate and sideslip angle. The expected yaw rate and sideslip angle to the actual yaw rate and side slip angle are compared, and the desired yaw moment is obtained by the Neural network PID controller and input to the next layer. In the driving force distribution layer, the driving forces are reasonably distributed to the left and right rear wheels of the electric bus according to the desired yaw moment constraint.
Desired Yaw Moment Calculation Based on Neural Network PID Controller
The traditional PID control technology has a large steady-state error for the complex vehicle control system due to the single control parameter. Compared with tradition PID control the neural network PID controller corrects the neural network weights in real time by obtaining the errors of the side-slip angle and the yaw rate of the actual vehicle and the reference model. Therefore, the neural network PID controller does not need to generate training data in advance to train the neural network, which greatly shortens the initialization time of the neural network.
The adopted neural network PID controller has a three-layer forward network structure, including input layer, hidden layer and output layer, and its sub-network topology is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Topological structure of neural network PID sub-network.
The inputs X1 and X2 of the input layer are the actual value and target value of the control variable, respectively, and the output Y of the output layer is the calculated control law. The neural network calculates the error according to the objective function, uses the gradient correction method to continuously correct the network weights of each layer, calculates the neuron input of each layer, and then performs iterative update operation according to each neuron update method, and finally obtains a suitable controller.
The topology of the neural network PID algorithm designed for the stability of the vehicle in this paper is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Topology diagram of direct yaw moment control strategy.
The objective function of the neural network weight correction in this paper is
[image: image]
Because the gradient learning algorithm is easy to fall into the local optimum, the method of increasing the momentum term can improve the network learning efficiency. The weight update formula is:
[image: image]
[image: image]
In the formula, wj is the weight from the hidden layer to the output layer; wij is the weight from the input layer to the hidden layer; the superscript z represents the z th optimization, the z-1st optimization weight and the z-2nd optimization weight. The difference between the values ​​is the momentum term, z is greater than 2; ηand η1are the learning rates.
The input of the input layer is the reference value and the actual value of the center of mass slip angle and yaw angular velocity, X is the input matrix of the input layer, which is:
[image: image]
The hidden layer has 6 neurons, the input matrix of the hidden layer is net, j is the number of neurons in the hidden layer, and wij is the weight from the input layer to the hidden layer. The formula for the input value of the hidden layer is:
[image: image]
Let the output of the hidden layer be netout. According to the different functions of each neuron in the hidden layer, the outputs of various types of neurons are designed as:
[image: image]
[image: image]
[image: image]
In the formula, netj* is the neuron output value calculated by the previous operation step in the calculation process.
The output layer has a neuron whose output value is the control rate Mz, and its calculation formula is:
[image: image]
where wj is the weight from the hidden layer to the output layer.
Driving Torque Distribution
After the total driving torque [image: image] is determined by the accelerator pedal, the driving torque needs to be reasonably distributed to the left and right rear driving wheels. When the vehicle is straight driving, the total driving torque [image: image] is equally distributed to the left and right driving wheels. When the vehicle turns, the torques of the left and right drive wheels are no longer equal, and satisfy the constraint of desired yaw moment M calculated by the neural network PID control.
By analyzing the driving state of the vehicle, it can be seen that when the vehicle understeer on the left or oversteer on the right, in order to ensure the steering stability of the vehicle, the torque of the right wheel should be increased and the torque of the left wheel should be reduced; When the left side of the vehicle is oversteering or the right side is understeering, the torque of the left wheel shall be increased and the torque of the right wheel shall be reduced to ensure the steering stability of the vehicle. Therefore, the torques of left and right driving wheels should meet the constraints of the following Eq. 3.10
[image: image]
In the above formula, W is the rear wheel thread, and R is the rolling radius of the driving wheel.
SIMULATION ANALYSIS
Based on the distributed rear-wheel drive electric bus model, two typical driving conditions of double line shifting condition and slalom test at medium speed are selected to verify and analyze the control effect of the designed distributed drive control strategy. At the same time, it is compared with vehicles without control and ordinary PID control. According to the above analysis and design, the Matlab/Simulink software and TruckSim software are used to establish a co-simulation platform, shown in Figure 6. The name, input and output of each module are shown in Table 2.
[image: Figure 6]FIGURE 6 | Matlab/Simulink-TruckSim co-simulation platform.
TABLE 2 | Name, input and output of each module.
[image: Table 2]Double Line Shifting Condition
The driving of a car is inseparable from the operation of the driver, and the double-shift test is a typical working condition of the human-vehicle closed-loop system. It is generally believed that the double-shift test condition is used to simulate emergency risk aversion and lane overtaking. In this paper, the medium-speed double-moving line condition is selected to simulate the emergency situation. Assuming that the road adhesion coefficient of the vehicle on the road is μ = 0.7, and the driving speed is 50 km/h, the driver operates the steering wheel to avoid danger when he encounters a driving obstacle after 5 s. In this process, the speed is generally kept constant. Steering wheel angle signal, speed variation curve, wheel torque output curve, yaw angular velocity curve, centroid yaw angle curve and lateral acceleration curve are shown in Figure 7, Figure 8.
[image: Figure 7]FIGURE 7 | Steering wheel angle.
[image: Figure 8]FIGURE 8 | Simulation results. (A) is the longitudinal speed curve, (B) is the torque curve, (C) is the yaw rate curve, (D) is the side slip angle curve, (E) is the lateral acceleration curve.
As shown in Figure 8, there is a torque difference between the left and right driving wheels of the vehicle using conventional PID control and neural network PID control strategy during the test of the vehicle under double-shift conditions. However, under the conventional PID control strategy, the torque difference between the left and right driving wheels is small, and the yaw angular velocity, center of mass yaw angle and lateral acceleration curves in Figure 8 also show that the values of the conventional PID control strategy are almost the same as those of the non-control group. The maximum value of the centroid side slip angle is 9deg without control, while under the neural network PID control strategy, the maximum mass center side slip angle is 6deg, and the mass center side slip angle can be effectively reduced by 30%, indicating that the control effect of the electronic differential control program is obvious, at the same time, the peak lateral acceleration of the vehicle can also be effectively suppressed, and the lateral stability margin is improved. The simulation results show that the designed neural network PID control strategy can effectively improve the stability of vehicles under double-shift conditions.
Slalom Test at Medium Speed Driving Condition
The driving condition of the vehicle with a slalom test at medium speed on a low adhesion coefficient road is simulated. Assuming that the vehicle is driving on a road with an adhesion coefficient of μ = 0.7, the initial speed is 50 km/h, the steering wheel performs 150° reciprocating steering operation after 4s, and the steering signal is shown in Figure 9. The curves of vehicle speed, yaw rate, and sideslip angle are shown in Figure 10.
[image: Figure 9]FIGURE 9 | Steering wheel angle.
[image: Figure 10]FIGURE 10 | Simulation results. (A) is the longitudinal speed curve, (B) is the torque curve, (C) is the yaw rate curve, (D) is the side slip angle curve, (E) is the lateral acceleration curve.
As shown in Figure 10, during the sinusoidal shift test of the vehicle, the steering wheel angle of the vehicle changes from 0 to 150 deg in the process of 4–6 s and then to −150 deg and finally back to 0 deg. There is a large torque difference between the left and right driving wheels of the vehicle with conventional PID control and neural network PID control strategy. The results show that the differential effect of the controller is obvious under the condition of rapid change of steering wheel. The torque diagram in Figure 10A shows that under conventional PID control, the output torque of the vehicle changes sharply, which is easy to cause body jitter. At the same time, the comparison curves of yaw velocity, centroid yaw angle and lateral acceleration show that under the neural network PID control strategy, the state parameters of the vehicle are the best, and the maximum value of the centroid yaw angle is 8.7deg without control, while under the neural network PID control strategy, the maximum value of the centroid yaw angle is 6.2deg, and the centroid yaw angle can be effectively reduced by 28%. The simulation results show that the centroid side slip angle can be effectively reduced by 28%. The designed neural network PID control strategy can effectively improve the stability of the vehicle under the sinusoidal moving condition.
CONCLUSION
In this paper, the distributed drive control strategy was proposed. Based on the direct yaw moment control principle and the advantages of independent controllable driving torque of the distributed rear-drive electric bus, the neural network PID controller was designed to calculate the additional yaw moment, and the optimal driving torques of the left and right rear wheels were obtained through the driving torque distribution rules. two typical driving conditions of double line shifting condition and slalom test at medium speed were carried out and analyzed by Matlab/Simulink-TruckSim co-simulation. The simulation results show that the designed neural network PID control strategy can effectively reduce the sideslip angle and lateral acceleration of the vehicle center of mass and improve the stability of the vehicle.
In the future, hardware-in-the-loop (HIL) tests will be performed to further verify the designed control strategy.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
FUNDING
The study is supported by National Natural Science Foundation of China (Grant No. U1934221), and A Key Project of Zhejiang Province (Grant No. 2020C01061).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Chen, T., Jin, Y., Yang, J., and Cong, G. (2022a). Identifying Emergence Process of Group Panic Buying Behavior under the COVID-19 Pandemic. J. Retail. Consumer Serv. 67, 102970. Article 102970. doi:10.1016/j.jretconser.2022.102970
 Chen, T., Qiu, Y., Wang, B., and Yang, J. (2022b). Analysis of Effects on the Dual Circulation Promotion Policy for Cross-Border E-Commerce B2B Export Trade Based on System Dynamics during COVID-19. Systems 10 (1), 13. doi:10.3390/systems10010013
 Fujimoto, H., Saito, T., and Noguchi, T. (2004). “Motion Stabilization Control of Electric Vehicle under Snowy Conditions Based on Yaw-Moment Observer,” in Advanced Motion AMC 04.The 8th IEEEE International Workshop, 35–40. 
 Fujimoto, H., Takahashi, N., Tsumasaka, A., and Noguchi, T. (2006). “Motion Control of Electric Vehicle Based on Cornering Stiffness Estimation with Yaw-Moment Observer,” in Advanced Motion Control, 2006. 9th IEEE International Workshop on ( IEEE). 
 Gasbaoui, B., and Nasri, A. (2012). A Novel 4WD Electric Vehicle Control Strategy Based on Direct Torque Control Space Vector Modulation Technique. Intell. Control &Automation 3 (3), 236–242. doi:10.4236/ica.2012.33027
 Jonasson, M., Andreasson, J., Solyom, S., Jacobson, B., and Trigell, A. S. (2011). Utilization of Actuators to Improve Vehicle Stability at the Limit: From Hydraulic Brakes towards Electric Propulsion. J. Dyn. Syst. Meas. Control Trans. ASME 133 (5), 51003. doi:10.1115/1.4003800
 King, P. J., and Mamdani, E. H. (1977). The Application of Fuzzy Control Systems to Industrial Processes. Automatica 13 (3), 235–242. doi:10.1016/0005-1098(77)90050-4
 Kiumars, J., Thomas, U., John, M. P., and Steve, L. (2012). Development of a Fuzzy Slip Control System for Electric Vehicles with In-Wheel Motors. Sae Int. J. Altern. Powertrains 1 (1), 46–64. doi:10.4271/2012-01-0248
 Mokhiamar, O., and Abe, M. (2006). How the Four Wheels Should Share Forces in an Optimum Cooperative Chassis Control. Control Eng. Pract. 14 (3), 295–304. doi:10.1016/j.conengprac.2005.03.023
 Rajamani, R. (2016). Vehcle Dynamics and Control. New York: Spring, 61–69. 
 Wu, F. K., Yeh, T. J., and Huang, C. F. (2013). Motor Control and Torque Coordination of Anelectric Vehicle Actuated by Two In-Wheel Motors. Mechatronics 23 (1), 46–60. doi:10.1016/j.mechatronics.2012.10.008
 Xia, C. L. (2007). Research on Control Method of Chassis Dynamics Based on the Longitudinal Forces Distribution and Active steering. Shanghai: Tongji University. 
 Yang, L., Zhang, J. W., Guo, K., and Wu, D. (2014). A Study on Force Distribution Control for the Electric Vehicle with Four In-Wheel motors. SAE 2014, 1–11. doi:10.4271/2014-01-2379
 Yi, , and Liu, (2020). Steering Stability Control for Four Wheel Drive Electric Vehicle. Changchun: Jilin Univ. , 24–36. doi:10.27162/d.cnki.gjlin.2020.004836
 Yuan, X., Wang, J., and Colombage, K. (2012). Torque Distribution Strategy for a Front- and Rear-Wheel-Driven Electric Vehicle. IEEE Trans. Veh. Technol. 61 (8), 3365–3374. doi:10.1109/tvt.2012.2213282
 Yu, Z. P., Feng, Y., and Xiong, L. (2013). Review on Vehicle Dynamics Control of Distributed Drive Electric Vehicle[J]. Jixie Gongcheng Xuebao(Chinese J. Mech. Eng. 49 (8), 105–114. doi:10.3901/jme.2013.08.105
 Zou, G. C., Lou, Y. G., and Li, K. Q. (2009). 4WD Vehicle DYC Based on Tire Longitudinal Forces Optimization Distribution. Trans. Chin. Soc. Agric. Mach. 40 (5), 1–6. doi:10.1109/CLEOE-EQEC.2009.5194697
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Chen, Zheng, Chen, Zhu and Gao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 03 June 2022
doi: 10.3389/fbioe.2022.908733


[image: image2]
Discovering Interdisciplinary Research Based on Neural Networks
Tao He, Wei Fu*, Jianqiao Xu, Zhihong Zhang, Jiuxing Zhou, Ying Yin and Zhenjie Xie
Department of Information Security, Naval University of Engineering, Wuhan, China
Edited by:
Gongfa Li, Wuhan University of Science and Technology, China
Reviewed by:
Avijit Mitra, University of Massachusetts Amherst, United States
Zhiguang Chen, Sun Yat-sen University, China
Yupeng Hu, Hunan University, China
* Correspondence: Wei Fu, lukeyoyo@tom.com
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 30 March 2022
Accepted: 09 May 2022
Published: 03 June 2022
Citation: He T, Fu W, Xu J, Zhang Z, Zhou J, Yin Y and Xie Z (2022) Discovering Interdisciplinary Research Based on Neural Networks. Front. Bioeng. Biotechnol. 10:908733. doi: 10.3389/fbioe.2022.908733

Interdisciplinary research promotes the emergence of scientific innovation. Researchers want to find interdisciplinary research in their research field. However, the number of scientific papers published today is increasing, and completing this task by hand is time-consuming and laborious. A neural network is a machine learning model that simulates the connection mode of neurons in the human brain. It is an important application of bionics in the artificial intelligence field. This paper proposes an approach to discovering interdisciplinary research automatically. The method generates an IRD-BERT neural network model for discovering interdisciplinary research based on the pre-trained model BERT. IRD-BERT is used to simulate the domain knowledge of experts, and author keywords can be projected into vector space by this model. According to the keyword distribution in the vector space, keywords with semantic anomalies can be identified. Papers that use these author keywords are likely to be interdisciplinary research. This method is applied to discover interdisciplinary research in the deep learning research field, and its performance is better than that of similar methods.
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INTRODUCTION
Interdisciplinary research has promoted the emergence of scientific innovation and provides new growth points for the sustainable development of science. Scientific community and policy makers are concerned about interdisciplinary research (Van 2015). Many policies and funding initiatives have been designed to encourage interdisciplinary research (Huang et al., 2016). In this environment, researchers want to find interdisciplinary research in their research field. But researchers are usually only familiar with their own research fields and lack opportunities to communicate with researchers in other research fields. Besides, the number of scientific papers published today is increasing, and completing this task by hand is time-consuming and laborious. Therefore, an automatic method for discovering interdisciplinary research is necessary.
A neural network is a machine learning model that simulates the connection mode of neurons in the human brain. It is an important application of bionics in the artificial intelligence field and has been widely used in many fields (Jiang et al., 2019; Huang et al., 2021). A deep neural network is a neural network model with many layers. The advantage of this model is that it can automatically extract the required features from the original data according to the task requirements and abstract the extracted features layer by layer to obtain better model performance (Du et al., 2021; Jiang et al., 2021; Li et al., 2022). A small quantity of training data is used to fine-tune the pretrained deep neural network model parameters so that they can be suitable for specific tasks. Through this fine-tuning process, deep neural network model has achieved a series of remarkable research results in many fields, such as computer image recognition, video retrieval and natural language processing. In this paper, a deep neural network model, IRD-BERT, is generated to simulate the domain knowledge of experts by fine-tuning the parameters of the pre-trained model BERT (Vaswani et al., 2017; Devlin et al., 2018). Using IRD-BERT, interdisciplinary research can be automatically recognized from a large number of papers.
When researchers are looking for interdisciplinary research in their research field, a manual method is to first retrieve the papers in their research field from the literature database and then screen the author keywords of these papers to see whether there are some keywords that usually do not appear in their research field. Finally, the papers with these keywords are read to determine whether they are about interdisciplinary research. Because the number of papers in a research field is usually very large, it takes considerable time for researchers to find interdisciplinary research by this manual method. The manual method is also unable to achieve long-term automation monitoring of interdisciplinary research.
In this paper, automatic recognition of interdisciplinary research is realized by letting the computer simulate this manual method. Specifically, first, the pre-trained model BERT is fine-tuned by using a natural science literature corpus to generate a deep neural network model IRD-BERT, which is suitable for dealing with tasks related to scientific literature. Then, the author keywords in a certain research field are projected into vector space through IRD-BERT. The DBSCAN algorithm (Ester et al., 1996) is used to identify noisy sample points in the vector space, and the author keywords represented by these noisy sample points are often used in other research fields. Finally, the papers with such author keywords are given to the researchers to judge whether they are interdisciplinary research to achieve the discovery of interdisciplinary research. The method is applied to discover interdisciplinary research in the deep learning research field, and its performance is better than that of similar methods.
Compared with similar methods, this method improves the accuracy of interdisciplinary research discovery because of the rich semantic information of natural science in IRD-BERT. Additionally, it is not necessary to know in advance the specific discipline in which interdisciplinary research takes place; it also does not rely on the discipline of the journal in which the paper is published to define the discipline of the paper. It provides a novel solution to interdisciplinary research discovery.
RELATED WORKS
Research on discovering interdisciplinary research can be divided into two categories. One category is retrospective research, which identifies and analyses the topics in papers when it is known that these papers are interdisciplinary (Wu et al., 2017; Dong et al., 2018). This kind of research is unable to address the problems that need to be solved in this paper. Another category is to find the papers engaged in interdisciplinary research from a number of papers, which is suitable for the problems to be solved in this paper.
Based on discovering interdisciplinary research, this category of research can be divided into citation-based methods, author-based methods and content-based methods. In the citation-based method, Porter et al. proposed an interdisciplinary measurement index based on the distribution of references in different disciplines (Porter et al., 2007); Mugabushaka et al. discussed the interdisciplinary index defined by the concept of biological diversity based on the discipline to which the citation belongs (Mugabushaka et al., 2016). In the author-based approach, Schummer et al. analyzed interdisciplinary developments in nanoscience and nanotechnology in terms of the institutions to which authors in the same paper belong (Schummer, 2004). Abramo et al. attempted to identify interdisciplinary research according to the specific classification of Italian scientists (Abramo et al., 2012). At present, a large number of studies focus on content-based methods. Xu et al. used TI and BET values to calculate the interdisciplinary attributes of subject words (Xu et al., 2016). The TI value reflects the number of disciplines associated with the subject words, while the BET value reflects the central degree of the subject words in the disciplines. Mao et al. quantitatively studied the knowledge diffusion model in interdisciplinary fields through knowledge memes, which overcomes the problem that the citation-based method only considers the number of citations but does not consider the real citation content (Mao et al., 2020). Kamada et al. proposed the diffusion meme index to evaluate the knowledge diffusion distance in the citation network, which can be used to discover interdisciplinary research (Kamada et al., 2021). In previous studies, many methods need to specify specific disciplines that produce interdisciplinarity in advance before they can identify interdisciplinary research, but when researchers do not know which disciplines intersect with their own research, it is difficult for them to work. There are also many studies that use the discipline of the journal where the paper is published to define the discipline of the paper. This method of defining the discipline of a paper is not accurate enough and may affect the effect of interdisciplinary research discovery.
Automation brings convenience to our lives (Liu X et al., 2022; Liu Y et al., 2022; Wu et al., 2022). It includes automatic image processing, automatic text processing and so on (Chen et al., 2022; Sun et al., 2022). The method proposed in this paper is the automated processing of text. In this paper, the author keywords of papers need to be expressed in the form of a digital vector. At present, this process is usually realized by neural network models. Bengio et al. proposed the method of generating vector representations of words using a neural network model (Bengio et al., 2003). He used a neural network to build a language model; after training the neural network, the corresponding vector representation of words can be extracted. Inspired by the method of Bengio, Word2Vec uses CBOW or Skip-gram to generate vector representations of words through neural networks (Mikolov, Chen, et al., 2013; Mikolov, Sutskever, et al., 2013). However, this method uses a vector to represent various semantics of words, which cannot solve the polysemy problem. To solve the polysemy problem, Peters et al. proposed ELMO, a vector representation of words related to context via neural networks (Peters et al., 2018). Then, the pre-trained models BERT (Vaswani, et al., 2017; Devlin, et al., 2018) and GPT (Radford et al., 2018) are proposed. In particular, fine-tuning the model parameters of BERT according to specific tasks to establish a new model suitable for the task, this neural network training method has achieved good results in many downstream tasks. In the scientific domain, based on BERT, a pretrained language model SciBERT was built; it is trained on a large corpus from the computer science and biomedical domain and has improved performance on downstream scientific NLP tasks (Beltagy et al., 2019). Next, Cohan et al. presented SPECTER, a model for learning representations of scientific papers, based on a transformer language model that is pretrained on citations (Cohan et al., 2020).
IRD-BERT
This paper uses many natural science studies from various disciplines to fine-tune the parameters of BERT and generates a deep neural network model IRD-BERT (BERT for interdisciplinary research discovery). The model is used to represent author keywords in the form of digital vectors for discovering interdisciplinary research.
BERT is a neural network pretrained model proposed by Google’s researchers in 2018. The structure of the base version of BERT is shown in Figure 1 (Vaswani, et al., 2017; Devlin, et al., 2018). It consists of 12 layers of bidirectional transformer encoders and has approximately 110 million trainable parameters. The multi-head attention in the encoder is helpful to extract useful features from the inputs. BERT was pretrained on the English Wikipedia corpus and Toronto Book corpus (Zhu et al., 2015) with two tasks: the masked language model (MLM) and next sentence prediction (NSP). During MLM, some of the tokens from the sequence were masked, and then correct tokens were predicted. For NSP, it connected two sentences from the corpus into a sequence and predicted whether it is reasonable for the latter sentence in the sequence to appear after the previous sentence.
[image: Figure 1]FIGURE 1 | The BERT architecture.
In order to solve the problem raised in this paper, the author’s keywords need to be represented in the form of digital vectors, that can reflect the semantic information of natural science. However, the generated corpus of the BERT model is the Toronto Book corpus and English Wikipedia corpus, and most of the contents in these corpora come from public reading materials. Therefore, the model can reflect the common-sense semantic information, and it is difficult to accurately express the semantic information of author keywords from natural science. Although SciBERT (Beltagy, et al., 2019) can capture some semantic information of natural science, it only uses corpora from the computer science and biomedical domains in the fine-tuning process. Therefore, it is not suitable for our interdisciplinary research discovery task because interdisciplinary research discovery needs to use semantic information in various natural science research fields. Although SPECTER (Cohan, et al., 2020) can accurately convert scientific literature into the form of a digital vector, the semantic information contained in such vector representations is too rich, so it is difficult to identify interdisciplinary research in the vector space according to the distribution characteristics of vectors.
To solve this problem, this paper uses a certain scale of natural science literature covering a wide range of disciplines to fine-tune the parameters of BERT on the MLM task and generates the IRD-BERT model. Specifically, through the Web of Science service provided by Clarivate, approximately three million abstracts of SCI papers from 2013 to 2017 were collected. According to the Web of Science schema, the SCI papers published from 2013 to 2017 cover 152 research areas. The abstracts we used include all these research areas. Among them, the number of papers in the area of chemistry is the largest, with a number of about 380,000, and the number of papers in the area of dance is the smallest, only 258 papers. These abstracts are used to fine-tune the parameters of the base version of BERT model on the MLM task. We want to use IRD-BERT to discover interdisciplinary research related to deep learning in 2018. The abstracts of the papers in 2018 where the abnormal keywords are located may involve the context of deep learning research. If these abstracts are employed to fine-tune the BERT model to create the IRD-BERT model, then the vectors of abnormal keywords generated by IRD-BERT may not be far away from other keywords related to deep learning research in the vector space. Therefore, the abstracts after 2017 were not used. Besides, collecting abstracts is a heavy manual work. In the end, the abstracts from 2013 to 2017 were used for fine-tuning the BERT model. Whole word masking is used to enhance the effect of fine-tuning. Three training epochs are carried out on the corpus, and the IRD-BERT model is generated in 14 h on a workstation with dual NVIDIA GeForce RTX 3090.
Using IRD-BERT, author keywords can be represented as digital vectors. Before inputting the author keyword into IRD-BERT, they need to be expressed in the form of wordpiece (Schuster et al., 2012). After inputting a wordpiece segmentation into IRD-BERT, each layer of the model will have a corresponding vector output. According to previous studies (Reimers et al., 2019), the output from the second-to-last layer of the model is selected as the vector representation of the wordpiece segmentation. For author keywords composed of multiple wordpiece segmentations, the average of their vectors is used.
The vector representation of author keywords generated by IRD-BERT contains rich semantic information. Generally, in scientific literature, keywords with similar contexts are close to each other in vector space, and keywords with different contexts are far away in the vector space. According to the characteristics of this spatial distribution, an automatic method for discovering interdisciplinary research can be designed.
METHOD OF DISCOVERING INTERDISCIPLINARY RESEARCH
The method of automatic discovery of interdisciplinary research proposed in this paper is a simulation of the process of manually identifying interdisciplinary research. When researchers want to find interdisciplinary research in their research field, they can first retrieve the relevant papers in the field from the academic database and then screen the author keywords in these papers one by one to see if there are any keywords that are quite different from the common words they are familiar with in this research field. Finally, the literature containing these keywords is read to determine whether they are interdisciplinary research. In this process, researchers need to screen the keywords in a large number of papers one by one according to their domain knowledge, which requires considerable time and effort. Using the spatial distribution characteristics of the author keyword vectors generated by IRD-BERT, we can simulate the domain knowledge of researchers and automatically identify interdisciplinary research in scientific literature.
The process is shown in Figure 2. When discovering interdisciplinary research, first, the researcher submits a query to the academic database to retrieve the papers in their research field. Then, the computer extracts the author keywords from these papers, represents these keywords in the form of a digital vector through IRD-BERT, and uses the DBSCAN algorithm to identify the keyword which is far away from other keywords in the vector space. We call this type of keyword an abnormal keyword. Finally, the computer returns the papers containing these keywords to the researcher for reading to determine whether the literature is interdisciplinary research. In this process, the researcher only needs to complete the query submission and read a small number of returned papers; other work is performed automatically by the computer.
[image: Figure 2]FIGURE 2 | Discovering interdisciplinary research using IRD-BERT.
The process can be briefly described as follows:
Input: q (query for a certain field of research).
Output: p (interdisciplinary research papers to be confirmed).
1) Submit q to the databases and return some papers m.
2) For author keyword in m:
3) Vector of keyword = IRD-BERT (author keyword).
4) Noisy vectors = DBSCAN (vectors of keywords).
5) Map noisy vectors to its papers p.
6) Return p.
In this description, IRD-BERT stands for projecting an author keyword to a vector through the deep neural network model IRD-BERT, DBSCAN stands for identifying noisy vectors using the DBSCAN algorithm, and a noisy vector is a vector that stays far away from other vectors.
The principle of this method is explained below. The author keywords belonging to the same research field are similar in context, so their vectors are close to each other in vector space. If the vector representation of a keyword (such as author keyword a in Figure 2) is far away from other keywords in the vector space. This indicates that the context of this keyword is quite different from others. Then, this abnormal keyword is likely to be from papers in another discipline. According to this phenomenon, if we use the DBSCAN algorithm to identify noisy vectors in the vector space, we can find the abnormal keywords that are far away from other keyword vectors and then use them to discover interdisciplinary research. This is because if a point in the vector space is far away from other points, it will be identified as a noisy point by the DBSCAN algorithm.
DISCOVERY OF INTERDISCIPLINARY RESEARCH IN THE FIELD OF DEEP LEARNING
In recent years, deep learning has become one of the important technologies leading the development of artificial intelligence. There are some studies that apply deep learning technology to various disciplines. According to the development characteristics of deep learning and combined with the suggestions of field experts, we took the natural science papers in the field of deep learning in 2018 as the experimental objects and use the proposed method to discover interdisciplinary research in these papers. Through discussion with five experts in the field, it was confirmed that in 2018, the main deep learning research fields included face recognition, speech recognition, medical image processing and so on. To discover interdisciplinary research in the deep learning research field, we first need to identify abnormal author keywords and then read the papers containing these author keywords to find the interdisciplinary research, which is described in detail one by one below.
Abnormal Keyword Identification
With the help of domain experts, we retrieved 6,788 articles related to deep learning published in 2018 through the Web of Science service provided by Clarivate. All author keywords in these papers are extracted. To make the keywords more representative, we removed the keywords that only appeared once. If a word is polysemous, then the vector representation of this word generated by IRD-BERT may not be accurate enough. This is because the input of IRD-BERT is only author keyword, and one vector is used to represent multiple meanings of a keyword. In order to reduce the occurrence of this situation, the keywords composed of only one word were removed, because this kind of keyword is more likely to have multiple meanings. The remaining author keywords were used for subsequent experimental analysis. We have also tried to input the abstract of the article where keyword is located into IRD-BERT together with the keyword. This will make the vector representation of keywords contain certain context information. Different vectors are used to represent different meanings of the same word. However, the content of these abstracts is related to deep learning research, which may lead to the result that abnormal keyword will not be far away from other keywords in the vector space.
According to the principle of our method, when an author keyword comes from the research of other disciplines, its corresponding vector will be far away from the vectors of other keywords in the vector space. We chose to use the DBSCAN algorithm to identify these abnormal keywords. Since the DBSCAN algorithm cannot give the score of the abnormal degree of a point in the space, by adjusting the parameters of the DBSCAN algorithm, the 10 closest author keywords in the vector space and the 10 author keywords with the highest degrees of abnormality far away from other points in the vector space are obtained, as shown in Table 1.
TABLE 1 | Top 10 author keywords with the highest and lowest degrees of abnormality.
[image: Table 1]The table shows that the 10 nearest keywords in the vector space are the names of various convolutional neural networks and are common words in the deep learning research field. The keywords that are far away from other points in vector space are the keywords whose context is quite different from the context of the deep learning research field. We read the literature in which these keywords are located. Except for “design space exploration”, which comes from papers that use design space exploration technology to research the hardware of deep learning, the other nine keywords come from interdisciplinary research. For example, “time projection chambers” come from the papers that apply deep learning models to the high-energy physics field, and “traditional Chinese medicine” comes from the papers that apply deep learning techniques to the traditional Chinese medicine research field. These studies do not belong to the field of common research content of deep learning.
The proposed method is compared with some similar methods. IRD-BERT and SciBERT were used to generate author keyword vectors, respectively. The previous Word2Vec-based method (He et al., 2021) was also used for projecting the author keywords to the vectors. In addition, we concatenated the title and the abstract of a paper to form a document, and input it into the SPECTER model to get the vector of this paper. After transforming the author keywords or the papers into vectors, the DBSCAN algorithm was employed for finding interdisciplinary research in the field of deep learning. Figure 3 shows the proportion of vectors which represent the author keywords or the papers with the most abnormal degree coming from interdisciplinary research. It can be seen in the figure that, for the problem raised in this paper, the method of using IRD-BERT is better than that of using Word2Vec, SPECTER, and SciBERT. Compared with the Word2Vec model, the IRD-BERT model use attention mechanism and deeper structure and is added with the common-sense semantic information from BERT. For the SPECTER-based method, compared with the semantic information contained in author keyword, the semantic information contained in title and abstract is too rich. This may make some interdisciplinary research papers are not far away from other papers in the vector space. The SciBERT model only uses corpora from the computer science and biomedical domains in the fine-tuning process. That’s probably not enough, because interdisciplinary research discovery needs to use semantic information in various science research fields. This may be the reason why it doesn’t work very well.
[image: Figure 3]FIGURE 3 | The proportion of vectors from interdisciplinary research.
As seen in Figure 3, for our method, even the 10 author keywords with the highest degrees of abnormality do not all come from interdisciplinary research. We analyzed the data and found that the context of the identified abnormal words is different from deep learning papers, and these words are more common in other research fields, but there are still a small number of words in them used in deep learning research papers. For example, the context of the keyword “design space exploration” is more related to electronic system designs than to deep learning, so the vector of this word will be far away from the vectors of other keywords. However, in the deep learning literature we retrieved, this word comes from the paper on the hardware of deep learning, which makes the word unable to be used to discover interdisciplinary research. The decline in the IRD-BERT curve in Figure 3 is mostly caused by such author keywords, which reflects the complexity of language.
We have also analyzed the errors of the other methods. The SPECTER-based method uses the title and the abstract of a paper to represent the paper as a vector. The semantic information contained in the vector is too rich. Therefore, it is difficult to make a very specific analysis of the errors produced by this method. The errors produced by keyword-based method can be divided into two categories. One is that although some author keywords are identified as abnormal keywords because they seldom appear in the literature related to deep learning, they are used in deep learning research papers under certain circumstances. These keywords cannot be used to discover interdisciplinary research. For example, “design space exploration”, which has been mentioned before, is such an author keyword. The other is that some keywords are common in deep learning papers, but they are more widely used in other research fields, so they are identified as abnormal keywords in the vector space. We found that the majority of errors produced by the SciBERT-based method and the IRD-BERT-based method fell into the first category, but the majority of errors produced by the Word2Vec-based method fell into the second category. This phenomenon still needs to be further studied.
Interdisciplinary Research in the Deep Learning Field
With the help of five experts in the field of deep learning, the papers using the top 50 author keywords with the highest degrees of abnormality were read. According to the development of deep learning in 2018, 35 interdisciplinary studies at that time were found among these papers. Limited by space, some of these researches are shown in Table 2. Deep learning involves interdisciplinary research in many fields, such as food, communications, and high-energy physics. the papers using the author keywords.
TABLE 2 | Some interdisciplinary research discovered in deep learning papers.
[image: Table 2]CONCLUSION
Neural network is a successful application of bionics in the artificial intelligence field. In this paper, the IRD-BERT model is generated by fine-tuning the parameters of the BERT deep neural network model with a scientific literature corpus. Then, IRD-BERT is used to project the author keywords into the vector space, and the distribution characteristics of the author keywords in the vector space are used to simulate the domain knowledge of experts to realize the automatic discovery of interdisciplinary research. Compared with traditional methods, this method makes full use of the semantic information of the author keywords in papers and has high accuracy in identifying the author keywords related to interdisciplinary research. Additionally, it does not need to know the specific discipline where interdisciplinary research takes place in advance, nor does it need to use the discipline of the journal where the paper is published to define the discipline of the paper.
When this method was verified in the field of deep learning, a problem was also found. Although the context of some author keywords is quite different from the deep learning research field, these keywords are used in the study of deep learning, not in interdisciplinary research. These author keywords contribute to the majority of errors in this method. It is not enough to rely on the semantic information of author keywords to solve the problem, additional information is needed. We will explore it in the future.
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As a key technology for the non-invasive human-machine interface that has received much attention in the industry and academia, surface EMG (sEMG) signals display great potential and advantages in the field of human-machine collaboration. Currently, gesture recognition based on sEMG signals suffers from inadequate feature extraction, difficulty in distinguishing similar gestures, and low accuracy of multi-gesture recognition. To solve these problems a new sEMG gesture recognition network called Multi-stream Convolutional Block Attention Module-Gate Recurrent Unit (MCBAM-GRU) is proposed, which is based on sEMG signals. The network is a multi-stream attention network formed by embedding a GRU module based on CBAM. Fusing sEMG and ACC signals further improves the accuracy of gesture action recognition. The experimental results show that the proposed method obtains excellent performance on dataset collected in this paper with the recognition accuracies of 94.1%, achieving advanced performance with accuracy of 89.7% on the Ninapro DB1 dataset. The system has high accuracy in classifying 52 kinds of different gestures, and the delay is less than 300 ms, showing excellent performance in terms of real-time human-computer interaction and flexibility of manipulator control.
Keywords: sEMG signals, gesture recognition, attention mechanisms, neural networks, multi-stream
INTRODUCTION
When the number of patients with physical disabilities is on the rise (Chen et al., 2021a; Chen et al., 2022a), dexterous hand devices are not fully satisfying the needs of patients. So it is extremely important to design a dexterous hand control system to help patients with forearm disabilities restore some of their limb functions and improve their quality of life (Ma et al., 2020; Xie et al., 2020). As a physiological signal closely related to human movement, the EMG signal can intuitively reflect the user’s intention; and the EMG signal-based dexterous hand control system (Li et al., 2020; Yun et al., 2022; Xu et al., 2022) has received widespread attention. Because it is simple, safe to operate, and not susceptible to environmental influences such as light or environmental sound changes (Li et al., 2019a). There are two main approaches to obtain EMG signals: one uses needle electrodes to invade the body and obtain physiological signals directly. The other is to analyze the user’s movement status by placing electrodes to detect changes on the skin surface currently. Compared with the use of needle electrodes, sEMG has the advantages of non-invasive, painless measurement, easy acceptance by the subject, and simple operation. So it has been widely used in practice. For patients with hand disabilities, some forearm muscles remain at the residual limb, and their central nervous system is not damaged and can function normally.
However, due to the characteristics of very weak and noisy EMG signals, the effective recognition of EMG signals still needs further improvement (Jiang et al., 2019a; He et al., 2019; Tan et al., 2020; Yu et al., 2020). At present, the gesture recognition methods of EMG signals are mainly divided into traditional machine learning based and deep learning based (Lenz et al., 2015; He et al., 2016; Cheng et al., 2021; Duan et al., 2021); the traditional method consists of three parts, pre-processing (such as denoising and filtering), feature extraction, and classifier model classification. However, manual extraction of features and then classification is tedious, and the accuracy is not very satisfactory.
Deep learning is a method that requires massive data for experimentation. By pre-processing the initial signal and expanding the experimental data, researchers continuously optimize and improve various parameters in the deep learning model, repeatedly train the model using Convolutional Neural Network (CNN) (Weng et al., 2021; Tao et al., 2022), and continuously test to get the optimal experimental results, thus improving the recognition accuracy. At present, the deep learning model has made some progress in sEMG gesture recognition, but the accuracy is not high while ensuring real-time. the model’s ability to fit multi-gesture sparse EMG signal data and extract features need to be further improved. The existing CNN-based EMG gesture recognition research does not make full use of the timing information of sEMG signal data, and difficult to apply in bionic hand control systems.
To solve the above problems, a multi-stream fusion network (Zhang et al., 2022) of one-dimensional convolutional neural network (CNN) + GRU is proposed, which embeds the attention mechanism (CBAM) in the CNN . CNN)+ GRU is used to for processing to extract the hidden correlation characteristics between the sEMG sequence signals, and embeds an attention module to learn synergy of different sEMG feature channels, and the spatiotemporal features. At the same time, ACC signals are added for recognition to further improve the accuracy. Based on this network, a dexterous hand control system is established to classify the collected sEMG signals and control the bionic hand to do matching movements according to the user’s intention, which can assist people with hand disabilities to live normally (Li et al., 2022; Tao et al., 2022). The contributions of this paper are as follows.
1) Acceleration signals and sEMG signals were collected to construct a dataset containing 52 different hand gestures.
2) Embedding CBAM units in a 1D convolutional network selectively emphasize informative features and suppress useless features on channels and spaces, enhancing the effective extraction of feature information from sparse channels while preventing overfitting.
3) A multi-stream fusion network based on CNN + GRU is designed to ensure accuracy while reducing the calculation time, making it more suitable for application in bionic hand control systems.
RELATED WORK
With the deepening of sEMG detection technology and the rapid development of computer technology, sEMG controlled human-machine interaction (Sun et al., 2020a; Chen et al., 2022c) systems can analyze the sEMG generated during the user’s movement to obtain the human body’s intention, and eventually control peripheral devices by transmitting movement commands (Pinto and Gupta. 2016; Zhang et al., 2019; Li et al., 2021; Liu et al., 2022a). Early prostheses were generally single-degree-of-freedom robotic arms with grasping capability only. Reitert (Scott, 1989) first used sEMG signals for prosthetic control in 1948, that’s the earliest. Carrozza (Carozza et al., 2005) implemented a single-degree-of-freedom sEMG prosthetic hand control (Andreas et al., 2017; Sun et al., 2020b; Liu et al., 2022b) using a finite state machine. Many researchers have worked on the problem of the multiclassification of sEMG. Traditional machine learning algorithms (Yu et al., 2019; Chen et al., 2022b) need to extract time-domain, frequency-domain, or time-frequency-domain features from sEMG data and select appropriate classifiers, such as extreme learning machines (Shi et al., 2013; Sun et al., 2022b), random forests (Atzori et al., 2014a; Asif et al., 2017), linear discriminant analysis, and support vector machines (Chen and Zhang, 2019), to accomplish the gesture recognition task. However, traditional machine learning tends to decrease the recognition accuracy significantly with the increase of gesture movements. From machine learning to deep learning (Lenz et al., 2015; Qi et al., 2020; Huang et al., 2021; Tao et al., 2022), the accuracy of the multi-classification of EMG signals has been improving. Deep learning performs better in the multi-classification problem of sEMG gestures because of its strong data fitting and feature extraction ability (Li et al., 2019c; Sun et al., 2022a). In the method of gesture recognition using deep learning (Han et al., 2018; Jiang et al., 2019b; Liao et al., 2021), there are several major types of mainstream network algorithms: 1) convolutional neural networks (Tao et al., 2022; Sun et al., 2022c); 2) recurrent neural networks (Liu et al., 2022b); 3) network combining multi-class models (Zhao et al., 2022); 4) some novel network (Huang et al., 2019; Chen et al., 2021b; Sun et al., 2021; Liu et al., 2022c; Liu et al., 2022d; Wu et al., 2022; Zhao et al., 2022).
In terms of EMG gesture recognition, CNN-based deep learning algorithms (Shi et al., 2022) have proven to be highly advantageous by many researchers (Huang et al., 2020; Jiang et al., 2021a; Yang et al., 2021)). Manfredo et al. (Manfredo et al., 2016) found that the average result of recognition accuracy of classical classification methods is easily surpassed by a simple CNN structure on the Nina Pro database. P. Tsinganos (Tsinganos et al., 2018) et al. used CNN networks for gesture recognition and improved the accuracy by 3%. Yu Hu (Hu Y. et al., 2018) et al. proposed an attention-based hybrid CNN-RNN (Recurrent Neural Network) model to process Nina Pro DB1, Nina Pro DB2, and Bio Pat Rec-26MOV compared to the normal hybrid CNN-RNN model databases, the accuracy was improved by 2.0%, 7.4% and 1.6%, respectively. Yuru Chen et al. use MYO hand ring to acquires upper limb EMG signals for data preprocessing, classification, and identification followed by real-time control of upper limb mechanical devices. Migratory learning, long and short-term memory networks, and recurrent neural networks were applied to EMG signal gesture recognition (Naik et al., 2014; Côté-Allard et al., 2017; Ding et al., 2018; Quivira et al., 2018; Xie et al., 2018; Chen et al., 2020), and Tsinganos et al. (Zardoshti-Kermani et al., 1995) researchers treated EMG signal-based gesture recognition as a sequence classification problem and introduced temporal convolutional networks for gesture recognition, with an improvement in recognition accuracy of about 5%. In general, machine learning methods for sEMG gesture recognition require low training data set size and short training time, but the requirements for researchers are relatively high; while deep learning-based methods have low or basically no requirements for feature set selection and certain requirements for sample data volume, because insufficient data will lead to poor recognition accuracy. We will combine attentional mechanisms and long short-term memory networks. Consider the sEMG signal as an image classification problem and time series classification as the basis for network design (Li et al., 2019b; Luo et al., 2020), establish a new network architecture for gesture recognition, further explore the optimization of network models, improve the recognition accuracy, and solve the problems of relatively long computation time, high hardware requirements in use, and unsuitable for the application of bionic The problem of relatively long computation time, high hardware requirements in use, and unsuitable for the application of the actual control process of bionic hands (Xiao et al., 2021; Liu X. et al., 2022).
METHODS AND MATERIALS
sEMG signal is a signal with temporal order (Luo et al., 2020), and RNN has shown excellent prediction capability in dealing with time series problems. GRU (Chung et al., 2014) is a further development based on RNN that can solve the problems of long-term learning dependence and long-term preservation of RNN and avoid gradient disappearance. The speedy, lightweight Conv1D combined with sequential-sensitive GRU to build the model can balance accuracy and speed, with fewer training parameters and faster convergence and iteration, which is beneficial to real-time recognition. Conv1D serves as a pre-processing step for GRU to shorten the identified sequences and extract local information before GRU processes the timing-related information.
MCBAM-GRU Net Architecture
A multistream CNN is proposed, which fusing attention mechanism and long short-term memory network, called MCBAM-GRU network, whose general framework is shown in Figure 1. After supervised training, end-to-end gesture recognition of surface EMG signals can be performed. The overall model can be divided into three stages, the data input, the multistream convolution and the aggregated output.
[image: Figure 1]FIGURE 1 | MCBAM-GRU general framework.
First, the data input phase divides the EMG signal by acquisition channel dimension to obtain a single-channel EMG map. The multistream convolutional network (Sun et al., 2020c; Tran and Lin, 2021) has six independent network branches. The features of the EMG signals of the six channels are extracted separately for each stream. Meanwhile, to improve the recognition effect, the sEMG and acceleration are fused by information fusion technique (Sun et al., 2020a; Liao et al., 2020; Tian et al., 2020; Hao et al., 2021a; Jiang et al., 2021b; Bai et al., 2022; Huang et al., 2022), and the signal surface EMG and ACC signals are used as the input of each stream of independent CNN, and each stream learns features independently by MCBAM. Since the single-channel sEMG map is essentially one-dimensional time-series data, a one-dimensional convolution kernel is used in the batch normalized convolution layer to learn the hidden correlation between sEMG sequence signals.
The aggregation output stage aggregates all the outputs of the multi-stream convolution stage and obtains the final recognition results. The first layer is the aggregation layer, which aggregates the outputs of the multi-stream convolution using a cascade stitching of feature channel dimensions. The second layer is a global mean pooling layer, which averages all pixel values of the feature map to obtain a value. The third layer is a full connected layer with dropout, which reduces the dimensionality of the output vector and adds dropout to prevent overfitting. The final layer uses a softmax-activated fully-connected layer to obtain the classification results. This layer first obtains a label vector [image: image] of the length of the number of gesture categories through the fully-connected layer and subsequently uses a softmax function to predict the category to which the label vector [image: image] belongs.
[image: image]
Where [image: image] represents the total number of gesture categories; [image: image] represents the probability that the vector [image: image] belongs to the Class [image: image] gesture, and the final category with the highest probability is the classification result [image: image].
[image: image]
Redundant Channel Removal
For the region of EMG signal distribution studied in the experiment, the sEMG signals generated by different hand movements of muscles some distributed in forearm muscles have a certain regularity, that is, some muscles in do not produce useful signals or redundant information channels, these regions not only interfere with the classification, and will increase the amount of data and increase the computational burden, thus affecting the classification speed.
Therefore, a method of removing redundant channels is necessary (Sun et al., 2020b), which takes the arm without movement as a benchmark and takes the variance of the signal values of different actions to represent the degree of signal redundancy.
By using the above variance calculation values (Zhou et al., 2010) to grade the redundancy of 16 channels in each action. Simple sequencing coding methods are used to assign positive correlation weights to different levels. In order to ensure the stability of the method, the cross-validation method (Scheme and Englehart, 2011) is used to verify. The collected data is divided into eight parts. One of them is taken out in turn and tested in the remaining data. Figure 2 shows the redundancy rate of 16 channels obtained after eight tests.
[image: Figure 2]FIGURE 2 | Weighted channel redundancy.
According to the weighting result, with high redundancy rate ten common redundant channels 2, 3, 4, 5, 6, 10, 11, 12, 13 and 14, channels are removed.
One Dimension Convolutional Block Attention Module
Attentional mechanisms (Hao et al., 2021b) has aroused the interest of many researchers because it have fewer parameters, faster speed, and better results in important areas such as machine translation (Hao et al., 2021a), speech recognition (Bahdanau et al., 2016; Rogowski et al., 2020), image recognition (Wang et al., 2017), and gradually started to be applied in sEMG gesture recognition (Hu J. et al., 2018; Jiang et al., 2019c; Liu et al., 2021) Previous CNN gesture recognition models often do not give enough attention to the characteristics of the EMG signal and do not make full use of the temporal information (Atzori et al., 2014b; Atzori et al., 2016; Geng et al., 2016; Ketykó et al., 2019). Therefore, this paper introduces a convolutional attention mechanism into the EMG gesture recognition method and designs a one-dimensional convolutional attention module based on time and feature channels to make it more applicable to EMG gesture recognition. A one-dimensional CBAM is added after the ReLU nonlinear function, which can redistribute the weights of EMG signals in different time frames and adaptively adjust the weights of each feature map to focus more on the effective features and suppress the useless features to some extent. The CBAM1D shown in Figure 3 is divided into the feature channel attention module and temporal attention module.
[image: Figure 3]FIGURE 3 | One-dimensional convolutional block attention module.
The specific main process of the feature channel attention module shows as follows: an input feature [image: image] along the time dimension to perform feature compression, a real number is used to represent the time dimension information. Temporal information is aggregated through the average pooling and maximum pooling. Generated two different feature vectors are [image: image] and [image: image]. The formula is shown below.
[image: image]
Among them: [image: image]; [image: image].
The two feature vectors are sent to a shared network to generate two new feature vectors, which are combined using element-by-element summation to generate the feature channel attention map [image: image]. The shared network consists of a two-layer multilayer perceptron. [image: image] is the activation size of the first layer, which can reduce the number of parameters, where r is the compression rate; The second layer output size is [image: image]. The feature channel attention module can be expressed as shown in Eq. 4.
[image: image]
where: [image: image] is the sigmoid activation function; [image: image]; [image: image].
The spatial attention module uses the time-series relationship of the myoelectric map to generate the temporal attention map [image: image]. Feature channel attention focuses on the effective feature maps, while temporal attention focuses more on the effective time frames in the decision window, which further complements the feature channel attention. The specific process of the temporal attention module is: feature compression along the feature channel dimension, using a real number to represent the feature channel dimension information of the feature. The average pooling and maximum pooling are used to aggregate the feature channel information to obtain two feature vectors, [image: image] and [image: image].
[image: image]
Among them: [image: image]; [image: image]
Two feature vectors are cascaded and stitched by feature channel axes to generate a one-dimensional temporal attention map [image: image] through a standard convolutional layer. Temporal attention module can be represented by Eq. 6.
[image: image]
where: [image: image] is the sigmoid activation function; [image: image] represents the convolution kernel is a 3*1 one-dimensional convolution.
Combining the time and feature channel attention modules, the total process can be summarized as follows
[image: image]
where: [image: image] represents the element-by-element multiplication; [image: image] is the final output of the 1D CBAM module, the input features after remapping.
EMG Signal Acquisition
The experiments use the ELONXI EMG instrument produced by Hangzhou Jiaopu Technology Company as the measurement sensor. ELONXI electromyograph has a 16-channel sEMG signal sensor. The sampling frequency is 1,000 Hz. This electromyograph has a high sampling frequency and is easy to wear, simple to use and low cost. This device is convenient for data acquisition and uses with dexterous hand mechanical devices. Before the experiment, the surface of each electrode of the cuff and the skin surface of the volunteer were gently wiped with alcohol cotton. Volunteers need to wait a few minutes for the skin surface to dry naturally and put the cuff on the forearm. The 16 electrodes of the cuff were numbered and evenly distributed on the surface of the arm. The correspondence between 16 electrodes and forearm muscles is shown in Table 1.
TABLE 1 | The correspondence between 16 electrodes and forearm muscle.
[image: Table 1]This experiment was approved by the Research Ethics Committee of Wuhan University of Science and Technology of China. Before the experiment, the relevant content of the experiment and the risks have been informed in detail to the 10 healthy subjects. And then they have signed informed consent forms. The experimental environment was quiet and free of absolute noise, Subjects seated in a chair where their hands can comfortably be placed on the table. They were asked to perform the corresponding right-handed movements according to the cues on the computer screen.
Volunteers should try to maintain the same speed and force, with the muscle relaxation state as the initial state and each target movement as the end state of one movement. To ensure that there is a long enough interval between the two movements to avoid muscle fatigue. A total of 10 adult healthy subjects (7 males and 3 females) with no history of disease and a homogeneous physical distribution underwent forearm sEMG collection experiments, with an age distribution between 25 and 30 years old, all using the right arm. Each subject was required to acquire 52 gestures, with each action repeated 15 times, each action lasting 10 s, with a 5-min rest period between each action (the electrode cuff should not be removed during the experiment), to obtain the same body EMG signal with temporal and spatial differences in the EMG signal. During the acquisition process the subject followed the screen prompts, concentrated on the instructions on the screen, and the timing diagram of the EMG acquisition experiment is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Timing diagram of EMG acquisition experiment.
In previous studies, only 4–12 different movements were generally considered, but for a prosthetic manipulator, 4–12 gestures are far from sufficient. In this paper, 52 gestures from the NinaPro DB1 dataset were selected. These gestures are divided into three exercises. 1) 12 finger-based gestures, 2) eight equal-open, equal-length gestures and nine wrist-based gestures, and 3) 23 basic grasping gestures. 52 gestures are numbered as Gs1-52.
Feature Extraction and Selection
The reasons and methods of sEMG signal preprocessing have been systematically summarized by many domestic and foreign EMG research results (Woo et al., 2018). The original image is replicated in layers to obtain the image of each channel, and then preprocess and normalize each channel sEMG before input to the neural network.
sEMG signals are extremely weak and susceptible to environmental noise, industrial frequency interference and individual body differences, and that leads to the signal-to-noise ratio of sEMG signals relatively low. To obtain a high signal-to-noise ratio and make the online system have good real-time performance, the sEMG collected is mainly distributed in the range of 0–500 Hz, with the main energy concentration in the range of 10–200 Hz. Considering the signal frequency, the sEMG may be interfered with by the 50 Hz industrial frequency interference and the low-frequency signal below 20 Hz. Therefore, a trap filter and a Butterworth high-pass filter are chosen for denoising.
The frequency response of the ideal trap filter is expressed as Eq. 8, where [image: image], which is used to remove the 50 Hz industrial frequency interference.
[image: image]
The Butterworth filter amplitude and frequency should be shown in Eq. 9, where.
[image: image] represents the system order of the filter, [image: image], [image: image] represents the frequency, [image: image] represents the turning frequency. The selected high-pass filter with a frequency range above 20 Hz and an attenuation rate of 18 dB per octave.
[image: image]
The waveform and spectrum after pre-processing are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Visualization of sEMG waveforms before and after filtering.
Due to the small amount of energy produced by the target action muscles (Sun et al., 2020a; Cheng et al., 2020), to make the amplitude of the active segment more visible, an absolute value is taken for the acquired signal. sEMG signals are continuous signals, and if the whole segment of the acquired signal is used to characterize the target action. It is not conducive to the implementation of a real-time system and the classification of the target action. At the same time, the EMG signal has obvious non-smooth randomness, therefore, the pre-processed signal should be described by a set of data that can characterize its features, which can effectively distinguish different actions and facilitate classification.
Integral electromyogram (IEMG), myoelectric variance value (VAR), median frequency (MDF), and signal high-to-low frequency ratio (FR) are the four features selected in the experiments, calculated as Eq. 10, which are easy to calculate and high in real time to characterize the signal features. and the resulting image is used as a multichannel EMG feature image.
[image: image]
Where xi and Pi represents the peak value of the ith point of sEMG in the time sequence; represents the peak value of the ith point of sEMG in the time sequence; Pi represents the power value of the ith point of sEMG on the spectrum; N represents the number of signal sampling points; M is the signal bandwidth. LLC and LHC are the lower and upper cut-off frequencies of the low-frequency band, respectively; HLC and HHC are the lower and upper cut-off frequencies of the high-frequency band.
EXPERIMENT
The dataset is randomly divided into two groups: one is the training set, and the other is the test set. The training set contains 800 sets for each gesture, and each test set contains 100 sets. Experimental environment hardware: Intel(R) Core(TM) i7-9700K CPU@3.60 GHz; memory: 32.00 GB. All experiments are implemented by PyTorch 1.7.0 + cu110 on NVIDIA GTX 1080Ti GPU.
Experimental Results and Analysis
During the experiment, redundant channels were removed to reduce the amount of computational data and to speed up the computational rate. Therefore, it is necessary to construct a comparison experiment between the sEMG signals after all channels were selected and the redundant channels were removed. In the comparison experiment, the network model was fine-tuned, and to prove its validity, no ACC information was added for fusion while the inputs were the original sEMG images. The comparison validation yielded the results shown in Figure 6.
[image: Figure 6]FIGURE 6 | Removing redundant channels vs keeping all channels accurate.
By comparing the recognition rates of ten groups, the experimental results show that when the redundant channels are removed, the recognition efficiency does not change significantly, and considering the recognition rate and data dimension, it is necessary to remove the redundant channels.
Using the step-by-step debugging function of the Pycharm development environment, we input the action segment sEMG signal feature data from any test set into the trained network, and count the time from receiving data to output signal category as the delay time to measure the network computation speed. In order to exclude the chance influence of a certain input data, this paper brings in 10 times of data and calculates the average of network delay time. To ensure that the experimental results are not affected by the particular sEMG signal characteristics of a particular test subject, three subjects from the Nina Pro-DB1 database (Atzori et al., 2012; Atzori et al., 2014a) are selected for individual training and testing in this paper. The experimental results are shown in Table 2.
TABLE 2 | Classification under removing redundant channels and keeping all channels.
[image: Table 2]From Table 2, it can be seen that removing redundant channels has lower latency and higher accuracy than keeping all channels. Therefore, removing the redundant channels with less data is more suitable for the application of the bionic hand control process.
To better validate the effectiveness of the MCBAM-GRU sEMG gesture recognition network, the following ablation experiments were performed using a matchless normalized multistream convolutional network as the baseline model for the five experiments. Raw sEMG images were used as the input source of the network and no ACC information was input for fusion.
Experiment I: multi-stream convolution.
Experiment II: multi-stream convolution + batch normalization (BN).
Experiment III: multi-stream convolution + batch normalization + Gate Recurrent Unit (GRU).
Experiment IV: multi-stream convolution + batch normalization + one-dimensional Convolutional Block Attention Module (CBAM).
Experiment V: multi-stream convolution + batch normalization + one-dimensional CBAM + Gate Recurrent Unit (GRU).
The results of the average gesture recognition accuracy ablation experiment are shown in Table 3. The results of the 52 gesture recognition accuracy ablation experiments for each subject are shown in Figure 7.
TABLE 3 | Average gesture recognition accuracy ablation experiment results.
[image: Table 3][image: Figure 7]FIGURE 7 | Results of 52 gesture recognition accuracy ablation experiments for each subject.
From the experimental results in Figure 7, it is clear that the use of batch normalization has the greatest impact on recognition accuracy. The reason is that batch normalization can reduce the effect of internal covariate bias, reduce the sensitivity of different choices of parameter initialization and learning rate on the impact of model performance, and also facilitate gradient descent, which helps the model converge quickly. Therefore, adding batch normalization can help the network model fit the data set better and achieve higher performance. Adding one-dimensional convolutional attention to the multi-stream convolutional network can increase the average gesture recognition accuracy to 83.6% for 52 gestures for 27 subjects; adding GRU to the multi-stream convolutional attention mechanism network structure can increase the average gesture recognition accuracy to 86.0%. CBAM is introduced in the multi-stream network, which enables the network to learn saliency information in the image, making the important features in the image more salient and improving the expressiveness of the network without adding too many extra parameters and training time. The attention module generates temporal attention maps in the temporal dimension, giving more weight coefficients to the more important time frames in the time window and suppressing them with fewer weight coefficients on the contrary; in addition, it generates feature channel attention maps in the feature channel dimension, reinforcing the more effective feature maps and weakening the useless ones. The addition of the GRU module can further improve the network accuracy, enhance feature learning, and optimize network performance.
Figure 8 shows the confusion matrix of the MCBAM-GRU network for gesture recognition, containing the prediction results for 52 gestures for 27 individuals. In this experiments, the acceleration (ACC) signal is input into the network as an independent branch, the characteristic EMG signal is the input source of the network, and other conditions remain unchanged. The horizontal coordinates are the predicted gesture labels and the vertical coordinates are the actual gesture labels. From Figure 8, we can see that the recognition accuracy of most of the movements are relatively high and are concentrated on the diagonal, but there are also individual gestures with low recognition accuracy, such as gestures 9, 10, 11, 16, and 17, which are easily misidentified because they are relatively similar. 9, 10, and 11 are all thumb movement gestures and have very similar force points, so the recognition is poor; 16 and 17 are also It is because the difference of only the direction of thumb movement is very similar, resulting in poor recognition.
[image: Figure 8]FIGURE 8 | Gesture recognition confusion matrix.
To show the advantages of our model, MCBAM-GRU network recognition model is compared with other models that have been studied in recent years. The results on the NinaproDB1 dataset are shown in Table 4. The NinaPro DB1 dataset contains 52 different gestures of 27 healthy subjects, the same gestures contained in the dataset used in this paper. So we can compare the experimental results horizontally to conclude that our proposed MCBAM-GRU network algorithm outperforms other algorithms.
TABLE 4 | Comparison results of different approaches on NinaPro DB1.
[image: Table 4]From the comparison of the results in the above table, it is obvious that with the application of deep learning on sEMG gestures, many researchers did not achieve better recognition results, and most of them did not exceed 80% recognition rate, which is only comparable to the recognition results of traditional methods. Except for the results in this Section, the recognition rate achieved by Wei’s proposed multi-stream convolutional neural network can reach 85.0%, while the multi-view fusion network proposed also can achieve a satisfactory recognition rate on the NinaPro DB1 dataset, which can reach 89.7%, 4.7% higher than the former.
Validation Experiments
A 6-channel sEMG gesture recognition based dexterous hand control system is designed as a validation experiment platform, and the block diagram of the dexterous hand control system is shown in Figure 9. The system mainly contains three parts: sEMG signal acquisition, action intention recognition and prosthetic hand control. The control process of the dexterous hand is as follows: sEMG signal and acceleration acquisition equipment collects sEMG data from the user’s forearm in real time and sends it to the computer by wireless communication. The collected data is pre-processed and the redundant channels are removed as the input of the MCBAM-GRU network. The trained MCBAM-GRU network outputs the predicted current gesture, which is sent as the control signal of the dexterous hand to the dexterous hand console. Fifty-two bionic hand movements were preset in the console program, corresponding to 52 movements from the Nina-Pro-DB1 database (Atzori et al., 2016).
[image: Figure 9]FIGURE 9 | Block diagram of dexterous hand control system.
The 16-channel sEMG sensor cuff can adapt to different users’ arm circumference and keep the electrode in good fit with the forearm; meanwhile, the sensor electrode is made of stainless steel, which is convenient to wear. The device connects the EMG collector to the computer via Bluetooth for fast data upload. The EMG cuff is worn on the right hand, and the accelerometer is placed close to the back of the hand to keep the forearm horizontal. The dexterous prosthesis used is an adult-sized anthropomorphic SR-RH8D (shown in Figure 10) developed by Seed Robotics in the United Kingdom. It is designed with underdrive technology, which allows the dexterous hand to be adaptive for precise control of objects with different or complex shapes.
[image: Figure 10]FIGURE 10 | SR-RH8D humanoid dexterity hand.
The SR-RH8D has a total of 19 degrees of freedom, including the contralateral thumb and a full spherical wrist joint. In addition, it has eight compact and powerful internal actuators (seed_1-seed_8), all of which are contained within the unit and can be controlled independently by the user, and the relative relationship between the actuators and the dexterous hand motion is shown in Table 5.
TABLE 5 | Servo and dexterous hand motion correspondence.
[image: Table 5]The motor and control circuit of the dexterous hand are fully integrated into the dexterous hand, and which can be connected to a computer via a serial communication protocol. The trained multi-stream convolutional attention network is used to predict the gesture actions for the new input sEMG signals, and finally the predicted results are sent to the SR-RH8D dexterous hand as instructions to complete the corresponding gesture actions. The resting action was added to the experiment as a transition between the previous gesture and the next gesture action. The experimental results of some gestures are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Experimental diagram of dexterous hand gesture movements (partial gesture demonstration).
CONCLUSION
Aiming at the insufficient effective feature extraction of sEMG timing information, the poor performance of gesture recognition speed and accuracy of sparse surface EMG signals, and the difficulty of application in dexterous hand control system, a multi-stream convolutional neural network MCBAM-GRU that integrates attention mechanism is proposed. it uses multi-stream convolution to excavate characteristics of the sparse channels of multiple acquisition channels. The one-dimensional convolutional attention module and the GRU module are added to learn important timing information and focus on more differentiated signal areas. Meanwhile the network adaptively learns the importance of different feature maps and strengthens the feature maps with stronger correlation, which ensure accuracy and greatly reduce the calculation time. The network can recognize 52 gestures using 6-channel surface electromyography and acceleration signals as model inputs. This multi-stream convolutional attention of this network can effectively prevent the overfitting problem of sEMG signals, while the use of GRU further improves the network accuracy. The prediction accuracy of the collected experimental data reached 94.1%, which is a satisfactory practicality. A dexterous hand control system is built to verify its feasibility. This network great potential for wider applications in future fields such as muscle fatigue and sensor electrode deflection. In subsequent studies, it is necessary to address differences in hand gestures, differences in arm size, and differences in the speed and strength of hand movements between individuals. There is a need for an in-depth study to obtain a pervasive multi-gesture recognition algorithm, Further simplify the network model, and broaden its application in resource-constrained embedded platforms.
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Genetic algorithm is widely used in multi-objective mechanical structure optimization. In this paper, a genetic algorithm-based optimization method for ladle refractory lining structure is proposed. First, the parametric finite element model of the new ladle refractory lining is established by using ANSYS Workbench software. The refractory lining is mainly composed of insulating layer, permanent layer and working layer. Secondly, a mathematical model for multi-objective optimization is established to reveal the functional relationship between the maximum equivalent force on the ladle lining, the maximum temperature on the ladle shell, the total mass of the ladle and the structural parameters of the ladle refractory lining. Genetic algorithm translates the optimization process of ladle refractory lining into natural evolution and selection. The optimization results show that, compared with the unoptimized ladle refractory lining structure (insulation layer thickness of 0 mm, permanent layer thickness of 81 mm, and working layer thickness of 152 mm), the refractory lining with insulation layer thickness of 8.02 mm, permanent layer thickness of 76.20 mm, and working layer thickness of 148.61 mm has the best thermal insulation performance and longer service life within the variation of ladle refractory lining structure parameters. Finally, the results of the optimization are verified and analyzed in this paper. The study found that by optimizing the design of the ladle refractory lining, the maximum equivalent force on the ladle lining, the maximum temperature on the ladle shell and the ladle mass were reduced. The thermal insulation performance and the lightweight performance of the ladle are improved, which is very important for improving the service life of the ladle.
Keywords: genetic algorithm, multi-objective optimization, thermal insulation performance, ladle refractory lining, service life
1 INTRODUCTION
Refractory lining is an important part of the ladle, mainly including working layer, permanent layer and insulation layer, and its thickness affects the ladle shell temperature and ladle lining force. The structural composition of the refractory liner affects the ladle lightweight performance and insulation performance. The greater the thickness of the working layer, the lower the temperature of the ladle shell, but at the same time it will increase the weight and production cost of the ladle. In order to ensure that the ladle shell temperature and lining stress are within the permitted range, the thickness of the working layer cannot be too large or too small, and a balance point needs to be found between the two. At present, some scholars have reported on the optimal design of the ladle in order to improve the service life of the ladle, but they mainly focus on the use of the lining material, which is not only cumbersome, but also costly. There are few introductions about improving the service life of the ladle by optimizing the lining structure. The emergence of the bionic intelligent algorithm provides a new idea for the optimization of the refractory lining structure, which transforms the solution process into an optimization problem of finding the optimal solution, which not only simplifies the solution process, but also improves the solution efficiency. Multi-objective genetic algorithm (MOGA) has the advantages of high accuracy, fast solution speed and stronger applicability in multi-objective problem solving and parameter optimization. Many groups of Pareto optimal solutions are obtained by multi-objective optimization, but not all Pareto optimal solutions meet the actual design requirements. Therefore, it is necessary to find the optimal solution from these optimal solutions. Biological evolution is a very magical process. It produces excellent species through the laws of nature such as selection, elimination, and mutation. Genetic Algorithm (GA) is a computer abstracted from the selection and evolution process of nature. This paper is based on ANSYS finite element analysis software to optimize the design of ladle refractory lining, which is an organic combination of mechanical design and computer simulation technology (Dhaduti and sarganachari, 2020; Mysore and patil, 2021). The parametric solid modeling of the ladle is performed using ANSYS Workbench software, and the model is imported using the seamless connection between the software (Nimbagal and Banapurmath, 2021; Patil and Bano, 2021). The ANSYS software allows direct input of structural geometry and finite element meshing, as well as direct input of constraints and load data, which makes the tedious task of filling in data files directly intuitive and easy, and makes it easy to detect errors in the input process and correct them in time. It can be applied to various fields of structural analysis and coupling between fields (Patil and Banapurmath, 2019; Patil and Banapurmath, 2020).
Aiming at the optimization problem of ladle refractory lining structure, this paper proposes an optimization design method based on multi-objective genetic algorithm, which has the following innovations:
1) In this paper, a multi-objective genetic algorithm is introduced to solve the optimization problem of the ladle refractory lining structure, and the genetic algorithm transforms the optimization process of the ladle refractory lining into natural evolution and selection. The effects of different working layer thicknesses, permanent layer thicknesses and insulating layer thicknesses on the temperature field of the ladle shell and the stress field of the ladle lining are analyzed, and find the optimal solution for the thickness of the working layer, the permanent layer thickness and the insulating layer thickness. This method of finding the optimal solution is faster and more accurate.
2) In this paper, the response surface method and genetic algorithm are combined to optimize the structural dimensions of the ladle lining. The method retains the characteristics of the theoretical calculation method, constructs the parameters of the thickness of the working layer, the thickness of the permanent layer and the thickness of the insulating layer, and outputs the response surface function of the natural frequency. The response surface function is used to replace the original finite element model, and then the implicit relationship between the size parameters of the lining components and the output natural frequency is converted into a simple fitting polynomial, so that the optimization algorithm avoids the need to find the optimal solution. The repeated iterative calculation of the entire model saves calculation time while ensuring the solution accuracy.
The remainder of this article is described below. Section 2 introduces the current research status of multi-objective optimization at home and abroad, the research status of the lightweight performance of the ladle and the research status of the thermal insulation performance of the ladle. Section 3 provides a detailed description of the process of finite element model establishment, selection of material parameters, setting of boundary conditions and thermal stress analysis of the ladle. Section 4 introduces the process of ladle lining optimization design, the selection of response surface experimental design method and the establishment of response surface model. Section 5 uses the multi-objective genetic algorithm to optimize the response surface model, obtains the optimization results, and conducts verification analysis. Compared with the data before optimization, it can be seen that this method achieves the optimization effect. Finally, the conclusion part of this paper is introduced.
2 RELATED WORK
Multi-objective problems have been studied for decades. Since the late 1980s, the research on multi-objective genetic algorithm MOGA has entered a flourishing period in academia (Cheng et al., 2021; Hao and Wang, 2022). In the past 10 years, papers on multi-objective genetic algorithms have emerged one after another (Cheng et al., 2020; Sun and Yang, 2021). The reason why MOGA research has such a good momentum is mainly because of its broad application prospects in engineering fields (Shi and Huang, 2022b; Wu and Jiang, 2022). On the one hand, the theory of genetic algorithm used to solve multi-objective problems has become more and more mature (Luo and sun, 2020; Liu and Xu, 2022a); on the other hand, with the rapid development of science and technology, many practical problems are the joint optimization problems of multiple objectives, and there are contradictions between the sub-objectives relationship (Li and Li, 2020; Liu et al., 2022b), the problem is more high-dimensional and complex (Tao and Liu, 2022a; Liu and Li, 2022c). The parallelism of the genetic algorithm in solving, the superior global optimization of the algorithm and the fact that the algorithm itself is not limited by the continuity of the function determine that it can be well used in solving high-dimensional complex problems (Alqaili and Qais, 2021; Panagant and pholdee, 2021).
Multi-objective optimization is when multiple objectives need to be achieved in a single scenario (Szlapczynska and szlapczynski, 2019), and optimizing one objective is often at the expense of degrading the others due to the inherent conflict that easily exists between the objectives (Sun and Hu, 2020a; Tong Ma, 2022). Therefore, it is difficult to get the unique optimal solution (Sun and hu, 2020b; Tian and cheng, 2020). Instead, it is necessary to coordinate and compromise among them to make the overall goal as optimal as possible. In practical engineering optimization problems, many design problems do not have only one design index requirement (Li and Li 2016; Bai et al., 2022; Liu et al., 2022d). For example, when designing a new type of ladle, it is usually hoped that the ladle has light weight, corrosion resistance, good thermal insulation performance, and long service life (Tan and sun, 2020; Tao and Wang, 2022b; Wang and Huang, 2022). This kind of problem that requires multiple design variables to achieve optimality is a multi-objective optimization problem (Santos and Moreira, 2018; Srivastava and chattopathyay, 2021). In recent years, the multi-objective optimization problem has been paid more and more attention by scholars at home and abroad. The application of multi-objective genetic algorithm in the optimization design of some mechanical fields is also increasing (Chen and Yin, 2021a; Chen and jin, 2022a). Many complex optimization problems in engineering can be solved by multi-objective optimization theory (Sun and weng, 2020c).
MOGA is widely used in various fields: scientific field, economic field, engineering field, etc (Jiang et al., 2019a; Sun and tian, 2022a). And has also made good progress, such as robot path planning, optimal control (Ma and Zhang, 2020; Qi and Jiang, 2020), mechanical structure case optimization design, mobile network planning, humanoid robot hub Design of neural motion controller, optimal design of solid rocket motor (Jiang et al., 2019b; Sun and Zhao, 2022b), optimal design of postman path, optimal design of multi-sensor multi-object tracking data association problem, flexible multi-objective scheduling problem (Chen and peng, 2021b; Chen and Rong, 2022b), vehicle scheduling, etc.
The density-based multi-objective evolutionary algorithm is proposed by researchers. The main idea of the algorithm is to quantify the degree of mutual influence between any two individuals in the population (Chang et al., 2018; Jiang and Li, 2021a), so as to define the degree of aggregation between individuals, and to maintain the diversity of the population (Jiang kong, 2006; Jiang and Li, 2021b). The simulation test of the numerical example verifies the effectiveness of the method (Liao and Li, 2020; Liu and jiang, 2021; Najm and EL-Hassan, 2021). In view of the fact that the Pareto optimal solution obtained by multi-objective genetic algorithm in solving some complex high-dimensional multi-objective optimization problems is easily affected by the disturbance of design parameters (Yu and Li, 2020; Yang and Jiang, 2021; Yun and sun, 2022), the concept of robustness and the proposal of an improved robust multi-objective optimization method are used by some scholars proposed (Li and Kong, 2012; Li and Liu, 2015a; Jiang et al., 2019c). On the basis of the classical fitness function expectation and variance, the expectation and variance are effectively combined, and the particle swarm algorithm is integrated at the same time (Yu and Li, 2019; Sun and xu, 2020d). The simulation case results verify that the Pareto optimal solution obtained by this method is more robust (Chen and Qiu., 2022c).
In the field of ladle, due to the rapid development of traditional manufacturing, the role of ladle is no longer just a container for transporting and casting molten steel (Li and Liu, 2015b; Li and Jiang, 2019), it also plays a role in thermal insulation of molten steel and guarantees for subsequent operations (Boikov et al., 2019; Bilen, 2020). Due to the many steps of steelmaking and the overload (Mazumdar and Guthrie, 2020; Kadam and brooks, 2021), the molten steel needs to stay in the ladle for a longer time, and the operation of the ladle is increased during the turning process when the molten steel is attacked (Liu and Jiang, 2022f; Li and Kong, 2006; Li et al., 2017). The molten steel time and casting time in the ladle increase exponentially, and a better lining refractory and thermal insulation lining structure is needed to withstand the erosion of high-temperature molten steel. Insulating refractory materials are used to achieve the super thermal insulation performance of the ladle (Li et al., 2015; Li and Qu, 2013). The ladle cover is also used by some scholars to analyze the influence on the thermal insulation performance of the ladle (Zhang and zho, 2020; Liu and Jiang, 2021), and it is found that the addition of the cover can effectively improve the thermal insulation performance of the ladle (Chakraborty and sinha, 2019; Choi and kim, 2019), and can effectively increase the temperature of the molten steel during tapping. Although the thermal insulation of the ladle has been analyzed and studied in detail by the above-mentioned researchers (Sun and tian, 2020a; Weng and sun, 2021), the longevity and lightweight performance of the ladle have not been considered. Some scholars even sacrifice these two aspects to achieve the effect of thermal insulation (Xiao and Li, 2021; Yan and conejo, 2022). In line with the requirements of contemporary development, it will also bring hidden dangers to steelmaking and cause safety accidents (Zhu, 2013; Zhang and Nie, 2017).
The optimal design of the ladle has been reported by many scholars, but it mainly focuses on the use of lining materials (Zeng and Wang, 2022; Zhang and Wang, 2022). After parametric modeling of the ladle, the response surface method in finite element optimization design is used to optimize the size of the working layer, permanent layer and insulating layer of the refractory lining based on MOGA, thereby improving the use of the ladle life. This research work is of great significance.
3 FINITE ELEMENT ANALYSIS OF STEEL LADLE
3.1 Structure and Physical Parameters of Steel Ladle
The composition of the ladle lining structure is shown in Figure 1 (Li and kong, 2012). The main function of the upper part of the shotcrete is to strengthen the ladle and play a supporting role. The wall impact brick and bottom impact brick are set to reduce the damage of steel to the ladle bottom and ladle side walls during transportation. In order to improve the speed and ensure the accuracy of optimization of ladle lining, this paper simplifies the ladle lining by ignoring the upper shotcrete, wall impact brick and bottom impact brick.
[image: Figure 1]FIGURE 1 | Ladle lining structure composition.
In the optimization analysis of each structure of the refractory lining of the new ladle, this paper uses ANSYS Workbench software to establish a parametric model of the new ladle, as shown in Figure 2, which is the finite element analysis software version 2020 R2. In the figure, H1, H2 and H3 are the design variables to be optimized, H1 is the thickness of the insulation layer, H2 is the thickness of the permanent layer and H3 is the thickness of the working layer. The ladle height is 4917 mm, ladle shell thickness is 40 mm, ladle width is 2409 mm, waistband trunnion upper waistband thickness is 150 mm, upper waistband lower edge is 3780 mm from the bottom of the ladle, waistband trunnion lower waistband thickness is 150 mm, lower waistband lower edge is 2005 mm from the bottom of the ladle, ladle initial mass is 58192 kg, and volume is 14.35 m3. Supplementary Table S1 shows the variation range of the dimensions of the three design variables.
[image: Figure 2]FIGURE 2 | New parametric model of steel ladle.
The working layer is the temperature load bearing object, the ladle shell is in contact with the surrounding air, the permanent layer is located between the working layer and the insulating layer, and the insulating layer is located between the permanent layer and the ladle shell. Due to the high lining temperature of the working layer and the low temperature of the ladle shell, the heat will be transferred from the working layer to the lining of the permanent layer and the ladle shell, and the heat transfer mode is conduction. The ladle shell dissipates heat to the surrounding air by convection and radiation. The main purpose of increasing the permanent layer and insulating layer is to reduce the temperature of the steel cladding and prevent the high-temperature creep deformation of the steel cladding. With the prolongation of use time, cracks and damage will occur, reducing the service life of the ladle.
When performing numerical simulations of temperature and stress fields in ANSYS, it is necessary to specify the physical parameters of the material and the boundary conditions of the model, which are crucial for the accuracy of the calculation results. Physical parameters of materials such as thermal conductivity and specific heat are temperature dependent and their values change with temperature. However, since the experimental data of thermal conductivity of materials at high temperature are not easy to obtain. Therefore, it is treated as a constant in this thesis, and the thermal conductivity is considered as a constant independent of temperature. In the thermal stress analysis, the physical parameters involved mainly include material density, thermal conductivity, specific heat, elastic modulus, and Poisson’s ratio, as shown in Table 1 (Li and Qu, 2013; Li and Liu, 2015c). The ladle shell material is selected as 15CrMoR (Zhang and zhong, 2019).
TABLE 1 | The main physical parameters of the ladle.
[image: Table 1]3.2 Cell Selection and Mesh Division
During the temperature field analysis of the ladle, the mesh division takes symmetry to improve the computational efficiency because the simplified ladle model is symmetrical. Set the contact type as friction contact and the friction coefficient as 0.2. The selected cell type is Quad4 Node55 cell in Thermal Solid, and the cells selected for the contact area are CONTA175 cell and TARGE169 cell. When dividing the mesh, the control cell size is 0.1m, mainly tetrahedral. Because tetrahedral meshes adapt well to complex geometries, they are mostly used for free meshing and can generate meshes quickly. A total of 163,094 units and 263,305 nodes are divided, and the mesh division model is shown in Supplementary Figure S1. As can be seen from Figure 3, the grid cell aspect ratio is above 0.3, basically in the range of 1.16–5. The grid cell quality is high and meets the requirements of solution accuracy.
[image: Figure 3]FIGURE 3 | Mesh metric aspect ratio.
3.3 Thermal Analysis of Ladle
Different forms of heat transfer occur during drying, preheating and casting of the ladle. According to the heat transfer mechanism distinction, it can be divided into heat conduction, heat convection and heat radiation. Heat conduction mainly occurs between the refractory lining of the ladle and between the lining and the ladle shell. Convection heat transfer as well as radiation heat transfer occurs between the ladle shell and air, and between the refractory liner and the steel (Li and Qiu, 2013).
1) Heat conduction
Inside the same object or between different objects there is a temperature difference, heat transfer along the object from the high temperature part to the low temperature part of the way called heat transfer, the essence is the thermal movement of microscopic particles (Li and Jiang, 2019). The formula for heat conduction is shown in Eq. 1.
[image: image]
Where: [image: image] is the heat flow through a uniform plane of the object, [image: image]; [image: image] is the temperature difference between the two sides of the object, [image: image]; [image: image] is the thermal conductivity, [image: image]; [image: image] is the thickness of the plate, [image: image]; [image: image] is the area of the plate, [image: image].
2) Thermal convection
Thermal convection is the phenomenon of heat transfer in space using the hot particles of the flowing medium. Convective heat transfer often occurs between fluid and fluid, fluid and solid surface (Li et al., 2019). The equation of thermal convection is shown in Eq. 2.
[image: image]
Where: [image: image] is the heat flow through a uniform plane of the object, [image: image]; [image: image] is the temperature difference between the two sides of the object, [image: image]; [image: image] is the surface area of convective heat transfer, [image: image]; [image: image] is the surface convective heat transfer coefficient, [image: image].
3) Thermal radiation
Heat radiation is in the form of electromagnetic waves to achieve the transfer of heat, does not require a medium, belongs to the non-contact heat transfer. Heat radiation exists between the ladle components and between the ladle and air. When the ladle is subjected to transient heat transfer analysis, the temperature field T (x, y, z) satisfies the differential equation in the right angle coordinate system as shown in Eq. 3 (Zhang and Zhu, 2020):
[image: image]
In the formula: [image: image] is the density of the material, [image: image]; [image: image] is the specific heat of the material, [image: image]; [image: image] is the time, [image: image]; [image: image], [image: image], and [image: image] are the thermal conductivity of the material in different directions, [image: image] respectively.
4) Determination of the boundary conditions.
In the finite element analysis of the ladle, the temperature and stress changes of the ladle shell and refractory liner during the casting process are mainly analyzed. Considering the complex changes of the ladle thermal state and its influencing factors, the following assumptions are made: 1) Adding trunnion auxiliary blocks to simulate the ladle spreader or support member. During the casting process, elastic constraints in the X, Y and Z directions are applied to the nodes in the plane where the trunnion is in contact with the auxiliary block; 2) Ignoring the contact thermal resistance between different refractory materials; 3) Not considering the stratification of the steel temperature in the ladle, the steel temperature is uniformly distributed, and the steel temperature change is neglected in the pouring stage, and the steel temperature is 1,600°C.
During the casting cycle of the ladle, there are only two ways to dissipate heat from the outer surface of the ladle shell. One is the thermal convection between the ladle shell and the surrounding air, and the other is the thermal radiation between the ladle shell and the surrounding environment. Ambient temperature is 20°C. That is, type 3 boundary conditions are used (Li and Liu, 2015a).
Generally, the natural convection coefficient between the air and the steel cladding is 5–10 [image: image] (Li and Liu, 2015b), and the more accurate calculation is
[image: image]
Among them, h is the convective heat transfer coefficient, [image: image] is the temperature of the ladle shell, and [image: image] is the temperature of the surrounding air.
The ability of an object to radiate heat depends primarily on the temperature of the object (Li and Liu, 2015c; Li et al., 2013). However, due to the highly nonlinear calculation of radiation heat transfer, it takes a lot of calculation time, and a simplified form can be used, that is, the radiative heat transfer is converted into the form of convective heat transfer, which can be replaced by the equivalent convective heat transfer coefficient through the data. Radiant heat transfer. The equivalent convective heat transfer coefficient when the radiative heat transfer between the ladle shell and the surrounding is converted into convective heat transfer can be expressed by formula (5).
[image: image]
where [image: image] is the equivalent convective heat transfer coefficient, [image: image] is the temperature of the ladle shell, [image: image] is the temperature of the surrounding air, B is the Boltzmann constant, and [image: image] is the emissivity.
The radiation coefficient [image: image] is 0.8 and Boltzmann constant B = 5.67e−8. The calculated combined convective heat transfer coefficient is shown in Table 2.
TABLE 2 | Integrated convective heat transfer coefficient on the outer surface of the ladle.
[image: Table 2]3.4 Stress Analysis of Ladle
Various parts of the ladle generate temperature stress in the ladle due to the difference in temperature, and expansion pressure is generated between the various parts of the ladle due to different thermal expansion coefficients and constraints. In the stress field calculation for the ladle, the sequential coupling method is used. The temperature field of the model is calculated first, and then the stress field of the ladle is calculated by applying the temperature field results to the model as the load for the stress field calculation (Li et al., 2015b; Li et al., 2019).
In calculating the ladle thermal stress, the deformation displacement of each point within the ladle is first calculated based on the overall temperature distribution of the ladle and the coefficient of thermal expansion of different parts. Then the strain at each point within the ladle is calculated using the geometric equation (strain-displacement relationship). Finally, the stress at each point in the ladle is calculated according to the physical equation of the ladle material (the relationship between stress and strain) (Li et al., 2015c; Li et al., 2013).
1) The ladle stress field geometric equation-strain-displacement relationship is shown in Eq. 6.
[image: image]
Where [image: image] is the strain at any point in the ladle. [image: image], u、v 、w denotes the displacements along x, y and z directions, respectively, m.
2) The physical equation of the ladle stress field - the strain-stress relationship is shown in Eq. 7.
[image: image]
Where: E is the modulus of elasticity, MPa; [image: image] is the Poisson’s ratio; [image: image] is the strain.
3) Ladle equilibrium equation.
For the three-dimensional problem, the equilibrium equation of any point in the ladle along the coordinates x, y, z direction is as in Eq. 8.
[image: image]
Where [image: image] 、 [image: image] 、 [image: image] is the component of volume force per unit volume of the ladle in x, y and z directions.
4 RESPONSE SURFACE EXPERIMENT DESIGN AND ANALYSIS
4.1 Optimization Design Process of Ladle Lining
According to the finite element analysis theory, parametric modeling of the ladle lining is carried out, and ANSYS finite element analysis software is selected to carry out relevant analysis. The lining optimization flow chart is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Flow chart of ladle lining optimization.
4.2 Choice of Experimental Design Method
On the premise of ensuring that the strength of the ladle lining is satisfied, the lightweight and thermal insulation of the ladle should be ensured as much as possible. Select the maximum equivalent stress of the ladle lining, the maximum temperature of the ladle shell, and the total mass of the ladle as the output parameters, that is, the objective function. The thickness of the insulating layer, the thickness of the permanent layer and the thickness of the working layer are selected as input parameters to be constrained, that is, the design variables. A preferred solution for an optimized design is obtained. When building a response surface model, we first need to conduct experimental design. Common experimental design methods include central composite design (CCD), optimally filled space design (OSFD), Latin hypercube sampling (LHS) and so on. In this paper, OSFD is used to select experimental points. This method is optimized by LHS, and OSFD can evenly distribute design parameters throughout the design space to gain maximum insight into design points with minimum number, compared to CCD focusing on parameters near the design area. It is suitable for complex modeling such as Kriging, nonparametric regression, neural network, etc. The design type selects maximum entropy, which can maximize the covariance of sampling points and reduce the uncertainty of unobservable locations. The sample type is a full quadratic model sample. After the above method is set, a set of experimental points will be automatically generated inside the analysis system, and the iterative solution of this set of experimental points will be performed. The values of the experimental points are shown in Table 3.
TABLE 3 | Values of experimental points.
[image: Table 3]4.3 Establishment of Response Surface Model
4.3.1 Selection of Response Surface
Commonly used response surface fitting methods generally include second-order polynomial, kriging, non-parametric regression, neural network and other methods. In this paper, non-parametric regression (non-parametric regression) method is used to establish the response surface. This method has high fitting efficiency and is suitable for fitting large-scale and highly nonlinear sample data (Tao and Huang, 2021; Wei and Wang, 2021; Zhao and Jiang, 2022).
First input sample [image: image], [image: image] represents the input column vector of [image: image] dimension, determine the form of the equation:
[image: image]
 [image: image] in the above formula represents the weight vector, in the general non-parametric case, formula (9) can be expressed as:
[image: image]
Where [image: image] is the kernel map and [image: image] is the Lagrange multiplier.
In order to determine the Lagrangian multiplier, it is first necessary to assume that the weight vector A is the smallest, so that most of the sample points lie within the error of the fitted response surface, as shown in Supplementary Figure S2, the sample points are suitable for the slack variables and [image: image] and [image: image] characterized by [image: image] set of regression lines with tolerance [image: image].
Therefore, the original optimization equation is:
[image: image]
In the formula, [image: image] is a constant greater than 0. In order to describe the error correctly, a loss function needs to be defined within the range of [image: image], which can be expressed as:
[image: image]
Equation (11) can be rewritten as:
[image: image]
4.3.2 Response Surface Fitting
Before fitting the response surface, it is necessary to establish sample points. The commonly used sample points are to adopt certain rules to generate sample points within a certain range. In this paper, the parameters calculated in Table 3 are taken as the sample points and brought into the finite element model. The fitting method adopts the non-parametric regression method with good support for high nonlinearity, and generates the relationship between the input parameters and the output parameters. As shown in Figures 5–7 below. In order to improve the recognition degree of the chart, this paper sets the corresponding numbers of design variables and optimization objectives, as shown in Supplementary Table S2.
[image: Figure 5]FIGURE 5 | Response surfaces of P1, P2, P3 and P4.
[image: Figure 6]FIGURE 6 | Response surfaces of P1, P2, P3 and P5.
[image: Figure 7]FIGURE 7 | Response surfaces of P1, P2, P3 and P6.
Figure 8 reflects how well the designed output variables fit in the response surface model. The red squares represent the ladle mass, the green squares represent the maximum temperature of the ladle shell and the blue squares represent the maximum stress in the lining. The predicted value of the response surface of each objective function is basically consistent with the observed value of the experimental design point, and they are gathered near the identification line. It shows that the establishment of the response surface model is reasonable and meets the actual design requirements.
[image: Figure 8]FIGURE 8 | Goodness of fit second-order response surface.
5 MULTI-OBJECTIVE GENETIC ALGORITHM OPTIMIZATION AND VERIFICATION
5.1 Overview of Genetic Algorithms
Biological evolution is a very magical process. It produces excellent species through the laws of nature such as selection, elimination, and mutation (Jankauskas and Farid, 2019; Majumder and kar, 2019). Genetic algorithm (GA) is a computer intelligence algorithm abstracted from the selection and evolutionary process of nature (Netjinda et al., 2015; Ngo et al., 2016).
GA forms a random search algorithm with the characteristics of “generate + test” by fully simulating natural selection and genetic mechanisms (Ram et al., 2019; Shastri et al., 2019). The genetic algorithm first determines the fitness function according to the solution space, then determines the initial population and obtains the fitness value of the individual, and judges the obtained results. When the fitness value reaches the optimal solution in the solution space, the algorithm ends. When the optimal solution conditions are not met, enter the next stage to generate a new population through genetic operations, then return to the previous stage to obtain the fitness value of the individuals in the new population, and judge the obtained results, and so on until the requirements are met. (Tanweer and suresh, 2016; Sharifi and Mojallali, 2019; Talbi, 2019).
The basic genetic algorithm consists of basic processes such as coding, fitness function, and genetic operators (selection, crossover, and compilation). Coding is to use a certain coding mechanism to convert objects into strings of specific symbols in a certain order. Just as the study of biological inheritance starts with chromosomes, the genetic algorithm determines the quality of an individua (Huang and He, 2020;Huang and fu, 2021; Duan and Sun, 2021). The basic flow of the genetic algorithm is shown in Supplementary Figure S3 shown.
The general steps of a genetic algorithm are as follows:
1) Use random or other heuristic methods to generate an initial population [image: image] with N chromosomes;
2) For each chromosome [image: image] in population [image: image] , calculate its fitness value [image: image];
3) If the stopping condition is met, the algorithm stops; otherwise, some chromosomes are randomly selected to form a new population [image: image] with a set probability or other methods;
4) Crossover with a certain probability to generate some new chromosomes and obtain a new population [image: image];
5) Change a gene of the chromosome with a small mutation probability to form [image: image], and become a new population [image: image], and return to step 2.
5.2 Mathematical Model of Multi-Objective Optimization Problem
The multi-objective optimization (Mop) problem is to seek a set of design variables [image: image] that satisfy the constraints and a vector function composed of sub-objective functions, so that the decision maker can accept all sub-objective values. The objective function is a specific description of the system performance of the design variables, and its mathematical model can be expressed as formula (14):
[image: image]
In general, formula (14) is called a mathematical model of multi-objective optimization problems, in which [image: image], n variables [image: image] are decision variables, and the vector [image: image] composed of decision variables is called decision vector; n (>1 and an integer) numerical value The objective function [image: image] is the objective function, and the vector formed by the objective function is called the vector objective function; [image: image] and [image: image] are called the constraint function.
5.3 Basic Concepts of Multi-Objective Optimization
The optimal solution of multi-objective optimization problem is generally called Pareto optimal solution. In formula (14), if solution [image: image] is superior to all other solutions, then [image: image] is said to be the optimal solution of the multi-objective optimization model. If there is a solution [image: image] that does not make all [image: image] optimal, but there is no better solution than [image: image], then [image: image] is called a non-inferior solution of the multi-objective optimization model, also known as the Pareto optimal solution (Huang and chen, 2022).
Definition 14) Given a multi-objective optimization problem [image: image], its optimal solution is defined as
[image: image]
[image: image]
where [image: image] is the feasible solution domain that satisfies the constraints in formula (14).
Definition 15) For a multi-objective problem min [image: image] , define [image: image] to be the optimal solution (Pareto optimal solution), if for any [image: image], the following conditions are satisfied:
[image: image]
Or there is at least one [image: image] such that
[image: image]
Definition 16) For a multi-objective problem min [image: image], if [image: image], and there is no other [image: image], such that
[image: image]
holds, and at least one of them is a strict inequality, then [image: image] is said to be the Pareto optimal solution of min [image: image]
Definition 17) For a multi-objective problem min [image: image], for any [image: image]:
If [image: image], then [image: image] is said to be superior to [image: image];
If [image: image], then [image: image] is said to be superior to [image: image].
From the definition (17), it can be known that there is often more than one solution that satisfies the Pareto optimal solution condition, but a Pareto optimal solution set.
Definition 18) For a multi-objective problem min [image: image], its optimal solution set is defined as:
[image: image]
The optimization process of MOGA is to find the current optimal individual (optimal solution) in each generation of evolutionary population, which is called the non-dominated solution in the generation, or the non-dominated solution. Inferior solution (non-inferior solution); the current set of all optimal individuals is called the non-dominated set (NDS) of this generation, and the core of the algorithm is to make the non-dominated set continuously approach the theoretical Pareto of the objective function. The optimal solution set, and finally reaches the optimal.
5.4 Selection of Multi-Objective Optimization Algorithm
In multi-objective optimization problems, the solution of a multi-objective optimization problem is often a non-inferior solution. Because the objectives are contradictory and mutually constrained, and the improvement of one objective is often at the cost of the loss of other objectives, and it is impossible to make each objective reach the optimal solution (Luo and Sun, 2020). Multi-objective optimization algorithms are divided into traditional optimization algorithms and intelligent optimization algorithms, among which traditional optimization algorithms can be further divided into weighting, constraint and linear regression methods, and intelligent optimization algorithms are evolutionary algorithms (EA) and particle swarm algorithms (PSO). Evolutionary algorithms include multi-objective genetic algorithms (MOGA), non-dominated ranking genetic algorithms (NSGA) and NSGA-ΙΙ, as shown in Supplementary Figure S4. Traditional optimization algorithms generally obtain one of the Pareo solution set at a time, while using intelligent algorithms to solve, more Pareto solutions can be obtained, and these solutions constitute an optimal solution set called Pareto optimal solution (Liu L. et al., 2022).
In this paper, MOGA is used to calculate the structure optimization problem of the new ladle refractory lining, and the Design Exploration module in ANSYS Workbench provides a convenient way to optimize the design, and is widely used in practical engineering analysis. According to the needs of experimental conditions, various parameters to be analyzed and designed are included in the analysis process, which is beneficial to design such as optimization analysis. These include related parameter system, response surface system, objective-driven optimization system, Six Sigma analysis system, etc. The optimization algorithm of the ladle lining adopts the multi-objective genetic algorithm in the response surface optimization method. The multi-objective optimization flowchart is shown in Supplementary Figure S5.
5.5 Establishment of Multi-Objective Optimization Model
Take the working layer thickness, permanent layer thickness, and insulating layer thickness of the ladle lining as input parameters. On the basis of the response surface method, using MOGA to optimize the ladle lining structure. Set the number of objective functions to 3, the decision variable to 3, set the maximum and minimum values of the decision variable, the population size to 100, the number of iterations to 20, the crossover probability to 90%, the mutation probability to 1/3. The objective function of this optimization is the fitness function. The maximum equivalent force on the refractory lining is within the permissible stress range as a constraint. The mathematical model for ladle lining optimization is shown in Eq. 21:
[image: image]
In the formula: [image: image] is the thickness of the working layer; [image: image] is the thickness of the permanent layer; [image: image] is the thickness of the insulating layer; [image: image] is the maximum temperature of the ladle shell; [image: image] is the maximum equivalent stress of the ladle lining; [image: image] is the total mass of the ladle.
5.6 Optimization Results and Verification Analysis
5.6.1 Results of the Optimization
The multi-objective optimization problem can only be solved by coordinating the trade-offs of each objective so that each sub-objective can be optimized. For the refractory lining layer size optimization problem, the maximum ladle shell temperature and the maximum refractory lining stress are reduced and the ladle mass is reduced under the premise that the maximum stress in the refractory lining is within the permissible stress range. The optimal size optimization is to find the best balance between the two opposing problems of ladle insulation and longevity. The Pareto solution candidates obtained by the multi-objective genetic algorithm are shown in Table 4.
TABLE 4 | Pareto solution candidate points.
[image: Table 4]It can be seen from Table 4 that the maximum stress of the refractory lining of the three groups of candidate points is within the allowable stress range. The magnitude of the refractory lining stresses did not differ significantly among the three groups of candidate points. Candidate point 1 and candidate point 2 have the best insulation performance, but the mass of the ladle at candidate point 2 is better than that of the ladle at candidate point 1. Therefore, candidate point 2 is selected as the optimal design point.
The optimized calculation results of the ladle refractory lining structure are shown in Table 5.
TABLE 5 | Optimization results of lining structure.
[image: Table 5]Among them, the thickness of the insulating layer changed the most, from 0 mm before optimization to 8.02 mm. The thickness of the permanent layer is reduced from 81 mm before optimization to 76.20 mm, a change of 5.93%. The thickness of the working layer has the smallest change, which is reduced from 152 mm before optimization to 148.61 mm, and the change range is 2.23%. The maximum temperature of the ladle shell is reduced from 214.46°C before optimization to 149.25°C, and the change range is the largest, reaching 30.41%. The maximum equivalent stress of the ladle lining is reduced from 43.94 MPa before optimization to 43.66 MPa, with a small change of 0.64%. The total mass of the ladle is reduced from 59020 kg before optimization to 58225 kg, with a change range of 1.35%, which achieved the purpose of optimization.
5.6.2 Validation Analysis
In order to verify the reliability of the above optimization results, this section uses numerical simulation methods for thermal stress analysis and comparison with the insulation performance of the unoptimized ladle refractory lining. The same analysis steps, interactions, and boundary conditions as in Section 3 are set in turn.
Figure 9 shows the comparison of the temperature distribution of the ladle shell before and after optimization. The maximum temperature of the ladle shell after optimization is 151.58°C. The maximum temperature of ladle shell obtained after optimization by multi-objective genetic algorithm is 149.25°C, which is a good fit with the results of finite element software analysis, and the error is only 1.53%, both of which are lower than the maximum temperature of 214.46°C of ladle shell before optimization. Figure 10 shows the comparison of stress distribution in the ladle lining before and after optimization. The maximum equivalent stress of the ladle liner after optimization is 43.75 MPa, and the maximum equivalent stress of the ladle liner after optimization by multi-objective genetic algorithm is 43.66 MPa, which is a good fit with the results of the finite element software analysis, with an error of only 0.21%, and is lower than the maximum equivalent stress of the ladle liner before optimization, which is 43.94 MPa. The optimization model is verified to be correct and the effect of optimization is achieved.
[image: Figure 9]FIGURE 9 | Comparison of stress distribution in ladle lining before and after optimization.
[image: Figure 10]FIGURE 10 | Comparison of ladle shell temperature distribution before and after optimization.
6 CONCLUSION
The optimal design of ladle refractory lining based on finite element analysis software is an organic combination of mechanical design and computer simulation technology. In this paper, ANSYS Workbench software is used to parametrically model the ladle as a solid, and the model is imported using the seamless connection between the software. Then the optimal filled space design method (OSFD) is used to complete the design of the test program. Then the parametric design platform established by the secondary development technology in Workbench is used to establish models with different parameter combinations, and thermal stress analysis is performed for each group of models to complete the acquisition of sample points. Finally, the response surface model is established by using nonparametric regression, and the Pareto optimal solution is found by genetic algorithm, and the following results are obtained.
1) The optimized insulation layer thickness is increased from 0 to 8.02 mm, the permanent layer thickness is reduced from 81 to 76.20 mm, and the working layer thickness is reduced from 152 to 148.61 mm.
2) The maximum ladle shell temperature is reduced from 214.46 to 149.25°C, the maximum equivalent force of the lining is reduced from 43.94 to 43.66 MPa, and the total ladle mass is reduced from 59,020 kg to 58,225 kg after optimization.
3) The structure of the ladle lining is optimized by using multi-objective genetic algorithm in response surface optimization method to improve the service life and insulation performance of the ladle.
For the multi-objective problem, although each sub-objective cannot reach the optimum at the same time, the use of MOGA to obtain the Pareto Frontier can provide the ideal design parameters based on the actual trade-off weight relationship of each objective, which improves the design efficiency. This optimization method of finding the optimal solution avoids repeated iterative calculations of the whole finite element model, saves computation time while ensuring the solution accuracy, and provides a reference method for improving the insulation performance and lightweighting performance of the ladle.
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With the rapid development of artificial intelligence, bionic algorithm has been gradually applied in various fields, and neural network has become an important and hot issue in the field of scientific research and engineering in recent years. This article proposes a BP neural network model to predict the capture ability and sensitivity of CO2 in monoethanolamine (MEA) aqueous scrubbing technique from a 2 × 1,000 MW coal-fired power plant expansion project in eastern China. The predicted values agree well with the experimental data with a satisfactory mean square root error (MSRE) ranging from 0.001945 to 0.002372, when the change in the circulation amount of MEA and the accuracy of prediction results of the back propagation neural network (BPNN) algorithm is as high as 96.6%. The sensitivity analysis results suggested that the flue gas amount has a marginal effect on the system performance, while further attention should be paid to the MEA circulation amount, which is crucial to the CO2 capture amount. The temperature profiles show the typical behavior of the reactive absorption column where a temperature bulge can be seen at the bottom of the column due to the high L/G ratio of the experimental and prediction results. The coefficients of correlation R2 with the change of MEA circulation amount, change of CO2 concentration, and steam consumption are 0.97722, 0.99801, and 0.98258, respectively. These results have demonstrated that the present study has established the BPNN algorithm as a consistent, reliable, and robust system identification tool for CO2 capture by the amine solvent scrubbing technique of operation in coal-fired power plants.
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1 INTRODUCTION
Artificial neural network technology is made up of a large number of neurons. The whole network mainly includes three parts, namely, the input layer, hidden layer, and output layer. Neurons at each layer of the network are connected to the threshold through weights. The training process of the network is the process of constantly adjusting the weights between the layers according to errors under the condition of a given target input and target output. Artificial neural network has not only a powerful function in nonlinear data processing ability but also the advantages of self-organization, self-adaptation, and self-learning. Its method is simple, and strong operability can effectively predict the sensitivity analysis of CO2 capture efficiency of monoethanolamine (MEA) water scrubbing technology. BP neural network is a kind of multilayer feed-forward neural network which corrects errors by the error back propagation algorithm. Its core characteristic is such that the signal goes forward, and the error is the back propagation. In the process of forwarding propagation, the input signal passes through the input layer, the hidden layer is processed layer by layer, when it comes to the output layer. If the result does not meet the expectation, then it goes into the process of back propagation, and returns the error signal to modify the weight of each layer. Aiming at the problem of low accuracy of reliability prediction in CO2 capture, a back propagation neural network (BPNN) model is developed.
Carbon dioxide is the main emission during the coal-fired power generation process, which is a kind of greenhouse gas and the most important reason for causing global warming (Cui et al., 2018; Tapia et al., 2018). Carbon Capture, Utilization, and Storage (CCUS) technology demonstration projects were implemented worldwide (Fragkos, 2021), and it has become a major and hot topic in scientific research and engineering in recent years (Tapia et al., 2018; Ling et al., 2019; Khoshraftar and Ghaemi, 2022; Raidoo and Laubscher, 2022). MEA organic amine absorption, compression, and refinery are widely used as the technical path in fulfilling the CCUS targets (Ling et al., 2019; Zhang et al., 2017; Khoshraftar and Ghaemi, 2022). MEA-based carbon capture process is proven to be the most mature and economically appealing option (Wu et al., 2020).
The modeling and simulation of CO2 capture processes with amine solutions are considered important developments toward the detailed study and analysis of these processes (Afkhamipour and Mofarahi, 2014). Few previous studies have been published on full-scale CO2 capture projects, and most of them have involved very small sample sizes or pilot scales. Thus, a full-scale project application of modeling and simulation of CO2 capture processes must be considered. It is necessary to develop algorithms that are inexpensive and easy in predicting the efficiency and energy consumption for CO2 capture in a benchmark coal-fired power plant flue gas process. Bioinspired optimization is a growing research topic with many competitive algorithms being proposed every year and contains Evolutionary Computation and Swarm Intelligence (LaTorre et al., 2021). Particle Swarm Optimization (PSO) is an optimization bioinspired algorithm for its promising performance in many fields (Li et al., 2019). The artificial neural network (ANN) algorithm simulates the social behavior of agents that interact with each other by acting on their local environment (Alateeq and Pedrycz, 2021). In this article, the back propagation neural network (BPNN) is used as the algorithm to predict CO2 capture efficiency and sensitivity analysis based on the MEA aqueous scrubbing technique.
The absorption mechanism (Danckwerts, 1979) and regeneration mechanism (Zhang et al., 2008) is showed in Eq. 1 and Eq. 2
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is the CO2 adsorption reaction by MEA, where R is alkyl group and R′ is H for the primary amines and alkyl for the secondary amines.
[image: image]
is the regeneration reaction of MEA. From the reaction, Eq. 2, it can be seen that carbamate (RNHCOO−) transforms into amine and CO2. The enthalpy of dissociation for CO2 release depends on the stability of carbamate formation.
The key contributions of this work are
1) The present research status of CO2 capture capability and sensitivity prediction of CO2 in MEA water scrubbing technology were analyzed, and the shortcomings of the existing research were pointed out.
2) A prediction method of CO2 capture capability and sensitivity of MEA water scrubbing technology based on BPNN was proposed.
3) The prediction results of the proposed network model are compared with the experimental results to verify the effectiveness of the proposed method. It is critical to deduce the relationship between these results and the circulation amount of MEA, steam consumption in the regeneration tower, total flue gas flow, the ratio of liquid–gas (L/G), and the average molecular weight of lean liquid and heat required for the regeneration per unit of MEA, and the key influencing factors being analyzed and evaluated.
This article is organized as follows. In Section 2, related work comparing different algorithms and implementation is presented. In Section 3, the ProTreat software is used to simulate the overall process flow of the CO2 capture process and obtain the amount of CO2 capture data. The BP algorithm is used to build a neural network to train it. The key factors for CO2 capture and the MEA regeneration process are investigated. In Section 4, the results are presented along with the comparison and discussion of the experimental data and prediction value by the BP model. The network parameters are used to establish a corresponding mathematical prediction model and analyze the sensitivity of the capture process flow model. The conclusions are presented in Section 5.
2 RELATED WORK
The ability of ANNs in modeling highly nonlinear systems lies in possessing nonlinear transfer functions and their capability to learn and recognize different patterns by adjusting their parameters, i.e., synaptic weights (w) and biases (b), during the training process. One of the advantages of ANN modeling is that there is no need for prior consideration of any functional relationship between the variables as it is common in proposing correlations (Sipocz et al., 2011; Nguyen et al., 2007). The input data are introduced to the network through the input layer and is then transferred into the hidden layers. Eventually, the network responses are stored in the output layer (Hagan et al., 2002). This type of neural network in which the data always flow in a forward direction is typically called the multilayer feed-forward ANN.
The current research based on solvent-based carbon capture lie primarily on steady optimization, which may consider the effect of different solvents, operation parameters, configurations, and techno-economic analysis (Mac Dowell and Shah, 2015; Van De Haar et al., 2017; Zhang et al., 2017; Bui et al., 2018). However, the steady-state models are unable to replicate the transient behavior of the actual carbon capture process and cannot provide precision information for controller designing. Dynamic modelling that is based on two different approaches, namely, the equilibrium approach and rate-based approach is therefore presented. Lawal et al. (2010) proved that the rate-based approach gives more accurate results in predicting the temperature profile in an absorber. Various simulation software have been used for modelling, including gCCS, gPROMS, Aspen Plus, MATLAB, and Modelica (Liao et al., 2018; Mac Dowell and Shah, 2015; Zhang et al., 2017; Arce et al., 2012). Artificial neural networks (ANNs) with nonlinear mapping capability have been successfully employed in modeling the VLE (Vapor-Liquid Equilibrium) data of various systems in chemical engineering (Lashkarbolooki et al., 2013; Zarenezhad and Aminian, 2011; Pahlavanzadeh et al., 2011). The ability of ANN to model the nonlinear processes allows its implementation for a wide range of diverse applications (Kim et al., 2017).
Chen et al. (2021a) developed a complex network dynamics model to predict the multidimensional results in the context of derived topics. Zheng et al. (2011) verified the feasibility of a hybrid genetic algorithm for the optimization and pattern search and put forward new challenges for the monitoring mode. Chen et al. (2022) predict the effects of the dual circulation promotion policy based on the system dynamics model and achieve an accurate output. Braik et al. (2020) used the hybrid neural network (NN) models to predict the PM and ozone concentrations. The proposed models in this study include recurrent multilayer perceptron (RMLP), recurrent fuzzy neural network (RFNN), and hybridization of grey wolf optimizer (GWO) and RFNN. Xu et al. (2022) propose a genetic-based model to optimize the operation results of the 3D Burch–Schneider cage. Evolutionary game of multi-subjects model was used to predict the live streaming results by Chen et al. (2021b). Liu et al. (2022) optimize the trajectory for digital twin robots by the genetic algorithm (GA). Guo et al. (2020) proposed an air pollution forecast model using a deep ensemble NN that combines the efficiency of GRU, LSTM, and recurrent neural networks (RNNs) to predict PM2.5 concentrations which is presented.
3 MATERIALS AND METHODS
This study is based on a CO2 capture demonstration project in a 2 × 1,000 MW expansion project of a coal-fired power plant in eastern China, and the operation data were collected from the onsite engineering parameters.
3.1 Assumptions in ProTreat Modeling
In this study, a ProTreat method was used as the simulation tool to acquire the data. Rochelle (2009) proposed a set of different processing parameters in the simulation process. To simplify the simulation process, the following basic assumptions are made:
1) The main components of power plant flue gas contained only carbon dioxide, nitrogen, and oxygen.
2) There are no pressure drops in the operating units other than in the absorption tower and regeneration tower, which is zero during the simulation.
3) MEA is periodically recovered during CO2 capture, assuming the return flow is 10% of the total flow.
4) The MEA solution replenishment is 10% of the initial required solution volume, and the circulating water replenishment is 130 m3/h. In the process of CO2 capture, there are MEA and moisture loss.
3.2 Back Propagation Neural Network Algorithm Basics
In terms of structural network, a general BPNN consists of an input layer, hidden layer, and output layer. A fully established BPNN has been depicted in Figure 1. In this input layer, the number and structure of neurons have to be determined. The input neurons strongly depend on the related physical quantities and must be very sensitive to the predicted results. To some extent, different hidden layers with more neuron numbers should have a better potential for predictive performances. However, the long train time and local convergence are very apparent. In general, we can design the hidden structure from simple one layer to more complex layers, if necessary. There is no evidence that the structure with more hidden layers has an accurate prediction.
[image: Figure 1]FIGURE 1 | Structure of the BPNN for amine solvent scrubbing CO2 capture in coal-fired power plant.
The BPNN prediction model is divided into two parts: one is the forward input of parameters information and the other is the reverse input of error. The input layer obtains the effective information from the outside and transmits it to the hidden layer in the middle. After the information is transformed, it is transmitted to the output layer to realize the forward propagation of the signal. If the output result cannot meet the expected condition, the error signal will be back propagated. The number is calculated in the reverse direction according to its connection method. The continuous input of information variables and negative information variables keeps the weights and thresholds in a state of dynamic adjustment by the error gradient descent method and finally obtains the results close to the expected values.
The BPNN with one hidden layer has the characteristic of infinite approximation to any nonlinear continuous function, so a three-layer forward-feed BPNN is constructed. The accomplishment of success of an ANN model highly depends on a clear understanding of the situation under study and the selection of the most significant input variables (Kakatia et al., 2019). This study considers the degree of influence of the control parameters on the response parameters. Six factors were chosen as the input neurons in the BPNN algorithm, namely,
1) circulation amount of MEA (L),
2) steam consumption in the regeneration tower (Cs),
3) total flue gas flow (G),
4) the ratio of liquid–gas (L/G),
5) average molecular weight of lean liquid (mlean), and
6) heat required for the regeneration per unit of MEA (Q/L).
The structure of the BPNN is shown in Figure 1.
Neural network toolbox of MATLAB was employed to develop the ANN model specifying the number of layers and the training function. Network with the BPNN algorithm, which is very well suited to the training of the neural network, was used to construct the network architecture of the ANN and to evaluate the method convergence (Saini and Soni, 2002). In the BP algorithm, the responsibility for reducing the output error is shared among all of the connection weights. The network usually has one or more hidden layers where one hidden layer is normally adequate for modeling the nonlinear and complex functions. Thus, the proposed network consisted of one input layer with up to 6 neurons, one hidden layer with up to 12 neurons, and one output layer with up to 2 output neurons to obtain an accurate prediction, as shown in Figure 1.
The experimental data used in this simulation study of CO2 absorption using MEA solutions are presented in Table 1.
TABLE 1 | The experimental conditions for the CO2 absorption.
[image: Table 1]These six neurons are the typical factors that will influence the CO2 capture efficiency in the whole process. CO2 capture amount and the temperature of gas and liquid are the two output parameters. The basic processing unit of the neural network is the nonlinear input–output relationship and the sigmoid function is chosen as the transfer function of the BP neural network, see Eq. 3.
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In the training process of the neural network, by constantly changing all the parameters in the neural network, the loss function is continuously reduced, thereby a higher-accuracy neural network model is proposed. The relationship between the input and output values in the sigmoid function is shown in Figure 2. According to the characteristics of the sigmoid function, it is necessary to convert the input quantity and output quantity between [0, 1]. A fully nonlinear relationship is established between the input and output, and Eq. 3 is the main form of neuron network representation.
[image: Figure 2]FIGURE 2 | The graph of sigmoid function.
To evaluate the prediction performance of the neural network, the mean square root error (MSRE) is adopted in this article, and the specific calculation formulas are as follows:
[image: image]
where ti is the observed value, oi is the predicted value, and n is the number of samplings in the data set.
The activation function is the tansig function, and the training function is the trainlm function. In the input layer, x is the input data matrix, IW is the weight, and a is the threshold from the input layer to the hidden layer. In the output layer, y is the output data matrix, LW is the weight, and b is the threshold from the hidden layer to the output layer. The relationship can be present as in Eq. 5.
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In the algorithm, C, mlean, Tfg.in, L/G, Q/L, and yCO2 were chosen as the input data, the output value of y can be calculated according to Eq. 5, and the algorithms are listed in Table 2.
TABLE 2 | Algorithm equations.
[image: Table 2]3.3 Algorithm Steps
Based on the BPNN model in Figure 1, concerning a variety of algorithms in previous literature (Mudhasakul et al., 2013; Wang et al., 2017; Li et al., 2016), the algorithm steps are designed in Figure 3 (Talib and Hussin, 2017; Almeida and Leit, 2019).
[image: Figure 3]FIGURE 3 | The steps of BPNN algorithm.
In step 4, error calculation and the momentum term is introduced in this study. In other words, the last weight modification is taken into account in the current weight modification. At the same time, the modification of the weight of the previous unit is also included. In the BPNN used in this article, the weight modification from the hidden layer to the output layer is expressed in C++ language as:
delta_out= y[m]*(1-y[m])*(out_tech[m]-y[m]);
w_hid_out[j]+ = alfa*delta_out*h[j]+ beita*temp_hid[j]+ eita*temp hid[j-1];
temp_hid[j]= alfa*delta_out*h[j]+ beita*temp_hid[j];
Among them, w_hid_out[j] represents the weight from the jth unit of the hidden layer to the output unit; y[m] is the network output value of a certain training mode; and out_tech[m] is the corresponding target value; alfa represents the learning factor; beita is a constant of 0 or greater than 0, indicating the degree of inheritance of the last weight modification, which is called the inheritance factor; eita is a constant of 0 or greater.
In step 4, the learning factors are modified to prevent a too-slow convergence or oscillation or even divergence caused by the improper selection of the learning factor alfa. The method of changing the learning factor is adopted.
Figure 4 summarizes and shows the concrete implementation flow in CO2 prediction based on the BPNN model (Sun et al., 2021).
[image: Figure 4]FIGURE 4 | The concrete implementation flow of CO2 prediction based on the BPNN model.
4 RESULTS AND DISCUSSION
The boiler operating parameters were downloaded from the onsite real-time PI database from the coal-fired power plant, and 115 groups of typical working conditions of the boiler during load-up, load-down, and load stabilization periods were selected. Among them, 80 groups were used as training samples, and 35 groups were used as test samples. Each set of samples includes the input value and expected output value of the neural network.
4.1 The Relationship Between Mean Squared Error and Training Sessions
Since the collected data contain noise, the artificial neural network will record all the data containing noise. If the training times are too many, it will not be able to output appropriate results and will not have good generalization ability. The performance of the sample data is mainly measured by its generalization ability. The stronger the generalization ability, the stronger the essential connection between the input and output in the sample data. Therefore, in this project, the training and testing are carried out alternately, that is, for each training time, the test is performed once, to roughly obtain the curve of the mean square error changing with the number of training times as shown in Figure 5.Here, the mean square error D is defined as
[image: image]
where m is the number of pattern pairs in the training sample, n is the number of network output layer units, dpi is the expected output value of the network, and ypi is the actual output value. When the number of training sessions is less than 2,000, the mean square error decreases rapidly with the increase of training sessions. When the number of training sessions is more than 2,000 times, the degree of change in the mean squared error does not change much with the increase in the number of training sessions.
[image: Figure 5]FIGURE 5 | Mean squared error as a function of the number of training sessions.
4.2 Back Propagation Neural Network Modelling Evaluation
The neural network model has been developed considering the inputs as circulation amount of MEA, inlet flue gas temperature in adsorption tower, total flue gas flow, the ratio of liquid–gas, the average molecular weight of lean liquid, and the heat required for regeneration per unit of MEA, which are acquired from the experimental results to predict the output results as CO2 capture amount. The maximum experiment points were 60 in each section, and the percentage of experiments that were trained was between 10 and 20%. The forecasting ability of the model for the engine response in this study has shown a good agreement with the correlation statistics. However, the total uncertainty associated with model prediction is the consequence of different input aspects.
As observed from Figure 6 to Figure 13, the predicted values are commendably concurrent with the actual monitor for the experimental operation. The value of the CO2 capture amount was from 1,200 to 1,800 kg/h during the implementation of the experiments. The value of liquid temperature was between 40 and 70°C, and the gas temperature was between 20 and 75°C during the implementation of the experiments. All these parameters were related to the experiment variables. This implies that the robustness of the prediction model to estimate CO2 capture performance simultaneously with outstanding precision is irrespective of the case of the experimental operation.
[image: Figure 6]FIGURE 6 | Comparison of CO2 capture predicted data and experimental data with the change of MEA circulation amount.
4.2.1 Sensitivity Analysis of the Monoethanolamine Circulation Amount
The comparison of the predicted values vs. the experimental values for CO2 capture is shown in Figure 6, with the change of circulation amount of MEA from 34 to 40 m3/h when the other parameters were stable. The predicted values exhibit an extremely low MSRE of 0.002372. Additionally, the predicted results are extremely consistent with the experimental results. The increasing MEA circulation amount causes the increase of CO2 capture amount during the experiment test. Also, the CO2 capture amount is sensitive to the MEA circulation amount.
Figure 6 illustrates the fitting results of the predicted values with the experimental results for CO2 capture amount by the BPNN model. From Figure 7, it can be concluded that the CO2 capture amount is highly dependent on the circulation amount of MEA. It reveals the value of MSRE content as 0.001945, correlation R2 as 0.97722, and the CO2 capture accuracy of the prediction results of the BPNN algorithm to be as high as 96.6%.
[image: Figure 7]FIGURE 7 | Fitting results of CO2 capture predicted data and experimental data with the change of MEA circulation amount.
4.2.2 Sensitivity Analysis of the Total Flue Gas Flow
Figures 8, 9 reveal that the sensitivity of the CO2 capture amount changed with the flue gas flow when the other parameters were stable and the correlation between the predicted and experimental CO2 capture amount. The flue gas flow is related to the load of the boiler, and the content of CO2 in the flue gas increases with increasing load. The standard CO2 content is at the 75% boiler load, and the CO2 capture amount changing rate is based on the standard boiler load.
[image: Figure 8]FIGURE 8 | Comparison of CO2 capture predicted data and experimental data with the change of CO2 concentration.
[image: Figure 9]FIGURE 9 | Fitting results of CO2 capture predicted data and experimental data with the change of CO2 concentration.
Figure 9 illustrates that the CO2 concentration in the flue gas increases, and the temperature of the flue gas exiting the absorption tower increases accordingly because the reaction heat will increase with the increase in carbon dioxide concentration, so the temperature of the flue gas exiting the absorption tower increases. The CO2 capture amount increases with the increase of the boiler load and flue gas flow. The heat required for unit regeneration of the absorbent increases accordingly because the load rate of the rich liquid will also increase correspondingly with the increase of carbon dioxide. When the load rate of the lean liquid remains unchanged, the energy required for the regeneration of the absorbent will also correspondingly increase because the higher the temperature is, the higher the regeneration efficiency will be.
When the loading rate of the lean liquid increases, the energy required for unit regeneration of the absorbent drops significantly because the loading rate of the lean liquid represents the effect of solvent regeneration. The increase in the amount of solvent required for absorbing unit flue gas is because a large load rate of lean liquid means that the solvent cannot be fully used for absorption, so more solvent is needed to absorb carbon dioxide in the flue gas. When the CO2 concentration in the flue gas increases, the rich loading increases. Since the regeneration energy remains unchanged, the CO2 that can be desorbed could also be constant, therefore the lean loading will increase.
When the capture rate increases and the load rate of the lean and rich liquid remains unchanged, to increase the capture rate of carbon dioxide, the total flow rate of the absorbent must be increased under the condition that the total flow rate of flue gas remains unchanged. When the absorbent flow rate increases, the gas–liquid (G/L) ratio decreases. Similarly, when the total heat required for the absorbent regeneration remains unchanged, the total flow rate of the absorbent must be increased, so when the capture rate increases, the heat required for unit regeneration of the absorbent will increase accordingly. The correlation between the experimental and predicted value R2 is 0.99801.
Compared with the results of Figure 7, the correlation between the CO2 capture amount and the concentration of CO2 is better than that of MEA circulation influence on the CO2 capture amount, which proves that MEA circulation is more sensitive to the effect of CO2 absorption. The amount of CO2 capture is not very sensitive to the effect of different boiler load conditions compared with the sensitive effect of MEA circulation amount.
4.2.3 Sensitivity Analysis of Steam Consumption
Figures 10, 11 reveal the sensitivity of the CO2 capture amount changed with steam consumption when the other parameters were stable and the correlation between the predicted and experimental CO2 capture amount. The steam consumption is related to the concentration of MEA solution. It is the main factor for the regeneration efficiency and is related to the CO2 absorption amount at the same time.
[image: Figure 10]FIGURE 10 | Comparison of CO2 capture predicted data and experimental data with the change of steam consumption.
[image: Figure 11]FIGURE 11 | Fitting results of CO2 capture predicted data and experimental data with the change of steam consumption.
The comparison of the predicted values vs. experimental values for CO2 capture is shown in Figure 10, with the change in steam consumption when the other parameters were stable. The predicted values exhibit an extremely low MSRE of 0.001987. Additionally, the predicted results are extremely consistent with the experimental results. The change in steam consumption plays an important role in the CO2 capture amount during the experiment test. Figure 11 illustrates the fitting results of the predicted values with the experimental results for CO2 capture amount by the BPNN model. It can be concluded that the CO2 capture amount is dependent on steam consumption. The correlation between the experimental and predicted value R2 is 0.98258.
4.2.4 Sensitivity Analysis of the Absorption Temperature
Temperature is a critical parameter in the absorption and regeneration process for its importance on the CO2 capture amount and energy consumption during the MEA aqueous regeneration process. Various operation parameters such as the solubility of CO2 in an amine solution, transport parameters, kinetic reaction rates, and L/G ratio are all due to temperature. The absorbing column operates in a counter-current mode (Afkhamipour and Mofarahi, 2014), and rich CO2 flue gas is fed to the bottom of the absorber, while lean amine is fed to the top of the absorber. As CO2 is absorbed by the amine solution, the heat released from the reactions increases the temperature of the solution coming down from the top of the absorber. The flue gas at the bottom of the absorber takes up part of the heat evolved from the rich amine. Hence, the flue gas temperature increases from the bottom upward to the near top of the absorber, where the lean amine is heated by contact with the up-flowing flue gas. Because of the heat of the reaction, water is vaporized and is then condensed by the colder lean amine at the top of the absorber. When the temperature of the flue gas entering the absorption tower increases, the amount of solvent required to absorb a unit volume of flue gas increases rapidly because the absorption reaction is exothermic. When the temperature increases, the CO2 solubility decreases, thus the CO2 concentration in the liquid phase decreases. It is required to add more solvent to absorb more CO2. In Figure 12, the flue gas temperature of the absorption tower increases accordingly because when the reaction heat is constant, the inlet temperature is increased, and the outlet temperature also increases accordingly.
[image: Figure 12]FIGURE 12 | Sensitivity analysis of the liquid temperature along the packed column of the absorber.
A noticeable temperature increase can be seen in the temperature profiles of the absorber as shown in Figures 12, 13. Due to the high L/G ratio in the operation, the location of the temperature increase was captured reasonably well in all the cases. The comparisons between the calculated results of temperature profiles and experimental data under the operating conditions are given in Table 1. The shapes of the temperature profiles predicted by the rate-based model using different mass transfer correlations and kinetic models vary considerably.
[image: Figure 13]FIGURE 13 | Sensitivity analysis of the gas temperature along the packed column of the absorber.
The increase of the temperature bulge typically increases the kinetics of CO2 absorption, but it will disrupt the vapor–liquid equilibrium (Versteeg et al., 1996). At high temperatures, the CO2 equilibrium partial pressure may begin to approach the CO2 partial pressure in the bulk gas. These conditions create a lack of a driving force, which results in a “pinch” where additional CO2 is not absorbed by the amine solution. As a result, the mass transfer performance of the column is reduced. In Figure 13, the temperature profiles show the typical behavior of the reactive absorption column, where a temperature bulge can be seen at the bottom of the column due to the high L/G ratio of the operation and simulation.
In general, the accuracy parameters chosen in the BPNN model cause discrepancies between the prediction profiles and experimental data. Therefore, the use of accuracy parameters in BPNN model in CO2 sensitivity analysis has greater confidence in the accuracy of the prediction model.
5 CONCLUSION
In this article, the BPNN algorithm is applied to the prediction of CO2 capture of amine solvent washing technology running in coal-fired power plants. The developed BPNN contains an input layer with 6 neurons, a single hidden layer with 10 neurons, and an output layer with 2 neurons. The prediction characteristic with interpolation and extrapolation along with the robustness of the model has been evaluated on a statistical platform containing different errors and performance analysis. The error analysis revealed that the developed model predicted the experimental results with a very high degree of accuracy with the value of MSRE ranging from 0.001945 to 0.002372 when the circulation amount of MEA changed. Sensitivity analysis suggests that under the given conditions, the flue gas amount has a marginal effect on the system performance, while further attention should be paid to the MEA circulation amount, which is crucial to the CO2 capture amount. The temperature profiles show the typical behavior of the reactive absorption column where a temperature bulge can be seen at the bottom of the column due to the high L/G ratio of the experimental and prediction results. The coefficient of correlation R2 with the change of MEA circulation amount, change of CO2 concentration, and steam consumption are 0.97722, 0.99801, and 0.98258, respectively. It also proves that the parameter of MEA circulation is the most sensitive factor among the input parameters for CO2 capture. The experimental results show that the accuracy of prediction results of the BPNN algorithm is as high as 96.6%, which is better than several existing prediction methods. It shows that the BPNN algorithm is a consistent, reliable, and robust system identification tool for CO2 capture by the amine solvent scrubbing technique of operation in coal-fired power plants.
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NOMENCLATURE
a the threshold from the input layer to hidden layer
b the threshold from the hidden layer to output layer
dpi the expected output value of the network
ypi the actual output value
C MEA concentration, kmol/m3
Cs steam consumption in regeneration tower
G total flue gas flow rate, m3/h
L speed of MEA, kmole/hr
L/G the ratio of liquid–gas
mlean average molecular weight of the lean liquid
n the numbers of samplings
oi the predicted value
Q total heat required for MEA regeneration, GJ/hr
Q/L heat required for regeneration per unit of MEA, GJ/kmole
Tfg.in inlet flue gas temperature in adsorption tower, K
Tfg.out outlet flue gas temperature in adsorption tower, K
ti the observed value
W weight vectors
x the input in the neural network
y the output in the neural network
yCO2 amount of carbon dioxide absorbed per unit of MEA, mole/%
Greek Symbol
φlean lean liquid loading rate
ηCO2 CO2 capture efficiency, %
Abbreviations
BPNN back propagation neural network
MSRE mean square root error
MEA monoethanolamine
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The mechanism of immune infiltration involving immune cells is closely related to various diseases. A key issue in immune infiltration is the transendothelial transmigration of leukocytes. Previous studies have primarily interpreted the leukocyte infiltration of from biomedical perspective. The physical mechanism of leukocyte infiltration remains to be explored. By integrating the immune cell transmigration computational fluid dynamics (CFD) data, the paper builds a time-dependent leukocyte transmigration prediction model based on the bio-inspired methods, namely back propagation neural networks (BPNN) model. The model can efficiently predict the immune cell transmigration in a special microvascular environment, and obtain good prediction accuracy. The model accurately predicted the cell movement and flow field changes during the transmigration. In the test data set, it has high prediction accuracy for cell deformation, motion velocity and flow lift forces during downstream motion, and maintains a good prediction accuracy for drag force. The two prediction models achieved the prediction of leukocyte transmigration in a specific microvascular environment and maintained a high prediction accuracy, indicating the feasibility and robustness of the BPNN model applied to the prediction of immune cell infiltration. Compared with traditional CFD simulations, BPNN models avoid complex and time-dependent physical modeling and computational processes.
Keywords: random forest, back propagation neural network, cox regression, prognostic prediction, immune infiltration
INTRODUCTION
The mechanism of immune infiltration involving immune cells is closely related to various diseases. A key issue in immune infiltration is the transendothelial transmigration of leukocytes (immune cells). Among them, numerous microvascular stenosis fragments smaller than the cell size and tiny pores on the vessel wall are the key factors hindering the infiltration of immune cells. Previous studies have primarily interpreted the infiltration of immune cells from a biomedical perspective, ignoring the physical role in immune regulation. This paper combines various machine learning algorithms and computational fluid dynamics (CFD) simulation methods to systematically analyze the immune cell infiltration mechanism associated with liver cancer from the perspectives of biomedicine and mechanics.
In recent years, physics-based modeling approaches have become widely used analytical tools in engineering and environmental systems (Willard et al., 2022). However, the deviation between the actual engineering process and the physical laws adopted in the physical model makes us need to approximate the real value, leading to errors (Yan et al., 2020). In addition, the physical model contains many parameters estimated from limited observational data, which further degrades the performance of the physical model (Günther et al., 2020). Machine learning (ML) methods based on neural network models automatically extract complex relationships from data, theoretically solving scientific problems in physical models (Bentley, 2014; Kelley et al., 2016; Biswas et al., 2018; Huang et al., 2021; Jiang et al., 2021). The introduction of ML and deep learning methods achieved a leap from “model-driven” to “data-driven” (Xue et al., 2015; Jiang et al., 2021; Liu et al., 2022). This saves us from knowing the specific equations between the data, and the algorithm will automatically derive the data to match the target value. In many respects, the prediction accuracy of this method far exceeds that of traditional modeling methods due to the coverage of the vast training dataset (Valsamis et al., 2017; Sun et al., 2022; Wu et al., 2022; Yun and). But even state-of-the-art neural network models can be non-generalizable in specific studies due to the large-scale demand for data (Karpatne et al., 2017; Zhao et al., 2022). Therefore, researchers began to explore combining physical models and advanced neural network models to achieve their complementary strengths (Ansari et al., 2020).
In this regard, the currently most widely used neural network model (BPNN) plays a critical role (Dai and MacBeth, 1997). The combination method of physical and neural network models to practical problems is mainly divided into four aspects: parameterization (S. and S. et al., 2019), solution of partial differential equations (Yong et al., 2020), derivation of governing equations (Teng et al., 2020) and inverse modeling (Henry and F. et al., 2015). In fluid mechanics, researchers have gradually realized the efficiency and accuracy of predictive models (Wang et al., 2021). The forward calculation of physical problems is to predict the next state of the system by using physical parameters such as temperature, deformation, mass, and spatial position of the system. In contrast, inverse modeling uses the output of the system to derive the physical parameters of the system. In this regard, many high-fidelity datasets describing fluid mechanics phenomena facilitate the application of neural network methods to fluid mechanics (Fei et al., 2020; Yong et al., 2020). In recent years, deep learning methods for biophysical problems have emerged (Almagrabi et al., 2021). This modeling paradigm of exploring the laws of physics using efficient deep learning tools is known as data-driven modeling. These studies include predicting average Navier-Stokes uncertainty regions in high Reynolds (Re) environments (Templeton, 2015) and prediction studies of cylindrical velocity fields with different Re using fused convolutional neural networks (Jin et al., 2018).
Abundant experimental and numerical simulation data can help researchers understand the flow around a circular object. We used machine learning in previous studies to examine the role of immune infiltration in various diseases (Chi et al., 2020; Yang et al., 2021; Xu et al., 2022). This paper tries to adopt a research method combining ML method and physical model and take immune cell transmigration as the research object. We used CFD simulation data to build a neural network method for immune cell transmigration prediction. This method enables data value to be used repeatedly and achieves second-by-second forecasts that traditional methods cannot reach. Among them, the bio-inspired BPNN model is adopted and the prediction performance of the neural network and its superiority compared to the CFD method are discussed.
MATERIALS AND METHODS
The CFD Model
In the blood flow of the human body, the size of immune cells is generally between 7 and 15 μm (Luo et al., 2011). To simplify the calculations, we use a cell model with a diameter of 10 μm for benchmark simulations. The cell model consists of viscous incompressible cell fluid and linear elastic cell membrane. The cell membrane thickness is 0.4 μm, the elastic modulus is 100 Pa, and the Poisson’s ratio is 0.25 (Aubry et al., 2015). Here, we choose the elastic modulus range of 50–500 Pa to reflect the physiologically possible mechanical response of the cell membrane. Cell fluid and plasma were designated as homogeneous fluids with the same parameters, with a kinematic viscosity of 0.0008 Pa s. The density of immune cells and plasma is 1,000 kg/m3. The phenomenon of cells passing through pores generally occurs in the capillary or venule vascular environment, where the blood flow rate is generally controlled at Re between 0.01 and 0.2 (Haber et al., 2013). Therefore, Re = 0.1 was adopted as the baseline plasma flow field. To investigate the retention effect of microvascular stenosis on cell transport, we selected six sets of parameters with channel widths of 10, 12, 14, 16, 18, and 20 μm to establish a microvessel model containing stenotic pores (Vollmar et al., 2019).
The immune cell transmigration model established in this paper includes a cell droplet and a microvascular model with narrow pores. The initial position of the immune cell is located on the upper side of the pore, and it will passively deform and pass through the pores smaller than its size under the drive of the fluid. Although a 3D model would be more accurate, we chose a 2D model to simplify the calculations. Studies have shown that the model is insensitive to depth in cells entering narrow pores (Leong et al., 2011). At the same time, an axisymmetric model containing half of the computational domain was adopted to analyze the transmigration of cells. The hemisphere model composed of the blue and cyan areas in the figure is the immune cell model, composed of a uniform cytosol wrapped by a linear elastic film. Both cellular fluid and extramembrane plasma are considered homogeneous incompressible Newtonian fluids. This paper regards the plasma flow in microvessels as Poiseuille flow in circular conduits. The velocity of the flow field near the wall is relatively small, and the velocity from the near wall to the microvessel axis rises parabolically and reaches a maximum value. The velocity of the flow field is symmetrical about the microvascular axis. Immune cells are located at the axis of the microvessels and are subjected to a symmetrically distributed fluid shear force. In this paper, COMSOL’s “laminar flow” is used to quantify the fluid flow of cell fluid and plasma. Immune cells are elastically deformed under the drive of blood flow, and “solid mechanics” is used to calculate the deformation of the cell membrane. We used “Fluid-Structure Interaction” to calculate the force-displacement transfer at the fluid-structure interface. The rust-colored area in the figure is the blood vessel wall. This paper ignores its deformation and regards it as a rigid wall.
The CFD model in this paper mainly uses COMSOL multiphysics simulation software for numerical calculation. The governing equation used in the model calculation is the Navier-Stokes (N-S) equation,
[image: image]
The boundary condition is a no-slip boundary, namely the blood flow velocity near the wall is zero. The PARDISO solver is used in the COMSOL solver setting, which uses the stiffness decomposition matrix inversion to solve the N-S equation and uses parallel computing to improve the solution efficiency. The Euler method is used for meshing in COMSOL, and the motion of the fluid-solid boundary is described using an arbitrary Lagrangian-Euler (ALE) method. Distortion of the mesh near the fluid-solid boundary can be solved by remeshing. The COMSOL multiphysics simulation software has meshing capabilities that meet the computational accuracy requirements, and all meshing is completed within the software.
The ALE coordinate system, independent of the Euler and Lagrange coordinate systems, is generally not completely fixed in space, nor is it completely fixed on the material node. And the ALE grid could achieve the appropriate motion.
The Navier-Stokes equation described by ALE is
[image: image]
The mesh velocity described by ALE can be easily obtained
[image: image]
where w is the velocity of the solid.
The model is calculated in a two-dimensional environment, and the leukocytes can move along the axial and radial directions of the tube with two degrees of freedom.
The numerical precision of the calculation adopts the default settings of the software. CFD tasks are completed on different computers due to too many cases to be solved.
Theoretical Description
The so-called Poiseuille flow is the flow of viscous fluid in a circular pipe. When the Reynolds number is less than 2000, the liquid flow in a straight circular pipe with equal cross-section is laminar flow. Poiseuile law
[image: image]
It describes the steady flow of an incompressible viscous fluid in a horizontal circular pipe, and the Reynolds number is not large. When the flow form is laminar flow, the flow rate Q and the pressure difference Δp at both ends of the pipe, the pipe radius r0, the pipe length l and the fluid, the relationship of viscosity coefficient η. Poiseuille’s law is an essential law of fluid dynamics. Poiseuille flow is one of the few cases where there is an analytical solution to the N-S equation, the x-axis is chosen to be on the vessel axis, and y is the radial coordinate measured outward from the tube axis. Both the circumferential and radial velocity components are zero, and the velocity component parallel to the tube axis is denoted as u, which depends only on y. At the same time, the pressure is constant in each cross-section. In this way, in the N-S equation expressed in cylindrical coordinates, only one axial equation is left, which simplifies to:
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According to the no-slip boundary condition, [image: image]. Available velocity distribution:
[image: image]
It can be seen that the velocity from the proximal wall to the microvascular axis increases parabolically.
At y = 0, i.e., on the tube axis (the center of the vessel)
[image: image]
Basic Theory of Neural Network
The basic unit of the neural network algorithm is the single-layer perceptron model. The structure of the single-layer perceptron model is simple, and its components only have an input layer and a single output layer. The figure below represents a perceptron model with two input neurons and one output neuron node. x1 and x2 represent the stimulus to the neuron, that is, the input information. w1 and w2 represent the connection weights between input and output nodes. b represents the excitation threshold of the neuron, that is, the bias. y is the output of the perceptron. The information transfer formula of the single-layer perceptron is expressed as follows:
[image: image]
The perceptron works by finding a linearly separable hyperplane separating the loaded data. What’s more, stronger data plane classification capabilities can be obtained by integrating multiple perceptron models. In the original perceptron model, the essence of the inter-layer transfer of the neural network is to perform a linear transformation of the data. This determines that a simple perceptron model can only solve linearly separable problems, but cannot deal with non-linear problems. Based on this, applying a non-linear activation function to the neuron node endows the neural network with the ability to solve linear inseparable problems. The non-linear activation function completes the linear transformation to fulfill output characteristics. As shown in Figure 1, the figure represents the non-linear modification of the linear transformation. The application of non-linear activation functions introduces non-linear factors into the neural network, allowing it to classify data planes using smooth surfaces. This enables the neural network to have superior data classification and regression capabilities.
[image: Figure 1]FIGURE 1 | Schematic diagram of activation function.
BP Neural Network
Assume that the number of nodes in the input, hidden, and output layers are l, m and n. The weights and biases from the input layer to the hidden layer and from the hidden layer to the output layer are in order ωij, ωjk and aj, bk, learning rate η. The excitation function is g(x). The detailed steps of BPNN modeling are as follows:
BPNN is a multi-layer feedforward neural network based on an error back propagation algorithm. The principle is to use the common gradient descent algorithm and gradient search technology to minimize the error mean square error between the actual output value and the expected output value of the network in successive update iterations. The model topology of BPNN consists of an input layer, a hidden layer, and an output layer. Figure 2 shows a simple three-layer neural network. The input signal of the neural network acts on the output node through the hidden layer node and generates the output signal. By adjusting the connection weights of input nodes and hidden layer nodes, the connection weights and thresholds between the hidden layer and output nodes during the training, the deviation between the actual output and the expected output value decreases along the gradient direction. After repeated training and parameter adjustment, the network parameters (connection weights and thresholds) that match the minimum error are determined. The network parameters determined by the trained neural network process the input information of the input samples with similar characteristics and output the prediction information. Then the prediction result with the smallest error can be obtained.
[image: Figure 2]FIGURE 2 | Schematic diagram of the topology structure of BPNN.
Assume that the number of nodes in the input, hidden, and output layers are l, m and n respectively. The weights and biases from the input layer to the hidden layer and from the hidden layer to the output layer are wij, wjk and ai, bk. The learning rate is η and the excitation function is g(x). The detailed steps of BPNN modeling are as follows:
(1) Network initialization. First, the weights and thresholds between the input and the hidden layers are initialized. Among them, the common activation function is the sigmoid function. Its function expression is,
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(2) Data forward calculation. For the three-layer BPNN shown in Figure 2, the output sum of the hidden layer and the output layer Hj and Ok are respectively
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(3) Error calculation
Assuming that Yk is the expected output of the network, the error calculation formula is
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(4) Update of weights and biases. The weights and biases are updated through the back-propagation of the error to make the error function reach the minimum value, where the update formulas of the weights and biases are respectively
[image: image]
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Furthermore, we utilize mean squared error (MSE) to measure the accuracy of BPNN predictions. The formula for calculating the MSE is,
[image: image]
The Training Process of BP Neural Network
The network training of BPNN includes the following processes: (1) Integrate the training data set. The training of BPNN requires large-scale data support, and the training samples need to contain both input data and label data. The accuracy of the data directly affects the prediction accuracy of the neural network. Data normalization is often necessary for the specific training to obtain similar weighting tendencies for different features. Normalization can reduce the computational complexity and speed up the convergence, and also facilitate the subsequent training optimization because the output of the activation function is 0-centered.
(2) Network structure design. The network structure aims to clarify the number of network layers, hidden layer nodes, the activation function between layers, the training and the loss function. As the network structure is determined, all data dimensions are established.
(3) Initialize the weights. The parameter update in the training of BPNN depends on the gradient descent algorithm (mainly including batch gradient descent (BGD) method, stochastic gradient descent (SGD) method, mini-batch gradient descent (MBGD) method, etc.). Before starting training with the gradient descent algorithm, the weights and biases in the network need to be initialized. To eliminate the symmetrical weights, many initialization methods are currently used to randomly initialize the weights of each layer. Too small initialization weight made the non-linear activation function lose its non-linear modification ability. On the contrary, too large an initialization weight causes the problem of gradient disappearance.
(4) Network training. BPNN is based on the back-propagation of the error between the network output and the label to update the weights and repeat the iterative calculation to make the loss function reach the expected desired value.
RESULTS
CFD Data
We used the CFD data of immune cell transmigration as the training data of the BPNN model. Considering the limited effect of immune cell stiffness on cell motion and deformation and flow field in the transmigration simulation, it is not used as an input parameter of the neural network. This paper aims to construct a time-dependent prediction model for leukocyte transmigration to establish a model of immune cell movement and flow field. The data we use are all from the data obtained by our CFD simulation, including displacement parameters, cell deformation parameters, flow velocity, fluid lift, and drag parameters. We have fully investigated the hydrodynamic parameters of the environment in which immune cells migrate to ensure the accuracy of the data obtained by CFD. We performed blood flow Re of 0.1, 0.11, 0.12, 0.13, 0.14, 0.15, 0.16, 0.17, 0.18, 0.19, and 0.2 and AR of 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, a total of 121 CFD simulations. Among them, the combination of Re and AR is (0.1, 0.5), (0.1, 0.55), (0.11, 0.5), (0.12, 0.5), (0.13, 0.5) and (0.14, 0.5). The impaction phenomenon is not included in the training. We will exclude 115 sets of CFD simulation data from these six sets of examples as the basic data set for training.
The 115 groups of Re and AR parameters in the basic data set are used as input data. The transmigration is the target vector to train the time-dependent leukocyte transmigration prediction model based on the BPNN model. In addition, we used 14,221 samples consisting of Re, AR, and cell downflow displacement parameters as a training dataset to train cell motion and flow field prediction models during transmigration. Among them, the target parameters are the cell deformation, the downstream velocity, the fluid lift, and drag forces. In order to test the accuracy of the model, 10 groups of Re and AR were used as (0.2, 0.53), (0.19, 0.57), (0.18, 0.63), (0.17, 0.67), (0.16, 0.73), (0.15, 0.77). New examples of (0.14, 0.83), (0.13, 0.87), (0.12, 0.93) and (0.11, 0.97) are used as test datasets to validate the time-dependent transmigration prediction model. The above parameter combination simulates the migration environment in which most immune cells are located and guarantees the generality of this study. At the same time, four groups of leukocyte transmigration CFD examples with Re and AR of (0.16, 0.73), (0.15, 0.77), (0.14, 0.83) and (0.13, 0.87) were used to test the accuracy of the prediction model of the transmigration. The hydrodynamic simulation still uses the leukocyte transmigration CFD model shown in Figure 3.
[image: Figure 3]FIGURE 3 | Flow field and pressure field distribution during cell transmigration (A) t = 0 s; (B) t = 0.002 s; (C) t = 0.01 s; (D) t = 0.05 s; (E) t = 0.1 s; (F) t = 0.15 s.
Time-Dependent Prediction of Leukocyte Transmigration Based on BP Neural Network Model
Many studies have shown that a 4-layer neural network with only two hidden layers can predict most regular data matrices accurately. The input parameters of the time-dependent leukocyte transmigration prediction model are two vectors, Re and AR, so the number of neurons in the input layer is 2. To avoid the long training time caused by many nodes, we draw on the empirical formula for node selection in the hidden layer,
[image: image]
Where M is the number of nodes in the input layer, namely 2. I is the number of hidden layer nodes to be used. h is the number of training samples of the BP model. After calculation, the number of nodes in the hidden layer should not be less than 15. Therefore, we use two-layer hidden layers with 5 and 10 nodes, respectively, to construct the time-dependent cell transmigration prediction model. The activation function from the input layer to the hidden layer and the hidden layer adopts the tansig function, and the activation function from the hidden layer to the output layer adopts the purelin function. In addition, the trainlm function is used as the training function of the BP neural network. Meanwhile, the maximum training times, training target and learning rate are 1,000, 1 × 10–5 and 0.03, respectively. Figure 4 shows the training performance of the time-dependent leukocyte transmigration prediction model. The model achieves the best verification performance when the number of training times is 38, and its value is 4.524 × 10–5.
[image: Figure 4]FIGURE 4 | Training performance of the time-dependent model for leukocyte transmigration.
Based on the default partitioning method, the BPNN model randomly assigns 115 samples to the training set, validation set and test set according to the ratio of 60%, 20%, and 20%. Figure 5 shows that the regression accuracies on the training set, validation set, test set, and total dataset reached 0.99959, 0.99907, 0.99874, and 0.99949, respectively. This further proves the prediction robustness of the BPNN model.
[image: Figure 5]FIGURE 5 | Fitting curve of time-dependent leukocyte transmigration model.
To test the prediction accuracy of the leukocyte transmigration time prediction model, we predicted the transmigration time of 10 groups of cases in the test data set different from the training samples and compared them with the CFD results. We use the coefficient of determination as a criterion to analyze the deviation between the BPNN and CFD simulation and further measure the robustness of the mechanical prediction system. The formula for calculating the coefficient of determination is:
[image: image]
Where [image: image] is the predicted value of BPNN and [image: image] is the average value of the real value of the CFD simulation, yj is the true value of the CFD simulation. The interval range of the coefficient of determination is [0, 1], and the closer to 1, the better the prediction effect.
Figure 6 shows the comparison between the predicted time-dependent of BPNN and the time-dependent CFD for 10 groups of leukocyte transmigration examples from the Re interval of [0.1, 0.2] and the AR interval of [0.5, 1]. The results show that the predicted value in the middle region of the AR interval is in good agreement with the true value and slightly worse at the two ends. The R2 was 0.99846, indicating that the leukocyte transmigration prediction model had excellent prediction accuracy. Based on this, we constructed a BPNN-based time-dependent leukocyte transmigration prediction model a three-dimensional map of the predicted leukocyte transmigration time in the Re interval [0.1, 0.2] and AR interval [0.6, 1] (Figure 7). As shown, the leukocyte transmigration time increased significantly with the decrease of Re. Compared with Re, the reduction of AR has a more prominent effect on prolonging the time-dependent leukocyte transmigration. Under the dual influence of Re and AR, the increase in leukocyte transmigration time was more pronounced and manifested as a sharp upward curl on the map.
[image: Figure 6]FIGURE 6 | BPNN prediction value and CFD real value of 10 groups of calculation examples based on time-dependent leukocyte transmigration prediction mode.
[image: Figure 7]FIGURE 7 | Time-dependent leukocyte transmigration prediction model based on BP neural network.
Prediction of Leukocyte Transmigration Based on BP Neural Network Model
The prediction model can predict the time-dependent leukocyte transmigration in specific Re and AR intervals. However, the morphological changes of cells during transmigration and the changes in the surrounding flow field remain unclear. The robustness of the BPNN model aided to construct a leukocyte transmigration prediction model. As mentioned above, 14,221 samples including Re, AR, cell down-flow displacement, cell deformation, down-flow velocity, received fluid lift and drag parameters were used as the training dataset to train the BPNN model. The data matrix containing Re, AR and cell forward displacement is used as input data to establish the corresponding relationship with the target data. The target data vectors are Rmax, Vy, Fl and Fd, respectively. Using Eq. 14 to calculate the number of neurons in the hidden layer, we use 50 nodes to fill the hidden layer. We construct a two-layer hidden layer with 20 and 30 nodes, respectively. The selection of activation and training functions is the same as the leukocyte transmigration time-dependent prediction model. At the same time, the determination coefficient of Eq. 11 is still used to measure the prediction accuracy of the BPNN prediction model.
Cell Motion Prediction
First, we train the neural network with cell deformation parameters as target vectors. Unlike the setting threshold of the time-dependent prediction model of leukocyte transmigration, the better prediction accuracy can be obtained by setting the training target as 10–3. As shown in Figure 8A, the prediction model achieves the best training performance when the number of training times is 34, and its value is 0.00094417. At the same time, a fitting accuracy of 0.99992 was obtained in training on the overall training set with a sample size of 14,221 (Figure 8B).
[image: Figure 8]FIGURE 8 | Training performance and fitting curve of the leukocyte transmigration prediction model for cell deformation prediction (A) Training performance; (B) Fitting curve.
Next, we use the cell deformation prediction model to predict the cell deformation during the transmigration for the four new examples mentioned above. Their Re and AR are set to (0.16, 0.73), (0.15, 0.77), (0.14, 0.83), and (0.13, 0.87), respectively. Figure 9A–D compares the predicted cell deformation values and the CFD values of the four groups of calculations, respectively. The figure shows the deformation prediction of the cell forward displacement by the prediction model is consistent with the CFD results. The coefficients of determination, which measure the degree of agreement between the BPNN predictions of the four groups of examples and the real solutions of CFD, are 0.9998, 0.9998, 0.9998, and 0.9999, respectively, showing an excellent prediction effect.
[image: Figure 9]FIGURE 9 | Prediction accuracy test of a leukocyte transmigration prediction model for cell deformation prediction.
By changing the target vector of the prediction model to the velocity vector of the cell forward movement, we constructed a model for predicting the leukocyte transmigration speed. Due to the increased degree of non-linearity between the input data and the target vector, the threshold for the training target was set to 10–10. The training performance of the model and the data fitting curve are shown in Figure 10A,B. When the number of training times reaches 64, the BPNN model obtains the best training performance with a value of 9.862 × 10–11. At the same time, the R value of the training data fitting reached 0.99922, indicating a good mapping relationship between the input data and the output data in the forecast model. Subsequently, we tested the established cell forward velocity prediction model. Using the same 4 datasets, the good predictive ability of the forecasting model is revealed. Figure 11A–D all show that the predicted value of BPNN can well fit the CFD solution, and the coefficients of determination of the closeness between the predicted curve and the real curve are 0.9990, 0.9985, 0.9971 and 0.9979.
[image: Figure 10]FIGURE 10 | The training performance and fitting curve of the leukocyte transmigration prediction model used for cell downflow velocity prediction (A) Training performance; (B) Fitting curve.
[image: Figure 11]FIGURE 11 | Prediction accuracy test of the leukocyte transmigration prediction model used for cell forward velocity prediction (A) Re = 0.13, AR = 0.87; (B) Re = 0.14, AR = 0.83; (C) Re = 0.15, AR = 0.77; (D) Re = 0.16, AR = 0.73.
Prediction of Cell Lift and Drag Force
Based on the same network skeleton of the leukocyte transmigration prediction model, we replace the trained target vector with the cell fluid lift forces to calculate the accuracy of the prediction model in predicting the cell fluid lift forces. Since the non-linearity of the data further increases, the training objective and minimum gradient threshold are set to 1 × 10–13 and 1 × 10–10, respectively, to obtain better prediction accuracy. Figure 12A shows that the prediction model achieved the best training performance when the training order reached 153, and its value was 9.970 × 10–14. At the same time, the fitting curve of the model achieved an accuracy of 0.99867 (Figure 12B).
[image: Figure 12]FIGURE 12 | Training performance and fitting curve of the leukocyte transmigration prediction model used for the prediction of fluid lift forces on cells (A) Training performance; (B) Fitting curve.
Similar to the prediction of cell deformation and downstream motion velocity, we also found that the prediction model of the transmigration is highly accurate in predicting the fluid lift force on the cell. Figure 13A–D of show the prediction curves of the prediction model for the fluid lift forces on cells in the four new cases, respectively. The results show that the predicted curve is consistent with the CFD curve, and the difference between the predicted and actual values at each data point is very small. The coefficients of determination of the predicted curve and the real CFD curve in the four groups of examples are 0.9915, 0.9943, 0.9946 and 0.9965, respectively, showing excellent prediction performance.
[image: Figure 13]FIGURE 13 | Prediction accuracy test of the leukocyte transmigration prediction model for the prediction of fluid lift forces on cells (A) Re = 0.13, AR = 0.87; (B) Re = 0.14, AR = 0.83; (C) Re = 0.15, AR = 0.77; (D) Re = 0.16, AR = 0.73.
Finally, we replaced the target vector of the leukocyte transmigration prediction model with the drag force of the cell to observe the prediction ability of the model to the drag force. After adequate iterations were implemented, it was found that the training model with the training target and the minimum gradient threshold set to 1 × 10–14 and 1 × 10–12, respectively, could maintain a good prediction of the target. When the number of training times reaches 716, the model has the best training performance with a value of 9.997 × 10–15 (Figure 14A). At this point, the fitting parameter of the training data reached 0.99093 (Figure 14B). Based on the same test case, we analyzed the prediction accuracy of the prediction model for the drag force of cells during the transmigration. Figure 15A–D show the drag force prediction curves and CFD curves of different examples, respectively. The prediction accuracies of these examples are 0.9257, 0.9451, 0.9512 and 0.9569, respectively. The entire computation process, including CFD and BPNN, is shown in Figure 16. The prediction models have significant discrepancies in the prediction of the drag force in the initial cell movement stage, the pore entry stage and the pore exit stage. The model maintained a high prediction accuracy for drag force in other periods.
[image: Figure 14]FIGURE 14 | Training performance and fitting curve of the leukocyte transmigration prediction model used for the prediction of drag force to cells (A) Training performance; (B) Fitting curve.
[image: Figure 15]FIGURE 15 | Prediction accuracy of the leukocyte transmigration prediction model for the prediction of fluid lift forces on cells (A) Re = 0.13, AR = 0.87; (B) Re = 0.14, AR = 0.83; (C) Re = 0.15, AR = 0.77; (D) Re = 0.16, AR = 0.73.
Computational Efficiency Comparison
Compared with traditional CFD simulation methods, we found that BPNN greatly shortens the simulation time of the model and maintains high accuracy under the condition of sufficient sample size. Once the network model is trained, BPNN can instantaneously predict the time-dependent transmigration of cells. The computer configuration for this article is (Intel(R) Core(TM) i5-4570 3.2 GHz RAM 8G). Based on the same computing resources, the training time of the BP model is less than 10 min in total. In contrast, the total time required for establishing and training the BP model is comparable to that of a CFD example. This fully reflects the punctuality and efficiency of BPNN forecasting.
DISCUSSION
Immune cell infiltration and is of great concern in the biomedcine (Shen et al., 2020). Traditional CFD methods are often accompanied by complex and time-dependent modeling and calculations (Khaleghi et al., 2021). Based on this, many leukocyte transmigration CFD simulation data obtained in the previous paper, we tentatively established a time-dependent prediction model of the transmigration. The cellular transmigration time-dependent prediction model can predict the time it takes for cells to pass through the pores in the vascular environment in specific Re and AR intervals. On this basis, the leukocyte transmigration model can predict the cell movement and flow field changes during the transmigration with extremely high accuracy. Both prediction models have a double hidden layer structure, and the total number of hidden layer nodes is 15 and 50, respectively. The time-dependent leukocyte transmigration prediction model only has two input parameters, Re and AR. The input data of the leukocyte transmigration prediction model also includes the cell forward displacement parameter. Based on the constructed model, we selected 10 time-dependent samples of leukocyte transmigration and 4 examples of leukocyte transmigration in the training Re and AR intervals to test the prediction accuracy of the two prediction models and obtained superior predictions Effect. Compared to traditional CFD techniques, the predictive capability of the BPNN model significantly highlights its potential applications in fluid mechanics (Wong and Kim, 2018).
With the rise of the technology, many algorithms have emerged that incorporate physical models (Jiang et al., 2019; Liu et al., 2022; Liu et al., 2022). In this regard, the neural network family to which BP belongs plays an important role (Wong and Kim, 2018). Earlier studies have simply used neural network algorithms to improve the accuracy of data processing (Rediniotis and Vijayagopal, 1999). For example, Wang et al. applied the artificial neural network based on BP theory to the data processing of the five-hole probe in the fluid experiment, and put forward the conclusion that the accuracy and reliability of the prediction results are better than the linear three-dimensional interpolation method. Then, the predictive capabilities of neural networks, which can maintain high accuracy and rapidity, are gradually applied to fluid mechanics (Rediniotis and Vijayagopal, 1999; Fan et al., 2003; Cheng et al., 2020). For example, the BP model can effectively predict the displacement and dominant frequency of the vortex-induced vibration of flexible cylinders commonly found in engineering. But the neural network has a significant disadvantage, that is, the successful training of the network needs to rely on a considerable number of samples (Liu et al., 2015; Chen, 2017). In this regard, other algorithms can better address this problem (Jiang et al., 2019; Sun et al., 2022; Wang and Cao, 2029). The reason for abandoning the large-scale physical models and choosing the neural network model is primarily because of its efficient and fast simulation and prediction capabilities (Li and Peng, 2007; Kang and Cho, 2014). Like most forecasting models, the two forecasting models established in this paper based on the BPNN model show the instantaneousness and high accuracy of forecasting.
A sufficiently trained neural network model also can guide engineering design, such as the rational planning of the airfoil design process by predicting the leading edge pressure distribution of a hybrid airfoil (Yao and Sung et al., 2018; Sekar et al., 2019; 廖鹏与姚磊江等, 2019). What’s more, an active flow controller incorporating deep reinforcement learning neural networks significantly reduces lift and drag fluctuations in the flow around a cylinder (Haryanto et al., 2014; Peng et al., 2020; Tang et al., 2020). Because of the wide application of BPNN model in fluid mechanics, we integrated the leukocyte transmigration CFD dataset to establish a time-dependent leukocyte transmigration prediction model. We randomly predicted the CFD results of leukocyte transmigration models for several groups of different Re and AR using established two-class prediction models. Compared with the real CFD results, the prediction model showed robustness in both the time-dependent transmigration and the changes of cell motion and flow field during the transmigration.
This paper mainly focuses on the processing of leukocyte migration data obtained by CFD simulation using BPNN technology, and fully demonstrates the advantages of artificial neural networks for the prediction of immune cell perforation compared with traditional CFD simulation after having a certain amount of data in the early stage. This advantage is mainly reflected in forecasting speed and reliable accuracy. The effects of biochemical factors on leukocyte migration were significantly different from mechanical factors on leukocyte migration. The adhesion and migration of immune cells are crucial in the body immunity and host defense. Integrins on the surface of immune cells are the core molecules regulating immune cell adhesion and migration. The main scientific question to explore the influence of biochemical factors is how immune cells sense changes in the extracellular microenvironment, thereby controlling tissue-specific migration of immune cells by regulating integrin function. It is more of an on-off regulation. Migration often occurs because cells sense signals from the outside world, such as white blood cells sensing abnormal proteins released by bacteria. The cell then turns on a switch inside itself, initiating the migration process. The mechanical factor focuses on the fluid environment in which the immune cells in the blood vessels are located and the forces they experience during migration, such as the fluid environment characterized by the two parameters Re and AR in this paper.
We performed numerical simulations of the model based on the fine, finer, and ultrafine meshing methods, respectively, to verify the reliability of our CFD results. Relevant content has been added to the revised manuscript. The numbers of meshes included in the numerical model under the fine, finer and ultrafine meshing are 8522, 21,237 and 55,245 meshes, respectively. As shown in Supplementary Figure S1A, the time-Rmax curves of the three meshing methods have the same trend. However, the resulting finer distribution of data points differs slightly from the other two meshing methods. The finer and ultra-fine results can fit well. Considering the increasing demand for computing resources brought about by the increase in grids, we use a finer grid division method for subsequent simulations. As shown in Supplementary Figure S1B, the finer mesh division method locally refines the fluid-structure interaction boundary based on the physical model of cell perforation based on different physical field distributions. The mesh model based on this meshing method can better meet the calculation requirements of the physical model with large non-linear characteristics to ensure that the results are reliable enough.
Overall, our results demonstrate the feasibility and robustness of BPNN in prediction studies of leukocyte transmigration. The strong generalization ability of the neural network also provides a technical guarantee for a comprehensive and complete prediction model of cell infiltration in the future. Compared with the traditional CFD technology, the neural network model is easy to implement because it does not require an explicit fitting function. At the same time, the prediction time of this method also significantly shortens the simulation time based on traditional physical models.
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Colorectal cancer, also known as rectal cancer, is one of the most common forms of cancer, and it can be completely cured with early diagnosis. The most effective and objective method of screening and diagnosis is colonoscopy. Polyp segmentation plays a crucial role in the diagnosis and treatment of diseases related to the digestive system, providing doctors with detailed auxiliary boundary information during clinical analysis. To this end, we propose a novel light-weight feature refining and context-guided network (FRCNet) for real-time polyp segmentation. In this method, we first employed the enhanced context-calibrated module to extract the most discriminative features by developing long-range spatial dependence through a context-calibrated operation. This operation is helpful to alleviate the interference of background noise and effectively distinguish the target polyps from the background. Furthermore, we designed the progressive context-aware fusion module to dynamically capture multi-scale polyps by collecting multi-range context information. Finally, the multi-scale pyramid aggregation module was used to learn more representative features, and these features were fused to refine the segmented results. Extensive experiments on the Kvasir, ClinicDB, ColonDB, ETIS, and Endoscene datasets demonstrated the effectiveness of the proposed model. Specifically, FRCNet achieves an mIoU of 84.9% and mDice score of 91.5% on the Kvasir dataset with a model size of only 0.78 M parameters, outperforming state-of-the-art methods. Models and codes are available at the footnote.1
Keywords: deep learning, polyp segmentation, enhanced context-calibrated module, progressive context-aware fusion module, multi-scale pyramid aggregation
1 INTRODUCTION
Colorectal cancer (CRC) is an ordinary malignant tumor of the gastrointestinal tract and is one of the most common types of cancer. Fortunately, CRC mortality can be greatly reduced if colon polyps, the bulging masses on the surface of the colon, are removed before CRC is formed (Kolligs, 2016). The localization and delineation of colon polyps play an important role in surgical treatment and medical care decision. Detailed boundary information can be provided by segmenting images of the polyp for subsequent clinical diagnosis and treatment. Several studies (Leufkens et al., 2012; Tajbakhsh et al., 2015b) have shown that approximately a quarter of polyps are missed during colonoscopy, which may increase the rate of missed diagnoses of colorectal cancer. Furthermore, colonoscopy procedures require polyp segmentation algorithms to present the results in real time to doctors to assist them in making suitable judgments and responses. At present, the main research direction is polyp detection and polyp segmentation technology. However, there are serious problems in the inspection methods of colorectal polyps. Due to the low contrast between the foreground and background information in the gastrointestinal channel, the accuracy of polyp resection in the process of endoscopic surgery under the image-level detection method cannot be guaranteed. Semantic segmentation gives a pixel-level classification in an image, that is, it classifies the pixels into its corresponding classes, whereas object detection classifies the patches of an image into different object classes and creates a bounding box around that object. To this end, the former can extract more abundant semantics than the latter, which is conducive to distinguishing the polyp tissue from the background well, thereby improving the probability of polyps detected. On the other hand, detection and localization of polyps are usually critical during routine surveillance and to measure the polyp load of the patient at the end of the surveillance while pixel-wise segmentation becomes vital to automate the polyp boundary delineation during the surgical procedures or radio-frequency ablations. To sum up, we argue that it is necessary to employ segmentation-based approaches to support colonoscopy.
Precisely, segmenting polyps from colonoscopy videos is a challenging task. Firstly, the low contrast between the colon background and polyp foreground makes it difficult for the model to segment polyps from colonoscopy videos precisely, which may lead to false segmentation results of polyps (Figures 1A,B). Secondly, colon polyps can vary substantially in shape and scale (Figure 1C–F ). Thirdly, the segmentation results should be carried out in real-time so that the results can be presented to doctors immediately for prompt action during the colonoscopy. Figure 2 shows the network performance (Dice and IoU) of several current advanced algorithms on the Kvasir-SEG2 and CVC-ClinicDB datasets.3 As can be seen in the figure, the proposed FRCNet can achieve light-weight state-of-the-art performance.
[image: Figure 1]FIGURE 1 | Typical challenging examples of polyp segmentation results: (A,B) the polyps with low contrast to the background, (C,D) the small polyps, and (E,F) the large polyps.
[image: Figure 2]FIGURE 2 | FRCNet shows better performance as compared to other state-of-the-art algorithms.
It was difficult for early automatic polyp segmentation methods (Jerebko et al., 2003; Bernal et al., 2012; Ganz et al., 2012), to accurately separate the polyp target from the surrounding tissue because the polyps and surrounding mucosa have similar characteristics such as color, texture, scale and so on. Although some inherent characteristics of polyps can be utilized to distinguish a polyp from its surrounding background, such methods, which are based on hand-crafted features, are far from able to meet the above challenges. In recent decades, as deep learning and computer vision techniques have gradually developed and attracted researcher’s interest, a series of methods based on convolutional neural networks (CNNs) have been designed to segment polyps, substantially improving the accuracy of the segmentation results. For instance (Akbari et al., 2018), an image patch selection method based on a fully convolutional network (FCN) (Long et al., 2015) was proposed to perform polyp segmentation. However, owing to the inherent limitations of the FCN architecture, valuable detailed polyp boundary information may be lost after it has passed through a series of downsampling layers, which is fatal for pixel-level segmentation tasks such as semantic segmentation, especially medical image segmentation. In general, it is challenging to develop a method to meet the above-mentioned challenges of polyp segmentation and produce satisfactory results while maintaining real-time performance.
In order to yield satisfactory segmentation results meanwhile maintain real-time performance, in this study, we propose the feature refining and context-guided network (FRCNet), which is an adaptive context network for efficient polyp segmentation. First, we employ the enhanced context calibrated (ECC) module to obtain the most discriminative features by dynamically developing long-range spatial dependence through context calibration. Next, to address the large variation in the scale and shape of polyps, the progressive context-aware fusion (PCF) module is used to extract multi-scale contextual information. Finally, the multi-scale pyramid aggregation (MPA) module is developed to dynamically fuse the representative features output from multiple levels for refining the polyp segmentation map. Our experiments demonstrate that the proposed FRCNet can achieve better results than the state-of-the-art algorithms at a satisfactory speed. We can summarize the contributions of this article as follows:
• Two novel context modules, the ECC and PCF modules, were developed to effectively extract the most discriminative features and multi-range context information, respectively
• To generate more refined segmented results, we designed the MPA module to adaptively aggregate the multi-level output features
• Extensive experiments show that the proposed FRCNet achieves better results than other state-of-the-art methods while maintaining real-time performance
2 RELATED WORK
2.1 Polyp Segmentation
Most early studies on polyp segmentation tasks rely on various hand-crafted features. For instance, Näppi and Yoshida (2002) employed the gradient concentration to differentiate between a polyp and the background. The Radon transformation (Deans, 2007) and Canny edge detection algorithm (Canny, 1986) have been used to segment images of polyp candidates by Jerebko et al. (2003). Using a combination of fuzzy c-means clustering and two-dimensional knowledge-guided intensity adjustment, Yao et al. (2004) designed an automatic method for reducing false positive detections in polyp segmentation. Gross et al. (2009) used multi-scale filtering and edge enhancement techniques to locate polyps, whereas Hwang and Celebi (2010) used Gabor texture features to further improve polyp segmentation accuracy. In some specific cases, these approaches can obtain good results but hand-crafted features are insufficient when the characteristics of the image become complicated, and hence they are unable to handle complex cases.
Recently, an innovative network, the FCN (Long et al., 2015), has achieved impressive results in semantic segmentation. In contrast to the hand-crafted features extracted by the traditional methods, the features extracted by the deep-learning–based methods are more discriminative and hence yield more precise results. In addition, there are also some excellent models in the field of target detection. (Li et al., 2019; Jiang et al., 2021a; Jiang et al., 2021b) which provide some advanced and efficient models. Bai et al. (Bai et al., 2022) provide an improved model based on deep feature fusion, which provides a new idea for future model optimization. Huang et al. (Huang et al., 2022) utilize multi-scale feature fusion, which can effectively focus on smaller target features. Optimization from multiple perspectives based on split attention networks and feature pyramid networks by Hao et al. (Hao et al., 2022) also provides a new solution for subsequent research. During the same period, U-Net (Ronneberger et al., 2015), which not only captures rich context information but also enables precise localization, was also recently proposed and has been applied in the field of medical image segmentation. Subsequently, many variants based on U-Net have been developed for polyp image segmentation. For instance, Li et al. (Li et al., 2017) directly employed an end-to-end U-shape structure for segmenting colorectal polyps. To further enhance the ability of model feature extraction, ResU-Net++ (Jha et al., 2019) used an atrous spatial pyramid pooling module (Chen et al., 2017; Chen et al., 2018) to extract multi-scale context information. DRCNet (Qin et al., 2020) enables each pixel to associate global semantic information by modeling the association of internal and external contextual information. To overcome the fact that polyps at different scales depend on different local or global contextual information, ACSNet (Zhang et al., 2020) uses a method that can adaptively select the context. PraNet (Fan et al., 2020) used a parallel method to predict the fuzzy regions, and used the attention mechanism to recover the boundary and internal region of the polyp, so as to achieve more accurate segmentation results. In the latest research, an HarDNet (Huang et al., 2021) method based on a simplified coding and decoding architecture was proposed. HarDNet improves the segmentation accuracy of the network while maintaining fast inference. Despite their success, the above methods are incapable and effectively model global context information to handle the large variation in polyps, in real-time performance.
2.2 Context Modeling
Context modeling is crucial for computationally intensive prediction tasks such as semantic segmentation, especially medical image segmentation. Moreover, the receptive field in the network determines how much context information is used. To enlarge the receptive field of the network, Yu and Koltun (2015) first designed an atrous convolution to comprehensively collect multi-scale context. Subsequently, Chen et al. (2017) designed an atrous spatial pyramid pooling block by manually and empirically setting atrous rates to capture multi-context information. Considering the full use of contextual information, a pyramid pooling module (Zhao et al., 2017) was designed to make use of the global context. Using a self-calibrated operation, SCNet (Liu et al., 2020) explicitly expands the fields-of-view of a network by adaptively building long-distance spatial dependencies. Inspired by the above approach, in this study, we developed two context-related methods, the ECC and PCF modules, which effectively extract the most discriminative features and multi-range context information, respectively.
3 METHOD
Our proposed FRCNet is depicted in Figure 3, where the overall architecture is based on the symmetrical classical encoder-decoder framework, which not only captures rich context but also enables precise localization. Due to the low contrast between the surrounding tissue and the polyps, we employ the enhanced calibration convolution (ECC) module to replace vanilla convolution and extract more discriminative features. At the bottom of the encoder, we further developed the progressive context-aware fusion (PCF) module that extracts multi-scale contextual information and can adapt to large variations in the scale and shape of polyps. Finally, to improve polyp segmentation accuracy in colonoscopy images, the multi-scale pyramid aggregation (MPA) module was designed and used in the decoder to learn more representative features by dynamically fusing the multi-level output features.
[image: Figure 3]FIGURE 3 | The overall architecture of our proposed FRCNet, which mainly includes three core modules, that is, ECC, PCF, and MPA. We employ the ECC and PCF module to encode more discriminative and multi-scale features, respectively. Finally, the MPA module is designed to adaptively fuse the output of the multi-level feature by the decoder for refining the final segmented result.
3.1 Enhanced Calibration Convolution Module
Considering the trade-off between the computation and accuracy of the network, the size of the convolution kernel in traditional CNNs is usually fixed (e.g., 3 × 3). It can be seen that traditional convolutional neural networks usually use a fixed convolutional pattern to obtain a larger perceptual field by stacking the depth of the network, which will greatly limit the expressiveness of the network, resulting in important feature information that will be lost as the network deepens, thus making the model confusing and unable to distinguish polyps from the background tissue. Therefore, rather than introducing a more complex network architecture, we employ a context-calibrated operation to help the network learn more discriminative features. As Figure 4 shows, the ECC module is implemented via a split-fuse-select strategy.
[image: Figure 4]FIGURE 4 | The flowchart of the ECC module.
In FRCNet, for any given input feature map [image: image], as the default, we first split the input feature map into two new feature maps [image: image] and [image: image], according to the channel dimensions via a 1 × 1 convolution. Related research (Chen et al., 2019; Han et al., 2020) has shown that there are a substantial number of redundant feature maps in CNNs, which may reduce the feature extraction efficiency of CNN-based models. To address this problem, we first process X1 with a 1 × 1 convolution followed by a batch normalization algorithm and ReLU non-linear activation function, keeping the original feature transformation, as shown in the below part of Figure 4. Thus, the output feature map [image: image] can be generated. On the other hand, to reduce the interference of background tissues, the context-calibrated operation is specifically designed to develop long-range spatial dependence, described below.
As shown in the upper part Figure 4, we first perform the transformation [image: image] with a kernel size of three. Note that [image: image] is composed of convolution, batch normalization, and a ReLU activation function in that order. For further efficiency, depthwise separable convolution (Howard et al., 2017) is adopted, which substantially enhances efficiency without significantly reducing effectiveness, because this enables the model to learn richer feature representations with fewer parameters. Next, we utilize a context calibration operation to obtain the attention map representing the importance in each feature map. The calibration operation is formulated as follows:
[image: image]
where σ and ⊕ represent the sigmoid function and element-wise summation operation, respectively. Here, Up(⋅) denotes a regular bilinear upsampling operation and Down (⋅) denotes the downsampling operation. Mathematically, the output of the ECC module [image: image] can be defined as follows:
[image: image]
where ⊗ and ⊕ are the element-wise multiplication and summation operation, respectively, and the Cat(⋅) represents a concatenation. Clearly, when compared with vanilla convolution, the ECC module can encode more accurate and discriminative features because it uses the context-calibrated operation. The ECC module, not only models the dependencies between channels through a simple scaling mechanism (downsampling and upsampling), enlarging the receptive-field of the network, but also considers the contextual information around each spatial position rather than taking the global contextual information into account.
3.2 Progressive Context-Aware Fusion Module
In this study, inspired by the global context block (Cao et al., 2019), we designed a PCF module to extract multi-range context information and guide the model to concentrate on the region of interest, in order to solve the problem of large shape changes in the process of polyp identification. The overall mechanism of the proposed PCF module is depicted in Figure 5. Features, also called as descriptors, the information extracted from images in terms of numerical values, are laborious to be perceived and correlated by humans. Surrounding features generally describe the image patches, whereas local features describe the smaller group of pixels. Intuitively, it is hard to understand the scene only depending on local features. Inspired by the human visual system, if we can obtain the region of interest and its surrounding contextual information, it will be easier to assign the category to the corresponding pixels.
[image: Figure 5]FIGURE 5 | An overview of the proposed PCF module.
Given a high-level abstract feature map [image: image] from the output of the encoder, we first feed it into a normal convolution to compress the channels of the network, reducing the complexity of the network. After that, we first used a 3 × 3 convolutional kernel for feature extraction, which is also called a local feature extractor L (⋅) due to the small receptive field obtained. Subsequently, to obtain richer contextual information, we used a dilated convolution with a dilation rate of 5 for feature extraction, which we refer to as a surrounding feature extractor S(⋅). The above two approaches extracted the feature maps [image: image] and [image: image] respectively. The surrounding context helps the network better distinguish the polyps from the background tissues. Intuitively, the recognition accuracy of the network can be further improved if we can consider the global context. To this end, the two feature maps xl and xs are concatenated as x′, where x′ = Cat(xl, xs). The next steps of context modeling and feature transformation are shown in Figure 5. First, we use 1 × 1 convolutions S1 to reshape the feature maps x′ and the softmax function to obtain the attention weights. Then, the global context is obtained by an attention operation. Second, the features are transformed via 1 × 1 convolutions S2 and S3. Finally, the channel-wise global context information is aggregated onto the channels of the original features. Thus, the output yi of the PCF module can be expressed as follows:
[image: image]
Here, Tp = H ⋅ W is the number of locations in x′ and [image: image] is a weight for the global attention pooling for context modeling, and [image: image] denotes the bottleneck transform for capturing channel-wise dependencies. Finally, we use a skip connection (He et al., 2016) for feature fusion to accelerate the network convergence. Therefore, compared with the input feature map x, in the output map y, the contextual information that exists in the target region has been strengthened.
3.3 Multi-Scale Pyramid Aggregation Moudle
In FRCNet encoding process, we jointly use the enhanced attention module ECC to extract features and the PCF module to suppress background noise in the high-dimensional semantic information. During the decoding process, the conventional convolution method is also replaced by the ECC module to recover the same resolution as the original input image. Although the inclusion of skip connection between the encoder and decoder is effective in bridging some of the spatially detailed information between the layers, the difference in semantic information between the layers still does not allow for more efficient information interaction. Since the foreground information of polyps in the intestine does not differ much from the background information and there is a lot of interference from background noise such as folds in the intestine, using only skip connection would lead to inaccurate polyp segmentation results. In order to solve the above problem, multi-level feature fusion strategies (Lin et al., 2017; Xie et al., 2020) were applied and were effectively proven to be capable of the above segmentation task. However, most previous studies (Zhang et al., 2018) have not taken into account the semantic information gap between different levels, and the traditional feature fusion approach only performs feature fusion by direct pixel-level summation, which inevitably leads to degradation of segmentation accuracy. It is widely accepted that deep networks have a powerful ability to express hierarchical features, with low-level features focusing on edge or texture information but lacking sufficient semantic information, and high-level features on the contrary. Therefore, combining high-dimensional and low-dimensional information through a dynamic modeling approach will greatly improve the accuracy of the model.
To this end, in order to avoid performance penalty and to retain more fine-grained information to capture as many detailed features of the network as possible, a multi-scale pyramid aggregation (MPA) module was designed to collect more important details to refine the final segmentation results as shown in Figure 6. Finally, considering the disparity between different levels of output feature maps, we further employed SENet (Hu et al., 2018) to adaptively fuse multiple levels of output features, thus improving the overall fusion efficiency. Assuming that there exist k output layers of the decoder from the model given the multi-level output features [image: image], we first perform a bilinear upsampling operation B to unify them to the same spatial resolution and then concatenated them to obtaining G, which is also fed into a feature projection function W1 to reduce the number of channel dimensions
[image: image]
[image: Figure 6]FIGURE 6 | Illustration of the proposed MPA module.
Finally, a squeeze-and-excitation technique (Hu et al., 2018) is employed to re-weight the rough features and yield the final refined segmentation results:
[image: image]
where (ω) is the relative parameter. Function $g(\mathbf{X}) = \frac{1}{H \times W}[image: image] is calculated using global average pooling (GAP) to generate the channel-wise statistics. Moreover, M(⋅) represents the information interaction among channel dimensions. δ(⋅) denotes the sigmiod function, which is used to obtain the attention weight maps, and then pixel-level multiplication ⊗ is used to re-weight G.
3.4 Loss Function
Loss functions are one of the significant ingredients in colonoscopy image segmentation. Because there is a serious imbalance in the ratio of foreground (polyp regions) to background tissue in colonoscopy images, a comprehensive loss function is required to enable the network to converge faster and better. A significant advantage of the most commonly used loss function, binary cross-entropy loss, is that it can converge very quickly, but it is easily affected by any imbalance in the categories. It is expressed as follows:
[image: image]
where t and [image: image] represent the polyp ground truth and polyp region predicted by the network, respectively. To handle the class imbalance problem, FRCNet also employs the Dice loss (Milletari et al., 2016), which is defined as follows:
[image: image]
where (h, w) refers to the pixel coordinates and ξ is the Laplace smoothing factor to speed up the network convergence. Here, we set the ξ to 1e-8 in our works. Finally, by combining the abovementioned loss functions, we obtain the final loss function:
[image: image]
where λ1 and λ2 represent the relevant weight coefficient of the loss function. In this paper, we empirically set it to 0.6 and 0.4.
4 EXPERIMENTS
4.1 Dataset and Evaluation
In this work, we conducted our experiments on five commonly used polyp datasets, including Kvasir-SEG (Pogorelov et al., 2017), CVC-ClinicDB (Bernal et al., 2015), CVC-ColonDB (Tajbakhsh et al., 2015a), EndoScene (Vázquez et al., 2017), and ETIS-Larib Polyp DB (Silva et al., 2014) datasets, to evaluate the effectiveness and efficiency of the proposed FRCNet. The Kvasir-SEG and ClinicDB datasets were our primary data sources for evaluating model learning ability. The Kvasir-SEG consists of 1000 labeled color polyp images that were captured from real colonoscopy video sequences, where the images vary from 487 × 332 to 1072 × 1920 pixels in size. Similarly, the images in the CVC-ClinicDB dataset were taken from the frames of 29 real colonoscopy videos. The dataset consists of 612 polyp images that are 384 × 288 pixels in size. We follow the setup in PraNet (Fan et al., 2020) and use 900 and 550 images from Kvasir-SEG and ClinicDB, respectively, as training sets, and keep 100 and 62 images, respectively, as test sets. In order to effectively test the generalization ability of the model, in addition to the Kvasir-SEG and ClinicDB datasets, we used three additional datasets for validation, ColonDB, ETIS, and EndoScene, which were not present during training and were open-sourced by different medical centers.
Several common metrics were adopted to quantitatively evaluate the FRCNet and other state-of-the-art methods. These metrics are mDice (Milletari et al., 2016), mIoU, mean absolute error (MAE), weighted F-measure[image: image](Margolin et al., 2014), S-measure[image: image](Fan et al., 2017), and E-measure[image: image](Fan et al., 2018). Among these metrics, mDice and mIoU are similar in that they both indicate the degree of similarity at the region-level and focus on the consistency of the segmented objects within. MAE is a pixel-level comparison metric, and it is also capable of measuring the difference between predicted and labeled values. In order to solve the situation that precision and recall may contradict each other, we use F-measure[image: image] to eliminate the contradiction. S-measure[image: image], whose full name is Structure measure, is applied to measure the structural similarity between the original image and the image to be measured. E-measure[image: image] is used to evaluate the segmentation results at pixel level and image level. In the results presentation section of this paper, we use mEξ and maxEξ to denote the mean and max value of the E-measure.
4.2 Implementation Details
FRCNet was implemented in the PyTorch framework on an Ubuntu 18.04.2 system in the Python 3.8 environment. During the training process, we adopted Adam optimization (Kingma and Ba, 2014) with a 1e-3 initial learning rate to optimize our model. In this work, we set the batch size to four and used an NVIDIA RTX 3090 Ti, which is a graphics card with 24 GB of G6X memory. To address the over-fitting problem and improve network performance, several data augmentation strategies were employed, including random horizontal and vertical flips, random rotations at 90° angles, and random adjustments to the brightness and contrast. The size of our model training input is 512 × 512 and our model is trained with at least 80 epochs to ensure full convergence. Note that, no image post-processing was needed in our study. Furthermore, all models were evaluated using the same experimental settings for fair comparison.
4.3 Ablation Studies
In this section, we present the results of several ablation studies to evaluate the major components in our proposed approach.
We conducted the ablation studies on five different datasets to evaluate the influence of different modules on our proposed FRCNet. In this ablation study, we used a U-Net-like architecture as our baseline model, where the output of each encoder layer is directly added instead of concatenated to the corresponding decoder layer for faster speed of inference. In the Baseline model, we next replaced the traditional convolutional operator with the ECC module to obtain Baseline + ECC, which has been proven to greatly reduce the number of redundant parameters. By further adding the PCF and the MPA module to the baseline model, we obtained another two models (Baseline + PCF and Baseline + MPA). Finally, we integrated the three modules into the Baseline model to obtain FRCNet.
We used 900 and 550 images from Kvasir-SEG and ClinicDB as training sets, and 100 and 62 images from Kvasir-SEG and ClinicDB as test sets, respectively, and we also used additional datasets from ColonDB, ETIS, and EndoScene to verify the generalization ability of the model, and, typical polyp segmentation results can be viewed in Figure 7. It is clear that the baseline method is unable to obtain acceptable segmentation results, especially under demanding conditions with extremely low contrast regions with irregular shapes and sizes. In comparison, by performing feature transformations in spaces with various field-of-view to collect more instructive contextual information for each object location, the Baseline + ECC method obtained more satisfactory results than Baseline, which can be observed that the background tissue area is suppressed well. Moreover, to address the varied irregular shapes and sizes challenges, the Baseline + PCF is capable of dynamically extracting multi-range context information for capturing the varied sizes and shapes of polyps by gradually combining local features, surrounding features, and global features, as can be seen in the fifth column of Figure 7. Furthermore, contributed by the effectiveness of the attention mechanism, multi-level output features can be adaptively fused after adding the MPA module to the Baseline, which could be refined as the final segmented results. As shown in the last column of Figure 7, the proposed FRCNet achieves the best performance, particularly on images with extremely low contrast or various polyp sizes and shapes. Furthermore, we also presented quantitative mIoU and mDice scores of the different models as shown in Table 1. The results show that directly replacing vanilla convolution with the ECC module, we can clearly observe that the Baseline + ECC model gains a higher score in the total analysis metrics. Adding the PCF module to the baseline, it improves nearly 10% over the baseline in mIoU and mDice, respectively, as shown in Table 1. The Baseline + MPA model also obtains better segmentation accuracy than Baseline, which indicates that the multi-level feature fusion is beneficial to boost performance. We have seamlessly integrated the above three modules together to form our FRCNet, which is nearly 15% ahead of the baseline on each dataset.
[image: Figure 7]FIGURE 7 | Visualization of the results of the ablation study.
TABLE 1 | Ablation studies of different modules on four different test datasets.
[image: Table 1]4.4 Comparison With the State of the Art
To further evaluate the effectiveness and efficiency of FRCNet on polyp segmentation task, a comparison was made with several state-of-the-art algorithms: U-Net (Ronneberger et al., 2015), U-Net++(Zhou et al., 2018), DRCNet (Qin et al., 2020), ACSNet (Zhang et al., 2020), PraNet (Fan et al., 2020), and HarDNet (Huang et al., 2021). To make the comparison as fair as possible, we implemented all of the comparison methods and evaluated them on the five different datasets, including Kvasir-SEG (Jha et al., 2020), CVC-ClinicDB (Bernal et al., 2015), CVC-ColonDB (Tajbakhsh et al., 2015a), Endoscene (Vázquez et al., 2017), and ETIS-LaribPolypDB (Silva et al., 2014). The tested datasets use the same experimental settings, such as data augmentations methods and hardware environments.
The qualitative results show three sets of polyp segmentation result plots under different data sets, as shown in Figure 8, Figure 9, and Figure 10, which include numerous challenging cases with polyps of various sizes and irregular shapes. Moreover, the extremely low contrast between the foreground polyps and the background tissue may increase the probability of inaccurate segmentation. It is obvious to see that the classical U-Net is unable to handle the above challenging cases because of the limitations inherent in its architecture. U-Net++ outperforms the U-Net because it uses a residual technique to fuse the features effectively. DRCNet proposes a collaborative and interactive approach that uses internal and external contextual information to evaluate the similarity between each location of an image and all locations separately. As shown in the fourth column in Figure 9, UNet++ produces many false negative pixels because it does not have a sufficient global receptive field and context information. By contrast, ACSNet is able to adapt to more complex intestinal environments, and it enables the algorithm to maintain sensitivity to complex spatial environments, thus increasing the recognition accuracy of multi-scale polyps. Different from those UNet-based methods, PraNet is based on a parallel reverse attention mechanism, in which the reverse attention module is able to mine the cues of polyp boundaries and model the relationship between region and boundary information. Compared to previous competitors, HarDNet can produce more true positive pixels and achieve a satisfactory performance.
[image: Figure 8]FIGURE 8 | Visualization of the results of polyp segmentation on CVC-ColonDB dataset, where red, green, and blue colors in the figure are indicated as false positive, true positive, and false negative, respectively (best view in color).
[image: Figure 9]FIGURE 9 | Visualization of the results of polyp segmentation on ETIS-LaribPolypDB dataset.
[image: Figure 10]FIGURE 10 | Visualization of the results of polyp segmentation on the Kvasir-SEG dataset.
Despite their success, due to the inherent real-time requirements of the polyp segmentation task, the above algorithms do not meet the problem of clinical application. To comprehensively overcome the above challenges, by integrating three novel modules, that is, ECC, PCF, and MPA, the proposed FRCNet generally outperforms the other seven rivals. Compared to previous methods, the proposed FRCNet can not only effectively extract multi-scale features by fusing contextual information at a multi-range step by step, but also efficiently suppress the interference of background noise by building long-range dependence, to help the network learn more discriminative and useful features. Moreover, to gain a more refined dense prediction, based on attention mechanism and multi-level feature aggregation strategy, the MPA module is also developed to retain more representative features and more precise detailed information. Overall, the proposed FRCNet can not only segment polyps of a variety of large scales and irregular shapes but also effectively handle the complicated semantics variations of polyps.
In addition to the qualitative comparisons, we performed a statistical comparison to quantitatively evaluate the test results. As shown in Table 2, U-Net++ is slightly better than U-Net according to all estimate metrics. According to the table, the FRCNet achieved the highest mDice, reaching 0.915. By contrast, we can plainly discover that DRCNet, ACSNet, PraNet, and HarDMSEG all perform much better than the classical U-Net model with average improvements of 6%–8% in the mDice and mIoU. Furthermore, as the most competitive opponent, HarDNet achieves satisfactory performance with only 33.34 M parameters after the proposed FRCNet. Compared to the above-advanced algorithms, the proposed FRCNet achieves the highest performance in the vast majority of metrics, which demonstrates the effectiveness and efficiency of FRCNet. Note that, even given its remarkable performance, FRCNet only takes up 0.78 M parameters, indicating that it is suitable for use in colonoscopy procedures, which require fast polyp segmentation. A comparison of the performance on the CVC-ClinicDB, CVC-ColonDB, ETIS-LaribPolypDB, and EndoScene datasets are presented in Tables 3–6. The results reveal that FRCNet also achieved satisfactory performance on this dataset, again with lower computational complexity.
TABLE 2 | Statistical comparison with different state-of-the-art methods based on the Kvasir-SEG dataset. The best results are bold faced.
[image: Table 2]TABLE 3 | Statistical comparison between different models on the CVC-ClinicDB dataset.
[image: Table 3]TABLE 4 | Statistical comparison between different models on the CVC-ColonDB dataset.
[image: Table 4]TABLE 5 | Statistical comparison between different models on the ETIS-LaribPolypDB dataset.
[image: Table 5]TABLE 6 | Statistical comparison between different models on the EndoScene dataset.
[image: Table 6]5 CONCLUSION
In this work, we presented a feature refining and context-guided network, called FRCNet, to comprehensively address the challenges of the polyp segmentation tasks. To suppress the background noise, we employed the ECC module to dynamically develop long-range spatial dependence while extracting the most discriminative features. Furthermore, to enable the network to segment polyps of different sizes and shapes, we proposed the PCF module, which adaptively captures multi-range context information. Finally, the MPA component was developed to learn more representative features for enhancing the final segmented results. Extensive experiments on five famous polyp datasets (Kvasir-SEG, CVC-ClinicDB, CVC-ColonDB, ETIS-LaribPolypDB, and EndoScene) demonstrate the advantages of the proposed FRCNet. Future investigations will include testing its robustness and generalization ability on more datasets and we believe that it could be easily extended to similar tasks in which varied sizes and shapes or ambiguous boundaries are the key challenges.
DATA AVAILABILITY STATEMENT
The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found at: https://datasets.simula.no/kvasir-seg/. https://polyp.grand-challenge.org/CVCClinicDB/.
AUTHOR CONTRIBUTIONS
LS: conceptualization, software, formal analysis, model validation, and writing—original draft. ZL: data curation, funding acquisition, resources, visualization, and supervision. YW: methodology, investigation, writing—review and editing, validation, investigation, and project administration. All authors contributed to the article and approved the submitted version.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
The authors would like to thank Shenzhen Polytechnic for providing good experimental conditions and financial support, as well as many teachers from the School of Electronics and Information, University of Science and Technology Liaoning for their discussion of experimental ideas.
FOOTNOTES
1https://github.com/xiaoshi566/FRCNet/
2https://datasets.simula.no/kvasir-seg/
3https://polyp.grand-challenge.org/CVCClinicDB/
REFERENCES
 Akbari, M., Mohrekesh, M., Nasr-Esfahani, E., Soroushmehr, S. M. R., Karimi, N., Samavi, S., et al. (2018). “Polyp Segmentation in Colonoscopy Images Using Fully Convolutional Network,” in 2018 40th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC),  (Honolulu, HI, USA, July 18-21, 2018) ( IEEE), 69–72. doi:10.1109/EMBC.2018.8512197
 Bai, D., Sun, Y., Tao, B., Tong, X., Xu, M., Jiang, G., et al. (2022). Improved Single Shot Multibox Detector Target Detection Method Based on Deep Feature Fusion. Concurrency Comput. 34, e6614. doi:10.1002/cpe.6614
 Bernal, J., Sánchez, F. J., Fernández-Esparrach, G., Gil, D., Rodríguez, C., and Vilariño, F. (2015). Wm-Dova Maps for Accurate Polyp Highlighting in Colonoscopy: Validation vs. Saliency Maps from Physicians. Comput. Med. Imaging Graph. 43, 99–111. doi:10.1016/j.compmedimag.2015.02.007
 Bernal, J., Sánchez, J., and Vilariño, F. (2012). Towards Automatic Polyp Detection with a Polyp Appearance Model. Pattern Recognit. 45, 3166–3182. doi:10.1016/j.patcog.2012.03.002
 Canny, J. (1986). A Computational Approach to Edge Detection. IEEE Trans. Pattern Anal. Mach. Intell. PAMI-8, 679–698. doi:10.1109/TPAMI.1986.4767851
 Cao, Y., Xu, J., Lin, S., Wei, F., and Hu, H. (2019). “Gcnet: Non-Local Networks Meet Squeeze-Excitation Networks and beyond,” in Proceedings of the IEEE/CVF International Conference on Computer Vision Workshops,  (Seoul, Korea, October 11-17, 2019). doi:10.1109/iccvw.2019.00246
 Chen, L.-C., Papandreou, G., Kokkinos, I., Murphy, K., and Yuille, A. L. (2017). Deeplab: Semantic Image Segmentation with Deep Convolutional Nets, Atrous Convolution, and Fully Connected Crfs. IEEE Trans. Pattern Anal. Mach. Intell. 40, 834–848. doi:10.1109/TPAMI.2017.2699184
 Chen, L.-C., Zhu, Y., Papandreou, G., Schroff, F., and Adam, H. (2018). “Encoder-decoder with Atrous Separable Convolution for Semantic Image Segmentation,” in Proceedings of the European Conference on Computer Vision (ECCV),  (Munich, Germany, September 8, 2018), 801–818. doi:10.1007/978-3-030-01234-2_49
 Chen, Y., Fan, H., Xu, B., Yan, Z., Kalantidis, Y., Rohrbach, M., et al. (2019). “Drop an Octave: Reducing Spatial Redundancy in Convolutional Neural Networks with Octave Convolution,” in Proceedings of the IEEE/CVF International Conference on Computer Vision,  (Seoul, Korea, October 11-17, 2019), 3435–3444. doi:10.1109/ICCV.2019.00353
 Deans, S. R. (2007). The Radon Transform and Some of its Applications. London, United Kingdom: Courier Corporation. 
 Fan, D.-P., Cheng, M.-M., Liu, Y., Li, T., and Borji, A. (2017). “Structure-Measure: A New Way to Evaluate Foreground Maps,” in Proceedings of the IEEE International Conference on Computer Vision,  (Venice, Italy, October 22-29, 2017), 4548–4557. doi:10.1007/s11263-021-01490-8
 Fan, D.-P., Gong, C., Cao, Y., Ren, B., Cheng, M.-M., and Borji, A. (2018). Enhanced-Alignment Measure for Binary Foreground Map Evaluation. arXiv preprint arXiv:1805.10421.
 Fan, D.-P., Ji, G.-P., Zhou, T., Chen, G., Fu, H., Shen, J., et al. (2020). “Pranet: Parallel Reverse Attention Network for Polyp Segmentation,” in International Conference on Medical Image Computing and Computer-Assisted Intervention,  (Lima, Peru, October 4-8, 2020), ( Springer), 263–273. doi:10.1007/978-3-030-59725-2_26
 Ganz, M., Yang, X., and Slabaugh, G. (2012). Automatic Segmentation of Polyps in Colonoscopic Narrow-Band Imaging Data. IEEE Trans. Biomed. Eng. 59, 2144–2151. doi:10.1109/TBME.2012.2195314
 Gross, S., Kennel, M., Stehle, T., Wulff, J., Tischendorf, J., Trautwein, C., et al. (2009). “Polyp Segmentation in Nbi Colonoscopy,” in Bildverarbeitung für die Medizin 2009,  (Berlin, Germany, April 11, 2009) ( Springer), 252–256. doi:10.1007/978-3-540-93860-6_51
 Han, K., Wang, Y., Tian, Q., Guo, J., Xu, C., and Xu, C. (2020). “Ghostnet: More Features from Cheap Operations,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,  (Seattle, WA, USA, June 14-19, 2020), 1580–1589. doi:10.1109/cvpr42600.2020.00165
 Hao, Z., Wang, Z., Bai, D., Tao, B., Tong, X., and Chen, B. (2022). Intelligent Detection of Steel Defects Based on Improved Split Attention Networks. Front. Bioeng. Biotechnol. 9, 810876. doi:10.3389/fbioe.2021.810876
 He, K., Zhang, X., Ren, S., and Sun, J. (2016). “Deep Residual Learning for Image Recognition,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Las Vegas, NV, USA, June 24-29, 2016), 770–778. doi:10.1109/CVPR.2016.90
 Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang, W., Weyand, T., et al. (2017). Mobilenets: Efficient Convolutional Neural Networks for Mobile Vision Applications. arXiv preprint arXiv:1704.04861. doi:10.48550/arXiv.1704.04861
 Hu, J., Shen, L., and Sun, G. (2018). “Squeeze-and-Excitation Networks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 7132–7141. doi:10.1109/cvpr.2018.00745
 Huang, C.-H., Wu, H.-Y., and Lin, Y.-L. (2021). Hardnet-mseg: A Simple Encoder-Decoder Polyp Segmentation Neural Network that Achieves over 0.9 Mean Dice and 86 Fps. arXiv preprint arXiv:2101.07172. doi:10.48550/arXiv.2101.07172
 Huang, L., Chen, C., Yun, J., Sun, Y., Tian, J., Hao, Z., et al. (2022). Multi-Scale Feature Fusion Convolutional Neural Network for Indoor Small Target Detection. Front. Neurorobotics 85, 881021. doi:10.3389/fnbot.2022.881021
 Hwang, S., and Celebi, M. E. (2010). “Polyp Detection in Wireless Capsule Endoscopy Videos Based on Image Segmentation and Geometric Feature,” in 2010 IEEE International Conference on Acoustics, Speech and Signal Processing,  (Dellas, TX, USA, March 14-19, 2016) ( IEEE), 678–681. doi:10.1109/ICASSP.2010.5495103
 Jerebko, A. K., Teerlink, S., Franaszek, M., and Summers, R. M. (2003). “Polyp Segmentation Method for Ct Colonography Computer-Aided Detection,” in Medical imaging 2003: physiology and function: methods, systems, and applications,  (San Diego, CA, USA, May 2, 2003) ( International Society for Optics and Photonics), 5031, 359–369. doi:10.1117/12.480696
 Jha, D., Smedsrud, P. H., Riegler, M. A., Halvorsen, P., de Lange, T., Johansen, D., et al. (2020). “Kvasir-seg: A Segmented Polyp Dataset,” in International Conference on Multimedia Modeling,  (December 24, 2019) ( Springer), 451–462. doi:10.1007/978-3-030-37734-2_37
 Jha, D., Smedsrud, P. H., Riegler, M. A., Johansen, D., Lange, T. D., Halvorsen, P., et al. (2019). “Resunet++: An Advanced Architecture for Medical Image Segmentation,” in 2019 IEEE International Symposium on Multimedia (ISM),  (San Diego, CA, USA, December 9-11, 2019) ( IEEE), 225–2255. doi:10.1109/ISM46123.2019.00049
 Jiang, D., Li, G., Sun, Y., Hu, J., Yun, J., and Liu, Y. (2021a). Manipulator Grabbing Position Detection with Information Fusion of Color Image and Depth Image Using Deep Learning. J. Ambient. Intell. Hum. Comput. 12, 10809–10822. doi:10.1007/s12652-020-02843-w
 Jiang, D., Li, G., Tan, C., Huang, L., Sun, Y., and Kong, J. (2021b). Semantic Segmentation for Multiscale Target Based on Object Recognition Using the Improved Faster-Rcnn Model. Future Gener. Comput. Syst. 123, 94–104. doi:10.1016/j.future.2021.04.019
 Kingma, D. P., and Ba, J. (2014). Adam: A Method for Stochastic Optimization. arXiv preprint arXiv:1412.6980. 
 Kolligs, F. T. (2016). Diagnostics and Epidemiology of Colorectal Cancer. Visc. Med. 32, 158–164. doi:10.1159/000446488
 Leufkens, A., Van Oijen, M., Vleggaar, F., and Siersema, P. (2012). Factors Influencing the Miss Rate of Polyps in a Back-To-Back Colonoscopy Study. Endoscopy 44, 470–475. doi:10.1055/s-0031-1291666
 Li, G., Jiang, D., Zhou, Y., Jiang, G., Kong, J., and Manogaran, G. (2019). Human Lesion Detection Method Based on Image Information and Brain Signal. IEEE Access 7, 11533–11542. doi:10.1109/ACCESS.2019.2891749
 Li, Q., Yang, G., Chen, Z., Huang, B., Chen, L., Xu, D., et al. (2017). “Colorectal Polyp Segmentation Using a Fully Convolutional Neural Network,” in 2017 10th International Congress on Image and Signal Processing, Biomedical Engineering and Informatics (CISP-BMEI),  (Shanghai, China, October 14-16, 2017) ( IEEE), 1–5. doi:10.1109/CISP-BMEI.2017.8301980
 Lin, T.-Y., Dollár, P., Girshick, R., He, K., Hariharan, B., and Belongie, S. (2017). “Feature Pyramid Networks for Object Detection,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Honolulu, HI USA, July 21-26, 2017), 2117–2125. doi:10.1109/cvpr.2017.106
 Liu, J.-J., Hou, Q., Cheng, M.-M., Wang, C., and Feng, J. (2020). “Improving Convolutional Networks with Self-Calibrated Convolutions,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 10096–10105. doi:10.1109/cvpr42600.2020.01011
 Long, J., Shelhamer, E., and Darrell, T. (2015). “Fully Convolutional Networks for Semantic Segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Boston, MA USA, June 7-12, 2015), 3431–3440. doi:10.1109/TPAMI.2016.2572683
 Margolin, R., Zelnik-Manor, L., and Tal, A. (2014). “How to Evaluate Foreground Maps?,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Columbus, OH, USA, June 23-28, 2014), 248–255. doi:10.1007/s11263-021-01490-8
 Milletari, F., Navab, N., and Ahmadi, S.-A. (2016). “V-net: Fully Convolutional Neural Networks for Volumetric Medical Image Segmentation,” in 2016 Fourth International Conference on 3D Vision (3DV),  (Stanford, CA, USA, October 25-28, 2016) ( IEEE), 565–571. doi:10.1109/3DV.2016.79
 Näppi, J., and Yoshida, H. (2002). Automated Detection of Polyps with CT Colonography. Acad. Radiol. 9, 386–397. doi:10.1016/S1076-6332(03)80184-8
 Pogorelov, K., Randel, K. R., Griwodz, C., Eskeland, S. L., de Lange, T., Johansen, D., et al. (2017). “Kvasir: A Multi-Class Image Dataset for Computer Aided Gastrointestinal Disease Detection,” in Proceedings of the 8th ACM on Multimedia Systems Conference,  (New York NY, USA, June 20, 2017), 164–169. doi:10.1145/3083187.3083212
 Qin, L., Che, W., Li, Y., Ni, M., and Liu, T. (2020). “Dcr-net: A Deep Co-Interactive Relation Network for Joint Dialog Act Recognition and Sentiment Classification,” in Proceedings of the AAAI Conference on Artificial Intelligence,  (New York NY, USA, February 7-12, 2020), 34, 8665–8672. doi:10.1609/aaai.v34i05.6391
 Ronneberger, O., Fischer, P., and Brox, T. (2015). “U-net: Convolutional Networks for Biomedical Image Segmentation,” in International Conference on Medical Image Computing and Computer-Assisted Intervention ( Springer), 234–241. doi:10.1007/978-3-319-24574-4_28
 Silva, J., Histace, A., Romain, O., Dray, X., and Granado, B. (2014). Toward Embedded Detection of Polyps in Wce Images for Early Diagnosis of Colorectal Cancer. Int. J. CARS 9, 283–293. doi:10.1007/s11548-013-0926-3
 Tajbakhsh, N., Gurudu, S. R., and Liang, J. (2015b). “A Comprehensive Computer-Aided Polyp Detection System for Colonoscopy Videos,” in International Conference on Information Processing in Medical Imaging,  (Sabhal Mor Ostaig, Isle of Skye, UK, June 23, 2015) ( Springer), 327–338. doi:10.1007/978-3-319-19992-4_25
 Tajbakhsh, N., Gurudu, S. R., and Liang, J. (2015a). Automated Polyp Detection in Colonoscopy Videos Using Shape and Context Information. IEEE Trans. Med. Imaging 35, 630–644. doi:10.1109/TMI.2015.2487997
 Vázquez, D., Bernal, J., Sánchez, F. J., Fernández-Esparrach, G., López, A. M., Romero, A., et al. (2017). A Benchmark for Endoluminal Scene Segmentation of Colonoscopy Images. J. Healthc. Eng. 2017, 4037190. doi:10.1155/2017/4037190
 Xie, Q., Lai, Y.-K., Wu, J., Wang, Z., Zhang, Y., Xu, K., et al. (2020). “Mlcvnet: Multi-Level Context Votenet for 3d Object Detection,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,  (Seattle, WA, USA, June 14-19, 2020), 10447–10456. doi:10.1109/cvpr42600.2020.01046
 Yao, J., Miller, M., Franaszek, M., and Summers, R. M. (2004). Colonic Polyp Segmentation in Ct Colonography-Based on Fuzzy Clustering and Deformable Models. IEEE Trans. Med. Imaging 23, 1344–1352. doi:10.1109/TMI.2004.826941
 Yu, F., and Koltun, V. (2015). Multi-scale Context Aggregation by Dilated Convolutions. arXiv preprint arXiv:1511.07122. doi:10.48550/arXiv.1511.07122
 Zhang, R., Li, G., Li, Z., Cui, S., Qian, D., and Yu, Y. (2020). “Adaptive Context Selection for Polyp Segmentation,” in International Conference on Medical Image Computing and Computer-Assisted Intervention,  (Lima, Peru, October 4-8, 2020) ( Springer), 253–262. doi:10.1007/978-3-030-59725-2_25
 Zhang, Y., Qiu, Z., Yao, T., Liu, D., and Mei, T. (2018). “Fully Convolutional Adaptation Networks for Semantic Segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Salt Lake City, UT, USA, June 18-22, 2018), 6810–6818. doi:10.1109/cvpr.2018.00712
 Zhao, H., Shi, J., Qi, X., Wang, X., and Jia, J. (2017). “Pyramid Scene Parsing Network,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,  (Honolulu, HI USA, July 21-26, 2017), 2881–2890. doi:10.1109/cvpr.2017.660
 Zhou, Z., Siddiquee, M. M. R., Tajbakhsh, N., and Liang, J. (2018). “Unet++: A Nested U-Net Architecture for Medical Image Segmentation,” in Deep Learning in Medical Image Analysis and Multimodal Learning for Clinical Decision Support (Cham: Springer), 3–11. doi:10.1007/978-3-030-00889-5_1
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Shi, Wang, Li and Qiumiao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 29 June 2022
doi: 10.3389/fbioe.2022.885962


[image: image2]
Numerical Simulation and Deep Neural Network Revealed Drag Reduction of Microstructured Three-Dimensional Square Cylinders at High Reynolds Numbers
Siying Wang1, Qibiao Wu1 and Xiaotao Shi2*
1Department of Engineering Structure and Mechanics, School of Science, Wuhan University of Technology, Wuhan, China
2Hubei International Science and Technology Cooperation Base of Fish Passage, China Three Gorges University, Yichang, China
Edited by:
Gongfa Li, Wuhan University of Science and Technology, China
Reviewed by:
Yongqiang Sha, Huaqiao University, China
Guoming Zeng, Chongqing University of Science and Technology, China
Lahouari Adjlout, Oran University of Science and Technology–Mohamed Boudiaf, Algeria
* Correspondence: Xiaotao Shi, sxtshanghai@163.com
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 28 February 2022
Accepted: 13 May 2022
Published: 29 June 2022
Citation: Wang S, Wu Q and Shi X (2022) Numerical Simulation and Deep Neural Network Revealed Drag Reduction of Microstructured Three-Dimensional Square Cylinders at High Reynolds Numbers. Front. Bioeng. Biotechnol. 10:885962. doi: 10.3389/fbioe.2022.885962

Square cylinders are widely used in various fields. For example, they are common structures in fishways. The flow around square cylinders has been a common problem in various fields. However, reducing the flow drag of the square cylinder is a problem that remains unexplored. Many previous studies have reported the drag reduction of 2D square cylinders, which failed to reflect the drag of real structures. Also, some studies focus on the drag force of the inner wall of the square cylinder modified by the microstructure. Achieving drag reduction by microstructuring the surface of the 3D square cylinder is a challenging problem. This study applied a 3D numerical simulation and deep neural network to study the drag reduction performance of the square cylinder under different patch sizes. We studied the drag reduction performance of protrusion and pit-patched square cylinders and tried to find the rule between drag reduction performance and patch configuration. The results show that the square cylinder has better drag reduction performance in some cases. However, its drag reduction performance is greatly affected by the protrusion structure. Also, too large protrusions will increase the drag force of the structure. When the surface protrusion accounts for 10% of the total area of the square cylinder, the drag reduction performance is the best (22.1%). The pit patch structure demonstrated an insignificant drag reduction performance and even increased the drag in most cases. The DNN prediction model demonstrated the robustness of the numerical simulation data.
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INTRODUCTION
Square cylinders are widely used in the engineering field, and they are common structures in fishways. A square cylinder can be regarded as a bluff body structure with a rectangular cross section, such as cylinders, beams, and fences in the building structure (Chen, 2019; Shui et al., 2021; Yang et al., 2021). In fluid mechanics, the flow around a square cylinder is a classic problem of flow around a bluff body, which contains complex phenomena such as impact, separation, reattachment, orbiting, and vortex often encountered in various fields (Lahaye et al., 2014; Vikram et al., 2020). In addition, many engineering structures and marine cylinder structures involve flow around square cylinders (Behera and Saha, 2021). The study on square cylinders generally focuses on the drag and lift forces and the local instability oscillation caused by the periodic change of both forces.
Researchers have conducted wind tunnel experiments on the flow around the square cylinder (Wang et al., 2021; Zhao et al., 2021). However, the wind tunnel experiment is costly and inefficient in obtaining large experimental data. Compared with traditional experiments, numerical simulation and algorithms have the advantages of convenient modeling, low cost, and high computational efficiency for predicting mechanical behavior (Sun et al., 2020a; Luo et al., 2020; Ma et al., 2020). It can also conveniently simulate complex structures’ flow fields and assist engineering problems effectively. Numerical simulation has been widely used in the drag reduction study of various bluff bodies, including square cylinders (Bearman, 1998). Researchers have shown great interest in the flow around square cylinders (Yen and Wu, 2012). The drag reduction control methods for bluff body flow are mainly divided into active and passive control methods. The active control aims to regulate the flow by applying additional external energy. The passive control method changed the shape of the bluff body or added other microstructures. The passive control method is simpler and less expensive (Koide et al., 2006; Kim and Kim, 2012; Bahrami and Hacışevki, 2019).
When the fluid flows through the front edge of the square cylinder, the surface of the square cylinder will hinder the fluid. Also, the high-pressure fluid near the front edge promotes the developing boundary layer to gradually develop to both sides of the square cylinder. Blockage occurs under the influence of viscosity, which loses kinetic energy and causes the fluid to slow down gradually. At the same time, the force generated by the pressure is not enough to surround the entire back of the square cylinder under the high Reynolds number. Still, a separation point is generated near the maximum width of the square cylinder, and the separated fluid forms an unstable shear layer. Since the flow velocity of the outer part near the free flow area is greater than that of the inner part, the fluid tends to rotate and disperse into several vortices. In addition, the strength of the vortex gradually weakens due to the existence of fluid viscosity during the downstream movement of the vortex. After the boundary layer detaches from the surface at the separation point, a wake area is formed at the tail of the square cylinder. Also, the surrounding flow drag is formed under the action of the pressure difference between the front edge and the wake area. When the separation point is further back, the wake area is smaller. Also, the pressure difference resistance acting on the square cylinder is smaller to reduce the drag.
Authors previously reduced drag force by placing cylinders upstream of square cylinders. Earlier, Lesage and Gartshore (1987) placed two-dimensional (2D) plates, circular cylinders, and square cylinders upstream and computed their drag force. Their work has shown that the drag force of superimposed bluff bodies with other cylinders is significantly lower than that of a single bluff body. Igarashi (1997) and Mangal et al. (2014) also use small rods to reduce the drag force of the square cylinder. The authors also modified cylinder surfaces to reduce the drag force to simplify practical applications. He et al. (2014) used particle image velocimetry to study the flow around a square cylinder with front cut corners. The authors found that this structure reduced drag and discussed the fluid dynamical mechanism. Tong et al. (2015) used chamfered corners to reduce the drag of 2D square cylinders with a sharp-angled square and octagonal cross section. The authors found that the chamfered structure reduces drag force compared with sharp corners.
The study also reported microstructures to enhance cylindrical drag reduction. But these solutions are mostly used on the inner wall of the pipes. Costantini et al. (2018) studied the drag reduction caused by the superhydrophobic surface with grooved microstructures in turbulent pipes. Jin et al. (2019) conducted a super large eddy simulation (VLES) on the passive drag reduction of a 2D square cylinder based on OpenFOAM. Lorite-Díez et al. (2020) studied the drag reduction of three-dimensional bluff bodies with different rear cavities under crosswind conditions. When the free flow is aligned with the object, the curved cavity provides stronger wave attenuation and wake bistableness than the straight cavity. Moreover, the drag force of a curved cavity is smaller than that of a straight cavity. Machine learning and deep learning techniques have been widely used in engineering research (Jiang et al., 2021a; Jiang et al., 2021b; Huang et al., 2021; Huang et al., 2022). The neural network is a kind of neural network that simulates the human brain to realize artificial intelligence-like machine learning technology. This study also adopts a deep neural network for resistance prediction (DNN).
Many previous studies have reported the drag reduction of 2D square cylinders, which failed to reflect the drag of real structures. Also, some studies focus on the drag force of the inner wall of the square cylinder modified by the microstructure. Reducing drag force by microstructured the outer surface of the square cylinder is a challenging problem. The study performed the 3D numerical simulation of the flow around the square cylinder based on the numerical simulation. The passive control method is used to achieve drag reduction by adding microstructured patches to the square cylinder. The square cylinder can be divided into convex and concave structures for simulation, including several patch sizes. The optimal drag reduction structure is finally found compared with the smooth square cylinder. Optimizing the surface structure can reduce drag and improve the stability of the structure of the square cylinder. For example, it may provide a reference for the supporting structure of the bridge underwater.
MATERIALS AND METHODS
Calculation Model
The Spalart-Allmaras turbulence model only needs to solve the transport equation. In the Spalart-Allmaras model, the transport variables are the same as the turbulent kinematic viscosity except for the near-wall (viscous effect) region. The transport equation for the modified turbulent viscosity is
[image: image]
where Gv is the generation of turbulent viscosity, Yv is the reduction in turbulent viscosity in the near-wall region. [image: image] and Cb2 is a constant, ν is the molecular kinematic viscosity. [image: image] is a user-defined source item.
At the wall, the turbulent kinematic viscosity is set to zero. When the calculation grid is fine enough to calculate the laminar bottom layer, the wall shear stress is solved by the laminar flow stress-strain relationship, namely,
[image: image]
Assuming that the centroid of the mesh adjacent to the wall falls in the logarithmic region of the boundary layer, then according to the wall law,
[image: image]
where u is the velocity parallel to the wall, μτ is the friction velocity, and y is the distance from the wall.
(1) The calculation area is 260 mm × 180 mm × 180 mm, the size of the square cylinder is 20 mm × 20 mm × 20 mm, and the square cylinder is located at the center of the calculation area. The distance between the square cylinder model and the velocity inlet and pressure outlet is 120 mm, and the model is 80 mm away from other boundaries.
(2) The fluid parameters are water, density 998.2 kg/m3, viscosity 0.001003 Pa.s, the left side is the water inlet velocity, the inlet velocity is 2 m/s, and the right side is the pressure outlet, the pressure is 0, around. It is a non-slip wall boundary condition.
(3) Re ≈ 40, 000 from the calculation parameters, and the Spalart-Allmaras turbulence model is selected to calculate the flow field. In this case, the model is valid for the wall in the near-wall area. Therefore, the requirements for the quality of the boundary layer grid are relatively high. There is no apparent interface between the fluid inside and outside the boundary layer. In practical applications, it is generally artificially stipulated that the boundary layer thickness is 0.99 times the free velocity from the wall to the flow velocity.
Calculation method of the thickness of the boundary layer of the flat plate:
[image: image]
According to the thickness of the boundary layer calculated by the above formula, set the boundary layer as follows: Set the boundary layer around the square cylinder, the total thickness of the boundary layer is 10 mm, and there are 20 layers in total, which meet the requirements of the above formula.
Grid setting: the grid size of the square cylinder surface is 0.5 mm, the grid size of other water areas except the boundary layer is 3 mm, and the total number of grids is 1.18 million. Various parameters are shown in Table 1.
TABLE 1 | Various parameters were used to model the flow past the square cylinder.
[image: Table 1]Validation of the Numerical Simulation
Numerical results from other experiments are compared to validate the mathematical model. The calculated drag coefficient iteration curve is shown in Figure 1. According to the theory of fluid mechanics, the drag forces of an object completely immersed in the fluid are mainly composed of the pressure on the front and rear surfaces of the object and the viscous drag on the side. The pressure drag forces are decisive at higher Reynolds numbers. It can be seen from Figure 2 that the drag force mainly includes the drag force of the pressure difference between the front and rear surfaces, which is consistent with the fluid mechanics' theory of the flow around the body. Figure 3 shows that the pressure on the front surface is the largest, so the pressure drag forces were mainly provided by the front surface (0.6396N). Figure 4 also shows that the velocity gradient on the left and right surfaces changes significantly, and the viscous force mainly comes from this. Thus, both sides mainly provide viscous drag forces. The numerical simulation results show that the pressure on the front and rear surfaces of the object primarily contributes to the drag forces, which also validates that the pressure difference primarily contributes to the drag forces at high Reynolds numbers. Finally, the smooth square cylinder has a drag force of 0.85381 and a drag coefficient of 1.0585. The drag coefficient of the square cylinder obtained from the experiment is 1.05. The drag coefficient obtained by numerical simulation is close to the experiment and the relative error is 6.65%. It shows that the numerical simulation in this study is accurate and reliable.
[image: Figure 1]FIGURE 1 | The iterative curve of the drag coefficient.
[image: Figure 2]FIGURE 2 | Drag force on all sides.
[image: Figure 3]FIGURE 3 | Pressure cloud diagram.
[image: Figure 4]FIGURE 4 | Velocity cloud diagram.
Numerical Simulation Conditions
We tried to study the influence of different patch sizes on the drag force of the square cylinder. The patch size is shown in Figure 5, and the following equation needs to be satisfied:
[image: image]
where n is the number of patches, b is the patch length, h is the patch width, and a is the interval length between patches. To ensure the integrity of the square cylinder, h<a must be satisfied. When h takes a positive value, the patch is “sag.” Also, when h takes a negative value, the patch is “raised.” According to the requirements of the above geometric dimensions, the calculation can be divided into the following working conditions (Table 2). The result is measured by the ratio of the surface area occupied by the pits. For its drag reduction effect, some values of the surface pit ratio are shown in Table 3, and other ratios can be interpolated.
[image: Figure 5]FIGURE 5 | Schematic diagram of square cylinder patch.
TABLE 2 | Different working conditions.
[image: Table 2]TABLE 3 | Values of the surface patch ratio.
[image: Table 3]Deep Neural Network Model
The deep neural network (DNN) algorithm was used to build a type prediction model. We use the numerical simulation data to construct a DNN network and randomly divide it into a training and a validation set to construct the prediction model. DNN, also known as a multi-layer perceptual network, is mainly divided into input layer, hidden layer, and output layer. In this study, the conditional data and result data of numerical simulation under multiple sets of working conditions are put into the set network model for training. DNN thoroughly learns the impedance results under different working conditions and assigns the weights of parameters according to the data structure. In this way, DNN can help us predict the resistance effect based on the previously trained model under new working conditions. To guarantee the accuracy of the DNN prediction model, we performed 500 training sessions on the model to find the best parameter combination.
RESULTS
(1) When b = 10 mm, a = 5 mm, and n = 1. The schematic diagram of the model is shown in Figures 6A,B. The results show that the drag force is the smallest when the patch thickness h = −1 mm (0.66477 N). The surface protrusions account for 50% of the entire area, reducing the drag by 22.1%. Then we changed h to calculate the drag force separately(b = 6 mm, n = 1, 2, 3), as shown in Figure 7. When the thickness is h = -3 mm (b = 6 mm, a = 7 mm, n = 1), the drag force is the smallest, namely 0.74369N. The surface protrusion accounts for 30% of the entire area, reducing the drag by 12.9%.
[image: Figure 6]FIGURE 6 | The (A) 2D (B) 3D patch geometry model of the cylinder (b = 10 mm, a = 5 mm).
[image: Figure 7]FIGURE 7 | The drag force under different patch thicknesses when b = 10 mm and a = 5 mm.
When b = 6 mm, a = 3 mm, 2 mm, 3 mm, n = 2, h = −2 mm, the drag force is the least, namely 0.70819N. Also, the surface protrusion occupies the entire area with 60%, reducing the drag by 17.1%. When b = 6 mm, a = 0.5 mm, n = 3, h = -0.1 mm the drag force is the smallest, namely 0.70287N. The surface protrusion accounts for the entire area 90%, reducing the drag by 17.7%.
When a = 7 mm, h = −5 mm, the convex structure increased drag force. Figures 8A–C shows that not all concave patch structures have increased drag force, and only some are ineffective in reducing drag force. When the surface protrusions account for 90% of the entire area (n = 3), the square cylinder has the smallest drag force, 0.70287N (drag reduction of 17.7%).
[image: Figure 8]FIGURE 8 | The drag force under different patch numbers and different thickness patches (b = 6 mm). when (A) a = 7 mm; (B) a = 3mm, 2 mm, 3 mm; (C) a = 0.5 mm.
(2) When b = 4 mm, n = 1, 2, 3, then change h to calculate the drag force separately for a = 8 mm (Figure 9A), a = 4 mm (Figure 9B), a = 2 mm (Figure 9C). When the thickness h = −2 mm (b = 4 mm, a = 8 mm, n = 1), the drag force is the least, 0.72654N. The surface protrusions account for 20% of the entire area, reducing the drag by 14.9%. In this case, when the patch size is relatively large, the drag force increase is significant. Consequently, reasonable patch size is essential.
[image: Figure 9]FIGURE 9 | b = 4 mm, the drag force under different patch numbers and different thickness patches (A) a = 8 mm; (B) a = 4 mm; (C) a = 2 mm. 
When the patch thickness h = −0.5 mm (b = 4 mm, a = 4 mm, n = 2), the drag force is 0.70498N. The percentage of the surface protrusion to the entire area is 40%, reducing the drag by 17.4%. The concave patch structure also shows increased drag force. The drag force is the smallest (0.69471N) when h = −1 mm(b = 4 mm, a = 2 mm, n = 3). The surface protrusion accounts for 60% of the entire area, reducing the drag by 18.6%.
Taken together, when the surface protrusions account for 40% of the entire area (n = 2), the square cylinder has the least drag force, 0.69471N, reducing the drag by 18.6%.
(3) When b = 2 mm, n = 1, 2, 3, 4, then change h and calculate the drag force separately a = 9 mm (Figure 10A), a = 6 mm (Figure 10B), a = 3.5 mm(Figure 10C), a = 2.4 mm (Figure 10D). When the thickness h = −3mm, the drag force is the least, 0.77414N (b = 2 mm, a = 9 mm, n = 1). The surface protrusions account for 10% of the entire area, reducing the drag by 9.3%. The situation is the same as before. As a result, drag force is significantly increased when the protrusion size is relatively large. The drag force is the smallest (0.68278N) when h = −3 mm, and the drag force (b = 2 mm, a = 6 mm, 4 mm, 6 mm, n = 2). The surface protrusion occupies 20% of the entire area, reducing the drag by 20%. The drag force is the smallest (0.71127N) when the patch thickness h = −2 mm (b = 2 mm, a = 3.5 mm, n = 3). The surface protrusion accounts for 30% of the entire area, reducing the drag by 16.7%. The drag force is the smallest 0.74444N when h = −1 mm (b = 2mm, a = 2.4mm, n = 4). The surface protrusion accounts for 40% of the entire area, reducing the drag by 12.8%.
[image: Figure 10]FIGURE 10 | b = 2 mm, the drag force under different patch numbers and different thickness patches in the case of (A) a = 9 mm (B) a = 6 mm, 4 mm, 6 mm (C) a = 3.5 mm (D) 2.4 mm.
When the surface protrusion accounts for 20% of the entire area (n = 2), the square cylinder has the smallest drag force, 0.68278N, reducing the drag by 20%.
(5) When b = 1 mm, n = 1, 2, 3, 4, 5, 6, change h and calculate the drag force separately a = 9.5 mm (Figure 11A), a = 6 mm (Figure 11B), a = 3.5 mm (Figure 11C), a = 2.4 mm (Figure 11D), a = 2.5 mm (Figure 11E), a = 2 mm (Figure 11F). When h = −3mm, the drag force is the least, 0.78932N (b = 1 mm, a = 9.5 mm, n = 1). The surface protrusions account for 5% of the entire area, reducing the drag by 7.6%. The drag force is the smallest (0.70387N) when the patch thickness is h = −3 mm (b = 1 mm, a = 6 mm, n = 2). The surface protrusion accounts for 10% of the entire area, reducing the drag by 17.6%. The drag force is the smallest 0.70015N when the patch thickness h = −2 mm (b = 1 mm, a = 5 mm, 3.5 mm, 5 mm, n = 3). Therefore, surface protrusion accounts for 15% of the entire area, reducing the drag by 18%.
[image: Figure 11]FIGURE 11 | b = 1 mm, the number of patches and the drag force under different thickness patches (A) a = 9.5 mm; (B) a = 6 mm (C) a = 5 mm (D) a = 3.2 mm (E) a = 2.5 mm (F) a = 2 mm.
The drag force is the smallest 0.71761N when the patch thickness is h = −2 mm (b = 1 mm, a = 3.2 mm, n = 4). Surface protrusion accounts for 20% of the entire area, reducing the drag by 15.9%. The drag force is the smallest 0.74585N when the patch thickness h = −1 mm (b = 1 mm, a = 2.5 mm, n = 5). Surface protrusion accounts for 25% of the entire area, reducing the drag by 12.6%. The drag force is the smallest (0.69693N) when the thickness of the patch is h = −1 mm (b = 1 mm, a = 2 mm, n = 6). The surface protrusion accounts for 30% of the entire area, reducing the drag by 18.4%.
On the whole, when the surface protrusion accounts for 30% of the entire area (n = 6), the square cylinder has the least drag force, 0.69693N. At this time, reducing the drag by 18.4%.
Select the optimal drag reduction structure for each working condition, as shown in Table 4. The volume percentage and the minimum drag force was shown in Figure 12. At the same time, we performed 500 training sessions on the model to find the optimal parameter combination to ensure the accuracy of the DNN prediction model. Figure 13A shows the DNN model’s training effect based on the drag force data of the numerical simulation. The results indicate that the DNN model based on numerical simulation data has an excellent prediction for drag reduction. Moreover, Figure 13B demonstrates the robust performance of trained mature DNN models using the validation dataset. We found that the DNN prediction model has performance, as confirmed by the validation dataset, demonstrating the robustness of the numerical simulation data.
TABLE 4 | The optimal drag reduction structure for each working condition.
[image: Table 4][image: Figure 12]FIGURE 12 | Relationship between volume percentage and minimum drag force.
[image: Figure 13]FIGURE 13 | (A) MSE loss based on a training set of the DNN model (B) MSE loss based on a validation set of the DNN model.
DISCUSSION
Numerical simulation shows that the drag reduction performance of the convex square cylinder is better than that of the concave ones. However, not all raised structures reduced the drag. The drag reduction performance mainly depends on the degree of its protrusion. Too large a protrusion will increase the drag force. However, the drag reduction effect of the concave patch structure is not apparent, and the drag is increased in many cases.
When the fluid particles flow through the front edge of the square cylinder, the surface of the square cylinder will hinder the fluid, and the high-pressure fluid near the front edge promotes the developing boundary layer to gradually develop to both sides of the square cylinder. Blockage occurs under the influence of viscosity, which loses kinetic energy and causes the fluid particles to slow down gradually. At the same time, under the condition of a high Reynolds number, the force generated by the pressure is not enough to surround the entire back of the square cylinder. Still, a separation point is generated near the maximum width of the square cylinder section, and the separated fluid forms an unstable shear layer. Since the flow velocity of the outer part near the free flow area is greater than that of the inner part, the fluid tends to rotate and disperse into several vortices. In addition, during the downstream movement of the vortex, the strength of the vortex gradually weakens due to the existence of fluid viscosity. After the boundary layer detaches from the surface of the square cylinder at the separation point, a wake area is formed at the tail of the square cylinder, and the surrounding flow resistance is formed under the action of the pressure difference between the front edge of the square cylinder and the wake area. When the separation point is further back, the wake area is smaller, and the pressure difference resistance acting on the square cylinder is smaller to reduce resistance.
The protrusion patch has a noticeable drag reduction, whereas the pit patch increases the drag. Similar results have been reported in other kinds of literature. Ueda et al. (2009) used numerical and experimental methods to visualize the flow around a square cylinder with a chamfered front edge to explore its drag reduction mechanism. Although the square-pillar structure of the literature is different from that of this study, they are all convex structures, which also achieve a better drag reduction effect. Kurata et al. (2009) studied the drag reduction of a right-angled cylinder with a leading-edge chamfer and an aspect ratio of less than or equal to the unit, which is also a convex structure and has a better drag reduction effect. However, they only explored the drag reduction of a convex side without considering the pits. The study further changed the structure of the four directions of the square cylinder. Thus, the work made a supplement to the research of others. The structure of the square cylinder in this article also has a better drag reduction performance.
Song et al. (2019) studied the drag reduction of the grooved cylinder, and the results showed that under the supercritical Reynolds number, the drag reduction is significant under the appropriate groove structure parameters. The results show that the drag force reduction of the pit-patched square cylinder is not significant. The limited selection of pit sizes may increase the drag force. This is also a supplement to the work of others.
We use the passive control method to study square cylinder drag reduction, which is similar to Jin et al. For drag reduction, the passive control method is usually used to cut corners at the front edge of a square cylinder. First, Jin adopts the previously studied control method (called CM-1, or control method 1) and conducts numerical research. On this basis, a new control method was proposed. That is, an additional cut corner (CM-2, control method 2) was used to test the performance of the drag reduction. Both control methods of CM-1 and CM-2 provide significant drag reduction. The drag reduction is as high as 48% and 61%, respectively, compared with the smooth square cylinder. In addition, the newly proposed control method is more effective than the previous control method (Jin et al., 2019).
Numerous researchers have previously investigated the drag reduction of hollow cylinders. Durhasan (2020) studied the drag reduction of hollow cylinders with slits. He observed all the gap ratio structures compared with solid cylinders. The slit cylinders have reduced the drag coefficient by 42%. Wei et al. (2013) used computational fluid dynamics (CFD) methods to analyze the drag reduction ability of triangular grooves on the flow in the pipe. The study found that the triangular groove structure weakened the velocity fluctuation and intensity of the turbulent burst of the boundary layer and macroscopically reduced the velocity gradient in the near-wall area, thereby reducing the surface frictional drag force, with a maximum drag reduction rate of 6.93%. We applied the same numerical simulation method. The cylindrical pipe they studied and our square cylinder can be used as an analogy reference. Yanuar et al. (2017) studied the influence of agar jelly coating on the flow drag force reduction in rectangular pipes, and the results showed that the maximum drag force reduction was about 19%. They also use a passive control method to study the drag reduction mechanism through additive polymers.
The splitter plate may achieve a good performance of drag reduction of the square cylinders. Dash et al. (2020) carried out a numerical study on the drag force reduction of the square cylinder using the double splitter plate. The study showed that the double splitter plate suppressed the shedding of the von Karman vortex and lift fluctuations and produced good drag reduction (≈21%) when less than half the length of the single splitter plate. However, Ma et al. (2018) applied comprehensive methods to promote drag reduction performance further. They numerically simulate the drag reduction in a structure with round rods arranged upstream of the square cylinder and a splitter plate downstream. The study shows that the average drag coefficient of the maximum percentage reduction is 68.76%. Although the passive control methods adopted by these researchers are different, they have achieved different levels of drag reduction. Data fusion technology and intelligent algorithms may help flow forecasting (Sun et al., 2020b; Sun et al., 2020c; Tan et al., 2020). The DNN method in this study also showed excellent prediction performance.
CONCLUSION
Under the typical high Reynolds number Re = 40,000, this study uses the Spalart-Allmaras turbulence model to calculate the flow field. Based on verifying the accuracy of the numerical results, the effect of different patch sizes on the drag force of the square cylinder is studied. The convex square cylinder of the patch has a better drag reduction effect than the concave patch. Concave patches do not significantly reduce drag and sometimes even increase drag. The drag reduction effect of the convex structure of the square cylinder is better than that of the concave structure. Too large a convexity will increase the drag force of the structure. When the convex area of the patch accounts for 10% of the total area of the square cylinder (b = 10 mm, n = 1, h = 1 mm), the drag reduction performance is the best (22.1%). Also, the DNN prediction model demonstrated the robustness of the numerical simulation data.
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Point cloud registration is an important technique for 3D environment map construction. Traditional point cloud registration algorithms rely on color features or geometric features, which leave problems such as color affected by environmental lighting. This article introduced a color point cloud registration algorithm optimized by a genetic algorithm, which has good robustness for different lighting environments. We extracted the HSV color data from the point cloud color information and made the HSV distribution of the tangent plane continuous, and we used the genetic algorithm to optimize the point cloud color information consistently. The Gauss–Newton method was utilized to realize the optimal registration of color point clouds for the joint error function of color and geometry. The contribution of this study was that the genetic algorithm was used to optimize HSV color information of the point cloud and was applied to the point cloud registration algorithm, which reduces the influence of illumination on color information and improves the accuracy of registration. The experimental results showed that the square error of color information saturation and lightness optimized by the genetic algorithm was reduced by 14.07% and 37.16%, respectively. The color point cloud registration algorithm in this article was reduced by 12.53% on average compared with the optimal result algorithm RMSE.
Keywords: genetic algorithm, point cloud, hsv, registration, optimization
1 INTRODUCTION
Point cloud registration is an important technique in the fields of pose estimation, three-dimensional positioning, and computer vision. It is commonly used in simultaneous localization and mapping (SLAM), three-dimensional reconstruction, unmanned driving, and automation applications. Robots use devices such as depth cameras to make three-dimensional maps of the environment to realize the perception of the environment. Due to the limitations of shooting equipment and physical occlusion, scanning devices can only scan part of an object or scene. Therefore, the object or scene is scanned in different angles and directions to obtain the complete point cloud data. The purpose of point cloud registration is to compute the rotation and translation matrices between multiple point clouds and finally merge them into complete point cloud data.
Point cloud registration relies on geometry or color information for the moment. Douadi et al. (2006) emphasized the influence of color information on improving the registration accuracy of high point cloud for the existing problems of ICP. Tong and Ying (2018) proposed a rough matching algorithm based on texture information and point cloud curvature characteristics. Park et al. (2017) proposed a way to constrain both geometric and color information. By using the distribution of color on the tangent plane, a continuous color gradient was defined to represent the functional change of color with the location. A joint error function consisting of geometric and color errors was constructed, effectively constraining both geometric and color information. However, the color space used is the RGB color space, and then, the color information needs to be converted to gray scale information, which is easily affected by ambient light, resulting in large data fluctuations.
The aforementioned method combines color information with geometric information to improve the registration’s effectiveness, but there is inconsistency in the original color data. When the depth camera collects data, the color information collected by the depth camera changes due to the inconsistency in scene illumination and the change in the acquisition of the angle. Therefore, Ren et al. (2021) converted the RGB color space to a hue color space to improve robustness under different lighting conditions. However, saturation and brightness information is ignored.
Since the saturation and brightness of images are greatly different from hues owing to the influence of ambient lighting, it is difficult to effectively apply the saturation and brightness information to point cloud registration. With the help of previous researchers, this article was based on the study of two-dimensional image illumination uniformity; the global brightness transformation can effectively reduce the differences in brightness. The saturation feedback algorithm can effectively change the image of saturation, but this kind of algorithm relies heavily on parameter setting; setting the same parameters is not effective for all situations. The genetic algorithm has the abilities of fast random search, simple process, easy to integrate with other algorithms, can effectively haphazard search for appropriate parameters, and reduce the impact of the environment on color information.
This article proposed a color point cloud registration algorithm optimized by a genetic algorithm to solve the aforementioned problems in point cloud registration. In this algorithm, the global luminance of color information is logarithmic transformation, and the HSV (hexcone model) color information is optimized by using a genetic algorithm. According to the normal vector and the surface curvature of the point, the matching correlation points of the point cloud are calculated. Finally, the error function composed of geometric error and color error is constructed. Experiments showed that the algorithm proposed in this article can also realize accurate point cloud registration with the help of color information and geometric information in the case of geometric degradation and complex scenes, which proves that the algorithm can improve the accuracy of the color point cloud registration.
The contributions of this article are as follows:
1) Aiming at the fact that the saturation and brightness of the HSV color space are greatly affected by illumination, the global brightness transformation and saturation feedback algorithm of the 2D image is applied to 3D point cloud registration.
2) We constructed a fitness index to evaluate saturation information, optimized the consistency of point cloud color information by using a genetic algorithm, and effectively reduced the influence of environmental illumination on point cloud registration.
The remaining article is organized as follows. The Related Work section discusses some work of the point cloud registration in recent years, and the Algorithm Implementation section shows the specific algorithm steps. The Experimental Result and Analysis section shows the experimental results and analysis, and the Conclusion summarizes the article and the future research direction.
2 RELATED WORK
Point cloud registration has been extensively investigated in history. The point cloud registration method mainly includes an optimization-based registration algorithm, feature extraction-based registration algorithm, and end-to-end registration algorithm (Huang et al., 2021). The most classical point cloud registration algorithm based on optimization is the ICP algorithm (Besl and McKay, 1992). ICP achieves registration of target point clouds by finding the nearest point neighbor in space as a matching pair and calculating a three-dimensional rigid transformation using matching points. However, the challenging assignment corresponding to the nearest point based on spatial distance is sensitive to the initial rigid transformation and outliers. This often leads to ICP convergence to the wrong local minimum. To solve the problems being completed in ICP, many studies have put forward improvement schemes for the shortcomings of the original ICP. Rusinkiewicz and Levoy (2001) considered the distance between the vertex and the target vertex and proposed a point-to-surface ICP algorithm, which made the iteration process tough to fall into local optimum. Grant et al. (2019) proposed a surface-to-surface ICP algorithm, which not only considered the local structure of the target point cloud but also the local structure of the source point cloud. Segal et al. (2009) proposed a generalized ICP (GICP). It combines the point-to-point and surface-to-surface strategies to improve accuracy and robustness. Serafin and Grisetti (2015) added the curvature constraints of the normal vector and point cloud to point cloud registration and considered the distance from the point to the tangent and the angle difference of the normal vector, which improved the accuracy of the registration. But these algorithms only constrain the geometrical information of the point cloud and do not make effective use of color information.
With the popularization of 3D lidar and depth cameras, depth maps and color map data can be obtained simultaneously with corresponding equipment. Therefore, many articles have been proposed to improve the accuracy of the point cloud registration by combining depth map and color map data. Traditional point cloud registration methods based on color information extend the color information vector from three-dimensional to a higher dimension (Besl and McKay, 1992; Men et al., 2011; Korn et al., 2014; Jia et al., 2016). Jia et al. (2016) improved homogeneity and registration accuracy by converting the RGB color space into the LAB color space and combining the NICP algorithm. Ren et al. (2021) reduced the impact of ambient brightness changes by converting the RGB color space into hue color space.
In addition, some research practices construct a point cloud registration algorithm based on feature extraction. Hu et al. (2021) used the scale-invariant feature transform (SIFT) algorithm to extract scale-invariant features from the 2D gray image, which improves the matching accuracy. Ran and Xu (2020) proposed a point cloud registration method that integrates sift and geometric features. The feature points are produced by SIFT, and incorrect matching points are evaluated by curvature.
In addition to the traditional point cloud registration algorithm mentioned previously, with the progress of deep learning in recent years, many researchers have proposed the registration algorithm based on deep learning (Guo et al., 2020; Kurobe et al., 2020; Huang et al., 2021). The current depth-based registration algorithms are mainly divided into feature-based learning point cloud registration algorithms and end-to-end–based point cloud registration algorithms. The feature-based point cloud registration algorithm mainly evaluates features through input point cloud and deep network, then solves the rotation translation matrix, and outputs the results. In recent years, DCP (deep closest point) (Wang and Solomon, 2019), RPMNet (Yew and Lee, 2020), AlignNet (Groß et al., 2019), and other models have been developed. The main approach of the point cloud registration algorithm based on end-to-end is to input two pieces of the point cloud. Generally, the neural network fitting regression model is used to estimate the rotation translation matrix or to combine the neural network with optimization. In recent years, DeepGMR (Yuan et al., 2020) and 3D RegNet (Pais et al., 2020) have been used as models. The main advantage of a registration algorithm based on deep learning is that it can combine the advantages of a traditional mathematical theory and neural network well. But calculating the in-depth learning model at the same time requires a lot of training data and often only works well for scenarios contained in the training set. When facing untrained scenarios, the accuracy will be greatly reduced. In addition, there is a high requirement for training effort (Guo et al., 2020).
3 ALGORITHM IMPLEMENTATION
In this article, a color point cloud registration algorithm based on genetic image enhancement and geometric features is designed. The algorithm flow is shown in Figure 1. The algorithm consists of four steps. Step 1: the global luminance logarithmic transformation should be performed on the color information, and then, the HSV color information should be optimized based on a genetic algorithm to calculate the color information gradient. Step 2: the association points of the joint image features and geometric features query point cloud should be extracted, and the association points that do not meet the conditions should be filtered. Step 3: the error function combining the geometric error and color error should be constructed. Step 4: The Gauss–Newton method should be used to solve the point cloud iteratively.
[image: Figure 1]FIGURE 1 | Algorithm process.
3.1 Color Point Cloud Information Optimization
In general, the original image acquired by the depth camera is a RGB image. The RGB color space is the most frequently used color space mode. It composes of three primary colors: red, green, and blue. The range of red, green, and blue is between 0 and 255, which is widely used in the field of computer vision. However, the uniformity of the RGB color space is insignificant; the color difference cannot be judged directly by spatial distance, and the brightness cannot be handled well. At the same time, due to the influence of ambient light brightness, images from different angles lead to coloring deviation.
To solve the aforementioned problem, this article puts forward after a genetic algorithm to optimize the HSV color information with the introduction of point cloud registration methods; this article is first to study the global image brightness logarithmic transformation and complete the dark areas in the image enhancement and dynamic range compression. To further improve the optimization of HSV color information, this article used a genetic algorithm to dynamically calculate the saturation optimization coefficient and to improve the stability of saturation under different lighting conditions.
The global logarithmic brightness transformation is applicable to the original image. The global logarithmic brightness transformation formula is as follows:
[image: image]
where V′(x, y) is the logarithmic brightness, and V(x, y) is the original brightness at the point (x, y). To reduce the influence of illumination on brightness, this article first performed a global logarithmic brightness transformation on the original image. Setting the red, green, and blue channels in each original RGB image as Re, Ge, Be, and Cmax as the largest of the three channels, the global logarithmic brightness transformation formula is as follows:
[image: image]
[image: image]
where [image: image], [image: image], and [image: image], respectively, represent the normalized results of Re, Ge, and Be in corresponding places; Cmin is the minimum value of R′, G′, and B′; and Δ is the difference between the maximum value and minimum value of [image: image], [image: image], and [image: image].
[image: image]
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[image: image]. because the global logarithmic brightness transformation only enhances the brightness while the saturation remains essentially the same. Therefore, to optimize saturation effectively, this article is based on a genetic algorithm and feedback saturation enhancement algorithm to enhance the saturation layer (Strickland et al., 1987).
The genetic algorithm simulates the survival of the fittest in nature and uses selection, crossover, and variation to solve a satisfactory solution. According to the saturation feedback formula, this article modified it as follows:
[image: image]
where S∗(x, y) is the enhanced saturation value, S′(x, y) = 1 − S (x, y), and S(x, y) is the saturation at the point (x, y); [image: image] is the local saturation mean at the point (x, y), V′(x, y) = 1 − V(x, y), and [image: image] is the local saturation mean at the point (x, y). Because the coefficients of ks and kv are very important for saturation processing, the manual setting method cannot effectively meet the actual need. For this reason, this article used a genetic algorithm to calculate the saturation coefficient dynamically so that it can adjust the values of ks and kv adaptively.
The genetic algorithm in this article is divided into four steps; the specific steps are as follows:
1) Confirming the the encoding and fitness functions: float number encoding is employed in this article. ks and kv are the coefficients to be optimized, and their value ranges are 0–4. To test and evaluate the enhancement effect, we defined a fitness function, and it is constructed as follows:
[image: image]
For an image of M × N size, the smaller the ffitness value, the larger is the average change of image saturation.
2) Identifying the selection strategy and the genetic operator: to ensure the optimal individuals can be obtained, this article used the sorting selection strategy, as shown in Eq. 9. In addition, in order to maintain the diversity of the group, it is not permitted to choose the same parent.
[image: image]
3) Determination of the control parameters of the genetic algorithm: it mainly includes population size, variation rate, and crossover rate. If the size of the population is too small and lacks diversity, it can easily lead to regional convergence. A large population size makes the algorithm converge slowly, which influences the processing speed. Therefore, the size of the population should be large enough. In the experiment, we set the population size at 30 and the crossover rate and variation rate at 0.9 and 0.05, respectively.
4) Determination of downtime criteria: the calculation is aborted based on the maximum number of iterations and the rate of change between the average fitness value of the current population and that of the previous generation. The maximum number of iterations is set to 100, and the change rate of the average fitness is 0.2%. When the number of iterations is greater than 100 or the change rate of average fitness is less than 0.2%, the calculation is aborted.
In order to optimize the error of color information, it is necessary to obtain the corresponding color information gradient. Therefore, H(p) needs to be converted into the continuous color function Hp(v), where v is the tangent plane vector, and Np is the neighborhood of p; p′ is a point in Np, and np is the normal of the point p, making v*np = 0. We assumed that Hp(v) is a continuous function and represented the distribution of HSV on the tangent plane; then it can define Hp(v) as follows:
[image: image]
For each point p, f(s) is the plane function projected by point P to the section plane:
[image: image]
The least square fitting objective of dp is as follows:
[image: image]
There is a constraint that requires [image: image], which is solved by using the Lagrange multiplier method in this article.
3.2 Point Cloud-Associated Points
The traditional way to find the associated points of the point cloud usually only depends on the geometric information to find the matching points and does not make full use of the color information. Due to the scale invariance, rotation invariance, and angle invariance of sphere features, the same feature information can still be maintained at different angles and distances. At the same time, the extraction speed of orb features is significantly improved compared with SIFT (scale-invariant feature transform) and surf (speed up robot features) (Rublee et al., 2011). Therefore, in order to effectively utilize the feature and geometric information of color images, the algorithm uses the orb feature as the image feature extraction algorithm and combines the KD-tree nearest neighbor algorithm with the set of matching points found by the orb feature algorithm.
We set the orb feature point set as [image: image] and the geometric point set as [image: image] feature point set.
[image: image]
KD-Tree is used to search for p radius, and the search parameter is set at 0.04. Center [image: image] of all points centered on pi, and the covariance [image: image] of the Gaussian distribution is calculated.
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where [image: image] is the set of adjacent points of point pi, and μi is the center of [image: image]. By matrix decomposition of [image: image], the eigenvalues λ1, λ2, and λ3 of [image: image] are obtained. In this article, σi is used to represent the curvature of the current point to evaluate the degree of coincidence between planes. The smaller σi is, the flatter is the plane.
[image: image]
Detail curvature filtering principle in the NICP algorithm is used to filter the matching points (Serafin and Grisetti, 2015).
3.3 Error Function
The traditional error function only considers the geometric information. When similar geometric structures occur, it is not difficult to fall into the local optimal solution. In view of the aforementioned problems, the error function set out in this article not only considers the geometric information but also the color information. P and Q are color point clouds, respectively, and T is the initial alignment matrix. The goal is to determine the optimal solution T from P and Q.
The following error functions E(T) are defined in this article:
[image: image]
EH (T) and EG (T) correspond to the color error and geometric error, respectively. They have the following relationship:
[image: image]
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where R(w) ∈ R3 × 3 is the rotation matrix of w, and t is the displacement vector. qt is the new point after q rotation and translation transformation. qp is the projection of qt on the tangent plane; then, the HSV color error EH(T) is defined as follows:
[image: image]
The geometric error EG is defined as the tangent plane distance between qt and p, np is the normal of the point p; then, the geometric error is as follows:
[image: image]
EH and EG are combined to construct a complete error function:
[image: image]
where [image: image] and [image: image] represent the residuals of color information and geometric information, respectively:
[image: image]
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3.4 Point Cloud Registration Iteration
The Gauss–Newton method is used to solve the minimum error of E(T). In order to facilitate the algorithm calculation, we defined six-dimensional vector ϑ to represent T, and its structure is as follows:
[image: image]
Since E(T) is composed of EH(T) and EG(T), the Jacobian matrix also needs to be composed of [image: image] and [image: image]:
[image: image]
ϑk represents the transformation vector after k iterations, and then, the Jacobian matrix calculation of ϑk is as follows:
[image: image]
According to the chain rule, [image: image] and [image: image] can be calculated by the following formula:
[image: image]
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where ∇Hp(f) = dp, Jf(s) is the Jacobian of f with respect to s, and Js(θ) is the Jacobian with respect to θ. The Gauss–Newton method is used for optimization iteration of ϑ, and the specific update steps are as follows:
[image: image]
where [image: image], when the value of error function is less than the threshold value through repeated iterative optimization of ϑ, the iteration is stopped, and the final result is the output.
4 EXPERIMENTAL RESULT AND ANALYSIS
4.1 Experimental Environment Configuration
We evaluated the effectiveness of the color point cloud matching algorithm based on the genetic algorithm. RawFoot (Cusano et al., 2015) and TUM datasets (Sturm et al., 2012) were used for verification, respectively. From the corn sample set in the RawFoot dataset, 64 images with different light intensities and angles are selected and used to assess color consistency. In the depth and color images, four datasets were extracted from the tums with clear 254 overlaps. It can be further used to verify the rationality and effectiveness of the registration algorithm. The cloud registration algorithm in this experiment was run on a desktop computer equipped with Ubuntu18.04 LTS, AMD Ryzen 9 5950 × 3.4ghz CPU, 64G DDR4 memory, and GTX 3070 Ti graphics card. Using Open3D (Zhou et al., 2018) and OpenCV(Bradski, 2000) and other tools and running the corresponding C++ algorithm program (Xu et al., 2021), the experimental parameters are set as follows: the maximum iteration time was set to 50, error function threshold to 10–6, ϵd to 0.5, ϵσ to 1.3, ϵn to 0.523, Kd-Tree search radius to 0.08, orb feature number to 500, orb pyramid layer number to 8, and orb pyramid extraction ratio to 1.2. The oriented BRIEF descriptor size was set to 31.
4.2 Color Information Optimization
To verify the optimization performance of the genetic algorithm for HSV color information, this article used the RawFoot as test datasets. The RawFoot database is designed specifically for the descriptor; and the classification method in robustness on light condition changes and pays special attention to the change in the light source color; the light conditions in the direction of the light, light color, and brightness on the combination of these factors are different.
The sample set of corn is selected from RawFoot as test data. The sample set of corn is composed of 46 pictures of different light sources and angles, as shown in Figure 2. D40 is regarded as the reference image, and the original RGB, original HSV, and enhanced HSV data are compared to verify the effectiveness of image enhancement. Meanwhile, in order to effectively evaluate the consistency of the image enhancement algorithm in different lighting and light angles, the sum square distance SSD algorithm is used to calculate the degree of difference between the image under different lighting and the benchmark images:
[image: image]
[image: Figure 2]FIGURE 2 | Image of the original corn sample set.
O stands for reference pictures, on behalf of the need to compute the degree of the difference image, oi and ei represent O and E with a single channel of pixels, where the function represents a pixel value on a single channel of the picture. The smaller the pixel value difference between the basic picture and different lighting conditions, the closer the SSD value is. It represents the calculated value under different lighting conditions, which is closer to the original value of the reference picture.
Figure 2 shows the image of the corn sample set in the original RawFoot dataset. Due to light angle and brightness, there are obvious differences between the images. Figure 3 is the result of the image enhancement algorithm. After the algorithm processing, the difference between images is significantly reduced, and the details in the dark area are more noticeable due to the improvement of brightness and contrast.
[image: Figure 3]FIGURE 3 | Image of the corn sample set after enhancement.
As shown in Figure 4, Figures 4A–C are the comparison diagrams of the original hue, saturation, and value data and the hue, saturation, and value data after enhancement; Figures 4D–F are the differences of the original R, G, and B channels, respectively. Compared with the unenhanced HSV data, the average SSD index of saturation and value after image enhancement decreased by 14.07% and 37.16% compared with the original saturation and value. Experimental results showed that the influence of illumination and light angle on saturation and value is decreased after the image enhancement algorithm.
[image: Figure 4]FIGURE 4 | SSD contrast figure. (A) Comparison between the original hue and enhanced hue. (B) Comparison between the original saturation and enhanced saturation. (C) Comparison between the original value and enhanced value. (D) Original red channel. (E) Original green channel. (F) Original blue channel.
4.3 Color Point Cloud Registration
The TUM dataset is a well-known RGB-D dataset, which provides rich scenes. The Kinect camera is used in the TUM dataset to collect depth information and color information, among which the resolution of the depth image and a color image is 640 * 480. In this article, rgbd_datasetet_freiburg1_xyz, rgbd_dataset_freiburg1_teddy, rgbd_dataset_freiburg1_360 and rgbd_dataset_freiburg1_plant were selected in the TUM dataset, respectively. Partial scenes were selected from four datasets of the plant for testing; ICP and NICP algorithms (Park et al., 2017) (referred to as Color 3D ICP) and the method proposed in this article were used to register overlapping color point clouds, respectively. In order to effectively evaluate other algorithms and the accuracy of the algorithm proposed in this article, we used the root mean square error (RMSE) index and the fitness index, for a given two pieces of point cloud [image: image] and [image: image] and their matching points [image: image], pit for after the rigid body transformation, including [image: image], a representative and the distance between the [image: image] and [image: image]; RMSE metrics are defined as follows:
[image: image]
In order to reflect the relationship between the number of matching points and the number of source point clouds, fitness indicators are defined as follows:
[image: image]
In this article, rgbd_datasetet_freiburg1_xyz, rgbd_dataset_freiburg1_teddy, rgbd_dataset_freiburg1_360 and rgbd_dataset_freiburg1_plant were selected in the TUM dataset, respectively. Some scenes were selected from the four datasets of the plant for testing. ICP, NICP, Color 3D ICP, and the method proposed in this article were used to register the overlapping color point clouds and calculate the corresponding RMSE and fitness indicators.
Tables 1, 2, respectively, show RMSE and fitness index test results of ICP, NICP, Color 3D ICP, and our algorithm, and the best results of these algorithms are shown in bold. It can be seen from the data in Table 1 that the RMSE index of the algorithm is almost lower than that of the aforementioned algorithm, and the average RMSE is also the lowest. Meanwhile, it can be seen from Table 2 that fitness is significantly improved compared with the aforementioned algorithm, indicating that the number of feature points selected by the algorithm accounts for a large proportion of the original point cloud.
TABLE 1 | RMSE index comparison table.
[image: Table 1]TABLE 2 | Fitness index comparison table.
[image: Table 2]Figures 5A,B,H, and I, are the adjacent original point clouds and target point clouds randomly selected in the rgbd_dataset_freiburg1_teddy and rgbd_dataset_freiburg1_xyz data sets, respectively. Figures 5C,J are the ICP algorithm, as shown in Figure 5C. The algorithm does not fit the point cloud well and has a serious dislocation. Figures 5D,K are the NICP algorithm, which restricts the geometric structure of the point cloud by restricting the normal and curvature of the point cloud, making the algorithm better for plane registration, but the registration effect for complex objects is not ideal. Figures 5E, L show the color 3D ICP registration of point clouds by combining the color information and geometric information. However, due to the incorrect association between matching points, registration errors still exist. Figures 5F, M, N show the algorithm in this article. The algorithm in this article not only constrained the color information and geometric information but also calculated the curvatures and normals of matching points and filtered the matching points that did not meet the requirements. The results demonstrated that the algorithm in this article correctly registered the original point cloud and the target point cloud well. Figures 5G, N are orb feature point matching, and the results showed that orb feature matching for two-color images also has a good matching effect.
[image: Figure 5]FIGURE 5 | Registration results of rgbd_dataset_freiburg1_teddy and rgbd_dataset_freiburg1_xyz. (A) Source point cloud of rgbd_dataset_freiburg1_teddy. (B) Target point cloud of rgbd_dataset_freiburg1_teddy. (C) Result of the ICP algorithm of rgbd_dataset_freiburg1_teddy. (D) Result of the NICP algorithm of rgbd_dataset_freiburg1_teddy. (E) Result of the Color 3D ICP of rgbd_dataset_freiburg1_teddy. (F) Result of our algorithm. (G) Orb matching result of rgbd_dataset_freiburg1_teddy. (H) Source point cloud of rgbd_dataset_freiburg1_xyz. (I) Target point cloud. (J) Result of the ICP algorithm of rgbd_dataset_freiburg1_xyz. (K) Result of the NICP algorithm of rgbd_dataset_freiburg1_xyz. (L) Result of the Color 3D ICP of rgbd_dataset_freiburg1_xyz. (M) Result of our algorithm of rgbd_dataset_freiburg1_xyz. (N) Orb matching result of rgbd_dataset_freiburg1_xyz.
5 CONCLUSION
Point cloud acquisition is easy to be affected by the shooting environment. Changing the light will lead to the deviation of the brightness and color of the shooting object, which will affect the accuracy of the point cloud registration. Based on the aforementioned problems, a genetic algorithm is proposed to pre-process the color information of the point cloud. It can further eliminate the inconsistency of brightness and color caused by different lights and reduce the impact on the point cloud registration.
In this article, using the logarithmic transformation of two-dimensional image brightness and the saturation feedback formula optimized by the genetic algorithm, the algorithm is transplanted to three-dimensional point cloud illumination processing to study the sensitivity of three-dimensional point cloud registration to illumination. Its innovation lies in the combination of the saturation feedback formula and genetic algorithm to optimize the color consistency of the point cloud color information, reducing the interference of illumination factors to a certain extent.
The experiment shows that the HSV data after bionic image enhancement decrease 14.07% and 37.16% on average compared with the SSD indexes of original saturation and brightness. In addition, during the experiment, it is found that the input color image may be blurred due to jitter during camera acquisition, which will lead to blur in the registration process. Therefore, how to reduce the influence of color image blur on the accuracy of color point cloud registration is a problem that this article needs to study in the future.
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Problems such as redundancy of detection model parameters make it difficult to apply to factory embedded device applications. This paper focuses on the analysis of different existing deep learning model compression algorithms and proposes a model pruning algorithm based on geometric median filtering for structured pruning and compression of defect segmentation detection networks on the basis of structured pruning. Through experimental comparisons and optimizations, the proposed optimization algorithm can greatly reduce the network parameters and computational effort to achieve effective pruning of the defect detection algorithm for steel plate surfaces.
Keywords: structured pruning, model compression, semantic segmentation, defect detection, deep learning
1 INTRODUCTION
Applying defect detection segmentation algorithms to real industrial production scenarios, hardware resources are a challenge that must be faced (Tang et al., 2017; Liu H. et al., 2020; Hao et al., 2021). Complex models often mean better detection capabilities, but the high memory space footprint and huge consumption of computational resources doom it to ineffective application in resource-limited hardware platforms (Sun H. et al., 2020, Sun et al., 2022c; Tao et al., 2022; Wu et al., 2022; Zhao et al., 2022). Therefore, compression of redundant neural network models is essential.
Model pruning is a fast and effective way to compress neural networks by cutting out unimportant neurons or filters to obtain a small network model with small storage capacity and fast inference. Model pruning can inherit the weights of the network before pruning, so the model can be pruned to achieve better optimization results.
Model pruning is a fast and effective way to compress neural networks by cutting out unimportant neurons or filters to obtain a network model with small storage capacity and fast inference. Model pruning inherits the weights of the network before pruning, so model pruning allows for better mobile deployment and better optimization.
For real-time applications such as surface EMG signal processing (Li et al., 2019b, Li et al., 2020; Sun et al., 2020a; Qi et al., 2020; Yang et al., 2021), gesture recognition (Duan et al., 2021, Liu X. et al., 2022, Liu et al., 2022a, Liu et al., 2022b, Luo et al., 2020, Jiang et al., 2019a, b, Xu et al., 2022, Sun et al., 2022a) and quality inspection (Chen et al., 2021a, Chen et al., 2021b, Huang L. et al., 2021, Jiang et al., 2021a, Jiang et al., 2021b, Sun et al., 2021b, Chen et al., 2022a, Chen et al., 2022b, Chen et al., 2022c, Huang et al., 2022, Sun et al., 2022b, Yun et al., 2022b, Zhang et al., 2022), model compression effectively reduces the memory and computational power consumed by the original large neural network, and improves the training and inference speed. Moreover, the compressed models are conducive to deployment and timely updates on embedded and mobile devices with limited storage space, facilitating the development of smart factories (Li et al., 2019a; Li et al., 2019c; Yun et al., 2022a).
The key contributions of this work are:
1) A model pruning method based on improved geometric median filter pruning is proposed on the basis of structured pruning.
2) The pruning method and pruning process are improved by performing model acceleration and fine-tuning in the structured pruning process, and determining whether the pruning end condition is satisfied by the evaluation function to improve the pruning compression efficiency.
3) After experimental comparison, the improved geometric median filter model-based pruning method proposed in this paper outperforms other classical pruning methods. And the pruning algorithm has better detection performance and pruning efficiency in steel plate surface defect segmentation detection.
The rest of this paper is organized as follows: Section 2 discusses related work on model compression in recent years. Section 3 analyses model pruning methods and clarifies in detail the advantages and disadvantages of unstructured pruning and structured pruning methods; and as a basis, proposes a structured model pruning method based on geometric median filtering for pruning and compressing steel plate surface defect models. After a brief introduction of the open source steel plate surface defect dataset and the configuration of the experimental environment, Section 4 presents an experimental comparison of the proposed pruning algorithm with other pruning algorithms to demonstrate the effectiveness of the structured pruning algorithm. Section 5 concludes the paper with a prospect.
2 RELATED WORK
In recent years, in order to perform more complex information processing tasks, deep learning-based neural network models have become deeper and deeper, also making them increasingly computationally intensive, making it difficult to deploy neural networks on devices with scarce computational resources or with strict latency requirements (Liu H. et al., 2022). As a result, compression of neural network models is becoming increasingly important. For applications such as steel plate surface defect detection, where real-time requirements are particularly stringent, it is even more important to reduce the computational cost and storage requirements and to speed up the computation. Currently, there are five main neural network model compression methods that are widely used (Gao et al., 2021): Low rank decomposition, structural design, knowledge distillation, parameter quantization and model pruning, and the relevant short descriptions are shown in Table 1.
TABLE 1 | Model compression methods.
[image: Table 1]Liu M. et al. (2020) proposed a joint optimization model of low-rank matrix bi-factor decomposition and structured sparse matrix decomposition, and applied it to saliency target detection with low time complexity. Zhang and Chen (2019) modelled the detection of defects on the track surface as a low-rank matrix decomposition problem, and calculated the row accumulation of the sparse matrix obtained from the decomposition, and searched for the maximum connected region to determine the defect location, realizing automatic detection and localization of defects. Wang et al. (2018) used multiple independent and complementary information in the multi-view feature space to outperform single information, and proposed that by decomposing the potential low-dimensional data cluster representations to present structured low-rank representations and improve clustering performance by exploring multi-view consensus structures beyond low-rank with an efficient alternating minimization strategy function. Ouyang (2021) proposed an improved autoencoder architecture based on an extreme learning machine that uses low-rank matrix decomposition to learn optimal low-dimensional features. The representational and non-linear capabilities of the features are enhanced. However, due to the large arithmetic size of matrix decomposition, it inherently takes longer training time and requires more hardware resources.
DenseNet (Huang et al., 2017) is a densely connected neural network, with connections between any two layers of the network, combining information from all previous layers as input features for the next layer and introducing a feature channel scaling factor and a resolution scaling factor into the network, further reducing the computational effort of the network. Inception (Szegedy et al., 2016), on the other hand, uses mainly 1 × 1 filters instead of 3 × 3 filters, saving the number of parameters in the network. To randomly disrupt the feature channels, ShuffleNet (Xin et al., 2021) divides the feature channels into multiple groups and convolves them to increase the information exchange between different feature channels. MobileNet (Sun et al., 2021a) designs a deeply separable convolution module and fuses the information of different feature channels by 1 × 1 convolution. In addition, researchers often introduce 1 × 1 filters between 3 × 3 filters to reduce the number of input and output channels of the feature map. Although lightweight networks are effective in reducing the computational complexity of the network, there is still a large amount of redundancy in the network and the design requirements are high.
Huang J. et al. (2021) replaced the traditional static convolution by constructing a dynamic convolution module incorporating an attention mechanism to transfer dynamic feature knowledge from the teacher network back to the student network, thus achieving high accuracy recognition of defects while significantly reducing model inference time. Liu et al. (2021) proposed a neural network compression algorithm based on knowledge distillation and adversarial learning, and allowed the teacher network and student network to learn from each other in the second half of training, enabling the student network to explore its own optimal solution space. Park and Yong (2020) proposed to apply channel and spatial correlation loss functions and adaptive cross-entropy loss functions to train the light network and use the heavy network for semantic segmentation. Knowledge distillation from the heavy network as the teacher to the light network as the student can be used as a way to improve the performance of the student network. Zhang et al. (2021) proposed a novel two-branch network that took three pairs of original transformed images as input and incorporated a class activation graph to drive the network to mine the most relevant class-specific regions. This strategy ensured that the network generated differentiated embeddings and a round of self-knowledge distillation was set up to prevent overfitting and improve performance. However, compared to other compression methods (Sarakon et al., 2021), the whole training process of knowledge distillation takes longer and is only applicable to neural networks with softmax layers.
Rao et al. (2019) proposed a deep neural network compression method based on dynamic quantization coding, in which the quantization codebook is updated simultaneously during the training of the model, so that the codebook minimizes the error caused by quantization of larger weight parameters. Sun H. et al. (2020) proposed a lightweight image compression neural network based on parameter quantization, quantizing the model parameters from 32-bit floating-point to 8-bit integer, saving 73% of storage space compared to the original model. Chen et al. (2019) proposed an efficient convolutional neural network-based fast decision method for quantization parameter selection for video coding by comparing the rate distortion cost to calculate the optimal quantization parameters, saving the encoding time of the video. Feature extraction is important for steganalysis of content-adaptive JPEG steganography, Xu et al. (2018) proposed a scale covariance matrix feature based on a two-dimensional Gabor filter and used diverse quantization of filter residuals to improve detection performance.
Jin et al. (2018) proposed a hybrid pruning method combining weight pruning and convolutional kernel pruning; the convolutional kernels that contribute less to the overall accuracy of the convolutional neural network are pruned first, and then the pruned model is weight pruned to achieve further model compression. Wei et al. (2021) obtained a deep convolutional neural network model with sparse parameters by training the convolutional neural network model with sparse regularization, and combined the sparsity of the convolutional and batch regression layers to perform structured pruning to remove redundant filters. Ziani et al. (2018) proposed a vertical partition pruning method based on the maximum frequent item set, which effectively prunes the potential search space to search for optimal solutions. Zhang H. et al. (2020) performed model compression by enforcing channel-level sparsity pruning in a YOLOv3 network, and tested the effect of different gradient optimizers on model pruning before finally using the Adam optimizer to optimize the model. Jia et al. (2021) proposed a novel solution for minutely significant target object detection, which evaluates the parameters in the training model based on significant energy levels as a way to distinguish between background parameters in the model as a way to distinguish between background and salient objects.
The above-mentioned deep learning-based model compression methods still have problems such as requiring large hardware resources for acceleration, high redundancy, the stability and robustness of the network after model compression is difficult to be guaranteed in complex environments, and the network model has insufficient self-adaptability.
3 IMPROVED GEOMETRIC MEDIAN FILTER BASED PRUNING ALGORITHM
3.1 Model Pruning Methods
There are two main types of model pruning methods: unstructured pruning and structured pruning. Unstructured pruning prunes the neuron or connection weights, which means that some non-0 elements in the network calculation are set to 0, or the dense connections of the network are turned into sparse connections, turning the original dense matrix operation into a sparse matrix operation, as shown in Figure 1. In Figure 1, the dashed box is a pruning of the neurons to 0, and the dashed connection is a pruning of the dense connections to sparse connections, i.e. pruning weights.
[image: Figure 1]FIGURE 1 | Unstructured pruning diagram.
Structured pruning is a type of pruning at the filter level, which focuses on pruning the filters with smaller contributions in each layer of the network. When the filter van value (the filter's impact factor) is less than a set range, the network is structured to prune redundant filters according to the van value, as shown in Figure 2. In the figure, the jth convolutional layer is the i + 1th convolutional layer. Thus, structured pruning can effectively reduce the network model size without destroying the convolutional structure.
[image: Figure 2]FIGURE 2 | Structured pruning diagram.
Since the convolution kernel obtained after pruning is sparse, and most GPUs today do not provide additional acceleration for sparse matrix operations, this results in a pruned network that is not accelerated in any way compared to the original network, but may be slower.
Therefore, structured pruning is now a more general approach, and is relatively more efficient than unstructured pruning methods. For the use of the pruned network does not require the support of specific hardware platforms, computational libraries, effectively avoiding the drawbacks of unstructured pruning and enabling direct deployment on the mainstream deep learning frameworks nowadays (Liu et al., 2017).
3.2 Geometric Median Filtering Based Detection Model Pruning Algorithm
Model-structured pruning requires a criterion to select the filter to be pruned, i.e. the filter’s magnitude value. The most common pruning criterion is that the filter's parametric value is compared to some threshold value and if it is below the threshold, the filter is set to zero, i.e., the filter is pruned and pruned.
He et al. (2019) proposed a new filter pruning method for pruning models by geometric median filter pruning, which is a type of structured pruning.
Unlike the previous methods, geometric median filter-based pruning compresses the convolutional neural network model by removing redundant filters. Geometric median filtering works by calculating the geometric median of the filters within the same layer and, depending on the properties of the geometric median, filters near the geometric median can be represented by the remaining filters. Therefore, pruning the geometric median filter does not have a substantial negative impact on the model performance.
In d-dimensional space, given any set of n points: [image: image], and [image: image], there exists a point [image: image] such that the sum of the Euclidean distances (Euclidean distances) to each point is minimized, and the point [image: image] is referred to as the Geometric Median (GM) point and is calculated as:
[image: image]
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In which,
[image: image], and [image: image] is referred to as the geometric median point;
[image: image] denotes the value of the variable at which the objective function [image: image] is made to take its minimum valu;
[1, n] = {1, …, n}; def means that the [image: image] function is defined as [image: image].
The geometric median is a classical robust estimator of data centeredness in Euclidean space and is used when pruning the model to obtain common information about all filters within a single layer i as the geometric median for that layer [image: image].
[image: image]
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In which, [image: image] denotes the sum of the Euclidean distances of all filters within tensor [image: image] to layer i.[image: image] denotes that [image: image] exists within input tensor [image: image], and [image: image], [image: image] and [image: image] denote the number of channels, height and width of the input tensor within layer i, respectively.[image: image] indicates that the output is [image: image] when the input is [image: image].
The core idea of geometric median filtering is that if there are filters within layer i that are close to geometric median [image: image], then these filters are redundant and clipping these redundant filters will not have a large impact on network performance. In layer i, these redundant filters are:
[image: image]
And these redundant filters are close to the geometric median [image: image].
[image: image]
That is, Eq. 5 is equivalent to
[image: image]
In Eq. 7, [image: image]。
The geometric median is a classical robust estimator of data-centricity in Euclidean space. This shows that the information of the selected filter [image: image] can be replaced by other filters. After fine-tuning, the network can easily recover its original performance. Therefore, the neural network is pruned to have little impact on the final result of the detection.
The pruning flow chart based on geometric median structured pruning is shown in Figure 3. First, a pre-trained detection model with the required compression is input and the pruning rate and pruning layers are set. The pruning rate can be set to 0–1 and the pruning layers can be set to convolutional layers, fully connected layers, Batchnorm layers, etc.
[image: Figure 3]FIGURE 3 | Structured pruning flow chart.
The structured pruning process in this paper includes updating the mask, updating the indirect sparsity and updating the module. After the pruning process, the model is accelerated and refined to optimize the model. Finally, an evaluation score is calculated to determine whether the end condition is met. If the end condition is met, the pruned and compressed model is output; if not, the pruning process continues.
Geometric median filtering algorithms can effectively improve the compression rate of neural networks and reduce detection model redundancy. The pruned detection model can be deployed to portable devices for faster processing (Ran et al., 2022).
In this paper, a model pruning algorithm based on geometric median filtering is used to compress the steel plate surface defect detection network and implement a model pruning defect segmentation detection algorithm based on geometric median filtering to reduce the number of parameters and computational effort of the detection model.
4 EXPERIMENTAL RESULTS AND ANALYSIS
4.1 Open Source Surface Defect Dataset for Steel Plates
The Severstal dataset was released open source on the competition platform Kaggle. The Severstal dataset contains 12,568 images from the training set and 1,801 images from the test set. There are 5,902 defect-free images and 6,666 defective images in the training set. The number of defective and non-defective images in the dataset is roughly equal, and most of the images have no defects or contain only one type of defect (Hao et al., 2022).
All images in the Severstal dataset have a vertical and horizontal resolution of 256 and 1,600 respectively. There are four types of steel surface defects in the Severstal dataset, as shown in Figure 4: A) Pit defects, B) Edge crack defects, C) Scratch and scrape defects, D) Rolled-in scale defects and E) Non-defect images.
[image: Figure 4]FIGURE 4 | Surface defect data for Severstal plates. (A) Pit defects, (B) Edge crack defects, (C) Scratch and scrape defects, (D) Rolled-in scale defects and (E) Non-defect images.
The Severstal dataset contains a large variation in morphology between different defects on the surface of steel plates, both large defects such as scratches and scrapes, and very small defects such as pits and edge cracks.
The extremely large span of defect scales places high demands on the defect detection segmentation algorithm: it has to focus on the details to achieve fine segmentation; and it has to focus on the global picture and have sufficient sensory field for large scale defects. These factors make feature extraction and detection segmentation of the network difficult and lead to the need for pruning and compression of the defect detection model.
4.2 Experimental Environment Configuration
The algorithm research and network training in this paper were conducted on a laboratory server. The specific computer systems used and the configuration of the experimental environment are shown in Table 2.
TABLE 2 | Experimental environment configuration.
[image: Table 2]This paper uses relevant open source libraries and toolkits to implement the overall algorithmic procedure based on the good ecology and scalability of the Python language and the open source framework PyTorch (Bai et al., 2021).
These open source tools greatly save the development time of the defect detection and segmentation procedure in this paper, thus allowing more time and effort to be devoted to the research, improvement and experimentation of the structured pruning algorithm.
4.3 Experiments on Surface Defect Segmentation Detection of Steel Plates Based on Structured Pruning
In order to verify the practical effectiveness of the proposed defect segmentation algorithm based on geometric median filter pruning, experiments with different pruning rates were conducted on different models under the same conditions to test the effect of different pruning rates on the accuracy of the models.
Since the main network layer of the pruned model is the convolutional layer, this paper only detects pruning on the convolutional layer of the detection model, and does not perform pruning experiments on the fully connected layers, Batchnorm layers, etc.
The input size of the model only affects the computational volume of the model and does not affect the number of model parameters. Therefore, the input size was set to [3, 64, 64] for the model pruning experiments, i.e., the simulated input image size was 64 × 64 for the 3-channel image.
The ResNet50 model has good performance in image recognition and localization tasks (He et al., 2016). The ResNeXt50 model is a grouped convolution based on the ResNet50 model, which can greatly reduce the number of parameters and is more effective in many visual recognition tasks (Xie et al., 2017).
The FPN-ResNeSt50 model is an improved fusion of the FPN (Feature pyramid networks) and the ResNeSt50 model (Lin et al., 2017; Zhang Y. et al., 2020), with powerful feature extraction and fusion capabilities, and have good detection capability for defect segmentation detection tasks on steel plate surfaces.
In this paper, ResNet50, ResNeXt50 and FPN-ResNeSt50 are used as the detection models for defects on the surface of steel plates, and pruning experiments and validation are performed on them.
The effect of different pruning rates on the ResNet50 model is shown in Table 3. A pruning rate of 0% indicates that no pruning is applied to the model. For example, when the pruning rate is 40%, the computation of the model is [image: image], which is 48.81% lower than the computation of the original model, and the number of parameters of the model is [image: image], which is 48.43% lower than the number of parameters of the original model.
TABLE 3 | Effect of different pruning rates on the ResNet50 model.
[image: Table 3]The effect of different pruning rates on the ResNeXt50 (32 × 4d) model is shown in Table 4. As the pruning rate increases, the computational volume and number of parameters of the network decreases and the rate of decrease in computational volume and number of parameters increases.
TABLE 4 | Effect of different pruning rates on the ResNeXt50 (32 × 4d) model.
[image: Table 4]However, the structured pruning effect of the model was not evident at smaller pruning rates in the early stages due to the ResNeXt50 (32 × 4d) model having a 32-component group convolution, resulting in a smaller pruning rate.
The effects of different pruning rates on the FPN-ResNeSt50 model are shown in Table 5.
TABLE 5 | Effect of different pruning rates on the FPN-ResNeSt50 model.
[image: Table 5]Comparing Tables 3, 4, 5, the results of the pruning experiments prove that the more grouped convolutions a network model has, the lower the compression rate of its pruning. Since grouped convolutions can greatly reduce the number of model parameters, the more groupings exist for grouped convolutions, the lower the pruning compression rate.
The model pruning algorithm based on geometric median filtering prunes and compresses the steel plate surface defect segmentation model based on depth feature fusion, and experiments with different pruning rates were conducted on it under the same conditions to test the effect of different pruning rates on the accuracy of the FPN-ResNeSt50 model, and the detection results are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Plot of test results for different pruning rates.
At a pruning rate of 40%, the defect detection accuracy starts to gradually decline, so at a pruning rate greater than 40%, it will lead to the loss of important parameters of the model, resulting in a serious decline in accuracy. In contrast, at a pruning rate of 10%–30%, the model accuracy is able to maintain a low loss of accuracy.
The test results show that when the pruning rate is small, pruning brings regularization to the network and enhances the generalization performance of the network; when the pruning rate is large, the characterization ability of the network is severely damaged and the performance of the model decreases significantly.
5 CONCLUSION
In order to solve the problems of large number of model parameters and difficulty in applying the model to actual plant equipment, this paper investigates the defect segmentation detection algorithm based on geometric median filter pruning. Based on the structured pruning, a model pruning algorithm based on geometric median filtering is proposed to prune and compress the defect segmentation detection network, which greatly reduces the network parameters and computational effort and improves the generalization ability of the model. Through experimental comparisons and optimizations, the detection accuracy of steel surface defects is improved. Meanwhile, the parameters and computation of the detection model are reduced. The pruning and compression algorithm proposed in this paper has good prospects for application in the segmentation and detection of defects on steel plate surfaces. Good pruning algorithms can be applied to a variety of factory embedded or portable mobile devices and can meet the demand for real-time scene detection. In the future, there is still a long way to go in model pruning and compression research.
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Intelligent vehicles were widely used in logistics handling, agriculture, medical service, industrial production, and other industries, but they were often not smooth enough in planning the path, and the number of turns was large, resulting in high energy consumption. Aiming at the unsmooth path planning problem of four-wheel intelligent vehicle path planning algorithm, this article proposed an improved genetic and ant colony hybrid algorithm, and the physical model of intelligent vehicle was established. This article first improved ant colony optimization algorithm about heuristic function with the adaptive change of evaporation factor. Then, it improved the genetic algorithm on fitness function, adaptive adjustment of crossover factor, and mutation factor. Last, this article proposed the improved hybrid algorithm with the addition of a deletion operator, adoption of an elite retention strategy, and addition of suboptimal solutions obtained from the improved ant colony algorithm to improved genetic algorithm to obtain optimized new populations. The simulation environment for this article is windows 10, the processor is Intel Core i5-5257U, the running memory is 4GB, the compilation environment is MATLAB2018b, the number of ant samples is 50, the maximum number of iterations is 100, the initial population size of the genetic algorithm is 200, and the maximum number of iterations is 50. Simulation and physical experiments show that the improved hybrid algorithm is effective. Compared with the traditional hybrid algorithm, the improved hybrid algorithm reduced by 46% in the average number of iterations and 75% in the average number of turns in a simple grid. The improved hybrid algorithm reduced by 47% in the average number of iterations and 21% in the average number of turns in a complex grid. The improved hybrid algorithm works better to reduce the number of turns in simple maps.
Keywords: ant colony algorithm, genetic algorithm, intelligent vehicle, path optimization, algorithm hybrid
1 INTRODUCTION
Intelligent vehicles are a significant part of the artificial intelligence and engineering field. It is often used as an important platform for logistics handling and exploration (Liu et al., 2022a). Intelligent vehicle can be used in logistics and transportation (Duan et al., 2021), industrial production, medical service (He et al., 2019; Cheng et al., 2020a), patrol inspection, agricultural machinery, military, exploration, search and rescue, and other fields (Jiang et al., 2021a; Bai et al., 2022; Liu et al., 2022b). Along with the national manufacturing future development strategy, such as the American industrial Internet, the German industry 4.0, and Made in China 2025, intelligent manufacturing has become the future development tendency of the global manufacturing industry (Jiang et al., 2019a; Cheng et al., 2021a). Intelligent vehicle is an important field of intelligent manufacturing, and path planning technology is one of the core problems of intelligent vehicle research (Tao et al., 2022a). Intelligent vehicle global path planning algorithms, such as genetic algorithm and ant colony optimization algorithm, which are broadly studied, have their own defects (Liao et al., 2020). Although the traditional hybrid algorithm can absorb the advantages of the two algorithms, there are still some problems, such as unsmooth planning path and more turns (Sun et al., 2022a). So, it has extraordinary significance to propose an improved hybrid algorithm and study it.
Aiming at the problems that the path planned by the traditional genetic and ant colony hybrid algorithm was not smooth enough and there are many turns (Tao et al., 2022b), this article proposed an improved genetic and ant colony hybrid algorithm. The main contributions were as follows:
1) Aiming at the problem of low pheromone concentration in the initial stage and the ants were prone to stagnation in ant colony algorithms, this article improved the heuristic function and proposed adaptive evaporation factor.
2) In response to the question of too many turns in the path planned by genetic algorithm, and genetic algorithms are prone to get caught up in local optimum solutions, this article improved the fitness function and proposed the adaptive crossover and mutation factor.
3) Aiming at the problem, the population diversity of traditional hybrid algorithm decreased sharply and it was difficult to produce new individuals with more vitality. It affected the hybrid algorithm to gain the global optimum solutions. Also, in the later phase of the improved ant colony optimization algorithm, due to the gradual weakening of the evaporation factor, it was easy to get caught up in the suboptimal solution and no longer looked for a better path. This article proposed adding the suboptimal solution obtained by the improved ant colony algorithm into the initial population of the improved genetic algorithm to get the improved genetic and ant colony hybrid algorithm.
The structure of this article is organized as follows. The second section retrospects the relevant research on intelligent vehicle path planning algorithm by domestic and foreign scholars. The third section constructs the grid map and expands the irregular obstacles to facilitate the follow-up path planning research. The fourth section first introduces the ant colony optimization algorithm, genetic algorithm, and traditional genetic and ant colony hybrid algorithm. Then, in response to the questions of the traditional hybrid algorithm, this article improves the ant colony algorithm and the genetic algorithm. Finally, this article mixes the improved algorithms to obtain the improved genetic and ant colony hybrid algorithm. In the fifth part, simulation comparison experiments are conducted first and the results are summarized; then, the physical structure and control are introduced and physical experiments are conducted. In the sixth part, the data from the simulation and physical experiments are first recorded, and then the data results are summarized and carefully analyzed. The last part summarizes and prospects the full text and explains other popular research topics of intelligent vehicle path planning, which has some enlightenment for the future research direction.
2 RELATED WORK
For the path planning of intelligent vehicle, many scholars in China and abroad have conducted numerous studies and proposed many related algorithms, such as A* algorithm, artificial potential field method (Khatib, O et al., 1986), dynamic window method (Kobayashi, M et al., 2022), RRT algorithm (Cao et al., 2019), intelligent bionics algorithm, such as simulated annealing algorithm (Baik, H et al., 2019), ant colony algorithm (Liu et al., 2022b), particle swarm optimization algorithm (Das, P.K et al., 2016), genetic algorithm (Yun et al., 2022a), and algorithm improvement and hybrid. A* algorithm is mainly applied to the global search in the static environment. The algorithm is simple. Relevant research mainly improves the heuristic function, but the efficiency is too low and the amount of calculation is large, and the searched path is not necessarily optimal (Sun et al., 2022b). Later, some scholars propose D* algorithm and its improvement (Zhang et al., 2022). D* algorithm looks for the trajectory from the target point to the starting point. Its advantage is embodied in efficient re-planning when encountering obstacles (Huang et al., 2022), but it has many turns and the path is not smooth. The artificial potential field method was brought up by Khatib and first applied to path planning. The obstacles and targets are abstracted as virtual potential fields, the obstacles are regarded as repulsive poles, and the targets are regarded as gravitational poles. The intelligent vehicle travels from the starting point to the target point, where the target location creates an attractive force and the obstacles in the environment create a range repulsion (Tao et al., 2021). The artificial potential field method has simple computation and good real-time performance, and can be used for a dynamic path search, but it is easy to get caught in local minimum points; the target is unreachable, and the path will fluctuate (Chen et al., 2022a). The dynamic window method is a commonly used local path planning algorithm that combines robot kinematics and dynamics (Chen et al., 2022b). It transforms the local path planning questions into a speed-constrained optimization problem, but it is easy to get caught in local optimization when there are many obstacles. Path planning algorithms are based on random sampling, such as rapid expansion random number algorithm (RRT), probabilistic roadmap algorithm (PRM) (Ravankar, A.A et al., 2020), etc. RRT algorithm generates multiple “branches” from the start of the path to the end of the path through random sampling and finally forms a path from the start of the path to the end of the path; it is appropriate to solve the path planning of spatial multi-degree-of-freedom robots in complicated and dynamic environment, but it requires a uniform sampling of the whole space, which is inefficient, and it is challenging to ensure the optimality of real-time solution (Chen et al., 2022c). Many scholars have improved the RRT algorithm and propose the RRT* algorithm (Wu et al., 2022), bidirectional extended random number algorithm (BI-RRT, RRT-connect) (Sun et al., 2020a), etc.
Intelligent algorithms based on heuristic incorporate genetic algorithm, ant colony optimization algorithm, particle swarm optimization algorithm, etc. This article choses genetic algorithm and ant colony optimization algorithm to introduce, which were most studied in path planning and had strong global optimization ability.
Ant colony optimization (ACO) algorithm was a positive feedback mechanism algorithm, which was proposed by the Italian scholar Dorigo. In order to solve the deficiencies of ant colony optimization algorithm in path planning, various improved ant colony algorithms had been raised by researchers. Liu et al. (2022c) proposed an improved algorithm with an adaptive search step size and a pheromone evaporation strategy to solve the problems that ant colony optimization algorithm was easy to get caught up in local optimization and search efficiency is low. Ajeil, F.H et al. (2020) proposed an aging ant colony optimization algorithm for the optimization problem in the static environment and compared it with the genetic algorithm and particle swarm optimization algorithm. Wang et al. (2018) combined the artificial potential field method with ant colony optimization algorithm, improved the heuristic function of ant colony optimization algorithm by using the artificial potential field method, reasonably allocated pheromones when the algorithm was not running, and improved the evaporation rate to make the algorithm find the optimal path.
Genetic algorithm (GA) was first raised by J. Holland in the United States and applied it to path planning. It is a method to study the optimal solution by simulating the development of organisms in the direction of more adapting to the environment. Genetic algorithm uses genetic arithmetic for selection, crossover, and mutation, but there are questions such as early maturity and the tendency to get caught in local optimal solutions. Many scholars have also improved genetic algorithm. Hao et al. (2020) randomly divided a large population into several small populations with the same number of populations, and the migration mechanism between populations replaced the screening mechanism of selection operators. The operations of crossover operator and mutation operator were improved. It was not only suitable for the simulation map of various scales and the distribution of various obstacles but also had superior performance and effectively resolves the questions of the basic genetic algorithm. Lamini, C et al. (2018) proposed an improved crossover operator, which significantly improved the premature convergence of the algorithm, and proposed a new fitness function considering distance, security, and energy, which was helpful for the algorithm to find the optimal path. Nazarahari, M et al. (2019) proposed a hybrid method for the path planning of multiple intelligent vehicle in a continuous circumstances to solve the problems that genetic algorithm was affected by the grid size of the environment and the initial solution cannot find the optimal solution through multiple iterations.
3 BUILD MAP
Before the global path planning of intelligent vehicle, it is necessary to carry out environmental modeling (Sun et al., 2022c). The modeling methods used in the current research are raster method, vector method, and free space method (Tian et al., 2020). The grid method is relatively simple. Therefore, the grid method is used in this article. The grid method divides the surroundings of the vehicle into squares of equal size. The common grid types have square, triangle, and regular hexagon (Li et al., 2019a). In terms of precision, the grid method can be divided into equal precision grid and variable precision grid (Yang et al., 2021). In this article, the widely used equal precision square grid is used to record the environmental information in the unit of grid. The white grid on the map represents no obstacles, the black grid represents obstacles, and the intelligent vehicle cannot pass through. The smaller the grid division, the higher the accuracy, and the more accurate the obstacle information, which is conducive to the recognition and obstacle avoidance of the robot. However, the larger the storage space occupied by the algorithm during an operation, and the search time increases exponentially (Cheng et al., 2019b).
As shown in Figure 1A), from the lower-left corner to the upper-right corner, from left to right, from bottom to top, the numbers are S (starting point), 1, 2, 3, …,34, T (target point). Specify that the vehicle can be moved on each grid centroid, and the coordinates of each grid are represented by the grid centroid coordinates (Huang et al., 2021). The movable area is marked with white, which can be passed by the vehicle, and black is the forbidden area, which was occupied by obstacles (Jiang et al., 2021a). When the vehicle moves to a certain grid, it can move freely to the nearby eight neighborhoods (the obstacle direction cannot be moved). Grid coordinates can be expressed as
[image: image]
where N is the number of rows and columns of the grid map, i is the sequence number, mod () is the remainder function, and ceil () is the rounding function in the direction of positive infinity (Liu et al., 2022d).
[image: Figure 1]FIGURE 1 | (A) Grid map and (B) expansion treatment diagram of obstacles. 
In order to ensure that the intelligent vehicle can effectively avoid irregular obstacles, the obstacles are expanded as shown in Figure 1B. The expanded size of the obstacles is the sum of the radius of the intelligent vehicle and the safe reserved distance, so that the intelligent vehicle can be regarded as a particle (Ma et al., 2020), and the intersection of the road map and the corner of the grid will not collide.
4 ALGORITHM DESCRIPTION
4.1 Ant Colony Optimization Algorithm
As shown in Figure 2, on the way from the nest to the food, when encountering obstacles, the ants will actively look for a feasible path to bypass the obstacles. Due to the short path ABDEF, the ants on this path go back and forth more times and leave a high pheromone concentration. The subsequent ants looking for food are more likely to adopt path ABDEF.
[image: Figure 2]FIGURE 2 | Schematic diagram of ants looking for food.
Ant colony algorithm is a positive feedback simulation algorithm. There are two important influencing factors when ants search the path, which are the pheromone concentration heuristic function and the distance heuristic function. At time t, the movement of ant k from one grid to another is a probabilistic choice, which is expressed by the following equations:
[image: image]
where α、β is the weight of two heuristic functions. The next movable grid set is represented by allowedk. Pheromone concentration function τij(t) indicates; ηij (t) is the distance heuristic function, which is expressed as follows:
[image: image]
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When all ants complete a path search, the pheromone left by them will evaporate naturally. This is the use of the evaporation rate ρ (0< ρ < 1). It attenuates the pheromone left by ants and plays the role of a negative feedback. The pheromone renewal equation is expressed as
[image: image]
where
[image: image]
where Δτij(t) represents the pheromone increment of the ant on the path (i,j) in this cycle and Δτijk(t) represents the pheromone increase in this cycle when the kth ant passes through path (i,j).
Assuming that the ant searches a complete path and then updates the pheromone, the ant-cycle model is adopted:
[image: image]
where Q is the pheromone intensity, and its size has little effect on the search results. Lk is the total length of all paths of the kth ant in this cycle.
4.2 Genetic Algorithm
During the initial phase of genetic algorithm, the population is randomly searched, and then the fitness of the solution is evaluated according to the search results. The larger the fitness, the stronger the probability of being selected in the roulette, and the solution with low fitness is not easy to survive. The selected two solutions cross and mutate, and the new individual continues to iterate until the end (Liu et al., 2022c). There are some questions in single genetic algorithm path planning, such as the single initial population, too many turns, easy to get caught in local optimum solutions, premature, and redundant points (Huang et al., 2019).
1) Population initialization
Step 1: we set the parameters required by the algorithm and select a grid for each row.
Step 2: we judge whether the grid is continuous:
[image: image]
where (xi, yi), (xi + 1, yi + 1) are the coordinates corresponding to the two grids, respectively. When Δ = 1, it means that the two grids are continuous. Otherwise, the average way is used to insert the grid. The compute method is
[image: image]
Step 3: if there are obstacle grids near the Pi’ sequence number grid, we eliminate this path and repeat the abovementioned steps until a feasible path is generated.
2) Establishment of fitness function
The fitness function determines the individual’s adaptability. When the fitness is high, it is easy to survive; otherwise, it is easy to be eliminated. It can be used to judge the quality of an individual (Qi et al., 2020). The traditional genetic algorithm only thinks over the path length, and the fitness function expression is
[image: image]
where length is the path length.
3) Choice
Roulette is adopted for selection, in which the probability of individual being selected is positively correlated with its corresponding fitness function value. When the population size is n, the probability that individual i will be selected and passed on to the next generation is
[image: image]
4) Crossover
Figure 3 displays the crossover process. First select two paths with a large fitness value, that is, the path length is small, and then conduct a single point crossing, that is, find out all identical points on both paths, next randomly select one of them for the crossing operation, which can ensure the continuity of the path. Cross operation is to improve species diversity and accelerate the ability of species evolution (Qi et al., 2019).
5) Mutation
[image: Figure 3]FIGURE 3 | Crossover process.
Figure 4 shows the mutation process. The path sequence number in the 6 × 6 grid map forms a feasible path, which is used to represent an individual. X1 and X2 are the chromosome codes of individuals before and after variation, respectively. The positions with arrows are mutated, and the other positions are not mutated. The mutation operation mainly changes the original genes of inferior individuals to make them become superior individuals with a certain probability (Sun et al., 2020b).
[image: Figure 4]FIGURE 4 | Mutation process.
4.3 Traditional Genetic and Ant Colony Hybrid Algorithm
In the global path planning problem of intelligent vehicle, the traditional genetic algorithm has excellent global path search capability, but the lack of a feedback message in the system leads to a large number of redundant iterations, which leads to weak local search capability and low solution efficiency (Sun et al., 2020c). Ant colony algorithm leverages positive feedback mechanisms of pheromone and has a strong local search ability. However, the pheromone concentration is low during the initial phase of search and the accumulation time is long, resulting in slow solution speed, easy convergence into the local optimum solutions, and premature algorithm.
The combination of genetic algorithm and ant colony optimization algorithm can absorb the advantages of the two algorithms in solving the optimal solution problem, overcome their respective disadvantages, and complement each other (Chen et al., 2021a). The hybrid algorithm is better than the single genetic algorithm in the efficiency of finding the optimum solutions and ant colony optimization algorithm in time efficiency. It is a new heuristic algorithm with good solution efficiency and time efficiency (Chen et al., 2021b).
The flow chart of the traditional genetic and ant colony hybrid algorithm is as follows in Figures 5:
[image: Figure 5]FIGURE 5 | The flow chart of the traditional genetic and ant colony hybrid algorithm.
4.4 Improved Genetic and Ant Colony Hybrid Algorithm
Although the hybrid of genetic algorithm and ant colony algorithm can learn from each other, the traditional hybrid algorithm is prone to the problem of the sharp reduction of population diversity and difficult to produce more viable new individuals during the execution phase of genetic algorithm. It affects the hybrid algorithm to obtain the global optimum solutions. Therefore, this article first improves the ant colony optimization algorithm and tradition genetic algorithm and then fuses the improved algorithm to obtain the improved genetic and ant colony hybrid algorithm.
4.4.1 Improvement of Ant Colony Optimization Algorithm
This article first improves the ant colony optimization algorithm to facilitate the subsequent hybrid with genetic algorithm. During the initial phase of the ant colony optimization algorithm, the ant colony has not left pheromone on the path. At this time, the pheromone on the path is scarce, so the ant cannot choose the next grid based on the pheromone concentration. The search has no purpose and cannot quickly search for a feasible path. As a result, the convergence rate of the ant colony optimization algorithm is slow (Jiang et al., 2019a), so this article chooses to improve the heuristic function. In response to the questions that the ant colony optimization algorithm uses a fixed evaporation factor, which is easy to get caught up in stagnation and local optimization, so this article makes the evaporation factor adjust adaptively to improve the global optimization capability of the algorithm (Li et al., 2019a).
1) Heuristic function improvement
Referring to the artificial potential field method, the ending point generates an attractive potential field for the intelligent vehicle, the distance heuristic function is improved, and the sum of the distance from the current grid to the next grid and the distance from the next grid to the target grid is introduced into the heuristic function, so as to enhance the purpose of ant search; the capability to jump out of the local optimum solutions has also been improved to a certain extent (Jiang et al., 2019a).
The new distance heuristic function formula is as follows:
[image: image]
where i is the current grid, j is the next grid, and E is the target grid.
2) Adaptive adjustment of evaporation factor
The evaporation factor in ant colony optimization algorithm has an important impact on the expression of the algorithm, so the improved adaptive evaporation factor is adopted, and the equation is
[image: image]
Here, T represents the total number of iterations, t represents the current number of iterations, and ρmin is the minimum value of evaporation factor.
In order to strengthen the global search capability of ants, in the initial stage, the evaporation factor of the algorithm ρ is given a larger value; at this time, the guiding effect of pheromone concentration on ants is relatively weak, and the ant colony can seek more practicable paths (Li et al., 2019a). With the step-by-step iteration, the evaporation factor ρ gradually decreases, the negative feedback weakens, the pheromone on the path raises, and the guiding effect of concentration on ants grows stronger. After a certain number of iterations, ants will focus on a high concentration of paths, but it is necessary to set a minimum value for the evaporation factor; otherwise, the evaporation factor is too small, and it will be easy to get caught in the local optimum solutions (Li et al., 2019a).
3) Limitations
Although the improved ant colony optimization algorithm has a certain enhancement in the global search capability and is not easy to get caught in the local optimum solutions, after introducing the self-adaptive adjusted evaporation factor, the evaporation factor changes from large to small. In the later stage, due to the small evaporation factor, the pheromone concentration on some shorter paths will be too large, while the shortest paths may never be walked by ants, and the pheromone concentration on the path is too low; it will not be found at all, which leads to the suboptimal solution path found by the improved ant colony algorithm (Li et al., 2020b).
4.4.2 Improvement of Genetic Algorithm

1) Improvement of fitness function
In the path planning of the vehicle, length is the primary consideration, and the vehicle has a certain turning angle when traveling. In the case of relatively narrow and many obstacles, the less turning, the less time-consuming and less energy consumption of the intelligent vehicle. Therefore, this article considers the length factor, smoothness factor, and safety factor in the fitness function (Wang et al., 2021). The new fitness function is as follows:
[image: image]
where a, b, and c are weight coefficients.
fit1 is the length factor:
[image: image]
The length factor only considers the length, which is the reciprocal of the path length.
fit2 is the smoothness factor:
[image: image]
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where (xi+1, yi+1) represents the current time position of the vehicle, (xi, yi) represents the previous time position, (xi+2, yi+2) represents the next time position, and θ indicates the angle of the vehicle’s turn angle during travel. The smoothness factor represents the reciprocal of the turning angle of the path. The smaller the turning angle, the greater the reciprocal, the greater the smoothness factor and the larger the fitness function. So, when the vehicle turns, the turning angle should not be too large. Therefore, when the vehicle turns, appropriate punishment will be given to reduce its turning probability. The cosine function is used to judge the size of the turning angle. For 90 [image: image] < θ < 180 [image: image], 45 [image: image] < θ<=90 [image: image], 0< θ<=45 [image: image] punishment of 1,000, 100, and 5, respectively (Liao et al., 2021).
fit3 is safety factor:
[image: image]
where Si is the security penalty value of node i, and the safety distance of the point is measured by whether there are obstacles in the eight grid neighborhoods of the path node. If there are no obstacle grids in the eight neighborhoods of a path node, the point is a safe moving point. Otherwise, there is a potential safety hazard at this point, and the Si penalty value is increased by 1. The fewer obstacles, the safer, the smaller Si, the greater the reciprocal, the greater the safety factor and the larger the fitness function.
2) Adaptive crossover and mutation probability
The crossover probability is expressed in Pc. In path planning, the crossover operation refers to the exchange of the searched two parent paths at the intersection point (randomly determined). After the exchange, the shorter path is retained and the longer path is abandoned, which is analogous to the division and recombination of genes. By the crossover operation, the fitness of the descendant path may be taller than the parent path to achieve the purpose of optimization (Li et al., 2019c).
Mutation probability is expressed in Pm. In path planning, mutation operation refers to flipping the searched parent path with probability Pm, and combining with crossover operation may obtain a more adaptable child path. The mutation behavior of genetic algorithm can make it search for as many feasible paths as possible, which is conducive to escape from the local optimum solutions and search for the global optimum paths (Guo et al., 2019).
Because Pc and Pm in the traditional genetic algorithm are fixed values, for crossover operation, if Pc is large, the probability of the destruction of individuals with high fitness will also increase. If Pc is small, the search speed will be slower (Wang et al., 2022). For mutation operation, if Pm is large, the number of random mutation individual raises, which is not conducive to search. If Pm is small, it is possible that individuals do not mutate, and the search capability of the algorithm is reduced. Therefore, the values of Pc and Pm are changed adaptively in this article:
[image: image]
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where i is the current number of iterations, Mg is the maximum number of iterations, and Pm_max is the maximum value of the mutation factor. With the increase of the number of iterations, Pc decreases from large and Pm increases from small, but the mutation probability should not be too large. Therefore, set the maximum upper limit for it. The adaptive adjustment of Pc and Pm can well solve the questions that the single genetic algorithm is easy to get stuck in local optimum solutions and premature.
4.4.3 Hybrid of Algorithm

1) Adding a deletion operator
Before the deletion operator is added, the situation on the left of Figure 6 may occur, so more iterations are needed to make the path close to smoothing. Therefore, this article adds a deletion operator. If there is a situation on the left of Figure 6 in a path, after deleting pi, the previous path point pi-1 of pi is connected with the next path point pi+1, which is a feasible path segment, then delete pi and connect pi-1 and pi+1 to generate a new path, as shown on the right of Figure 7, which speeds up the convergence speed of the algorithm and reduces the running time of the algorithm (Yun et al., 2022b).
2) Algorithm hybrid
[image: Figure 6]FIGURE 6 | Comparison of paths before and after deletion.
[image: Figure 7]FIGURE 7 | Flow chart of the improved genetic and ant colony hybrid algorithm.
Although the improved ant colony optimization algorithm has good global optimization ability, with the raise of the number of iterations, the adaptive evaporation factor gradually decreases, and the pheromone gradually accumulates on some relatively short paths, resulting in subsequent ants no longer trying to find other possible better paths, and finally can only find the suboptimal solution (Zhao et al., 2022).
In the process of traditional hybrid algorithm, the genetic algorithm is prone to the problem of a sharp reduction of population diversity and difficult to produce more viable new individuals in the execution stage. It affects the hybrid algorithm to gain the global optimum solutions (Tan et al., 2020).
Therefore, this article considers adding the suboptimal solution generated by the improved ant colony optimization algorithm to the optimized and screened initial population in the single genetic algorithm to form a new population. This article adds deletion operator to optimize the initial path. The screening of the initial population adopts the “elite retention strategy,” which retains the top 50% of the individuals with a large fitness value. So, the individuals in the new population are the better solutions at the beginning; therefore, it can speed up the convergence speed of the algorithm. Then, this article continues adaptive crossover, retains elite individuals, and finally adaptive mutation until the end. By this process, we get the improved genetic and ant colony hybrid algorithm.
The flow chart of the improved genetic and ant colony hybrid algorithm is shown in Figure 7. The specific steps are as follows:
Step 1: the ant starts to find the path randomly and ameliorates the heuristic function.
Step 2: the ant moves to the next node according to probability until the target point and calculates the path length and updates the pheromone.
Step 3: we adaptively adjust the evaporation factor, update the global optimum, find multiple paths, and see whether the stop conditions are met. If so, several suboptimal solution paths are obtained. If not, we return to step 2.
Step 4: we initialize the population, add the deletion operator to optimize the initial path, calculate the population fitness function, and add smoothing factor and safety factor.
Step 5: we add several suboptimal solutions obtained by the improved ant colony algorithm, form a new species group together with the screened initial population, selection adopt the “elite retention strategy”, and select the top 50% individuals with a large fitness value.
Step 6: adaptive crossover the new species.
Step 7: elite retention strategy.
Step 8: adaptive mutation.
Step 9: we compare the path length of the optimal solution and judge whether the algorithm meets the stop condition. If so, output the obtained optimum solutions. If not, we return to step 5.
5 EXPERIMENT PART
5.1 Simulation Comparative Experiment in a Simple Environment
The improved genetic and ant colony hybrid algorithm proposed in this article is simulated and contrasted with the single genetic algorithm and the traditional genetic and ant colony hybrid algorithm proposed in this article of Bao et al. (2021), and the experiments are carried out in a 20 × 20 simple grid map and complex grid map using MATLAB software.
The simulation environment is as follows: the computer system environment is windows10, the processor is Intel Core i5-5257U, the running memory is 4GB, and the compilation environment is MATLAB2018b. The ant colony algorithm and genetic algorithm parameters are in Table 1.
TABLE 1 | Simulation experiment initial parameter table.
[image: Table 1]In the simple grid map of 20 × 20, the parameters of the four algorithms are the same, and 50 simulation experiments have been carried out. Now, select one group of results for comparison.
As can be seen from Figure 8, the four algorithms can all find the path from the starting point to the ending point in the simple grid map. In the single genetic algorithm and the A* algorithm, the intelligent vehicle has made 17 and 11 turns, respectively. The traditional genetic and ant colony hybrid algorithm has made eight turns, and the turning angles are relatively large. The energy consumption and time consumption are large. The improved genetic and ant colony hybrid algorithm proposed in this article only makes two turns and finds the global optimal path. The turning angles are relatively small, which has low energy consumption and saves time. But because of a few obstacles, the improved hybrid algorithm actually avoids the location of most obstacles, so it has a certain chance.
[image: Figure 8]FIGURE 8 | Comparison diagram of four kinds of algorithm motion trajectory in a simple grid.
From Figure 9, it can be seen that the single genetic algorithm, traditional hybrid algorithm, and improved algorithm converge to the shortest path after 26, 24, and 13 iterations, respectively. The average path length of the three algorithms are 32.38, 31.8, and 30.97, respectively. Due to the limitation of the algorithm itself, it is not possible to give a graph of the number of iterations and path length of the A* algorithm. The improved genetic and ant colony hybrid algorithm proposed in this article has fewer iterations, faster convergence speed, and shorter average path length.
[image: Figure 9]FIGURE 9 | Comparison diagram of path length-iteration times of three algorithms in a simple grid.
Trial-and-Error Experiments
In optimizing the ACO algorithm, if the evaporation factor is not set as a lower limit, the improved ant colony algorithm* (IACO*) is obtained. In optimizing the GA, if the mutation factor is not set as an upper limit, the improved genetic algorithm* (IGA*) is obtained and compared with the improved hybrid algorithm (IHA) proposed in this article for simulation experiments. The simulation experimental conditions and algorithm parameters are kept constant, and the experimental map is a simple map.
From Figure 10, it can be seen that if the evaporation factor is not set as a lower limit, when the improved ant colony algorithm finds the good path, it stops looking for a better path. If the variation factor is not set as an upper limit, with the increasing number of iterations, the improved genetic algorithm will deviate from the better path because the variation probability is too large later, resulting in the path found by the algorithm later not having stability.
[image: Figure 10]FIGURE 10 | Comparison diagram of the path lengths of three algorithms for trial-and-error optimization techniques.
5.2 Simulation Comparative Experiment in a Complex Environment
In order to further prove the ability of the improved genetic and ant colony hybrid algorithm proposed in this article to find the global optimal path, other conditions remain unchanged; in the complex grid map of 20 × 20, the parameters of the four algorithms are the same, and 50 simulation experiments have been carried out. Now, select one group of results for comparison.
It can be seen from Figure 11 that when the grid map becomes more complex and there are more obstacles, the single genetic algorithm is easy to get caught in local optimization and the planned path is messy. The A* algorithm tends to fall into dead solutions. The traditional genetic and ant colony hybrid algorithm can find the shorter path, but there are many turns about 14 times. The improved genetic and ant colony hybrid algorithm can find the optimal path with relatively smooth and lesser turns about 11 times. The improved hybrid algorithm can reduce the number of turns in the complex environment, but it does not have the same effect as in the simple map. The main reason is that there are too many obstacles in the complex map, resulting in fewer feasible paths, and the improved hybrid algorithm cannot avoid most obstacles.
[image: Figure 11]FIGURE 11 | Comparison diagram of four kinds of algorithm motion trajectory in a complex grid.
As can be seen from Figure 12, the average path length found by the single genetic algorithm in the 25th iteration is 34.14. The traditional genetic and ant colony hybrid algorithm can find the shorter path length of 32.38 when iterating to 21st. The improved genetic and ant colony hybrid algorithm can find the shortest path length of 32.14 when iterating to the 11th. The number of iterations is reduced, the convergence speed is quicker, and the optimal path length is shorter.
[image: Figure 12]FIGURE 12 | Comparison diagram of the number of iteration-path length of three algorithms in a complex grid.
5.3 Physical Experiment Process
5.3.1 Physical Composition
The intelligent vehicle entity is formed by control subsystem, power subsystem, and drive subsystem and completes specific tasks through the cooperation between subsystems. Its environmental information and operating status are obtained by multiple sensors (Weng et al., 2021). The bottom plate of the vehicle is made of a carbon plate, which is lighter and stronger. Other parts are made of aluminum, which are connected and fixed with screws and corner codes. The wheel is made of Mecanum wheel, which can realize an omni-directional movement such as front and rear, left and right, and turning. Each motor is controlled by a 32-bit microprocessor STM32 board. The STM32 board controls the M2006 motor, drives the vehicle to move through the C610 electronic speed controller, and uses the gyroscope to give the position coordinates of the vehicle. Given the coordinates, the fixed-point motion of the vehicle can be realized. Combined with the gyroscope, the running track can be corrected by controlling the number of revolutions of the motor. The relevant parameters of intelligent vehicle are in Table 2.
TABLE 2 | Relevant parameters of intelligent vehicle.
[image: Table 2]The three-dimensional model and physical structure of the vehicle are shown in Figure 13.
[image: Figure 13]FIGURE 13 | 3D model and physical structure of the intelligent vehicle.
5.3.2 Physical Experiment
Due to the limitation of terrain, a 6 × 6 physical experiment platform is built. Obstacles are placed at four positions, occupying five grids in total. The obstacles are replaced by cartons and placed in the center of the square grid. The black line is the boundary of the obstacles, as shown in Figure 14A. The starting point is in the lower-left corner, and the ending point is in the upper-right corner. From left to right and from bottom to top, the grid serial numbers are S, 1, 2,..., 34, T. The single genetic algorithm, the traditional genetic and ant colony hybrid algorithm, and the improved genetic and ant colony hybrid algorithm are input into the control board. Ten physical experiments are carried out for each algorithm. The motion trajectories of the three algorithms are shown in Figure 14B, in which the route planned by the single genetic algorithm is represented by a white line and the path planned by the traditional genetic and ant colony hybrid algorithm is represented by a green line; the path of the improved genetic and ant colony hybrid algorithm planning is represented by a yellow line. Figure 14C shows the experiment of a mobile robot.
[image: Figure 14]FIGURE 14 | Physical experiment process.
6 RESULT ANALYSIS
In this article, the algorithm experimental results are compared and analyzed by several experiments, and the experimental data are recorded in the below Table 3, 4 and 5.
TABLE 3 | Comparison of simulation results of the three algorithms in a simple grid map.
[image: Table 3]TABLE 4 | Comparison of simulation results of the three algorithms in a complex grid map.
[image: Table 4]TABLE 5 | Comparison of results of the three algorithms in the physical experiment.
[image: Table 5]Conclusion: from the simulation results in the simple grid map, it can be seen that the algorithms can all realize path planning, but the average path length found by the improved genetic and ant colony hybrid algorithm is shorter, the path is smoother. Compared with the single genetic algorithm and traditional genetic ant colony hybrid algorithm, the average number of iterations of the improved genetic ant colony hybrid algorithm is reduced by about 50% and 46%, respectively. The average number of turns decreased by about 88% and 75%, respectively. However, whether the improved hybrid algorithm is suitable for more complex environments needs further verification.
Conclusion: from the simulation experiment results in the complex environment, it can be seen that the single genetic algorithm is easy to get stuck in the local optimum solutions because of the defects of the algorithm itself in the face of complex environment. Compared with the single genetic algorithm, the traditional genetic and ant colony hybrid algorithm has some improvements. The path length is shorter, but the path is still not smooth enough. The improved genetic and ant colony hybrid algorithm proposed in this article not only finds the optimal path with shortest length but also has a smoother path. The vehicle consumes less energy and is safer in the process of moving. The average number of iterations for the improved genetic and ant colony hybrid algorithm reduce by about 56% and 47%, respectively, compared with those for the single genetic algorithm and traditional genetic ant colony hybrid algorithm. The average number of turns decreased by about 39% and 21%, respectively. In terms of reducing the number of turns, the effect of the improved hybrid algorithm in complex maps is not particularly ideal. Because in complex maps, the improved hybrid algorithm cannot avoid most obstacles, so it can only choose to intersperse through the gap of obstacles.
Conclusion: it can be seen from the results of the physical experiments that in the simple physical experiment platform built, the three algorithms can all find the path from the starting point to the ending point. The traditional genetic and ant colony hybrid algorithm can find the path faster than the single genetic algorithm and has less average turns. The improved genetic and ant colony hybrid algorithm can find the optimal path with the shortest path length. The time and the number of turns have a certain reduction, so it can be concluded that the improved genetic and ant colony hybrid algorithm still has certain advantages when applied to the physical experimental platform in a simple environment. The improved hybrid algorithm can work better in the simple physical environment.
7 CONCLUSION
This article researched the global path planning algorithm of intelligent vehicle, proposed an improved genetic and ant colony hybrid algorithm, and carried out simulation and physical experiments. The traditional hybrid algorithm was prone to a sharp reduction in population diversity and was difficult to produce more viable new individuals in the execution stage of genetic algorithm. This article added the suboptimal solution obtained by the improved ant colony optimization algorithm to the initial population. The initial population was optimized and screened by the improved genetic algorithm. The improved hybrid algorithm solved the problem that the path planned by the traditional hybrid algorithm was not smooth enough and there were many turns. From the results of simulation comparison experiment and physical experiment, it could be concluded that the improved hybrid algorithm had a shorter and smoother path. Compared with the traditional hybrid algorithm, the average number of iterations reduced by about 46% and the average number of turns decreased more in simple grid. The capability of improved hybrid algorithms to cope with complex environments needs further improvement.
This article is about global path planning with a known map and obstacles at rest (Hao et al., 2021a) and does not involve local path planning (Hao et al., 2021b) and dynamic obstacle path planning (Sun et al., 2021). In the later stage, the introduction of dynamic obstacles will be considered, and the relevant algorithms of local path planning will be used for research. It is still worth exploring other improvement methods (Luo et al., 2020) and other hybrid methods (Yu et al., 2020) for the algorithms in the future.
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To solve the problems of computational complexity and inaccuracy in classical vanishing point detection algorithms, such as the cascaded Hough transform, a vanishing point detection method based on constrained classification is proposed. First, the short line data are filtered to avoid interference in straight line detection, and then, the line segment is screened and classified by hierarchical clustering according to the image characteristics of the line segment and the variation pattern of angle similarity. Subsequently, Three types of straight line segments with the most significant angle differences are acquired. To prevent the optimization algorithm from getting stuck in the “wrong” local optimum neighborhood or failing to locate the global optimum, a set of constraints are set to further restrict the search. Afterward, the classified line segments are projected into a finite rhombic space, which are then quantified. The point with the maximum vote is eventually identified as the vanishing point. Experimental results show that the proposed method not only greatly reduces the computational complexity of vanishing points but also largely improves the accuracy of vanishing point detection.
Keywords: vanishing point, line detection, CHT, checkpoints on urban roads, line segment classification
INTRODUCTION
Vanishing point is an important feature found in most images in real life and has a wide range of applications, such as camera positioning and calibration (Lee and Park, 2020; Tang et al., 2019), as well as scene reconstruction (Li F. et al., 2019). With the continuous construction of smart cities, a huge number of surveillance cameras have been distributed at checkpoints on urban roads mainly for taking snapshots of cars driving through a red light, as speed traps, for traffic security management, etc. Effective calibration of checkpoint cameras is the key to better implementing these functions or utilizing the cameras for more complicated scenarios, such as line marking violation detections and vehicle tracking. Cameras may be calibrated manually, semiautomatically, or automatically, and specifically for the automatic camera calibration, automatic detection of vanishing points is the main premise for realizing its functions.
At present, there are many excellent methods for detecting vanishing points, such as random sample consensus (RANSAC) (Bazin and Pollefeys, 2012; Li, 2009; Mirzaei and Roumeliotis, 2011), in which vanishing points are calculated via continuous iteration. However, most of these methods cannot ensure the optimization of their solutions, which leads to poor robustness. There is another method based on a texture algorithm (Bui et al., 2014; Wu et al., 2016). In this method, the vanishing points in unstructured and structured roads can be accurately detected by searching the main direction of the texture in the image, and then, the voting result can be used to locate the vanishing points. Nevertheless, this method entails a high computing cost and poor timeliness. Currently, the Hough transform, which employs an edge-based algorithm, is a method that shows a relatively excellent performance (Liu and Zhou, 2015; She et al., 2015). It extracts straight lines in an image using an edge detector for the Hough transform and uses voting to locate vanishing points. This method has a high computation speed, but it depends on the strong edge in the image. Therefore, it is more suitable when applied to structured road images. This method has been continually improved and perfected. A cascaded Hough transform (CHT) based on parallel coordinates (Dubska et al., 2011; Markéta and Herout, 2013) was used to map a real projective plane to a finite rhombic space, extending the application scope of vanishing point detection. However, the major problem is that the line data for the Hough transform are messy, resulting in a complicated and inaccurate calculation. There are some other methods of object detection algorithm by deep learning (Jiang et al., 2021a; Jiang et al., 2021b) that can restore the vanishing point (Bai et al., 2022; Hao et al., 2022); however, they are certainly complex (Joo et al., 2019), which are supported by computing resources (Li G. et al., 2019).
To solve this problem, a method for detecting vanishing points based on constrained classification was proposed for the intelligent application on an image captured from a checkpoint on an urban road. The core idea revolves around reducing the number of initial straight line segments fed to the Hough transform through screening and classification, thereby lowering the computational complexity of vanishing points, reducing the interference data, and ultimately improving the accuracy of vanishing point calculation.
VANISHING POINT DETECTION METHOD AT CHECKPOINTS ON URBAN ROADS
This paper mainly discusses the detection of vanishing points in surveillance camera images captured at checkpoints on urban roads, which were assumed to be basically straight. The vanishing point detection method is mainly divided into three modules. Module 1 is used for straight line segment detection based on the LSD algorithm and filters the line segments. Module 2 is used for the screening and classification of straight line segments and classifies line segments into three categories according to the significant features of images at the checkpoints and the variation pattern of angles made by straight line segments. Module 3 is used for the CHT based on parallel coordinates and maps the line segments obtained from Module 2 to a rhombic space, respectively, to facilitate the use of correlation calculation to obtain the coordinates of the vanishing point in the image. Figure 1 shows the method process.
[image: Figure 1]FIGURE 1 | Flowchart of the proposed vanishing point detection method. (A) Image processing I: line detection, filter. (B) Image processing II: classification, space mapping, coordinates.
Line Detection and Filtering Method
LSD is a line segment detection and segmentation algorithm (Flexa et al., 2019). A large number of short lines would be generated during the detection because of the self-growth feature of the local detection algorithm and the complexity of the environment at the checkpoint, which increases the complexity of the subsequent vanishing point solution. Moreover, the direction angle of the short lines is extremely sensitive to the straight line endpoint coordinate. A large number of short lines will constitute a strong noise in the subsequent processing, indirectly causing the straight line detection method to greatly limit the subsequent vanishing point calculation. In this paper, short line segments among the straight line segments from the LSD algorithm were filtered to improve the speed and accuracy of vanishing point detection. The method will be described in greater depth below.
When the LSD algorithm detects a line, the length L of each line segment is calculated from the coordinates of two endpoints. The vector direction was set to be the direction at the endpoint of a straight line segment with a large x-axis value. The angle (0°–180°) between the vector [image: image] and the y-axis direction vector [image: image] in the image coordinate system is calculated using the following formula. The angle data of the straight line is denoted as α. The length L of the straight line segment has a one-to-one correspondence with angle α.
[image: image]
Note that the line segment coordinates required for calculating the straight line angle are pixel coordinates. Therefore, for digital images, the segment length is a discrete value in the interval of positive real numbers. Besides, for images with a given pixel resolution, the segment length is a finite number of discrete positive real numbers. The segment length takes a finite number of discrete values, which means that the angle between the lines is also finite, rather than any value from 0° to 180°. Figure 2 shows the angle between the straight line and the coordinates when the segment length l = 2, 4, 8, and 16, such as Figures 2A–D (the image coordinates are rounded after calculation).
[image: Figure 2]FIGURE 2 | Relationship between segment length l and angle resolution.
In Figure 2, red and blue points represent pixels, whereas the red lines are possible lines with a given length, for example, in Figure 2A, when the line length is 2 and the possible values of the angle between the line and the coordinates are 0, 30, 60, 90, 120, 150, and 180, there are seven lines with a length of 2. In such a case, the minimum angle resolution is 30°. That is, when the line coordinate moves a pixel, the angle between the lines changes by 30°. Similarly, in Figure 2D when the segment length l = 16, there are only 57 values of the angle between the line segment and the coordinates. In such a case, the minimum angle resolution is 3.21°. Table 1 shows the conditions for segment length l between 1 and 30, where m represents the number of line segments and Δ represents the angle resolution, i.e., the average degree of change in angle corresponding to a pixel change in line coordinates.
TABLE 1 | Relation between segment length and angle resolution.
[image: Table 1]As shown in Table 1, when the segment length is 20, the angle resolution is 3.21°. For an image with a resolution of 720 × 480, a pixel change will cause an angle change of 3.21°, which is too demanding for the accuracy of line detection. For existing straight line detection methods, the detected line segments whose lengths are below 20 cannot be used as a basis for certain judgments. This implies that the angle between short lines has great randomness. In this paper, to verify this conclusion, the results of LSD line detection were statistically analyzed as follows.
First, the concept of clutter on the straight line was introduced to describe the degree of cluttering in the angular distribution of lines. Clutter reflects the degree of angular changes occurring to the line, shown in the formula below. In the formula, N is the number of lines within the length interval, αi (i = 1,2, …,N) is the angle of lines with the corresponding length, and μ is the mathematical expectation of the angle of lines.
[image: image]
Several images captured at various checkpoints on urban roads were randomly selected. All lines detected in each image were sorted into the length li (i = 1,2, …,N) to obtain the corresponding sequence of angles αi and form an angle set SN = {αi|i = 1,2, …,N}. Angle αj (1 < j < N) was closest to 20°. The clutters of the following angle intervals SM = {αx|x = 1, …,M, M = j, …,N} were calculated successively. The variation curve for the clutters, as shown in Figure 3A, was also drawn. Meanwhile, the clutter within the sliding interval Sy = {αy|y = n, …,j + n-1,n = 1, …,N − j + 1} was calculated successively. The clutter curve drawn is as shown in Figure 3B. According to Figure 3A, as the angle interval SM→SN, the clutter decreased as a whole, indicating that the angle distribution pattern becomes more and more obvious with the increase in line length. The same conclusion can also be drawn from Figure 3B, wherein the clutter gradually decreases as the angle interval (fixed length) slides toward long lines.
[image: Figure 3]FIGURE 3 | Variation pattern of clutter on the straight line. (A) Variation pattern of clutter on a straight line with interval length. (B) Variation in clutter on a straight line with interval sliding distance.
In this paper, a total of 3,000 surveillance camera images with and without vehicles at 15 checkpoints in a certain region were selected for straight line detection and short line filtering. The resolution of all the images was 720 × 480. The line filtering threshold was set to 20. The following table lists the number of lines in the LSD detection as well as after the filtering and line reduction at some of these checkpoints.
According to Table 2, the number of lines filtered out at the same checkpoint was very close no matter whether there are vehicles in the image. This also indicates that individual vehicles do not affect the overall dispersion distribution of the image. Since more lines were detected when there were vehicles, the reduction in such a case was slightly lower than that when there was no vehicle. Figure 4 shows the results of line detection performed via LSD and the filtering out of short lines in images at some checkpoints. The green ellipses in Figures 4B,D marked some of the short lines filtered out. In combination with the data in the table, it was possible to use the variation pattern of the clutter on the straight line to remove up to 20%–30% of short lines from all the straight lines detected using LSD, hence realizing effective filtering of short lines with irregular angular change and cluttering.
TABLE 2 | Comparison of line detection results.
[image: Table 2][image: Figure 4]FIGURE 4 | Results of line detection and filtering. (A) LSD detection results for checkpoint 1 (B) results after filtering for checkpoint 1 (changed). (A) LSD detection results for checkpoint 2 (B) results after filtering for checkpoint 2.
Analysis of Line Angle (Direction)
The images at checkpoints on urban roads have some significant features because of the application scenario. These features will be analyzed using the following data. The length of the straight line was corresponded to its angle in this section and presented on a circular metric denoting 0°–180° going full circle. Figure 5 shows the specific distribution of lines in several checkpoint images. The parts with a concentrated distribution of long lines are circled. It can be seen that the long line segments generally converge toward a certain angle range.
[image: Figure 5]FIGURE 5 | Line angle and length distribution diagram.
The angle range was respectively divided into 18 and 9 angle intervals on average with the angle interval length of 10° and 20°. The lines within each interval under the above two kinds of classification were counted, and the proportions of the number of lines within the first two intervals having the most lines out of the total number of lines were calculated. Similarly, the proportions of the number of lines within the first three intervals and the first four intervals out of the total number of lines in a total of 30 images were calculated. The mean was also calculated, and Table 3 shows all the results.
TABLE 3 | Proportion of the number of lines in different intervals.
[image: Table 3]According to the data in the table, very few angle intervals account for the majority of lines. It can be held that the lines in this kind of image are mainly lines making up certain angles. The following conclusion can be drawn from the significant geometric features at the checkpoints and Figure 5. The lines in the images at the checkpoints can be mainly classified into three categories: the first category involves lines that are parallel to the road surface, such as lane lines, road boundaries, and the longitudinal edges of the vehicle; the second category is lines that are horizontally perpendicular to the first category, such as passage lines and transversal edges of the vehicle; and the third category is lines that are vertically perpendicular to the road surface, the most obvious examples are roadside lights, traffic lights, and guardrails. In consideration of how the snapshots were normally taken, no matter where the camera is specifically located, and regardless of the elevation and deflection angle of the camera, the general angles made by each of the three line categories are significantly different from one another, whereas the variation within the same category is very small. Three kinds of lines with the most number of lines and the most significant difference in the angle can be obtained by selecting and classifying the lines according to the geometric variation pattern of the angles made by the lines, among many other methods.
Screening and Classification of Lines
To accurately obtain the sets for the three kinds of lines, the improved AGNES (Guha et al., 2000) algorithm, a hierarchical clustering algorithm employing a bottom-up aggregation strategy, was adopted. The preset number of clusters was finally reached by constantly looking for the nearest two clusters to merge. Here, the Euclidean distance was used to calculate the distance between A and B from a single data point (the initial cluster), and the mean distance (uniform connection algorithm) was used to calculate the distance between the combined data points (clusters) Ci and Cj. The formulas are as follows:
[image: image]
[image: image]
The data clustered in this paper were the angle data of the straight lines. When these data were sorted by the angle, without considering the serial numbers of the lines, the data were one-dimensional. Moreover, to ensure that the selected line sets have the maximum angular similarity, the screening of target lines should be performed in line with a continuous interval (successive sequence of serial numbers) to ensure that the selected line sets have the maximum angular similarity. Therefore, the steps for calculating the data distance were simplified during hierarchical clustering. Only the distances between the cluster and the two before and after this cluster were calculated when calculating the distance matrix N. In this way, the clusters must extend to the left and right sides adjacent to them when they are merged, thereby ensuring that the clusters are arranged in a continuous serial number interval and that the amount of calculation can be reduced to a certain extent.
Algorithm 1. Angular Similarity Clustering Algorithm.Input: [image: image]Output: N (j,i).1 [image: image]2 [image: image]3 [image: image]4 [image: image]5 [image: image]6 [image: image]7 [image: image]8 [image: image]9 [image: image]In the most ideal case, after performing hierarchical clustering on the angle data, three clusters with the largest sample size, which represent the three kinds of target lines, are to be obtained. However, in reality, some redundant lines will be inevitably generated because of the different image structures and line detection algorithms. Since such lines form angles that are quite different from the three kinds of target lines, a series of noises and outliers will be generated. In such a case, selecting the appropriate number of target clusters becomes the key. When too many clusters are selected, there is a high probability that a small part of target lines or error lines will be selected. However, when the number of clusters selected is too few, the results obtained tend to be inaccurate because of the proportionally large amount of noise. Given the shooting angle of images and videos, the lens must be perpendicular to the ground in the vertical direction in most cases. It can be assumed that the third line category mainly gathers within the 0°–10° and 170°–180° angle intervals, so the head cluster and tail cluster were selected as candidates from the clustering results. In combination with the other two line categories, the number of target clusters should be greater than or equal to 4. The selection condition for the number of clusters [image: image] is given here according to the number of lines. In this formula, K is the number of target clusters and M is the number of lines in the image (after filtering).Figure 6A shows the angle data sorted according to the angle sequence. The results of hierarchical clustering of the angle data are shown in Figure 6B, in which the curved areas in different colors represent different clusters. Clusters with the top five sample sizes, except for the head cluster and the tail cluster, were then selected from the images at several checkpoints, after which the mean of the angles and the proportion relative to the total number were calculated. The results are listed in Table 4 below. As shown in this table, the mean angle of the head and tail clusters is always within the angle interval of the assumed third category of lines. Therefore, these clusters can be directly merged as the third category of lines. Since there always are more lines in the direction of the road, Cluster 1, which has the largest sample size, can be deemed as the first category of lines. Among the seven kinds of cluster lines counted, the mean angle in some clusters was not calculated because of the overly small number of lines within the cluster. At present, the number of lines counted has reached a very high proportion. Therefore, except for the head and tail clusters, selecting the lines in the first five clusters can fully realize the screening of the first and second categories of lines.Under ideal conditions, the images are mainly composed of three categories of lines. The situation at Checkpoint 3 occurs after hierarchical clustering. The four clusters made of the three categories of lines have accounted for 96.07% of the total number of lines. However, the angular relationship between the first and second line categories can be used in other cases. The first line category is always perpendicular to the second in reality. However, because of the intrinsic factors of the camera and other factors related to projection imaging, the angle difference between the two line categories in the image will change to some extent. Nevertheless, compared with other nontarget cluster lines, the angle difference is closest to 90°. For instance, Cluster 4 could be selected as the second line category using the angular relationship in Checkpoint 1. The resulting four clusters selected by considering Cluster 1 as well as the head and tail clusters are shown in Figure 7A. The three categories of lines belonging to the four kinds of clusters are shown in the original image. Figure 7B shows the results. Different colors in the figure represent different categories of lines. Similarly, the screening process for the lines in the images at Checkpoint 2 is also shown in Figure 8.
[image: Figure 6]FIGURE 6 | Sorting and clustering of angles. (A) Angle sorting results. (B) Clustering results.
TABLE 4 | Mean angle and proportion of the number of lines in different clusters.
[image: Table 4][image: Figure 7]FIGURE 7 | Screening and classification results of cluster lines. (A) Cluster line screening results. (B) Line classification results.
[image: Figure 8]FIGURE 8 | Line screening process.
Solving the Vanishing Points
The detection and classification of three categories of lines have been completed in the preliminary work. The “line → line” transform (Dubska et al., 2011) in the CHT based on parallel coordinates is used herein to map the lines in the Cartesian coordinate system in an infinite space in the form of broken lines into a finite rhombic space. One of the transformation formulas is as follows. [image: image] represents the CHT of the lines in the first quadrant. (a, b, c) was used to represent line l:ax + by + c = 0. d and D represent the distance between two parallel axes in the parallel coordinates in two transformations, respectively.
[image: image]
To facilitate the subsequent calculation, the image coordinate system was standardized by converting the image coordinate system (u-v) with the origin in the top left corner to a standardized rectangular coordinate system (Cartesian) with the origin in the middle of the image and the interval range of [−1, 1]. The standardization formula for the coordinate system is as follows. h and w represent the height and width of the image, respectively.
[image: image]
The expression of all lines was solved based on this coordinate system. CHT was conducted on the lines obtained, and the lines were mapped to the rhombic space to obtain the corresponding broken lines. Figure 9A shows the mapping of the three categories of lines in the image to the rhombic space. The three categories of lines are shown in red, green, and blue, respectively. The corresponding lines generate obvious convergence (the circle in the figure) after the mapping into the rhombic space. The coordinates of vanishing points can be obtained by finding the maximum weight after rasterizing the whole rhombic space. Since the minor difference in the angle between lines affects the intersection projected onto the rhombic space, the whole rhombic space is searched by small areas when voting for the maximum weight. Generally, the small areas are in the size of 3 [image: image] 3. For the target small areas finally obtained, the central point is recorded as the vanishing point.
[image: Figure 9]FIGURE 9 | Mapping and coordinate results of rhombic space. (A) Rhombic space mapping results. (B) Coordinates, location, and direction of vanishing points.
After obtaining the coordinates of vanishing points in the rhombic space, the vanishing point coordinate in the standardized rectangular coordinate system can be obtained using the following formula. The subscript o represents the original Cartesian coordinate system, and the subscript d means the coordinate system in the rhombic space. Finally, the coordinates of vanishing points were destandardized to restore to the original image coordinate system. That is, Formula 6 was used reversely. The final results of vanishing point detection are shown in Figure 9B. VP1, VP2, and VP3 represent three kinds of vanishing points, respectively. The short lines in different colors represent different locations and directions of different vanishing points.
[image: image]
EXPERIMENTAL RESULTS AND ANALYSIS
Comparative Analysis of Vanishing Point Detection Methods
The experimental platform for the method herein is MATLAB 2018a, and the resources for the computing power were allocated using a PCI5-9400 CPU@2.90 GHz Processor in a 64-bit operating system. To evaluate the performance of the method herein for single vanishing point detection, the experiment was conducted on DARPA (Moghadam et al., 2012), which is a data set composed of 501 natural images with a size of 320 × 240. In each image, there are manually labeled vanishing point coordinates as vanishing point truth values. The error of vanishing point detection is measured by calculating the normalized x-axis distance, normalized y-axis distance, and normalized Euclidean distance between the vanishing points detected and the vanishing point truth values (Yu and Zhu, 2019).
The normalized x-axis distance is defined as follows:
[image: image]
The normalized y-axis distance is defined as follows:
[image: image]
The normalized Euclidean distance is defined as follows:
[image: image]
where (x, y) and (x0, y0) are the coordinates of the vanishing points detected and the vanishing point truth values, respectively, and w and h are the width and length of images, respectively. It can be seen from the formulas that the smaller the value obtained, the higher the accuracy of the vanishing points detected. The method was tested based on CHT (Markéta and Herout, 2013), the texture-based method (Bui et al., 2014), the edge-based method (She et al., 2015), and the method proposed herein on the data set. The comparison of the vanishing point detection error among the four methods is shown in Figure 10. It can be seen that the protrusion of the error curve of the edge-based method is prominent, whereas the curve of the method herein has smaller fluctuations than other algorithms. Therefore, the method herein is more accurate in detecting a single vanishing point.
[image: Figure 10]FIGURE 10 | Comparison of error curves of different vanishing point detection methods.
For further comparison, the mean of the three normalized distances of different methods and the speed of vanishing point detection are calculated, as shown in Tables 5, 6. According to the tables, the average error of the method herein is the smallest on the normalized Euclidean distance, so it performs better on single vanishing point detection. The method herein also runs for a shorter time than other methods and can meet the requirements for timeliness. The results of vanishing point detection in some images in the data set, including the screening of lines, are shown in Figure 11.
TABLE 5 | Comparison of average error.
[image: Table 5]TABLE 6 | Comparison of running speed.
[image: Table 6][image: Figure 11]FIGURE 11 | Results of line screening and vanishing point detection. (A) Results of line screening and single vanishing point detection. (B) Results of line screening and multiple vanishing point detection.
Analysis of Multiple Vanishing Point Detection Performance
Although the performance of the method herein for single vanishing point detection is explained in the previous section, the main purpose of this paper is to detect the vanishing points in three directions at checkpoints. Therefore, the detection of vanishing points in three directions was further experimented on the York Urban Database. The database is composed of 102 urban environment images with a size of 640 [image: image] 480, mainly scenes from the campus of York University and downtown Toronto, Canada. Moreover, the database satisfies the Manhattan hypothesis. There are three orthogonal vanishing point truth values in each image. Therefore, the database can be used to evaluate the vanishing point detection performance in three directions.
Split testing was performed on the method based on CHT (Markéta and Herout, 2013) and the method herein (using and not using line filtering) on this database to calculate the normalized Euclidean distances of the three vanishing points, respectively. The number of images with the NormDist value falling into different intervals [range (0,0.1) and step size 0.01] was counted. All images with NormDist >0.1 were included in NormDist = 0.1, obtaining the error distribution of vanishing point detection as shown in Figure 12.
[image: Figure 12]FIGURE 12 | Error distribution diagram for three kinds of vanishing points.
It can be seen from the error distribution diagram for three kinds of vanishing points that the method herein, in which line filtering was used, was slightly leading in the accuracy of the detection of the three kinds of vanishing points, whereas the performance of the method without using line filtering was close to the method (Markéta and Herout, 2013). The mean of the normalized Euclidean distance was also calculated. The results are shown in the following Table 7. The accuracy of this method was low when line filtering was not used. When line filtering was performed, the accuracy was significantly improved, especially in detecting the second and third kinds of vanishing points. This also indicates that the accuracy of vanishing point detection can be improved by filtering short lines. The results of vanishing point detection in some images in the database, including the screening of lines, are also shown in Figure 11B.
TABLE 7 | Comparison of average error.
[image: Table 7]CONCLUSION
This paper mainly realized the detection of vanishing points on roads under surveillance cameras at checkpoints on urban roads. LSD algorithm was used to detect the line segments in the image and filter out short lines using the relation between the line length and the pixel. In addition, line segments were screened and classified by hierarchical clustering and in combination with the image features and the similarity change rule of the angle of line segments on this basis to select the main line segments and eliminate some interferential line segment data. The classified three categories of lines were mapped into a rhombic space, respectively, for the relevant calculation to obtain three vanishing points. The three vanishing point directions can be used to construct the three-dimensional coordinate system in the image, which facilitates the subsequent processing of the image and other computer vision tasks. The method in this paper can reduce the amount of line segment data to be processed to some extent, improve the running speed and eliminate the interference of a large amount of irrelevant data, and greatly improve the accuracy. Therefore, it is of certain theoretical significance and practical value.
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Introduction: The pathological rare category of thyroid is a type of lesion with a low incidence rate and is easily misdiagnosed in clinical practice, which directly affects a patient’s treatment decision. However, it has not been adequately investigated to recognize the rare, benign, and malignant categories of thyroid using the deep learning method and recommend the rare to pathologists.
Methods: We present an empirical decision tree based on the binary classification results of the patch-based UNet model to predict rare categories and recommend annotated lesion areas to be rereviewed by pathologists.
Results: Applying this framework to 1,374 whole-slide images (WSIs) of frozen sections from thyroid lesions, we obtained an area under a curve of 0.946 and 0.986 for the test datasets with and without WSIs, respectively, of rare types. However, the recognition error rate for the rare categories was significantly higher than that for the benign and malignant categories (p < 0.00001). For rare WSIs, the addition of the empirical decision tree obtained a recall rate and precision of 0.882 and 0.498, respectively; the rare types (only 33.4% of all WSIs) were further recommended to be rereviewed by pathologists. Additionally, we demonstrated that the performance of our framework was comparable to that of pathologists in clinical practice for the predicted benign and malignant sections.
Conclusion: Our study provides a baseline for the recommendation of the uncertain predicted rare category to pathologists, offering potential feasibility for the improvement of pathologists’ work efficiency.
Keywords: thyroid cancer, pathology, WSI, rare category, deep learning model
INTRODUCTION
Thyroid cancer is one of the most common cancers worldwide, which ranks seventh among females in the United States (Siegel et al., 2021) and fifth in China (Zhang et al., 2021). The 2021 cancer statistics report released by the American Cancer Society (ACS) shows that the incidence of thyroid cancer is about 14.1/100,000 people, accounting for 93.8% of all endocrine system malignancies (Siegel et al., 2021). In 2022, according to the latest statistics on the national tumor situation in 2016, the National Cancer Center concluded that the incidence of thyroid cancer in China was 202,600, and the incidence rate was 14.65/100,000 people (Zheng et al., 2022). Its occurrence has been increasing in recent years (Seib and Sosa, 2019; Zheng et al., 2022). Several guidelines or consensus have been established for treating thyroid cancer (Haugen et al., 2016; Filetti et al., 2019; Tuttle et al., 2019; Ozgur et al., 2021), which depends on the accurate pathological diagnosis of the disease. For example, the intraoperative frozen section (FS) diagnosis is crucial in determining the surgical strategy for thyroid cancer treatment. The 2015 American Thyroid Association management guideline recommendation also affirmed the significance of intraoperative FSs in diagnosing classical papillary thyroid cancer (PTC) (Haugen et al., 2016). However, rare tumor types and unevenly processed specimens that can produce artifices can present a challenge to the onsite pathologists, and they may have to defer the intraoperative diagnosis to the paraffin section. The most common type of thyroid is PTC (∼83.6–98.2%), which is easy to diagnose in most cases. The rare subtypes are difficult to diagnose using hematoxylin and eosin staining, and they include the following: follicular thyroid carcinoma (∼0.9–10.8%), medullary thyroid cancer (approximately 0.6–2.2%), and undifferentiated carcinoma (approximately 0.1%) (Lim et al., 2017; Zhao et al., 2019; He and Wei, 2021). Similar phenomena exist in lung cancer (de Sousa and Carvalho, 2018; Shirsat et al., 2021) and breast cancer (Jenkins et al., 2021), among others. The pathological image data from the rare categories are difficult to obtain because of their low incidence rate, which results in low diagnostic consistency among pathologists and improperly building a convolutional neural network (CNN) model directly. Thus, recognizing the rare (or intermediate) categories (Adamson and Welch, 2019) is a special and inevitable question in the field of computational pathology domain.
Based on the wide application of deep learning in industries, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), several excellent studies have been conducted to develop computer-aided diagnostic systems for histopathology (Zhang et al., 2019; Skrede et al., 2020). The developed digital pathology technology provides a basis for using deep learning algorithms in histopathological diagnoses. The Cancer Metastases in Lymph Nodes Challenge 2016 (CAMELYON16) (https://camelyon16.grand-challenge.org) and the public whole-slide image (WSI) dataset from The Cancer Genome Atlas (TCGA) (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga) significantly promote the implementation of patch-based CNNs for WSIs in cancer histopathology; this is to verify the feasibility of CNN methods for the diagnosis of lymph nodes’ metastases in breast cancer. The area under the curve (AUC) of the InceptionV3 (Szegedy et al., 2016) model using the CAMELYON16 dataset is 98.6%, and the free-response receiver operating characteristic (FROC) curve is 87.3% (Szegedy et al., 2016; Liu et al., 2017). The Resnet model and a conditional random field (Li and Ping, 2018) were used to exploit the context information of patch images in WSIs, and the corresponding FROC curve using CAMELYON16 is 79.34%. Moreover, CNNs have been trained and evaluated in other cancer categories. For example, the InceptionV3 model was validated using TCGA non-small cell lung cancer histopathology images (Coudray et al., 2018), and the study reported that the performance of the developed framework did not show a statistically significant difference compared with three pathologists (two and one thoracic and anatomic pathologist, respectively). Additionally, to address the interpretability of the deep learning model for cancer diagnosis, a novel pathology WSI diagnostic method was developed in urothelial carcinoma of bladder cancer and compared with 17 pathologists to verify the diagnostic accuracy of the framework (Zhang et al., 2019). Furthermore, several general classifications and segment models, such as MobileNet (Howard et al., 2017) and UNet (Ronneberger et al., 2015), were developed for prostate cancer, basal cell carcinoma, and colorectal cancer (Campanella et al., 2019; Skrede et al., 2020). These studies jointly demonstrate the significant potential of CNNs in computer-aided diagnostic systems for histopathology.
Most of the previous results from deep learning-based studies focused on WSIs from common benign and malignant subtypes without considering the rare ones. The model based on data from only the common subtypes cannot function efficiently to predict the rare ones. In clinical settings, the diagnostic results of pathological images are used to guide the selection of operation, which requires high accuracy for both the common and the rare subtypes. However, we do not know if the next section to be evaluated is from a common or rare subtype. Thus, the model prediction results are impractical. In this study, we collected 1,374 thyroid FSs at the National Cancer Center/Cancer Institute and Hospital, and the Chinese Academy of Medical Sciences (NCC/CICAMS) from September 2018 to December 2020. We developed a novel framework to effectively automate whole-slide diagnosis and classification into three categories based on the dataset: common benign, common malignant, and rare categories. Our AUC for binary classification using the patch-UNet model was approximately 0.986 for WSIs obtained from common benign and malignant tumors, whereas the AUC was only 0.946 when the rare category was included. The use of an empirical decision tree and the patch-UNet model obtained a 0.882 recall rate (127/144 WSIs) for the rare types and resulted in 33.4% of WSIs (255 WSIs) from the entire test dataset being rereviewed by pathologists.
MATERIALS AND METHODS
Dataset
The NCC Ethics Committee/Institution Review Board (2021031709490902) approved our research. In this study, patient consent was not required as participants were not at risk. We collected 1,374 thyroid FSs in the Pathology Department of NCC/CICAMS from September 2018 to December 2020, which includes the following: 536 PTC, 72 thyroid adenomatous lesions (TAL), 45 thyroid fibrous calcified nodules (TFCN), 691 nodular goiters (NG), 5 other thyroid carcinomas (Other TC: which includes medullary thyroid carcinoma, undifferentiated carcinoma, and poorly differentiated carcinoma), and 25 other benign thyroid lesions (Other BTL: which includes thyroiditis and granulomatous thyroiditis) (Table 1). To generate the WSIs, all FSs were scanned using the Aperio AT2 Digital Whole Slide Scanning System (Leica Biosystems, Germany). Notably, we have excluded images containing artifacts of tissue processing, including air bubbles, folding, handwriting, crushing, poor staining, and blurring when scanning the sections, which seriously affected the recognition.
TABLE 1 | Dataset information.
[image: Table 1]Reference Standard
In the clinical practice, each FS was reviewed by two additional pathologists, and the diagnostic report was given and deposited in the pathology reports system. Generally, the so-called intermediate categories are indeed prone to misdiagnosis, but it does not mean that their biological behavior is unclear. We collected and reevaluated all reports and then grouped them as malignant, benign, and intermediate. The malignant group included PTC and Other TC, benign included NG and Other BTL, and intermediate included TAL and TFCN. The lesion areas of all PTC, other TC, TAL, and TFCN were annotated on digital slides manually by four pathologists with over two years of work experience who trained before the annotation using Bejnordi et al.‘s method (Ehteshami Bejnordi et al., 2017) and ASAP software (V1.9.0, https://github.com/computationalpathologygroup/ASAP/releases). Each annotated WSI was reviewed in detail by a pathology expert with over 20 years of work experience.
Dataset Splitting
Our dataset was randomly split at the WSI level into 496 slides for training (36%), 114 slides for validation (8%), and case series (Test 1 total (45%), 617; Test 2 total (56%), 764) for testing (Table 2). The training and validation sets contained the PTC and NG WSIs. However, in the test group, the Test 1 dataset contained common benign and malignant pathological subtypes (PTC and NG) commonly used in research. To evaluate the performance of the commonly used patch-UNet model in clinical practice, we designed the Test 2 dataset containing all subtypes (PTC and NG) in Test 1 and the rare category. So the Test 2 dataset contained not only PTC and NG types included in Test 1 but also two intermediate cases that are also known as rare types (TAL and TFCN); it also contained two other rare types (Other TC and BTL). Thus, the composition of Test 2 simulated a real-world dataset in clinical practice.
TABLE 2 | WSI counts for training validation and test datasets.
[image: Table 2]Patch Sampling
Our framework was based on WSIs divided into patches because of their large size (over 10 gigapixels at 40 × equivalent magnification). First, we used Otsu’s method (Gharib et al., 2010) to remove empty regions in WSIs, which significantly lowered the computational cost. To avoid biases toward training slides, WSIs were randomly sampled using a 256 × 256 resolution (at 5 × equivalent magnification) and patches were extracted from every WSI with an equal number (Figure 1B). We performed a set of ratios (1:1, 1:2, 1:3, and 1:4) for sampling malignant and benign patches on our dataset, and the maximum accuracy on the Test 1 dataset was used to decide the best condition in each experiment. The ratio accuracy 1:1, 1:2, 1:3, and 1:4 was 0.9449, 0.9627, 0.9643, and 0.9559, respectively. The 1:3 ratio achieved the best results over the other tested ratios. To reduce the false positives, the ratio of malignant and benign patches adopted was 1:3 (Liu et al., 2019).
[image: Figure 1]FIGURE 1 | An overview of the proposed WSI diagnostic framework presented in this study. (A) The WSI slide with the region of interest (green line) and carcinoma region (blue line). (B) The process of patch-based UNet model training. (C) The process of patch-based UNet inference. (D) The WSI heatmap. (E) A random forest was selected for the WSI-based classification task. (F) The proposed triple classification model.
Patch-UNet Model Training and Inference
The training set of the UNet model was constructed using the aforementioned malignant and benign patches, and similarly, we obtained a validation set. For training, we used softmax cross-entropy as the loss function, exponential decay mechanism for learning rate management, batch size of 32, and an initial learning rate of 0.01 based on empirical values to reduce invalid trials and computational consumption. The UNet model was trained without a pretrained model until convergence occurred in both the training and test datasets.
During UNet inference, all WSIs were partitioned into 512 × 512 images in equally spaced intervals using a stride of 256 × 256 to generate WSI heatmaps, which is known as the tile-based sampling (Figure 1C). Thus, the core size 256 × 256 of 512 × 512 images was used to compose the heatmap, and other marginal edges were abandoned to remove the edge noise of 512 × 512 images. Furthermore, as a fully convolutional network, UNet allows an equal ratio of scaled sizes between training and inference.
Postprocessing of the Heatmap for Binary and Triple Classification
We applied a random forest as the two slide-level classification models because the mean accuracy of different pathological subtypes by using a random forest (0.7712) was higher than that by SVM (0.4751). Furthermore, we extracted four types of features from heatmaps (Wang et al., 2016; Wen et al., 2017) (Figure 1E), such as geometric features (area, perimeter, eccentricity, extent, and solidity), texture features (gradient and intensity), marginal features (canny nonzero and mean), and others (such as connected region and pixel count). The statistics consist of the maximum, minimum, mean, standard deviation, variance, skewness, kurtosis, entropy, energy, contrast, dissimilarity, homogeneity, and correlation. Based on these features, we trained the random forest model for WSI binary classification. All features are listed in Supplementary Table S1, and the corresponding feature is presented in Supplementary Figure S1 (Supplementary Material). AUC was calculated and used to evaluate the model’s performance. PTC, TAL, TFCN, and other TC WSIs were considered positive, whereas other BTL and NG slides were negative.
The important features selection during RF model training was as follows. First, we trained the random forest with all the features (Supplementary Table S1) and obtained the top 30 most important features. Then, these features were used to train another RF model to provide the binary-classification result for each WSI. The top 30 most important features could be summarized into four categories: lesion count, lesion area related, diameter related, and perimeter (shape) related (Supplementary Figure S1 and Supplementary Table S2). These features can also provide crucial evidence for pathologists’ decision-making in clinical practice. When multiple scattered lesions were observed, it revealed that malignant lesions had occurred. However, when the lesions are diffusely distributed, the possibility of aggressively malignant tumors or thyroiditis should be considered. Furthermore, when the lesion area or diameter is larger, the tumor cell components are more complex, and the probability of malignant components would increase. Moreover, malignant lesions show obvious irregular edges, resulting in a relatively larger lesion perimeter. However, benign thyroid tumors, such as TAL, TFCN, and NG, have relatively regular and round edges without invasive growth characteristics, resulting in relatively smaller lesion perimeter (Chmielik et al., 2018).
To build the triple classification model, we assumed the features will be easier to qualify, explain, and visualize in clinical applications for future computer-aided diagnosed product development. Thus, the probability of the binary random forest classifier, the carcinoma diameter, perimeter, and area were used to design the triple classification model. We designed the postprocessing steps as follows using the Test 2 dataset. The probability of the heatmap computed by random forest was the first parameter. The next includes the max area, diameter, and perimeter of tumor regions on WSI heatmaps. All WSIs were sequentially split into two sets using the aforementioned features. The corresponding division values for probability, area, diameter, and perimeter were 0.5, 300 mm2, 7 mm, and 35 mm, respectively (Figure 4 and Figure 1F). To evaluate the triple classification result, we divided the Test 2 dataset into three categories: common benign, common malignant, and rare. The common benign and malignant groups represent the benign (NG) and malignant (PTC) types, respectively, which are correctly classified using patch-UNet. The rare category represents the misclassified PTC, other TC, hard determined NG and other BTL, and intermediate WSIs (Table 3). For the triple classification results, WSIs predicted as common benign and malignant could be diagnosed using our model, but the others must be rereviewed by pathologists. We first divided the Test 2 dataset into training and test sets (Supplementary Table S3), and we trained a triple-classification model using a random forest. However, we observed that the recall rate for the rare category is only 0.743, which is lower than the performance of our empirical tree (0.882).
TABLE 3 | The test dataset in clinical practice was relabeled based on our binary classification results and the ground truth for evaluating the triple classification model performance.
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Binary Classification
We conducted experiments to evaluate whether the performance of the patch-UNet model was sufficient for clinical practice (Figure 1). To simulate the real clinical setting in these experiments, we designed three test groups of different sizes (Test 1 total, 617; Test 2 total, 764) using common training and validation sets (Materials and Methods, Table 2). Our AUC for binary classification was approximately 0.986 for Test 1, which corresponds to the model performance in the research theory. However, when the same model was applied to the Test 2 dataset containing the rare category, the AUC was 0.946, indicating a decrease of 0.04 compared with its performance in the Test 1 dataset (Figure 2A). Additionally, we also obviously drop for specificity and positive predicted value (PPV) (Supplementary Table S5). These results showed that the current patch-UNet model trained with FSs from the easily collected pathologic types of thyroid cancer could not maintain its performance in clinical practice.
[image: Figure 2]FIGURE 2 | (A) AUC for the different test datasets. The Test 1 dataset contained common benign and malignant pathological subtypes (PTC and NG). Test 2 contained not only the common PTC and NG types included in Test 1 but also two intermediate types (TAL and TFCN) and two other rare types (other TC and BTL). (B) The confusion matrix for the benign, malignant, and intermediate subtypes.
Misclassification
The following analysis was conducted to determine the reason for the decreased AUC value when the model was used for the Test 2 dataset. We observed that the total number of misdiagnosed WSIs was 84, which includes 14 and 70 false positives and negatives, respectively. However, if the WSIs of intermediate types are removed from the Test 2 dataset, the error predicted number is only 22, which includes 9 and 13 false positives and negatives, respectively (Figure 3). Furthermore, we observed that the error rate for the intermediate types was as high as 48.7% (Figure 2B), which was significantly higher than the benign and malignant categories (p < 0.00001). To further understand the reason for this occurrence, an experienced pathologist and an artificial intelligence specialist rereviewed all 84 error-predicted WSIs. The fibrotic tissue in both tumors and noncancerous regions of WSIs resulted in the misclassification of false-positive slides. Furthermore, the cell and structural features of the intermediate category varied from the slides of the training set, thus reducing the accuracy of the model for the intermediate category (Figure 3). However, clinical thyroid slides of different subtypes always have substantial diverse features and distributions. These findings indicate that using the single two-classification patch-UNet method for the clinical application of computer-aided diagnosis for thyroid cancer WSIs was impractical.
[image: Figure 3]FIGURE 3 | Misclassification examples of selected slides in the Test 1 dataset. Examples of true positive, false negative, false positive, and other subtype slides are represented. Our model performed efficiently in tumor carcinomas for true positives (PTC), but the false positives (NG) were mainly caused by the fibrotic tissue in both the normal and carcinoma regions. Fibrotic tissue sometimes has a larger area or diameter than certain carcinoma regions for false negatives (PTC). Because fibrotic tissue is quite common in thyroid WSIs, the TAL, TFCN, and other BTL slides outside our training slides showed clear differences in structural features from PTC and NG slides, resulting in a heatmap far from the ground truth.
Triple Classification
To limit the effect of the decreased AUC in clinical practice, we first relabeled the WSIs from the complete test dataset based on the prediction results of the patch-UNet model and the subtype distributions, which include the rare, common benign, and malignant categories (Materials and Methods, Table 3). To distinguish the rare category, we designed a decision-tree model (Figure 4). For the rare category, we obtained a recall rate and precision of 0.882 and 0.498, respectively, and we recommended that they are rereviewed by pathologists. Notably, all predicted intermediate images accounted for 33.4% of WSIs (255 WSIs) from the Test 2 dataset, whereas the rest (509 WSIs) could be diagnosed directly using our models. To compare the accuracy of our model for 509 WSIs with that of pathologists in clinical practice, we collected the reports from the pathology report system of CICAMS and observed that eight FSs were misdiagnosed. However, there was no significant difference between our model’s performance and that of pathologists in clinical practice using the Fisher and chi-square test (p > 0.05, Supplementary Table S4).
[image: Figure 4]FIGURE 4 | Decision tree for distinguishing the rare from the common benign and malignant categories.
DISCUSSION
The rare types are inevitable, and the special question of pathology image recognition is not a well-investigated research area. The main hypothesis of this research was that we could achieve the required accuracy level for most FSs from thyroid cancer in clinical practice by recognizing the rare types between common benign and malignant cases of WSIs. To test this hypothesis, we first performed a binary classification using patch-UNet and then used an empirical decision tree for triple classification. Furthermore, we demonstrated that our framework performed at the level expected by pathologists in clinical practice for the common benign and malignant sections predicted. In clinical practice, these three types correspond to different clinical treatments. When the model suggests an intermediate category, the pathologist needs to review it. Otherwise, misdiagnosis is likely to occur, which affects treatment decisions. In addition, our framework might theoretically handle 66.6% of the diagnostic workload of thyroid pathologists.
The incidence rate of thyroid cancer pathological subtypes is different (Lim et al., 2017; Zhao et al., 2019; He and Wei, 2021). Thus, the proportion of PTC and NG WSIs in our dataset was approximately 90%, whereas that of the other types (TAL, TFCN, other TC, and Other BTL) was significantly lower at ∼10%, resulting in an insufficient number of WSIs for deep learning model training. Previous studies have obtained encouraging results for prostate cancer (AUC, 0.986), skin cancer basal cell carcinoma (AUC, 0.986) (Campanella et al., 2019), bladder cancer (AUC, 0.95) (Zhang et al., 2019), gastric cancer (sensitivity, approximately 100%; specificity, 80.6%) (Song et al., 2020), lung cancer (AUC >0.974) (Kanavati et al., 2020), and cervical cancer (AUC, 0.978) (Tian et al., 2019). However, most of these models were generated based on the main cancer type. This limits their applications because, in clinical practice, machines do not know whether the next section to be reviewed is from a common or rare subtype. In our study, we not only achieved high classification performance with an AUC of 0.986 but also improved the recognition of the rare category (recall, 0.882; precision, 0.498), and we further recommended these sections be rereviewed by pathologists. Additionally, an improved region growing algorithm has a better segmentation effect (Li et al., 2019), providing insight for tumor-region detection at WSI-level and may further improve the performance of the recognition of the rare category.
Unlike the commonly used image datasets, such as ImageNet, tumor pathological images lack a ground truth for the gray zone (intermediate category) between cancer and non-cancer. Consequently, the recognition of the intermediate category between cancer and non-cancer should be considered seriously before artificial intelligence technology is widely applied (Adamson and Welch, 2019). TAL and TFCN are mostly benign thyroid lesions in our study. However, during the pathological diagnosis process, they do not belong to the common benign thyroid (NG) or malignant nodules (PTC), and they must be occasionally discussed and disputed during the diagnostic process. The former should be differentiated with encapsulated follicular-patterned thyroid tumors newly added by WHO in 2017 (Lloyd et al., 2017), whereas the latter should be differentiated with papillary thyroid carcinoma with abundant calcification. These lesions can be diagnosed only after thorough observation and taking sufficient specimens. Some cases require time to demonstrate their biological behavior (Rosario and Mourão, 2019). Thus, TAL and TFCN were temporarily classified as intermediate lesion groups. In this study, we expanded the intermediate’s definition using WSIs from the benign and malignant categories that were misclassified by our patch-UNet model, which is known as the rare type.
Because there is a small proportion of rare types of thyroid lesions in practice, the rare types collected during the experiment are insufficient for deep learning. Thus, when simulating the diagnosis of thyroid lesions in the real clinical setting, the model is more prone to misclassification of the rare types. We assume that misclassification occurs mainly because there are similarities in pathological features between benign and malignant thyroid lesions to some extent (Dov et al., 2021). For example, at the cellular level, Hashimoto’s thyroiditis may have obvious follicular epithelial hyperplasia (enlarged nuclei, crowded cells, etc.) and mild nuclear atypia (chromatin margins, nuclear membrane irregularities, etc.), which are confused with malignant lesions; cell enlargement can also be seen locally in benign thyroid tissue (Girolami et al., 2020; Böhland et al., 2021). Benign thyroid tissue may also have a background of fibrosis and calcification at the background level, which is common in thyroid cancer. The mode will recall rare types and submit them to the pathologist for review. Furthermore, our method efficiently combines deep learning technology with the clinical requirements for the diagnosis of pathological sections.
This study has some limitations. First, our dataset was collected without considering all the rare types equally and lacked external validation, for example, we only collected 5 WSIs from other TC, while 72 WSIs from TAL (Table 1). However, we merged WSIs from other TC, TAL, TFCN, and other BTL together for algorithm development. Actually, it is very hard to collect enough WSI, especially the rare ones for external validation, so we first demonstrated our framework is technically feasible for the question raised in this study. Second, the study is based on the histopathological review of thyroid WSIs in CICAMS, however, there is no general quality control standard for the production process of pathological sections and WSIs (Webster and Dunstan, 2014; Aeffner et al., 2019), which will have a significant impact on the model generality. In the future, one feasible strategy is that each institution develop its image analysis algorithms and internally validated by before the algorithms can be used for clinical care (Aeffner et al., 2019).
In summary, we described a deep learning method for diagnosing different types of thyroid cancer using WSIs for the first time. Furthermore, we focused on the intermediate category and demonstrated the feasibility of our model from a clinical application perspective. We expect that our experimental design and method may be invaluable for the thyroid cancer diagnosis and significantly improve the application of deep learning methods for other types of cancer. Because of the further maturity of this method, fine-tuning the empirical decision tree in a clinical setting is the priority; this machine-and-manual model may ensure diagnostic accuracy, improve diagnostic efficiency, and relieve psychological pressure on pathology experts. Furthermore, we want to initiate random prospective non-interventional clinical trials using this technology to test its efficiency and further advance the application of artificial intelligence in histopathology.
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Aiming at the problems of low detection accuracy and slow detection speed in white porcelain wine bottle flaw detection, an improved flaw detection algorithm based on YOLOv4 was proposed. By adding Coordinate Attention to the backbone feature extraction network, the extracting ability of white porcelain bottle flaw features was improved. Deformable convolution is added to locate flaws more accurately, so as to improve the detection accuracy of flaws by the model. Efficient Intersection over Union was used to replace Complete Intersection over Union in YOLOv4 to improve the loss function and improve the model detection speed and accuracy. Experimental results on the surface flaw data set of white porcelain wine bottles show that the proposed algorithm can effectively detect white porcelain wine bottle flaws, the mean Average Precision of the model can reach 92.56%, and the detection speed can reach 37.17 frames/s.
Keywords: flaw detection, white porcelain bottle, YOLOv4, CA mechanism, deformable convolution, loss function
INTRODUCTION
With the rapid development of social economy, the liquor industry in China is also developing rapidly. In order to ensure the sustainable development of enterprises, every liquor production enterprise needs to strictly control the quality of liquor products. As the most popular container for most liquor products, the quality of white porcelain bottles directly affects the quality of liquor products, and thus white porcelain bottle flaw detection is very important.
At present, there are mainly two kinds of white porcelain wine bottle flaw detection techniques: (1) manual detection and (2) machine vision detection. Traditional manual detection is greatly influenced by subjectivity and has problems in terms of low detection accuracy and low detection efficiency. With the development of image processing technology, machine vision technology began to be applied to white porcelain bottle flaw detection. For the quality detection of empty bottles, the In-Line empty bottle detection machine developed by Haifu Company has a good detection effect (HEUFT SYSTEM TECHNIK, 2022a). For full bottle quality detection, the PRIME detector developed by Haifu can realize liquid level detection of wine bottles by using special sensors and optical technology (HEUFT SYSTEM TECHNIK, 2022b). For the quality inspection of printed matter on the surface of wine bottles, the FA-Falcon Automatic inspection system, the latest product of Israel Avit Company, can detect the flaws of printed matter on wine bottles (Li, 2020). Although the existing machine vision inspection technology has been achieved, the existing bottle flaw detection technology of detecting speed is slow, where the fastest can only reach 75,000 bottles per hour; however, the current beverage line production demand has reached 100,000 bottles per hour, in which traditional machine vision inspection technology has been unable to meet. In addition, the traditional machine vision detection technology still has some problems, such as time-consuming manual design and single detection algorithm function. Therefore, it is of great significance to develop an intelligent and efficient white porcelain wine bottle flaw detection method.
At present, there are many widely used models of deep learning, which are mainly divided into two categories: 1) one-stage algorithm represented by SSD, YOLO, YOLOv2, YOLOv3, YOLOv4, YOLOv5, and other networks (Liu et al., 2016; Redmon et al., 2016; Redmon and Farhadi, 2017; Redmon and Farhadi, 2018; Bochkovskiy et al., 2020); 2) The other is a two-stage algorithm represented by R-CNN, Fast R-CNN, Faster R-CNN, Mask R-CNN, and other networks (Girshick et al., 2014; Girshick, 2015; He et al., 2017; Ren et al., 2017). The advantage of a two-stage algorithm is that it has high detection accuracy. However, due to its complex network structure, the detection speed of the algorithm is slow. For example, Du et al. implemented semantic segmentation, target classification, and multi-visual task detection in indoor scenes by using the improved Faster-RCNN algorithm (Jiang et al., 2021). Gao et al. (2019) proposed a tunnel flaw detection method based on improved Faster R-CNN, which has higher accuracy compared with traditional algorithms. He et al. (2019) proposed a flaw detection algorithm for steel plates based on Faster R-CNN, and the average accuracy of flaw detection reached 82%. Tao et al. (2018) designed a cascade network based on Faster R-CNN for insulator flaw detection. After testing the insulator data set, the average accuracy of flaw detection reached 91%, but the detection time of a single image was 360 ms, and the detection speed was relatively slow. On the contrary, the one-stage algorithm has the advantage of fast detection speed, but low detection accuracy. For example, many researchers have applied the one-stage target detection algorithm to indoor small target detection, medical image detection, industrial safety production, and industrial quality inspection (Huang et al., 2021; Tsai et al., 2021; Huang et al., 2022). Wei et al. (2020) proposed a railway track flaw identification method based on image processing and improved YOLOv3, and the detection speed reached 33 frames/s. Liao et al. (2021) proposed an algorithm for PCB surface flaw detection based on improved YOLOv4, which achieved a detection speed of 56.98 frames/s without detection and improved detection accuracy. Qiu et al. (2022) proposed an improved YOLOv4-tiny algorithm for flaw detection of wood panels. Res2Net was used as the backbone feature extraction network, resulting in average detection accuracy of the algorithm up to 80.1%, and the detection speed up to 76.9 frames/s. Liu Q. et al. (2022) proposed an improved YOLOv4 algorithm for fabric flaw detection. A new SPP structure was adopted and SoftPool was used instead of MaxPool, which made the average accuracy of fabric flaw detection achieve 86.5%. Liu X. M. et al. (2022) proposed an improved YOLOv4 algorithm for insulator flaw detection and improved the convolutional layer of the trunk feature extraction network, resulting in the average detection accuracy of the algorithm up to 84.05%, with a detection speed up to 30.6 frames/s. Sun et al. (2022) replaced CSPDarknet53, the backbone feature extraction network of YOLOv4, with an improved MobileNetV3 network for stamping flaw detection, which improved the detection speed by 4 frames/s but reduced the detection accuracy. Yang and Sang (2022) proposed a multi-scale feature adaptive fusion lightweight fabric flaw detection algorithm, using MobileNetv2 as the main feature extraction network of YOLOv4, with the addition of the Coordinate Attention module, improving the average detection accuracy of the algorithm by 2.3%. The detection speed reached 26 frames/s. The aforementioned literature fully shows that the current bionics algorithm based on deep learning has good learning ability and can meet the needs of some fields. Therefore, the deep learning-based bionics algorithm is adopted in this research for white porcelain wine bottle flaw detection. This study is the specific application of the bionics algorithm in the quality inspection of white porcelain wine bottles, which is of great significance for white porcelain wine bottle bionics detection. At the same time, this research can promote the development of bionics and biomimetics and has a certain reference significance for the research and application of bionics algorithms in other industrial quality inspections. In addition, it can be seen from the above literature that YOLO series algorithms can be applied to flaw detection. Such algorithms have the characteristics of fast detection speed, but the detection accuracy of the original YOLO series algorithms is not high and needs to be improved for specific problems.
With the continuous development of YOLO series algorithms, their shortcomings are gradually improved, and the current YOLOv4 algorithm has better detection speed and accuracy. Although the YOLOv5 algorithm model is small, the detection accuracy of the algorithm is low especially for small targets, the flaw detection effect is poor and thus unsuitable for the high precision requirements of white porcelain bottle flaw detection.
Therefore, in order to improve the detection performance of white porcelain wine bottle flaws, this research adopts the improved YOLOv4 algorithm. First, images of different types of white porcelain bottle flaws were collected to construct data sets. Second, CA (Coordinate Attention) was added to the feature extraction network of YOLOv4 to improve the extraction ability of the white porcelain bottle flaw detection model. At the same time, deformable convolution is added to locate flaws of different shapes and sizes more accurately, so as to improve the detection accuracy of flaws by the model. In addition, the loss function was improved and CIoU in YOLOv4 was replaced by EIoU to improve the model detection accuracy and detection speed. The white porcelain wine bottle flaw detection algorithm proposed in this research effectively improves the detection accuracy and has a fast detection speed, thus satisfying the real-time requirements of white porcelain wine bottle flaw detection in industrial settings.
YOLOV4 ALGORITHM
YOLOv4 algorithm is improved on the basis of the YOLOv3 algorithm by appropriately integrating the innovative points of various advanced algorithms. It is the algorithm with the highest detection accuracy in YOLO series algorithms. The network structure the of YOLOv4 algorithm consists of three parts: backbone network, neck, and head. The backbone is mainly responsible for feature extraction, the neck is mainly responsible for feature fusion, and the head is mainly responsible for detection.
The backbone of YOLOv4 uses CSPDarknet53 as the backbone feature extraction network. CSPDarknet53 is a combination of the multi-channel network (CSP) and Darknet53 (Redmon and Farhadi, 2018; Wang et al., 2020) and uses a faster Mish activation function. The neck part adopts FPN + PANet structure to carry out feature aggregation for different detection layers from different trunk layers, so as to have a strong feature extraction ability (Lin et al., 2017; Liu et al., 2018). In addition, the SPP module is also adopted to increase the receiving range of trunk features and separate significant context features more effectively (He et al., 2015). The head part still adopts YOLOv3 detection head, but the loss function part of the target detection task is improved. CIoU Loss is used as a regression loss function to improve detection speed and accuracy, and DIoU NMS is used to screen prediction boxes to improve the detection accuracy of overlapping targets (Zheng et al., 2020).
In addition, YOLOv4 also adopts a series of methods such as Mosaic data enhancement, CmBN, and SAT self-adversarial training to optimize the algorithm (Bochkovskiy et al., 2020). Among them, Mosaic data enhancement greatly enriches the detection data set and reduces the GPU overhead.
As the algorithm with the highest detection accuracy in the YOLO series, YOLOv4 has a strong learning ability and can be applied to flaw detection of some products. Flaw detection using YOLOv4 is mainly divided into two steps. Step one is the training network model: the YOLOv4 algorithm uses the data set to train, according to the loss function for several times of reverse iteration, constantly update the network parameters, make the network more and more accurate, and finally trained into a network model. Step two is the model test, which uses the trained network model to test the input image, and finally completes the detection and positioning of flaws in the image.
IMPROVED YOLOV4 ALGORITHM
The algorithm proposed in this research is improved on the basis of YOLOv4, which mainly includes three aspects. First, the CA module of the attention mechanism is added to the CSP module of the CSPDarkNet53 backbone feature extraction network of YOLOv4. Second, all 3 × 3 convolution in CSPDarknet53 residual block of YOLOv4 feature extraction network is changed to deformable convolution. Third, change the loss function DIoU in YOLOv4 to EIoU. The network structure diagram of the improved algorithm is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Network structure of the improved YOLOv4 algorithm.
CA Mechanism
The attention mechanism is very important for neural network, and the addition of an attention mechanism can improve the network’s attention to important feature information and reduce the attention to irrelevant information. In the collected white porcelain bottle image, the flaw occupies only a small part of the image, and most of the image is background information. In the training process, information redundancy will be generated when a large number of background information is iterated, leading to partial flaw target information being submerged, thus affecting the detection accuracy. In addition, many flaws in the white porcelain wine bottle image are small target flaws, and the original YOLOv4 algorithm has poor extraction ability for small targets, so it is difficult to detect these small target flaws. After the attention mechanism is added, the attention of the network to flaws is increased, and at the same time, the network will notice these small target flaws, so as to improve the accuracy of small target detection of the network.
There are a number of attention mechanisms available, for example, SE (Squeeze and Congestion), CBAM (Convolutional Block Attention Module), and CA (Coordinate Attention). (Hu et al., 2018; Woo et al., 2018; Hou et al., 2021). The CA mechanism is a lightweight mobile network that empowers location information into the attention channel. The attention mechanism can obtain not only cross-channel information but also direction perception and position perception information, so that the model can locate and identify the flaw target more accurately. Therefore, in this research, the CA mechanism was added to the YOLOv4 network structure to improve the attention channel of the network to the flaw target, so as to improve the accuracy of flaw detection. The structure of the CA mechanism is shown in Figure 2.
[image: Figure 2]FIGURE 2 | CA module structure.
CA mainly includes two steps: the first step is coordinate information embedding. Given an input: [image: image], the global mean pooling is divided into a pair of one-dimensional pooling, that is, two pooling cores (H, 1) and (1, W) are pooled along the horizontal and vertical directions of the feature graph. Two embedded information feature graphs [image: image] and [image: image] are obtained, and the output formula is given as Eqs. 1 and 2:
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The second step is the generation of a coordinate information feature map. First, the two obtained embedded feature graphs [image: image] and [image: image] W are splicing along the spatial dimension. After 1*1 convolution function [image: image] transformation, the nonlinear activation function δ is used to activate and generate process feature graph F, as shown in formula 3:
[image: image]
Second, two separate feature graphs [image: image] and [image: image] were obtained by Split operation along the spatial dimension. After the 1*1 convolution function [image: image] and [image: image] were transformed respectively, the attention vectors [image: image] and [image: image] were obtained by Sigmoid activation function σ activation, as shown in formulas 4 and 5:
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Finally, [image: image] and [image: image] are extended to be multiplied by the input feature graph as the attention weight value to obtain the final feature graph of attention. The output formula is as Formula 6:
[image: image]
In order to highlight the white porcelain wine bottle flaw features, accurately locate and identify flaws, and improve the accuracy of white porcelain wine bottle flaw detection, this research added the CA module of attention mechanism into the CSP module of CSPDarkNet53 backbone feature extraction network of YOLOv4 and took it as a discriminant feature filter. Feature information of detection targets can be extracted more effectively to improve detection accuracy. The improved CSP module is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Improved CSP module.
Deformable Convolution Networks
The conventional convolution used in the YOLOv4 model can only sample-fix positions in the feature graph, and this convolution kernel can extract rectangular features well. However, the white porcelain wine bottle flaws are characterized by various forms, and the white porcelain flaws cannot be well located by conventional convolution, thus affecting the accuracy of the flaw detection model. However, deforming convolution adds a training factor that can be changed to the conventional convolution module, so that the size and position of the convolution kernel can be dynamically adjusted according to the characteristics of the input image, and the position of the convolution kernel sampling points at different positions will change adaptively according to the characteristics of the image (Dai et al., 2017). Therefore, deformable convolution can locate flaws of different shapes and sizes more accurately. The sampling point pairs of conventional convolution and deformable convolution are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Comparison of conventional convolution and deformable convolution sampling points. (A) is the sample point graph of the conventional convolution. (B–D) are sample point graphs of the deformable convolution.
As can be seen from the figure above, conventional convolution can only carry out regular sampling, while deformable convolution can carry out random sampling around the current position, making the sampling position more suitable for the shape and size of flaws and thus better feature extraction.
The calculation process of deformable convolution is improved on the basis of conventional convolution, which mainly consists of two steps. The first step is to use regular grid R to sample the feature graph X. The second step is the sum of each sample point multiplied by the weight. The output formula is given as Formula 7:
[image: image]
In the aforementioned formula, [image: image] is the enumeration of each position in grid R, and [image: image] is the weight of the corresponding point. The deformable convolution is to expand the regular grid R by adding an offset { [image: image]. Its output formula is shown in Formula 8 .
[image: image]
Since [image: image] is usually a decimal, the bilinear interpolation method is required to calculate the value of [image: image], as shown in Formula 9.
[image: image]
In the aforementioned formula, [image: image], q is the enumeration of x spatial position of the feature graph, and G(,) is the bilinear interpolation function. The feature extraction process of deformable convolution is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Schematic diagram of deformable convolution.
As can be seen from the diagram shown earlier, deformable convolution in the conventional convolution joined in a convolution layer is used to calculate the offset. Moreover, because the offset calculation and output characteristics of convolution kernels are parallel, the size and location of deformable convolution kernels can dynamically adjust according to the characteristics of the input feature maps, and thereby learn different forms of white porcelain bottle flaws.
Deformable convolution can improve the modeling ability of the model for flaws of different shapes and sizes, and thus improve the accuracy of flaw detection. In this research, all 3 × 3 convolution in CSPDarknet53 residual block of YOLOv4 feature extraction network is changed to deformable convolution to form a new and more powerful feature extraction network. The structure of the modified residual block network is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Residual block network structure with deformable convolution.
Optimized Loss Function
The calculation of the loss function can judge whether the parameters of the current training model meet the standard and reflect the difference between the training model and the real data (Hao et al., 2022). Therefore, the loss function is very important for the training of the model. Selecting an appropriate loss function can train a model with a better detection effect and improve the convergence speed of model training.
The loss function of YOLOv4 consists of three parts, namely: classification loss, position loss, and confidence loss. The calculation of position loss is mainly to determine the position of the detection target. In YOLOv4, the CIoU Loss function is used to calculate the regression Loss of the target box, and its calculation formula is shown in Eqs 10–13:
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In the aforementioned formulas, B is the size of the prediction frame; [image: image] is the size of the real frame; IoU is the ratio of the intersection and union between the prediction frame and the real frame; b and [image: image], respectively, represent the center point of the prediction frame and the real frame; ρ(,) represents the Euclide distance between the two points; C is the diagonal distance of the smallest rectangle containing the prediction frame and the real frame; [image: image] and [image: image] represent the width and height of the real box, respectively; and w and h represent the width and height of the prediction box, respectively.
A good regression function of the target box needs to include three important factors, such as the overlap area between the prediction box and the real box, the distance between the center point, and the aspect ratio, which are taken into account by the CIoU Loss function. However, in CIoU Loss, only v reflects the difference in aspect ratio but does not reflect the real relationship between the aspect ratio of the prediction frame and the real frame. In this way, CIoU Loss may unreasonably optimize the similarity. Therefore, EIoU Loss was adopted in this research to replace CIoU Loss to calculate the target box regression Loss. EioU Loss function improves its aspect ratio on the basis of the CioU Loss function (Zhang et al., 2021). EioU Loss calculates the length and width of the prediction frame and target frame separately, and its calculation formula is shown in Formulas 14 and 15.
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In the aforementioned formula, [image: image] and [image: image] are the width and height of the minimum rectangle containing the prediction box and the real box, respectively. [image: image] indicates the aspect ratio Loss of the EIoU Loss function.
EIoU Loss not only retains the advantages of CIoU Loss but also directly minimizes the width and height differences between the target frame and the prediction frame, thus accelerating the convergence speed and achieving better target positioning results.
EXPERIMENT
Experimental Environment
The operating system used for the research presented in this research is CentOS Linux 7, the graphics card is NVIDIA GEFORCE RTX 1080Ti, and the video memory is 12 GB. In this research, the deep learning framework of PyTorch is used for experiments. The experimental environment is Python 3.6 and CUDA 10.1.
Experimental Data Set
In this research, white porcelain bottles of the same form and type were used for the experiment. The shape of the white porcelain bottle used in the experiment is shown in Figure 7. As can be seen from Figure 7, the white porcelain bottle has a flat mouth. From the top of the bottle, the shape of the bottle mouth is round and circular. The shoulder part of the white porcelain bottle is three layers of smooth rings. The body part of the white porcelain bottle is a smooth cylinder. The bottom part of the white porcelain bottle has raised rings, patterns, and words.
[image: Figure 7]FIGURE 7 | Overall picture of a white porcelain bottle. (A) is the side view of the white porcelain bottle, (B) is the top view of the bottle mouth, (C) is the bottom view of the white porcelain bottle.
The data set photos used in this research are the surface flaw pictures of white porcelain wine bottles collected from the production line of a wine enterprise. The collected photos mainly feature the bottle mouth and bottle bottom, and the collected images include notches, cracks, and stains, as shown in Figure 8.
[image: Figure 8]FIGURE 8 | Three flaws in a white porcelain wine bottle. (A) is the picture of the gap of the white porcelain bottle, (B) is the picture of the crack of the white porcelain bottle, (C) is the picture of the stain of the white porcelain bottle.
In this research, the LabelImg tool was used to mark the flaws in the images, and the data set of this research was made in accordance with the format of VOC 2007, and the sample number of the final data set was 6,000.
Evaluation Index
In order to verify the performance of the improved YOLOv4 algorithm, this research adopted the mean average precision (mAP) and detection speed FPS (frames per second) of multiple categories as evaluation indexes.
Average precision (AP) refers to the average accuracy of a single type of detection, which is used to measure the detection accuracy of an algorithm for a single type. The mean average precision (mAP) refers to the average value of average accuracy AP of multiple categories, which is used to measure the detection accuracy of the algorithm for all categories. Its calculation formula is shown in Formulas 16 and 17.
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In the aforementioned formula, P is precision, R is recall, and P(R) represents the accuracy–recall curve. The calculation formulas of accuracy P and recall rate R are shown as Formulas 18 and 19.
[image: image]
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In the aforementioned formulas, TP is the true sample, indicating the sample whose detection result is the same as the actual result; FN is a false negative sample, indicating no actual sample detected; and FP is a false sample, which means that the test results are different from the actual results.
FPS (frames per second) refers to the number of photos that can be detected by the algorithm model per second, which is used to measure the detection speed of the algorithm for the target.
Model Training
In this research, 6,000 photos of white porcelain wine bottles were marked for flaws and randomly divided into training sets and test sets in a ratio of 9:1, of which 5,400 were in the training set and 600 in the test set. In this research, the input images were enhanced with Mosaic data for training. A total of 300 batches were trained. The batchsize of the first 150 batches was set as 64 and the learning rate was set as 0.001, while the batchsize of the last 150 batches was set as eight and the learning rate was set as 0.0001. Num_workers was set to 4. A total of five models were trained in the experiment in this research, namely, Faster-RCNN, YOLOv3, YOLOv4, YOLOv5, and the improved YOLOv4 model in this research.
Contrast Experiment
In order to verify the effectiveness of the improved algorithm, several typical target detection algorithms are selected for comparative experiments. In this research, the Faster-RCNN, YOLOv3, YOLOv4, and YOLOv5 models were, respectively, used for training and verification on the white China wine bottle data set. The comparison results of AP, mAP, and FPS of each model are shown in Table 1. In addition, in order to better prove the performance of the improved algorithm, the experimental results in this research are compared with the results of the latest YOLOv4 flaw detection research, as shown in Table 1.
TABLE 1 | Comparison of detection performance of different algorithms.
[image: Table 1]In Table 1, Qiu et al. (2022) and Yang and Sang (2022) are the two latest research studies selected for flaw detection using YOLOv4, among which (Qiu et al., 2022) uses the improved YOLOV4-tiny algorithm for wood panel flaw detection. Flaw detection using the YOLOV4-tiny algorithm greatly improves the detection speed. At the same time, the Res2Net module is introduced into the backbone feature extraction network to improve the feature extraction capability of the network. In addition, a detection scale is added to the detection part of the network to expand the sensing domain of the network. Finally, the average detection accuracy of the algorithm reaches 80.1%, with detection speed reaching 76.9 frames/s. Yang and Sang (2022) uses the improved YOLOv4 algorithm to detect fabric flaws. It uses the lightweight network MobileNetv2 as the main feature extraction network of YOLOv4 and adds the CA mechanism into the inverse residual structure of MobileNetv2 to improve the feature extraction ability of the model for small targets. In addition, the adaptive spatial feature fusion (ASFF) structure is used to improve PANet, so that the model can obtain the fusion weight of multi-scale feature map through learning so that the shallow feature and deep feature can be fully utilized, and the accuracy of small target flaw detection can be further improved. Finally, the average detection accuracy of the algorithm reaches 91.67%, with detection speed reaching 26 frames/s.
As can be seen from the flaw detection results of white porcelain bottles by various methods in Table 1, as a popular traditional method in the two-stage field, Faster-RCNN has higher accuracy than YOLOv3, but lower detection speed. YOLOv3 is not only low accuracy but also slow speed which is not suitable for the real-time detection of white porcelain bottles in industrial scenes. YOLOv4 is ahead of Faster-RCNN and YOLOv3 in mAP and FPS, and its detection speed and accuracy still have room for improvement. The detection speed of YOLOv5 is faster than that of YOLOv4, but the detection accuracy is lower than that of YOLOv4. The algorithm in this research is improved on the basis of YOLOv4. Compared with YOLOv4, the improved algorithm improves mAP by 5.2%. Although the detection speed is reduced by 1.33 frames/s, it still meets the real-time detection requirements of white porcelain bottles.
By comparing the experimental results in this research with Qiu et al. (2022), it can be seen that the average detection accuracy of the algorithm is 12.46% higher than that in Qiu et al. (2022), but the detection speed of the algorithm is 39.73 frames/s lower than that in Qiu et al. (2022). This is because Qiu et al. (2022) uses the YOLOV4-tiny algorithm, a simplified version of the YOLOv4 algorithm, for flaw detection. The YOLOV4-tiny algorithm is a lightweight algorithm with fast detection speed but relatively low detection accuracy. By comparing the experimental results in this research with Yang and Sang (2022), it can be seen that the improved algorithmis superior to Yang and Sang (2022) in both average detection accuracy and detection speed. Yang and Sang (2022) In order to improve the detection speed of the algorithm, the trunk network of YOLOv4 was replaced with MobileNetv2, but the average detection accuracy of the algorithm decreased. Then, Yang and Sang (2022) improved the average detection accuracy of the algorithm by adding CA mechanism to the trunk feature extraction network and improving the PANet structure, but it also brought a certain amount of calculation, resulting in a decrease in the detection speed of the algorithm. However, the proposed algorithm only adds CA mechanism and deformable convolution to the backbone feature extraction network of YOLOv4, which improves the detection accuracy of the network and also introduces a certain amount of computation, resulting in a decrease in detection speed. After that, the loss function was improved to improve the detection accuracy of the algorithm and meet the real-time requirements of white porcelain wine bottle flaw detection in the industrial setting.
Through comparative experimental data analysis, the proposed algorithm can achieve higher detection accuracy and faster detection speed in white porcelain wine bottle flaw detection, which is suitable for the real-time detection of white porcelain wine bottles in the industrial setting.
Ablation Experiments
In order to verify the effects of CA mechanism, deformable convolution, and EIoU Loss function on model performance, ablation experiments were performed on the added modules using the YOLOv4 algorithm. The impact of different modules on model performance is shown in Table 2.
TABLE 2 | Effects of different modules on model performance.
[image: Table 2]By analyzing various data in Table 2, it can be concluded that the mAP value increased from 87.36 to 90.17% after the CA mechanism was added to the YOLOv4 trunk feature extraction network, an increase of 2.81%. The detection accuracy of notches and stains improved greatly, and their AP value increased by 3.17 and 3.39%, respectively, while the AP value of cracks increased by 1.87%. This is because in the white porcelain wine bottle data set, there are more small targets for the two flaws of gap and stain, while there are fewer small targets for the flaws of crack. The CA attention mechanism can improve the network’s attention to feature information, so that the model can pay attention to more small target feature information. Therefore, the addition of CA attention mechanism can greatly improve the detection accuracy of gap and stain, while the detection accuracy of crack is relatively small. After the CA mechanism is added, the feature extraction ability of the YOLOv4 backbone network is improved, so the detection accuracy of the model is improved. However, the calculation amount is increased, so the detection speed of the model is slightly decreased. After deformable convolution (DCN) was added to the backbone feature extraction network of YOLOv4, the mAP value increased from 87.36 to 89.56%, an increase of 2.2%. The AP value of cracks increased by 3.47%, and the AP value of notches and stains increased by 1.98 and 1.15%, respectively. This is because there are various shapes and sizes of flaws such as cracks in the white porcelain wine bottle data set, and deformable convolution (DCN) can dynamically adjust the flaws of different shapes and sizes, thus improving the detection accuracy of the model. At the same time, the addition of deformable convolution also brings a certain amount of computation, which makes the detection speed of the model decrease slightly. After replacing the loss function CIoU of YOLOv4 with EIoU, the mAP value increased slightly, only increasing by 0.7%, but the detection speed of the model increased from 38.5 to 41.97 frames/s, 3.47 frames/s. After the CA module, deform convolution (DCN) and EIoU were added into YOLOv4, the detection accuracy was greatly improved, and the mAP value increased from 87.36 to 92.56%, an increase of 5.2%. Although the detection speed is reduced by 1.33 frames/s compared with YOLOv4, it still meets the real-time requirements of white porcelain wine bottle flaw detection in the industrial setting.
Detection Results and Analysis
In order to better verify the feasibility of the improved algorithm presented in this research, white porcelain wine bottles with different flaws were selected for testing in the test set. Figure 9 shows the comparison of detection results of different flaws between the improved YOLOv4 algorithm and the original YOLOv4 algorithm in this research.
[image: Figure 9]FIGURE 9 | Comparison of detection results of different flaws between this algorithm and YOLOv4. (A) is the contrast diagram of the gap detection results of white porcelain bottle, (B) is the contrast diagram of the crack detection results of white porcelain bottle, (C) is the contrast diagram of the stain detection results of white porcelain bottle.
Among the three groups of detection results in Figure 9, the leftmost image is the original image, the middle image is the detection result of YOLOv4 algorithm, and the rightmost image is the detection result of the three kinds of flaws by the improved YOLOv4 algorithm in this research. As can be seen from the comparison figure of stain detection results, YOLOv4 can detect some large stain flaws in the images, but it cannot detect small target stains in the images. However, the improved algorithm in this paper can detect small stain flaws due to the addition of CA attention mechanism, which improves the attention of the network to small targets. As can be seen from the comparison figure of gap detection results, due to uneven illumination, part of the gap area has a high brightness, which makes the gap similar to the background of the white porcelain bottle. YOLOv4 can detect a relatively obvious gap, but there is the issue of missing detection for some obscure gaps. In this research, the improved algorithm introduces the CA mechanism, which improves the attention of the network to the flaw target and reduces the attention of the network to the background target, so that the network can detect the flaw target more accurately. As can be seen from the comparison figure of crack detection results, for cracks of different shapes and sizes, YOLOv4 has missed detection. However, due to the addition of deformable convolution to the improved algorithm in this research, the network can more accurately locate cracks of different shapes and sizes, thus improving the accuracy of crack detection. As can be seen from the comparison figure of the experimental results of the three groups of flaw detection, the improved YOLOv4 algorithm in this research greatly improves the missed detection of the original YOLOv4 and improves the confidence of flaw detection. Therefore, it can be shown that the CA mechanism increases the model’s attention to small targets and fuzzy targets. Deformable convolution improves the model’s attention to flaws of different shapes and sizes, both of which greatly improve the detection accuracy of the network for flaw targets.
CONCLUSION
This research presents an improved YOLOv4 algorithm for flaw detection in white porcelain wine bottles. The CA attention module is added to the backbone feature extraction network of YOLOv4, this improves the detection accuracy of the model for small target flaws. On this basis, some ordinary convolutions in the backbone feature extraction network are replaced with deformable convolutions, so that the model can better locate flaws with different shapes and sizes, and further improve the detection accuracy of the model. Finally, the loss function CIoU of YOLOv4 was replaced by EIoU to accelerate the convergence of the model, improve the detection accuracy and speed. Experimental results show that in the white porcelain wine bottle flaw detection task, the average detection accuracy mAP of the proposed algorithm can reach 92.56%, which is 5.2% higher than the original YOLOv4 algorithm. The detection speed of the proposed algorithm reaches 37.17 frames/s, which meets the real-time requirements of the white porcelain wine bottle flaw detection in the industrial setting. However, the algorithm presented in this research can be further improved, specifically with regard to detection speed and detection accuracy can be further improved. In the future, in solving the problem of detection speed, on the basis of ensuring detection accuracy, the main network of the model will be changed to reduce the size of the model, reduce the amount of calculation, and further improve the detection speed of the model.
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The development of breast cancer is closely linked to the estrogen receptor ERα, which is also considered to be an important target for the treatment of breast cancer. Therefore, compounds that can antagonize ERα activity may be drug candidates for the treatment of breast cancer. In drug development, to save manpower and resources, potential active compounds are often screened by establishing compound activity prediction model. For the 1974 compounds collected, the top 20 molecular descriptors that significantly affected the biological activity were screened using LASSO regression models combined with 10-fold cross-validation method. Further, a regression prediction model based on the MLP fully connected neural network was constructed to predict the bioactivity values of 50 new compounds. To measure the validity of the model, the model loss term was specified as the mean squared error (MSE). The results showed that the MLP-based regression prediction model had a loss value of 0.0146 on the validation set. This model is therefore well trained and the prediction strategy used is valid. The methods developed by this paper may provide a reference for the development of anti-breast cancer drugs.
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1 INTRODUCTION
Cancer is an important global public health problem. Breast cancer is a malignant tumor that occurs in breast epithelial tissue. Breast cancer is one of the most common and deadly cancers in the world. Through the research of Batyrova et al. (2021). (2021), with the progress of society, economic development and environmental changes, the disease burden of breast cancer is gradually increasing. In 2021, global cancer data showed that the number of new cases of breast cancer in the world was as high as 2.26 million, surpassing the 2.2 million cases of lung cancer, which replaced lung cancer as the world’s leading cancer. Breast cancer causes serious damage to women’s life and health. 1 in 12 women will get breast cancer. Breast cancer is one of the most common malignant tumors in women, accounting for 7%–10% of female systemic malignant tumors. In recent years, breast cancer ranks first in the number of new cancer cases and deaths among women worldwide, enough to see that breast cancer has posed a serious threat to the health of women around the world. Although global medical care has improved since the early years, the pattern of breast cancer is not promising. As a chronic disease, it is not only a serious threat to the life and health of women all over the world, but also brings a burden in all aspects. Therefore, improving the cure rate of breast cancer is of great significance to women’s health.
With the rapid development of modern medical imaging technology and the deepening of biological research on breast cancer, the rate of early diagnosis of breast cancer has been increasing, which is of great significance for the early detection and timely treatment of breast cancer, as well as improving the five-year survival rate of patients. With the research on the biology of breast cancer, in addition to the early diagnosis of breast cancer, improving the cure rate of breast cancer and selecting more effective drugs for treatment are of great significance to medical research. Chemotherapy has been used as one of the main tools in the treatment of cancer (2021) (Cheng et al., 2021). There are many drugs available for the treatment, but most of these drugs are quite toxic, which may shorten the life span of cancer patients. Therefore, there is an urgent need to predict new compounds with minimal toxicity and strong biological activity through QSAR and ligand-based design (2016, 2022) (Nandi and Bagchi, 2016; Nandi et al., 2022). Today, with the dramatic increase in the number of drugs, in order to save time and cost, the most economical and reasonable way to research is to use the computer-aided artificial intelligence algorithm to predict and analyze the biological activity of drugs through the establishment of prediction models. Drug activity prediction is performed by collecting data on a range of compounds that act on breast cancer-related targets and their biological activity. The specific approach is that, for a disease-related target, collect a series of compounds acting on the target and their bioactivity data. Then, with a series of molecular structure descriptors as independent variables and the bioactivity value of compounds as dependent variables, a prediction model is constructed to predict and guide the structural optimization of existing active compounds. Zhao et al. (2021). (2021) have shown that FBXO15 plays a critical inhibitory function in regulating breast cancer progression. Some studies have found that Estrogen Receptor Alpha (ERα) is expressed in no more than 10% of normal mammary epithelial cells, but about 50%–80% of mammary tumor cells. In mice with ERα deletion, it was found that ERα plays an important role in breast development. Currently, anti-hormone therapy is commonly used in breast cancer patients with ERα expression, which regulates estrogen receptor activity to control estrogen levels in the body. Therefore, ERα is considered an important target for the treatment of breast cancer, and compounds that can antagonize ERα activity may be candidates for the treatment of breast cancer. For example, tamoxifen and raloxifene, the classic drugs for clinical treatment of breast cancer, are ERα antagonists whereas BSC-pyrazole and MPP can fully antagonize E2 stimulation of pS2 mRNA in MCF-7 breast cancer cells.
Based on the above, in this paper, an anti-breast cancer drug candidate screening model was established. We obtained bioactivity data of 1974 compounds targeting ERα for breast cancer treatment. Next, we downscale the data. Based on the data collected, a variable screening was first performed and 20 molecular descriptors with significant effects on biological activity were selected from more than seven hundred molecular descriptors. Finally, a regression prediction model was established based on MLP fully connected neural network to predict the bioactivity values of 50 new compounds. The main contributions of this paper are as follows:
• Several commonly used dimensionality reduction algorithms are compared in high-dimensional biomedical data screening, and the LASSO algorithm is selected to reduce the dimensionality of high-dimensional biomedical data, which reduces 729 dimensions to 20 dimensions and retains more information of the original variables, And the selected 20 molecular description variables cover most description types, accounting for a suitable proportion and representative. It greatly reduces the workload in the exploration of drug molecules and thus improves the efficiency of the preparation of new drug compounds.
• A multilayer perceptron (MLP) prediction model was used to predict the biological activity of the compounds, and the model prediction results are closer to the real values than other methods. The loss value of the REGRESSION prediction model based on MLP was 0.0146 in the validation set, indicating that the model had a good prediction effect. This is of great significance for the development of anti-breast cancer drugs.
2 RELATED WORK
2.1 High-Dimensional Biomedical Data Variable Screening Methods
In recent years, with the development of biomedical testing technology, the amount of biomedical data accumulated in the research process has increased exponentially. In conventional statistical analysis, when conducting multivariate analysis, a certain ratio of the number of independent variables to the sample size is often required. However, the cumulative amount of biomedical data has resulted in a much larger number of independent variables than required, making it difficult to establish the correct association between the dependent and independent variables. In response to these problems, filtering out more critical variables from high-dimensional data has become an urgent problem for researchers.
Tibshirani et al., 1996 (1996) proposed the LASSO (Least Absolute Shrinkage and Selection Operator) estimate inspired by the penalty function. This method can compress certain constituents to zero within a reasonable choice of penalty parameters to achieve variable selection and perform parameter estimation. Then new methods of variable selection and contraction based on LASSO were gradually proposed, and other scholars also started to study and improve the LASSO method in depth. Fan and Li, 2001. (2001) proposed a penalized likelihood method called SCAD and proposed an optimization algorithm for this penalized likelihood function to address the problem that stepwise regression can be computationally costly and neglects the random errors that arise during model selection. Jolliffe et al. (2003). (2003) proposed an improved principal component method based on LASSO. Fonti and Belitser, 2017. (2017) explained and discussed how to use LASSO for feature selection. Efron et al. (2004). proposed a minimum angle regression algorithm to implement LASSO. Since the computational effort of this algorithm is the same as that of the least squares method, this has led to the widespread use of the LASSO regression method. Since the LASSO method is inconsistent with the variable selection of some cases, Zou et al., 2006 (2006) proposed the adaptive LASSO method to overcome this problem of LASSO. Adaptive LASSO has Oracle properties and its performance remains constant under certain canonical conditions when extending it to generalized linear models. Zou et al. (2006). (2006) used LASSO to give modified principal components with sparse loadings for enhancing the interpretability of the principal components. For some strongly correlated data, such as medical data, biological data, etc., LASSO and Adaptive LASSO cannot select all highly correlated variables into the model.
Zou and Hastie, 2005. (2005) proposed the Elastic Net method by improving the LASSO method, which is a new regularization and variable selection method that can handle the complex collinearity problems in covariate. Zou and Zhang, 2009 (2009) further proposed the Adaptive Elastic-Net (AEN) method, which weights each regression coefficient of the primary penalty term so that it has the properties of both the adaptive LASSO and Elastic Net methods. Li et al., 2017. (2017) applied the Elastic Net approach to variable selection in a balanced longitudinal data model and demonstrated the compatibility and group effect properties of the approach. Lin and Yang, 2019. (2019) extended non-negative adaptive Elastic Net estimation to a high-dimensional sparse linear model and proved its Oracle property and validity under some canonical conditions with valid samples. Existing studies have demonstrated the good nature of LASSO and Elastic Net for variable screening. Yamada et al. (2014). (2014) verified the effectiveness of LASSO method through the feature selection experiment of classification and regression of thousands of features. Muthukrishnan and Rohini, 2016. (2016) explored the features of the popular regression methods, OLS regression, ridge regression and the LASSO regression. Zhang et al. (2021). (2021) used LASSO dimensionality reduction method to conduct experiments on the combination of feature sub models to obtain the best top-level feature number, thus providing support for the effective prediction of DNA binding proteins. In this paper, the original 729 variables were screened using the LASSO method according to the research objectives.
2.2 Biological Activity Prediction Model
Machine learning algorithms are widely used in biological activity prediction. Scholar Jia et al., 2019 (2019) used the RF algorithm combined with ten-fold cross-validation to build a quantitative prediction model for drug targets. The MSE of the RF model constructed on the EC50 validation set and test set were both less than 0.09, and the R2 was greater than 0.96; in the KD data set, the MSE is less than 0.12, and the R2 is greater than 0.94. Lv and Xue, 2011. (2011) tested the classification prediction model of SVM in hepatitis virus NS5B protease inhibitor and non-inhibitor, which had high model calculation efficiency and prediction accuracy. He and Zhu, 2020. (2020) modeled the drug target prediction problem with reference to the recommendation system, and made improvements to the traditional algorithm, by adding drugs and targets double regularization to improve the accuracy of the model. Based on different application scenarios, the advantages of various algorithms are different. The K-Nearest Neighbor algorithm performs well in the classification of known Hepatitis C Virus NS5B protease inhibitors and non-inhibitors. Random forest is suitable for quantitative prediction of drug EC50 and CD value. Liu et al. (2013). (2013) proved Support Vector Machine is good at processing the prediction of drug-target BuChE inhibitors and non-inhibitors. Collaborative filtering can solve the problem of sparse matrix by the mixing weighted drug-target association matrix, so it is suitable for the recommendation of “drug-target” and the prediction of “drug-target” interaction (2017) (Zhang, 2017). The artificial neural network is suitable for predicting the inhibitory activity of drug molecules against p38R MAPase (2019) (Abdolmaleki and Ghasemi, 2019).
The neural network model originated from the mathematical model of MP neurons proposed by McCulloch and Pitts in 1943. MLP model is a popular and practical one among many neural network models. Pinkus et al., 1999. (1999) discussed various approximate theoretical problems in the MLP model of neural networks. Then, Rosenblatt et al., 1958 (2017) proposed a single-layer perceptron model, but it could only distinguish basic shapes such as triangles and squares. In 1986, the second-generation neural network was proposed (2016) (Jiao et al., 2016), which introduced the Sigmoid function as the activation function, and used multiple hidden layers instead of the original single fixed feature layer to solve the nonlinear classification problem. The back-propagation algorithm was used to train the model, and the back-propagation algorithm and its improvement still play an important role in model training so far. Multilayer perceptron (MLP), also known as the feedforward neural networks, has been widely used in research. Gao et al. (2019). (2019) constructed a multilayer neural network model to accurately assess the risk of non-contact sports injuries in rugby. Xiao et al. (2021). (2021) constructed and verified the prediction model of occupational coal worker’s pneumoconiosis (CWP) incidence based on multilayer perceptron neural network, and discussed its application value in the prediction of CWP incidence. Generally speaking, MLP falls into two categories: supervised and unsupervised (2021) (Dua et al., 2021). The trainer is responsible for training the MLP. It has the highest performance for new input datasets. The research in this paper is to predict the activity of new compound molecules with better biological activity, so it is suitable to use artificial neural network for prediction. In order to further optimize the effect of improving prediction, MLP neural network is applied.
3 METHODS
3.1 The LASSO Algorithm
LASSO (Least Absolute Shrinkage and Selection Operator) is a variable selection method proposed by the statistician Tibshirani. The basic idea of which is to introduce a penalty factor to the ordinary least squares estimation to penalise or constrain the estimator [image: image] by the [image: image] norm. For a data set with n predictor-response variable pairs [image: image], LASSO seeks an estimate [image: image] that fits the data better by minimizing the RSS [image: image].
[image: image]
Where [image: image] is a penalized parameter, [image: image] is a compression penalty.
[image: image]
 [image: image] is a turning parameter, which controls the intensity of compression. If the parameter obtained by ordinary least squares estimation is denoted as [image: image], then LASSO achieves compression, as long as [image: image]. And for some models with small absolute values, the coefficients can be compressed to zero. Thus, the inequality [image: image] can effectively constrain the parameter space and allow the final model to be well interpreted.
3.2 The Perceptron Model
The single-layer perceptron model was the first and simplest neural network model to be proposed.
As shown in the Figure 1, it has two layers, the input layer and the output layer, which are each composed of multiple ANs and are interconnected.
[image: Figure 1]FIGURE 1 | Perceptron model.
In terms of the operation principle, the single-layer perceptron first receives input data [image: image] at the input layer, and then accumulates the input data with their respective weights, That is, for the Kth output layer neuron, the total amount of information it receives is [image: image]. So the output of the Kth output layer neuron is:
[image: image]
The model of a single-layer perceptron actually constructs some hyperplanes to separate different data sets in a high-dimensional space. So it can handle linearly separable problems better, but it is helpless for linearly indistinguishable data sets. In order to further improve the learning ability of neural networks to solve more practical problems, the multilayer perceptron model, which evolved from the single-layer perceptron, was naturally created.
As shown in the Figure 2, in addition to the input layer and output layer, the multilayer perceptron model also includes a hidden layer, which is also composed of multiple layers of artificial neurons, and each layer is fully connected to each other. In 1991, Kurt Hornik proposed the Universal Approximation Theorem, which states that if the hidden layer can consist of any number of artificial neurons, then a feedforward neural network containing a hidden layer can approximate any continuous function in the real number range. This theorem actually tells us that a multilayer perceptron neural network model with hidden layers can solve more problems than a single layer perceptron model. Due to the large number of data indicators and high dimensions involved in this paper, in order to make the prediction model in this paper have higher prediction accuracy, the multilayer perceptron model is chosen to construct the prediction model.
[image: Figure 2]FIGURE 2 | Multilayer perceptron model.
4 EXPERIMENTS AND RESULTS
4.1 Data Set and Data Preprocessing
For the breast cancer therapeutic target ERα, the required data were obtained from the University of Alberta’s DrugBank database of drug molecules, which is a unique bioinformatics and cheminformatics resource that combines detailed drug data with comprehensive drug target information for the study of drug mechanisms and even the exploration of novel drugs. The data used in this paper contains a total of 1974 compounds and the corresponding bioactivity values for ERα, IC50, and pIC50. And the properties of each compound are co-represented by 729 molecular descriptors, which will also be added as independent variables in the Quantitative Structure-Activity Relationship (QSAR) model. In particular, pIC50 is the negative logarithm of the IC50 value, which usually has a positive correlation with biological activity, i.e., a higher pIC50 value indicates higher biological activity. The pIC50 is generally used to represent biological activity values in practical QSAR modelling.
As the data collected for the molecular descriptors are two-dimensional, i.e., information corresponding to the solubility and surface area of the molecule. Therefore, certain characteristics that have the greatest impact on the results need to be filtered out as feature data when building the model. Based on the data collected, the importance of bioactivity values of compounds was ranked according to molecular descriptors (independent variables) to achieve the purpose of variable selection. This means that we need to find a metric to compare the importance of the variables cross-sectionally.
Due to the large number of variables, in order to explore whether there is multicollinearity among 729 variables, this paper analyzed the correlation between molecular descriptor variables by solving the correlation coefficient matrix. After arriving at a judgement based on the correlation matrix, an appropriate regression model will be built to describe the importance of the variables, thus enabling the screening of the molecular descriptors.
The first step was data pre-processing, reading the molecular descriptor data as the independent variable and the pIC50 bioactivity value data of ERα as the dependent variable. And the results of data missing judgment indicated that there were no data set missing, and the data can be directly normalized by Z-score.
In the second step, the Pearson correlation coefficient [image: image] was used to calculate the correlation coefficients between the respective variables. And the correlations between the molecular descriptor variables will be analyzed using the correlation coefficient matrix.
[image: image]
Where [image: image] is the covariance of X and Y, and [image: image], [image: image] denote the variance of X, Y respectively. The correlation coefficients between 729 variables can be calculated according to this formula.
The diagonal matrix of the correlation coefficients between 10 arbitrarily selected variables is shown in the Figure 3. From the figure above, it can be obtained that there is a close correlation between some of the molecular descriptor variables. For example, the correlation coefficients between nAtom and AMR, apol reached 0.9 and 1.0 respectively, indicating the existence of multicollinearity when using this data set for regression analysis.
[image: Figure 3]FIGURE 3 | Diagonal matrix plot of correlation coefficients (10 variables).
4.2 Filtering Molecular Descriptors Based on the LASSO Algorithm
4.2.1 LASSO + 10-Fold Cross-Validation
The LASSO algorithm is used to obtain a more refined model by constructing a penalty function that compresses the coefficients of less relevant variables to zero and removes these characteristic variables. The LASSO algorithm performs variable screening while fitting a generalized linear model. This can effectively avoid the over-fitting problem caused by too many variables and also help to solve the multicollinearity problem in the correlation analysis results of the previous step. Based on the LASSO algorithm, the molecular descriptor data were entered into the R software and the number of calculations was set to 1,000. The model stopped at 919 runs and the algorithm converged to the optimal solution, which contained 345 non-zero coefficients, i.e., 384 variables were initially eliminated, corresponding to a regularization parameter [image: image] value of 0.00011. The Figure 4 shows the evolution of the model coefficients.
[image: Figure 4]FIGURE 4 | Plot of the variation of the L1 parity against the regression coefficient.
This paper continued to use k-fold cross-validation method in conjunction with the LASSO regression algorithm to increase the accuracy of the model fit. In the cross-validation stage of the model, the 10-fold cross-validation was performed by setting random number seeds. The mean squared error (MSE) was used as the target parameter to minimize the loss, so that the regularization parameter [image: image] that minimize the loss could be filtered.
The vertical coordinate of the Figure 5 shows the mean squared error of the model, which changes as the penalty increases. And the horizontal coordinate at the top of the graph shows the number of independent variables. The first dashed line shows the logarithm of [image: image] when the mean squared error is smallest, and the second dashed line shows the logarithm of [image: image] when it is one standard error away from the minimum mean squared error. The two values are printed in the Table 1.
[image: Figure 5]FIGURE 5 | MSE with [image: image] curve.
TABLE 1 | Cross-validating lambda values.
[image: Table 1]In general, the latter is chosen as the optimal value of [image: image]. The model given by 1se has a better performance and has fewer independent variables. Since the objective of this section is to filter the independent variables, the 1se value is also chosen as the optimal solution. Therefore, the optimal [image: image] value of the 10-fold cross-validated LASSO regression model was 0.003225, and the corresponding regression coefficients of each variable under this value were further obtained.
A total of 163 variables were retained in the 10-fold cross-validated LASSO regression model, which further eliminated 182 variables compared to the non-cross-validated model. The absolute values of the regression coefficients of the optimal model were then taken to reflect the importance of the variables on the pIC50 bioactivity values. The Table 2 shows the top 20 molecular descriptors with the most significant effect on pIC50 bioactivity values.
TABLE 2 | Molecular descriptors with significant effect on pIC50 bioactivity values (TOP20).
[image: Table 2]4.2.2 Evaluation of Screening Results
This section evaluates the performance of the model by using two accuracy evaluation indicators, explainable deviation (%Dev) and mean squared error (MSE).
The Figure 6, with the number of independent variables indicated by the horizontal coordinate, shows the relationship between the explainable deviation and the variable coefficients for a 10-fold cross-validated LASSO regression model. The explainable deviation means the amount of sample information contained in the model, and the larger the value, the better. For example, with the number of independent variables exceeding 37, the model was able to explain 60% of the sample information. With the aforementioned [image: image] value equal to 0.003225, the explainable deviation value of this model was 78.96, which indicates that the model has good model properties, and is able to explain 78.96% of the sample information. At the same time, the mean squared error of the model was very close to the minimum mean squared error, which can be concluded that the 10-fold cross-validated LASSO regression model constructed in this paper worked well and can achieve the purpose of screening the variables.
[image: Figure 6]FIGURE 6 | Plot of model explainable deviation against variable coefficients.
To further verify the rationality of the variables selected in the above model, the relationship between the corresponding type of the selected molecular descriptors and the corresponding type of all molecular descriptors is statistically shown in Figure 7.
[image: Figure 7]FIGURE 7 | Filter variable classification statistics.
In Figure 7, the blue one represents the categorical statistics of 729 variables and the orange one represents the categorical statistics of 20 variables screened by LASSO regression. Through searching, 46 types 727 variables were determined among 729 molecular descriptive variables. Because 50% of the descriptor types contain only one molecular descriptor, they are not shown in the graph. The category “Atom type electrotopological state” contains the largest number of descriptors, 488 in total. It is clear from the graph that the top 20 molecular descriptor variables screened by the LASSO regression cover most of the descriptor types and the proportion is appropriate, which can be considered that the variable screening is representative.
4.3 Quantitative Structure-Activity Relationship Model Prediction Analysis Based on MLP Neural Network
After dimensionality reduction of the molecular descriptor data, the top 20 molecular descriptor variables with significant influence on the bioactivity values were obtained. The information contained in these variables was then learned to find further relationships between compounds and ERα bioactivity values. In this section, the MLP neural network was trained to learn and the model relationships were used to predict the IC50 and pIC50 values of 50 new compounds.
4.3.1 Development of an MLP Neural Network Prediction Model for Biological Activity Values
MLP generalises the perceptron to some extent and its weakness of lacking the ability to recognise linear indivisible data is well overcome by MLP neural networks. In machine learning, there is generalized linear model algorithm, which can be formulated as:
[image: image]
The MLP could be considered as a multi-layer processing algorithm for the generalized linear model. The linear weighted combination of the above formula needs to be carried out on each layer, and the final desired predicted value y can be obtained after n layers. Therefore, the MLP can be understood as a multi-layer processing model for the generalized linear model, which can be used for classification and regression prediction processing in the machine domain. We selected its function of regression prediction to make regression prediction of pIC50 value of the new compounds.
The Figure 8 shows the network structure of the model constructed in this paper. The first layer is an input layer, the second layer is a fully connected layer with an excitation function of relu, and the third layer is a discard layer, which discards the neuron links with the fourth layer with a certain probability to prevent overfitting. In this model, the probability of discarding neuronal links was set to 0.2. The fourth layer is also a fully connected layer. The last layer is the output layer. And the linear excitation function was selected as the excitation function.
[image: Figure 8]FIGURE 8 | Network structure diagram.
4.3.2 Analysis of MLP Neural Network Results
Based on the MLP neural network model, the 1974 sample data were divided into a training set and a validation set, in the ratio of 7:3, and the model was trained with the training set data and then validated on the validation set. In the setting of the neural network model parameters, for the fitting of the model loss, the mean squared error (MSE) was used as the loss function value (loss) to measure the effectiveness. The number of epoch iterations was set to 200, and the size of the batch data used for gradient descent each time was also set to 200 for model training.
By visualizing the training history, it can be seen in Figure 9 that the loss function values of the training and validation sets show a clear downward trend. The loss of both sets shows a sharp decreasing trend when the epoch was trained to around 10. Then, the loss of the training set shows a very small oscillation when the epoch was trained to between 20 and 50, while the validation set still keeps decreasing smoothly. The final loss value of the validation set was 0.0146, indicating that the model has a good training effect. At the same time, the loss function curve of the validation set is always below the loss function curve of the training set, indicating that the model did not show any overfitting phenomenon. So it can be considered that the model has good regression effect and can be used for the prediction of the test set.
[image: Figure 9]FIGURE 9 | Loss function diagram.
Through the quantitative prediction model of ERα bioactivity constructed above, the bioactivity values of 50 new compounds were predicted. The results of the IC50 and pIC50 values are shown in Table 3, where the IC50 values were further solved from the negative logarithmic relationship between the two.
TABLE 3 | Table of predicted results.
[image: Table 3]5 CONCLUSION
To address the problem of compound screening and bioactivity prediction in the anti-breast cancer drug candidates development process, this paper used a computer-aided approach combined with a neural network algorithm to conduct the analysis. Based on the molecular descriptor information and bioactivity values of compounds, and etc., correlation analysis was used to gain a preliminary understanding of the linkage between the independent variables, and the results indicated the existence of multicollinearity between them. Therefore, the LASSO regression algorithm was used to assess the feature importance of 1974 compounds. The features were further screened in combination with cross-validation method, so as to determine the importance of molecular descriptors on biological activity. At the end, the top 20 molecular descriptors with the most significant impact on biological activity were screened. It can be seen from the variation curve of explainable deviation and mean squared error of the model, as well as the statistical graph of the type of variables, that the established variable screening model is effective and the results are well representative. The MLP neural network was then used for learning. The data were divided into training and validation sets to construct a quantitative prediction model of the compound molecular descriptor variables and the bioactivity value pIC50. The final validation set loss function value was 0.0146.
The results showed that the molecular descriptors screening model and bioactivity value prediction model were reasonable, and the applicability of the model was verified. The predictive analysis of the compound molecular descriptors could provide an effective reference for the development of anti-breast cancer drug candidates.
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The fisheye camera has a field of view (FOV) of over 180°, which has advantages in the fields of medicine and precision measurement. Ordinary pinhole models have difficulty in fitting the severe barrel distortion of the fisheye camera. Therefore, it is necessary to apply a nonlinear geometric model to model this distortion in measurement applications, while the process is computationally complex. To solve the problem, this paper proposes a model-free stereo calibration method for binocular fisheye camera based on neural-network. The neural-network can implicitly describe the nonlinear mapping relationship between image and spatial coordinates in the scene. We use a feature extraction method based on three-step phase-shift method. Compared with the conventional stereo calibration of fisheye cameras, our method does not require image correction and matching. The spatial coordinates of the points in the common field of view of binocular fisheye camera can all be calculated by the generalized fitting capability of the neural-network. Our method preserves the advantage of the broad field of view of the fisheye camera. The experimental results show that our method is more suitable for fisheye cameras with significant distortion.
Keywords: fisheye camera, stereo calibration, phase unwrapping, neural-network, large field of view
1 INTRODUCTION
The ordinary camera has a limited FOV. It can no longer meet the needs of some research projects without adding other auxiliary facilities. The appearance of the fisheye camera overcomes this shortcoming. The fisheye camera has a small focal length, and the field of view can generally reach more than 180° (Arfaoui and Thibault, 2013). Due to the large field of view of the fisheye camera, one single fisheye image can show a large portion of the surrounding environment without image splicing (Hou et al., 2012).
The research on stereo calibration technology of fisheye cameras is more meaningful. Compared with ordinary camera, the structure of fisheye camera is more complicated. Fisheye cameras introduce severe distortion, especially barrel distortion, during imaging (Kanatani, 2013). This strong optical distortion results in high image center separation and low resolution at the edges of fisheye images (Hughes et al., 2010). Consequently, the stereo calibration accuracy of the fisheye camera is also limited to some extent.
The traditional stereo calibration method for fisheye cameras requires an imaging model in a specific mathematical format. Before this paper, there were some studies on stereo calibration techniques for fisheye cameras. For example, first combined fisheye camera calibration and epipolar rectification applied in a stereo fisheye camera system. They accomplished 3D reconstruction of specific points from authentic fisheye images Abraham and Forstner (2005). Designed a novel measurement system based on a binocular fisheye camera. The measurement system uses the dynamic angle compensation method, which can achieve high-precision 3D positioning in a dynamic environment Cai et al. (2019). Proposed a new strategy for computing parallax maps from hemispherical stereo images taken by fisheye camera. They considered only matches of the same class by segmenting the textures in the scene Herrera et al. (2011). Presented a method to calibrate multiple fisheye cameras with a wand that can move freely. The internal and external parameters and the 3D coordinates of the fisheye camera could be obtained Fu et al. (2015). Proposed a panoramic stereoscopic imaging system, which could provide stereoscopic vision of 360° horizontal field Li and Li (2011). Analyzed existing dense stereo systems. They combined the epipolar rectification model of the binocular fisheye camera with the dense method, able to provide dense 3D point clouds at 6–7 Hz Schneider et al. (2016). These stereo calibration methods usually require correcting fisheye images with significant distortion to perspective projection images. However, this distortion removal process leads to the loss of information at the image edges, losing the advantage of the large field of view of the fisheye camera. So the results of performing stereo matching on fisheye images are unsatisfactory. In addition, stereo matching also has strict restrictions on the scene. Some factors such as too much scene noise pollution and too much repetitive texture may impact the matching accuracy.
With the development of artificial intelligence, Deep Learning (DL) is increasingly used in the field of computer vision (Huang et al., 2021). There have been many studies applying DL to the distortion correction of fisheye images. Proposed a Distortion Rectification Generative Adversarial Network (DR-GAN) for the severe barrel distortion of wide-angle camera images. DR-GAN is the first end-to-end trainable adversarial framework for radial distortion correction Liao et al. (2020). Considered the characteristics of fisheye images and proposed an unsupervised fisheye camera distortion correction network. The network can predict distortion parameters and implement direct mapping from fisheye images to rectified images Yang et al. (2020). DL-based methods are computationally fast. However, they trained the network with a large number of fisheye images, which consumes a lot of resources. In addition, this method is very sensitive to the scene.
To overcome these shortcomings, we propose the application of neural-network to the stereo calibration of binocular fisheye camera. Take the image coordinates of the left and right fisheye cameras as the input training set. The spatial coordinates corresponding to the image coordinates in the scene are used as the output training set. The trained neural-network can implicitly describe the mapping relationship from the 2D image plane to the 3D space. With the nonlinear fitting ability of the neural-network, it can directly predict the spatial coordinates of the target point based on the trained network. Compared with traditional stereo calibration, the proposed method is model-free. There is no need to establish an accurate mathematical imaging model, nor does it need to know the intrinsic and extrinsic parameters of the fisheye camera. Experiments have been conducted, and their results verify the performance of the proposed method.
To obtain the training set of the neural-network, a large number of feature points with known image coordinates and spatial coordinates are required. Some 2D targets such as chessboard are the most commonly used. The chessboard-based calibration method has good calibration accuracy for ordinary cameras (Zhang, 2000). However, the chessboard images taken by the fisheye camera have severe barrel distortion, which leads to low feature detection accuracy or failure to detect feature points located at the edge of the images. To overcome this shortage, active targets are used (Schmalz et al., 2011). Active phase targets are widely used in optical measurement due to their high accuracy and high speed (Wang et al., 2011; Xu et al., 2017; Wang et al., 2020; Wang et al., 2022). This paper uses a feature extraction method based on three-step phase-shift method and a multi-frequency method (Wang et al., 2019). This feature extraction method has high precision and strong robustness (Schmalz et al., 2011). Therefore, it is more suitable for fisheye cameras with severe distortion.
The remained parts of the paper are as follows. Section 2 describes the fisheye camera model and the stereo calibration model of the binocular fisheye camera. Section 3 presents the training process of the neural-network, the setting of the neural-network parameters, and the acquisition of the training sets. Section 4 describes the experiment. Finally, Section 5 concludes as well as some prospects for the future.
2 PRINCIPLE
2.1 Single Fisheye Camera Model
Fisheye cameras take non-similar imaging and introduce large barrel distortion in the imaging process. Compressing the diameter space breaks the limitation of the imaging field of view to achieve wide-angle imaging (Wei et al., 2012). The projection refraction angle and the incident angle of fisheye cameras are not equal and will deviate from the direction of the optical axis for refraction. There are four basic imaging models of fisheye cameras: equidistant projection model, equisolid-angle projection model, orthographic projection model, and stereographic projection model (Schneider et al., 2009).
The projection equation for equidistant projection is shown as: Eq. 1
[image: image]
where [image: image] is the radial distance; [image: image] is the focal length of the fisheye camera; [image: image] is the angle of incidence of the light.
The projection equation for equisolid-angle projection is shown as: Eq. 2
[image: image]
The projection equation for orthographic projection is shown as: Eq. 3
[image: image]
The projection equation for stereographic projection is shown as: Eq. 4
[image: image]
Traditional distortion models cannot guarantee the accuracy of fisheye camera. Several models have been developed to represent the distortion of the fisheye camera, including the polynomial model, the field-of-view (FOV) model (Devernay and Faugeras, 2001), and the fisheye transform (Base, 1995).
2.2 Stereo Calibration Model of the Binocular Fisheye Camera
Figure 1 shows the stereo calibration model of the binocular fisheye camera. The fisheye camera coordinate system on the left is denoted by [image: image], and the fisheye camera coordinate system on the right is denoted by [image: image]. Since the fisheye camera imaging is nonlinear, the camera coordinate system is denoted by unit spherical coordinates. The world coordinate system is denoted by [image: image]. The relative positions of the left and right cameras are fixed, and their relationship can be expressed as:
[image: image]
[image: image]
where [image: image] and [image: image] represent the rotation vectors corresponding to the world coordinate system and the left and right fisheye camera coordinate systems, respectively; [image: image] and [image: image] represent the translation vectors; [image: image] represents the world coordinate of any point [image: image] ; [image: image] and [image: image] respectively represent the coordinate of the point [image: image] in the left and right camera coordinates. Combining Eqs 5, 6, we can obtain the spatial position conversion relationship between the left and right camera coordinate systems: Eq. 7
[image: image]
[image: Figure 1]FIGURE 1 | Stereo calibration model of the binocular fisheye camera.
Therefore, the rotation vector of the left fisheye camera to the right fisheye camera is [image: image], and the translation vector is [image: image].
The solution [image: image] of and [image: image] is essentially the process of stereo calibration (Li, 2008; Beekmans et al., 2016).
3 NEURAL-NETWORK MODEL
3.1 Training Process of Neural-Network
In recent years, the emergence of some bio-inspired algorithms that simulate natural ecosystems provide new ideas for solving complex optimization problems. These bio-inspired algorithms include genetic algorithms (Liu X et al., 2022), particle swarm algorithms (Liu Y et al., 2022; Wu et al., 2022; Zhao et al., 2022), predictive modeling algorithms (Chen et al., 2021a; Chen et al., 2021b; Chen et al., 2022), convolution neural network algorithm (Huang et al., 2022; Tao et al., 2022; Yun et al., 2022), artificial bee colony algorithm (Sun et al., 2022), etc. A neural-network is a multi-layer feed forward network that follows an error back propagation algorithm, as shown in Figure 2. The basic component units of a neural-network are neurons, also called network nodes. The essence of each neuron is a nonlinear transformation of the input data. Theoretically, a neural-network can accomplish any form of nonlinear mapping (Parma et al., 1999). A neural-network can provide a nonlinear model [image: image] to fit the output [image: image]. The network parameters are the weights [image: image] and the bias [image: image]. Training a neural-network is to continuously update these two parameters under the stimulus of external inputs so that the output keeps approaching the desired output. The training process consists of a forward propagation process of the input information and a backward propagation process of the error information.
[image: Figure 2]FIGURE 2 | Structure of the neural-network.
The forward propagation process can be understood as follows: the output of the previous layer is used as the input of the next layer, and the output of the next layer is calculated until the operation reaches the output layer. Let the activation value of the [image: image] node in the [image: image] layer of the neural-network be [image: image]. The [image: image] node in the [image: image] layer to the [image: image] node in layer [image: image] node is connected by the weight [image: image]. [image: image] is the bias of the [image: image] node in layer [image: image]. It is not difficult to see from the structure of the neural-network that [image: image] depends on the activation of the previous layer.
[image: image]
where [image: image] is the activation function. In this paper, the activation function uses the tanh function. Expressing Eq. 8 in matrix form:
[image: image]
where [image: image] is the input of each layer. Use Eq. 9 to calculate the activation value of the network layer by layer. Finally, the output of the network can be obtained.
Before explaining the back propagation algorithm, it is first necessary to define the loss function. The loss function can measure the loss between the output computed by the training samples and the actual output.
The purpose of the back propagation process is to adjust the network parameters. Its essence is to find the optimal weights and biases by minimizing the loss function. So it is necessary to calculate the partial derivatives of the loss function to the weights and biases. The gradient of the variables in each layer of the neural-network can be obtained by finding the partial derivatives. The stochastic gradient descent algorithm (SGD) is commonly used to update the network parameters. The SGD algorithm can be summarized as: Eq. 10
[image: image]
where [image: image] is the learning rate; [image: image] is the loss function. After the network parameters are updated, we determine whether the current model meets the requirements. If the requirements are not met, the following forward and backward propagation is performed. The network parameters continue to be updated. Until the current model meets the requirements, the neural-network training is completed.
3.2 Setting of Neural-Network Parameters
This paper uses a neural-network to implicitly describe the nonlinear mapping relationship between image coordinates and their corresponding spatial coordinates in the scene. The settings of neural-network parameters include the structure of the neural-network, loss function, activation function, and optimizer. With the training sets keep constant, different network parameters can significantly impact the convergence speed and prediction accuracy of the network.
3.2.1 Structural Parameters
The neural-network structure proposed in this paper contains five layers, as shown in Figure 2. There is one input layer, three hidden layers, and one output layer. The input layer has four nodes. [image: image] represent the left image coordinates of feature points. [image: image] represent the right image coordinates of feature points. The output layer has three nodes. [image: image] represents spatial coordinates of feature points. Each hidden layer contains five nodes.
3.2.2 Loss Function
This study is essentially a regression problem. The most commonly used loss functions for regression problems are the mean square error (L2loss) and the mean absolute error (L1loss). L2loss function curve is smooth and can converge quickly to a minimum even at meager learning rates. However, when outliers exist in the training set, L2loss gives higher weight to the outliers, affecting the overall performance (Natekin and Knoll, 2013). L1loss performs sluggishly for outliers but converges slowly. So it is natural to think of the SmoothL1loss function. The SmoothL1loss function converges faster than L1loss. Compared to L2loss, it is insensitive to outliers. To further verify the effect of loss function on the neural-network, Figure 3A shows the training process with three different loss function settings. L1loss has the slowest convergence speed and relatively low training accuracy. In contrast, SmoothL1loss has the fastest convergence speed and the best training accuracy. Therefore, SmoothL1loss is finally chosen as the loss function.
[image: Figure 3]FIGURE 3 | The training process. (A) The effect of loss functions on the neural-network; (B) The effect of optimizers on the neural-network.
3.2.3 Optimizers
Optimizers can optimize neural-network to improve training accuracy and save training time. The most basic optimizer is the SGD algorithm, initially introduced in the previous subsection. The SGD algorithm is computationally efficient and only requires solving the first-order derivatives of the loss function. However, The SGD algorithm makes the results fall into saddle points and find local optimal solutions because of the direction. Consequently, this paper uses an adaptive optimization algorithm that can update the learning rate automatically. To further verify the effect of the optimizer on the neural-network, Figure 3B shows the training process under the three optimizer settings of SGD, SGD with momentum, and Adam. SGD has the worst optimization effect and the slowest speed. As a modified version of SGD, Momentum is much better. Adam is the best and the fastest convergence speed. So Adam optimizer is chosen.
3.3 Generation of the Training Set
The input set is [image: image], [image: image] and the output set is [image: image]. A common practice is to use the corner points of the ordinary chessboard as feature points. This method is simple and easy to operate. However, the fisheye camera distortion is severe. The chessboard will be severely distorted at the location closer to the camera, with low or even undetectable corner point detection accuracy at the edge.
To solve the above problems, the active phase target is used. Firstly, the wrapped phase of the sinusoidal periodic stripe image is solved using the three-step phase shift equation. According to the multi-frequency method, the phase is unwrapped to obtain the absolute phase. Finally, we select the eligible pixel points as feature points according to the absolute phase. A set of exactly matched image coordinates and spatial coordinates will be obtained if the unwrapping is successful. The feature points extracted using our method have the advantage of quantity and are minimally affected by the fisheye camera distortion. Figure 4 shows the specific implementation flow chart, summarized as follows:
1) Generate three-frequency three-step stripe images with equal-step phase shift increments of 2π⁄3. Their intensities can be expressed as: Eq. 11.
[image: image]
where [image: image] , [image: image] , and [image: image] are the grayscale values of the phase diagram; [image: image] is the background light intensity; [image: image] is the intensity modulation parameter; [image: image] is the wrapped phase to be solved. The horizontal and vertical phase shift stripes are displayed sequentially on the LCD.
2) Two fisheye cameras are fixed on the overhead camera mount, and the LCD monitor is fixed on the high-precision horizontal elevator. The fisheye cameras can shoot the LCD overhead. The high-precision horizontal elevator controls the LCD to move in the [image: image] direction in steps (the displacement error is 0.05 mm). Two fisheye cameras are controlled in each plane to acquire stripe images simultaneously.
3) According to Eq. 12, a three-step phase shift algorithm is used to calculate the two wrapped phases [image: image] and [image: image] of the streak image. The value domain of the Arctangent function is within [image: image]. So if the streak image with more than one period is used for decoding, the calculated wrapped phase is discontinuous. Therefore, the wrapped phases are unwrapped using the multi-frequency method to obtain the continuous absolute phases [image: image] and [image: image].
[image: image]
4) Any point on the stripe image, calculate its absolute phase [image: image] and [image: image]. Some alternative feature points can be extracted if they satisfy the following relationships: Eq. 13.
[image: image]
where [image: image] is an artificially set threshold; [image: image] and [image: image] are integers. Then, among these alternative feature points, the coordinates such that [image: image] obtains the minimum value are searched for as the desired feature points. Finally, least-squares linear interpolation is used to optimize the feature points to the sub-pixel level.
5) The absolute phase is converted to spatial coordinates for each feature point with the following equation: Eq. 14.
[image: image]
where [image: image] represents the number of pixels in the stripe cycle; q represents the pixel size of the LCD. Use the reading of the high-precision horizontal elevator as the [image: image] coordinate of the feature point. In this paper, the fisheye camera has a large field of view. The field of view can cover the whole LCD screen even at a position very close to the camera. So the spatial coordinates of the feature points determined by the left and right cameras are the same.
[image: Figure 4]FIGURE 4 | Feature extraction step.
After determining the input and output data sets, the image and spatial coordinates have different value ranges. So it is necessary to normalize the data. Normalization can improve the convergence speed of the neural-network and the model’s accuracy. We use the polar difference transformation method.
4 EXPERIMENTS
To verify the accuracy of the proposed method, an experimental platform was built. Figure 5 shows the experiment platform. The experimental platform includes two identical cameras (AR0230AT), a high-precision horizontal elevator (HTZ210), an LCD (iPad A1893), and a chessboard calibration plate. The fisheye lens (LRCP12014_27 1/2) mounted on the camera has a focal length of 1.4 mm and a field of view of 220°. Two comparison experiments were conducted in different configurations. Finally, the trained neural-network is used to reconstruct the corner points of the chessboard and part of the surface of the sphere.
[image: Figure 5]FIGURE 5 | Experiment platform.
4.1 Neural-Network Method vs. Traditional Fisheye Camera Model Method
The first experiment compares the neural-network-based fisheye camera stereo calibration (the proposed method) with traditional fisheye camera stereo calibration. As shown in Figure 5. Two fisheye cameras are mounted on the overhead camera mount. The LCD is fixed on a high-precision horizontal elevator. The LCD is used to display the three-frequency, three-step stripe images. The high-frequency stripe period is 64, and the high, medium, and low frequencies multiplier is 6. The LCD resolution is 2048 × 1536 pixels, and the pixel size is 0.096 mm. The high-precision horizontal elevator controls the gradual movement of the LCD in the [image: image] direction.
The training set is obtained by following the steps described in Section 3.3. The neural-network is configured according to Section 3.2.
Based on the trained network, the sample data can be predicted. Figure 6A shows the prediction results of 120 sample points. The actual values of the spatial coordinates are known. So we can quantitatively analyze the deviations in three directions. The mean error of [image: image] is 0.416 mm, [image: image] is 0.253 mm, and [image: image] is 0.271 mm. To visually show the prediction results, the predicted results of the spatial coordinates of the sample points are linearly interpolated. Figure 6B shows the fitted plane.
[image: Figure 6]FIGURE 6 | Results. (A) Prediction results of sample points; (B) The plane fitting results.
We perform the traditional fisheye camera stereo calibration using the fisheye camera calibration method in opencv3.0. The specific principle can be referred to (Kannala and Brandt, 2006) and is not described in detail here. This method requires two fisheye cameras to take pictures of the target in different directions. A total of 25 images were taken. Figure 7 shows some of the 25 images.
[image: Figure 7]FIGURE 7 | Eight images for conventional stereo calibration. The top four are taken by the left camera; the bottom four are taken by the right camera.
Table 1 compares the reconstruction accuracy of the neural-network model-based method with the traditional fisheye camera model method. The experimental results show that the neural-network-based method proposed in this paper has higher accuracy and is more suitable for fisheye camera with larger distortion.
TABLE 1 | Mean errors in [image: image].
[image: Table 1]4.2 Active Phase Target vs. Chessboard
The second experiment compares two different methods of obtaining the training set for the neural-network. One is to use active phase targets as proposed in this paper, and the other is to use a chessboard as the target. The experimental procedure using the active phase target has been described in Section 4.1.
The experimental chessboard contains 88 corner points with a spacing of 15 mm and a manufacturing error of 0.01 mm. The Harris corner point detection algorithm can obtain the sub-pixel image coordinates of the chessboard corner points. The corner points of the chessboard are used as feature points. To ensure the consistency of the experimental conditions, the positions of the fisheye cameras are not changed. The chessboard is fixed on the high-precision horizontal elevator. The high-precision horizontal elevator controls the chessboard to move in the [image: image] direction in steps. The readings of the high-precision horizontal elevator are used as the [image: image] coordinates of the feature points. The neural-network parameter settings are not changed.
The sample data are then predicted based on the trained network model. Figure 8A shows the results. The actual values of the spatial coordinates of these points are known. So we can quantitatively analyze the deviation in three directions. The mean error of [image: image] is 1.105 mm, [image: image] is 0.894 mm, and [image: image] is 1.177 mm. To demonstrate the experimental results more intuitively, linear interpolation is performed on the predicted results. Figure 8B shows the fitted plane.
[image: Figure 8]FIGURE 8 | Results. (A) Prediction results of sample points; (B) The plane fitting results.
Table 2 compares the reconstruction accuracy comparison of the training set obtained using the active phase target and the chessboard. Figure 9 shows the mean error comparison graph. It is clear that the method using the active phase target to extract feature points as the training set is more accurate, especially in the [image: image] direction. The experimental results prove that the active phase target has the advantage of the number of feature points and is more suitable for the calibration of the fisheye camera.
TABLE 2 | Mean errors in [image: image] , [image: image], and [image: image].
[image: Table 2][image: Figure 9]FIGURE 9 | Mean error comparison histogram.
4.3 3D Reconstruction
To further verify the practicability of the proposed method, 3D reconstructions of the chessboard corners and a partial plane of the sphere are performed.
The experimental chessboard contains 88 corner points with a spacing of 4.9 mm. The binocular fisheye camera takes pictures of the chessboard in different poses at the same time. The subpixel image coordinates of the chessboard corners are obtained using the Harris corner detection algorithm. The spatial coordinates of these corners are then reconstructed using the trained neural-network model. Figure 10 shows the reconstruction results. We calculate the square size of the chessboard based on the spatial coordinates and compare it with the true value. Among them, the reconstruction error of the corners located at the edge of the chessrboard is larger, and the reconstruction errors of the middle corners is smaller. This is due to the characteristics of the fisheye image itself. The edges of the fisheye image are stretched due to the severe distortion of the camera. Table 3 shows the mean error for the chessboard square size.
[image: Figure 10]FIGURE 10 | Chessboard cornors reconstruction results.
TABLE 3 | Mean errors in square size.
[image: Table 3]Similarly, we reconstructed a partial plane of the sphere. We recover the absolute phase of the sphere by projecting a fringe image on the upper surface of the sphere. According to the matching relationship between the absolute phases of the sphere in the left and right cameras, the pixel points are matched (Chen X. et al., 2021). Then we use the trained neural-network to predict the spatial coordinates of these points. Figure 11 shows the reconstruction results. We performed a least squares fit to the results for the sphere. The real diameter of the sphere is 71 mm. The fitted diameter is 73.7288 mm. So the reconstruction error is 2.7288 mm. Experiments show that the neural-network-based method proposed in this paper has high measurement accuracy.
[image: Figure 11]FIGURE 11 | Sphere reconstruction result.
5 CONCLUSION
This paper applies a neural-network to the fisheye camera stereo calibration technique. There is no need to pre-build the fisheye camera model. The proposed method is model-free. A nonlinear mapping relationship between image coordinates and spatial coordinates is established using neural-network. The use of the active phase target enables the extraction of feature points with a larger number and higher precision, which is more suitable for the calibration of fisheye cameras. Due to the flexible structure of the neural-network, the neural-network model can be easily extended to the joint calibration of multiple fisheye cameras and the joint calibration of asymmetric fisheye camera layouts. These are expected to be further investigated and implemented in the future.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusion of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
YC and HZ conceived the overall research goals as well as the experimental protocol. YC completed the validation of the experimental design, the development of related software, and the writing of the first draft. HZ participated in and guided the entire experimental process, and provided constructive comments on the research plan. XY and HW provided the experimental equipment and organized the experimental data. All authors contributed to the revision of the manuscript.
FUNDING
This work was supported by the Open Fund of the Key Laboratory for Metallurgical Equipment and Control of Ministry of Education in Wuhan University of Science and Technology (MECOF2021B03); Natural Science Foundation of Hubei Province (2020CFB549); Open Fund of Key Laboratory of Icing and Anti/De-icing(Grant No. IADL20200308).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Abraham, S., and Förstner, W. (2005). Fish-eye-stereo Calibration and Epipolar Rectification. Isprs J. Photogrammetry Remote Sens. 59 (5), 278–288. doi:10.1016/j.isprsjprs.2005.03.001
 Arfaoui, A., and Thibault, S. (2013). Fisheye Lens Calibration Using Virtual Grid. Appl. Opt. 52 (12), 2577–2583. doi:10.1364/ao.52.002577
 Base, A. J. P. R. L. (1995). Alternative Models for Fish-Eye Lenses. Pattern Recognit. Lett. 16 (4), 433–441. 
 Beekmans, C., Schneider, J., Läbe, T., Lennefer, M., Stachniss, C., and Simmer, C. (2016). Cloud Photogrammetry with Dense Stereo for Fisheye Cameras. Atmos. Chem. Phys. 16 (22), 14231–14248. doi:10.5194/acp-16-14231-2016
 Cai, C., Qiao, R., Meng, H., and Wang, F. (2019). A Novel Measurement System Based on Binocular Fisheye Vision and its Application in Dynamic Environment. Ieee Access 7, 156443–156451. doi:10.1109/access.2019.2949172
 Chen, T., Peng, L., Yang, J., Cong, G., and Li, G. (2021a). Evolutionary Game of Multi-Subjects in Live Streaming and Governance Strategies Based on Social Preference Theory during the COVID-19 Pandemic. Mathematics 9 (21), 2743. doi:10.3390/math9212743
 Chen, T., Rong, J., Yang, J., and Cong, G. (2022). Modeling Rumor Diffusion Process with the Consideration of Individual Heterogeneity: Take the Imported Food Safety Issue as an Example During the COVID-19 Pandemic. Front. Public Health 10, 781691. doi:10.3389/fpubh.2022.781691
 Chen, T., Yin, X., Yang, J., Cong, G., and Li, G. (2021b). Modeling Multi-Dimensional Public Opinion Process Based on Complex Network Dynamics Model in the Context of Derived Topics. Axioms 10 (4), 270. doi:10.3390/axioms10040270
 Chen, X., Chen, Y., Song, X., Liang, W., and Wang, Y. (2021c). Calibration of Stereo Cameras with a Marked-Crossed Fringe Pattern. Opt. Lasers Eng. 147, 106733. doi:10.1016/j.optlaseng.2021.106733
 Devernay, F., and Faugeras, O. (2001). Straight Lines Have to Be Straight. Mach. Vis. Appl. 13 (1), 14–24. doi:10.1007/pl00013269
 Forster, F., Forster, F., and Angelopoulou, E. (2011). Camera Calibration: Active versus Passive Targets. Opt. Eng. 50 (11), 113601. doi:10.1117/1.3643726
 Fu, Q., Quan, Q., and Cai, K. Y. (2015). Calibration of Multiple Fish‐eye Cameras Using a Wand. Iet Comput. Vis. 9 (3), 378–389. doi:10.1049/iet-cvi.2014.0181
 Herrera, P. J., Pajares, G., Guijarro, M., Ruz, J. J., and Cruz, J. M. (2011). A Stereovision Matching Strategy for Images Captured with Fish-Eye Lenses in Forest Environments. Sensors 11 (2), 1756–1783. doi:10.3390/s110201756
 Hou, W., Ding, M., Qin, N., and Lai, X. (2012). Digital Deformation Model for Fisheye Image Rectification. Opt. Express 20 (20), 22252–22261. doi:10.1364/oe.20.022252
 Huang, L., Chen, C., Yun, J., Sun, Y., Tian, J., Hao, Z., et al. (2022). Multi-Scale Feature Fusion Convolutional Neural Network for Indoor Small Target Detection. Front. Neurorobot. 16, 881021. doi:10.3389/fnbot.2022.881021
 Huang, L., Fu, Q., He, M., Jiang, D., and Hao, Z. (2021). Detection Algorithm of Safety Helmet Wearing Based on Deep Learning. Concurr. Comput. Pract. Exper. 33 (13). doi:10.1002/cpe.6234
 Hughes, C., Denny, P., Jones, E., and Glavin, M. (2010). Accuracy of Fish-Eye Lens Models. Appl. Opt. 49 (17), 3338–3347. doi:10.1364/ao.49.003338
 Kanatani, K. (2013). Calibration of Ultrawide Fisheye Lens Cameras by Eigenvalue Minimization. IEEE Trans. Pattern Anal. Mach. Intell. 35 (4), 813–822. doi:10.1109/tpami.2012.146
 Kannala, J., and Brandt, S. S. (2006). A Generic Camera Model and Calibration Method for Conventional, Wide-Angle, and Fish-Eye Lenses. IEEE Trans. Pattern Anal. Mach. Intell. 28 (8), 1335–1340. doi:10.1109/tpami.2006.153
 Li, W., and Li, Y. F. (2011). Single-camera Panoramic Stereo Imaging System with a Fisheye Lens and a Convex Mirror. Opt. Express 19 (7), 5855–5867. doi:10.1364/oe.19.005855
 Liao, K., Lin, C., Zhao, Y., and Gabbouj, M. (2020). DR-GAN: Automatic Radial Distortion Rectification Using Conditional GAN in Real-Time. IEEE Trans. Circuits Syst. Video Technol. 30 (3), 725–733. doi:10.1109/tcsvt.2019.2897984
 Liu, X., Jiang, D., Tao, B., Jiang, G., Sun, Y., Kong, J., et al. (2022). Genetic Algorithm-Based Trajectory Optimization for Digital Twin Robots. Front. Bioeng. Biotechnol. 9, 793782. doi:10.3389/fbioe.2021.793782
 Liu, Y., Jiang, D., Yun, J., Sun, Y., Li, C., Jiang, G., et al. (2022). Self-Tuning Control of Manipulator Positioning Based on Fuzzy PID and PSO Algorithm. Front. Bioeng. Biotechnol. 9, 817723. doi:10.3389/fbioe.2021.817723
 Natekin, A., and Knoll, A. (2013). Gradient Boosting Machines, a Tutorial. Front. Neurorobot. 7, 00021. doi:10.3389/fnbot.2013.00021
 Parma, G. G., Menezes, B. R. D., and Braga, A. P. (1999). Neural Networks Learning with Sliding Mode Control: the Sliding Mode Backpropagation Algorithm. Int. J. Neur. Syst. 09 (3), 187–193. doi:10.1142/s0129065799000174
 Schneider, D., Schwalbe, E., and Maas, H.-G. (2009). Validation of Geometric Models for Fisheye Lenses. Isprs J. Photogrammetry Remote Sens. 64 (3), 259–266. doi:10.1016/j.isprsjprs.2009.01.001
 Schneider, J., Stachniss, C., Forstner, W., and Letters, A. (2016). On the Accuracy of Dense Fisheye Stereo. IEEE Robot. Autom. Lett. 1 (1), 227–234. doi:10.1109/lra.2016.2516509
 Shigang Li, S. G. (2008). Binocular Spherical Stereo. IEEE Trans. Intell. Transp. Syst. 9 (4), 589–600. doi:10.1109/tits.2008.2006736
 Sun, Y., Zhao, Z., Jiang, D., Tong, X., Tao, B., Jiang, G., et al. (2022). Low-Illumination Image Enhancement Algorithm Based on Improved Multi-Scale Retinex and ABC Algorithm Optimization. Front. Bioeng. Biotechnol. 10, 865820. doi:10.3389/fbioe.2022.865820
 Tao, B., Wang, Y., Qian, X., Tong, X., He, F., Yao, W., et al. (2022). Photoelastic Stress Field Recovery Using Deep Convolutional Neural Network. Front. Bioeng. Biotechnol. 10, 818112. doi:10.3389/fbioe.2022.818112
 Wang, Y., Cai, J., Zhang, D., Chen, X., and Wang, Y. (2022). Nonlinear Correction for Fringe Projection Profilometry with Shifted-Phase Histogram Equalization. IEEE Trans. Instrum. Meas. 71, 1–9. doi:10.1109/tim.2022.3145361
 Wang, Y., Liu, L., Cai, B., Wang, K., Chen, X., Wang, Y., et al. (2019). Stereo Calibration with Absolute Phase Target. Opt. Express 27 (16), 22254–22267. doi:10.1364/oe.27.022254
 Wang, Y., Liu, L., Wu, J., Song, X., Chen, X., and Wang, Y. (2020). Dynamic Three-Dimensional Shape Measurement with a Complementary Phase-Coding Method. Opt. Lasers Eng. 127, 105982. doi:10.1016/j.optlaseng.2019.105982
 Wang, Y., Zhang, S., and Oliver, J. H. (2011). 3D Shape Measurement Technique for Multiple Rapidly Moving Objects. Opt. Express 19 (9), 8539–8545. doi:10.1364/oe.19.008539
 Wei, J., Li, C.-F., Hu, S.-M., Martin, R. R., and Tai, C.-L. (2012). Fisheye Video Correction. IEEE Trans. Vis. Comput. Graph. 18 (10), 1771–1783. doi:10.1109/tvcg.2011.130
 Wu, X., Jiang, D., Yun, J., Liu, X., Sun, Y., Tao, B., et al. (2022). Attitude Stabilization Control of Autonomous Underwater Vehicle Based on Decoupling Algorithm and PSO-ADRC. Front. Bioeng. Biotechnol. 10, 843020. doi:10.3389/fbioe.2022.843020
 Xu, Y., Gao, F., Ren, H., Zhang, Z., and Jiang, X. (2017). An Iterative Distortion Compensation Algorithm for Camera Calibration Based on Phase Target. Sensors 17 (6), 1188. doi:10.3390/s17061188
 Yang, S., Lin, C., Liao, K., Zhao, Y., and Liu, M. (2020). Unsupervised Fisheye Image Correction through Bidirectional Loss with Geometric Prior. J. Vis. Commun. Image Represent. 66, 102692. doi:10.1016/j.jvcir.2019.102692
 Yun, J. T., Jiang, D., Liu, Y., Sun, Y., Tao, B., Kong, J. Y., et al. (2022). Real-time Target Detection Method Based on Lightweight Convolutional Neural Network. Front. Bioeng. Biotechnol. 10, 861286. doi:10.3389/fbioe.2022.861286
 Zhang, Z. (2000). A Flexible New Technique for Camera Calibration. IEEE Trans. Pattern Anal. Mach. Intell. 22 (11), 1330–1334. doi:10.1109/34.888718
 Zhao, G., Jiang, D., Liu, X., Tong, X., Sun, Y., Tao, B., et al. (2022). A Tandem Robotic Arm Inverse Kinematic Solution Based on an Improved Particle Swarm Algorithm. Front. Bioeng. Biotechnol. 10, 832829. doi:10.3389/fbioe.2022.832829
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Cao, Wang, Zhao and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 14 July 2022
doi: 10.3389/fbioe.2022.923364


[image: image2]
A Two-To-One Deep Learning General Framework for Image Fusion
Pan Zhu1,2,3, Wanqi Ouyang1,2,3*, Yongxing Guo1,2,3 and Xinglin Zhou1,2,3
1Key Laboratory of Metallurgical Equipment and Control Technology, Ministry of Education, Wuhan University of Science and Technology, Wuhan, China
2Hubei Key Laboratory of Mechanical Transmission and Manufacturing Engineering, Wuhan University of Science and Technology, Wuhan, China
3Precision Manufacturing Institute, Wuhan University of Science and Technology, Wuhan, China
Edited by:
Tinggui Chen, Zhejiang Gongshang University, China
Reviewed by:
Javad Hassannataj Joloudari, University of Birjand, Iran
Yongfeng Li, Henan Institute of Science and Technology, China
* Correspondence: Wanqi Ouyang, ouyangwanqi@163.com
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 19 April 2022
Accepted: 09 June 2022
Published: 14 July 2022
Citation: Zhu P, Ouyang W, Guo Y and Zhou X (2022) A Two-To-One Deep Learning General Framework for Image Fusion. Front. Bioeng. Biotechnol. 10:923364. doi: 10.3389/fbioe.2022.923364

The image fusion algorithm has great application value in the domain of computer vision, which makes the fused image have a more comprehensive and clearer description of the scene, and is beneficial to human eye recognition and automatic mechanical detection. In recent years, image fusion algorithms have achieved great success in different domains. However, it still has huge challenges in terms of the generalization of multi-modal image fusion. In reaction to this problem, this paper proposes a general image fusion framework based on an improved convolutional neural network. Firstly, the feature information of the input image is captured by the multiple feature extraction layers, and then multiple feature maps are stacked along the number of channels to acquire the feature fusion map. Finally, feature maps, which are derived from multiple feature extraction layers, are stacked in high dimensions by skip connection and convolution filtering for reconstruction to produce the final result. In this paper, multi-modal images are gained from multiple datasets to produce a large sample space to adequately train the network. Compared with the existing convolutional neural networks and traditional fusion algorithms, the proposed model not only has generality and stability but also has some strengths in subjective visualization and objective evaluation, while the average running time is at least 94% faster than the reference algorithm based on neural network.
Keywords: bionic vision, multi-modal image fusion, convolutional neural network, y-distribution structure, multi-convolution kernel, adaptive feature analysis
1 INTRODUCTION
Deep learning is a bio-inspired intelligent computing technology that is based on the principles of neurotransmission processes in the human brain, which resembles the pattern of connections between brain neurons (Xu et al., 2021). Unlike classical bionic techniques, i. e., ant colony algorithms (Deng et al., 2020), bee algorithms (Çil et al., 2020), etc., and particle swarm optimization (Elbes et al., 2019), etc., deep learning has an incredible and impressive ability to resolve the complexity of real-world problems, which has caused the attention of many scholars and has been successfully applied to practical problems (Chen et al., 2021b; Chen et al., 2022a; Chen et al., 2022c; Sun et al., 2022). In recent years, deep learning, especially neural networks, has become one of the most rapidly growing and widely applied artificial intelligence technologies. Several studies have demonstrated the superior performance of neural networks in target detection (Jiang et al., 2021a; Huang et al., 2021; Huang et al., 2022), image segmentation (Jiang et al., 2021b), data processing (Chen et al., 2021a; Chen et al., 2022b), and depth estimation (Jiang et al., 2019), etc. In addition, image fusion, which is an essential branch of neural network research, has been extensively implemented in various areas, especially in civil, military, and industrial applications, since the research on neural networks has gradually advanced. For example, mobile phones often integrate with high dynamic range (Ma et al., 2015; Liu et al., 2018; Qi et al., 2021) or refocus algorithms (Saha et al., 2013; Bai et al., 2015; Zhang and Levine, 2016) to get stable and information-rich images. Visible and infrared image fusion can provide a more direct monitoring environment to the observers (Xue and Blum, 2003; Wan et al., 2009; Zhou et al., 2016; Zhang et al., 2017).
Convolutional neural network (CNN), which is a category of neural networks, usually is superior to traditional manual feature extractors in feature extraction (Yan et al., 2017; Li et al., 2018), and the number of convolutional filters is significantly larger than traditional filters. Therefore, CNN can capture richer image details and is frequently used for image feature extraction. As such a potent tool, CNN provides new ideas and directions for research on image fusion. In general, neural networks enable to excavate of implicit rules in massive datasets and then predict the result by the gained rules, which render the models with exceptional generalization ability (Cheng et al., 2021; Huang et al., 2021). For traditional image fusion algorithms, multi-modal image fusion usually implies different fusion rules and it is difficult to seek a harmonized approach. As for CNN, CNN is not fully exploited in most cases and is primarily applied for image feature extraction. Although a few fully convolutional neural networks, which don’t need to impose preprocessing and fusion rules, can automate image fused, the fusion object is specified for single-modal images. Therefore, the study of the generality of multi-modal image fusion faces a tremendous challenge.
In this paper, a general CNN framework for image fusion, called IY-Net, is designed. The structure of IY-Net is shown in Figure 1. The proposed model has two innovations. First of all, the proposed model has the characteristics of a fully convolutional neural network with relatively good generality. It doesn’t need to specify fusion rules and has a simple network structure. This is the key innovation point. Secondly, since the quality of training datasets constrains the model performance in the field of deep learning, the appropriate dataset is particularly critical. Theoretically, the performance of the model that is gained by using images of the same modal as the training dataset is more stable and accurate. However, this paper selects multi-modal images as the training dataset, and the proposed model can avoid the mutual influence of fusion results in some way. Thus, these two innovations can make the proposed model stand out from the current CNN methods.
[image: Figure 1]FIGURE 1 | The architecture of IY-Net. M represents the size of the feature map. The number at the top block represents the feature depth.
The main contribution of this work is to propose a general image fusion framework. It is superior to many traditional algorithms and CNN methods in terms of image visual effects. The proposed model achieves excellent performance in multi-focus, infrared and visible, multi-exposure image fusion, etc. There are two more specific contributions. Firstly, a multi-feature extraction module is introduced, which effectively extends the perceptual field of the convolutional layer and thus captures more feature information. Secondly, a way of image reconstruction is constructed to effectively solve the problem of gradient disappearance and gradient explosion caused by CNN.
The rest of this paper is organized as follows. In Section 2, the paper discusses the related work. Section 3 introduces the proposed model in detail. Section 4 describes the experimental results and discusses them. In Section 5, the paper shows the conclusion and future research directions.
2 RELATED WORK
Regarding CNN and traditional algorithms, despite several research results that have been achieved in image fusion algorithms, there is still space for optimization and improvement. In addition, most methods can only address image fusion of a few patterns and lack generality.
In general, traditional image fusion algorithms can be divided into two categories, i. e., spatial domain and transform domain algorithms. For image fusion algorithms in the spatial domain (Huang and Jing, 2007; Zhou et al., 2014; Zhang et al., 2017; Amin-Naji et al., 2022), the source image is divided into small pieces or regions according to certain criteria in the first step. Then the significance of the corresponding regions is evaluated, and finally, the most critical regions are fused. These algorithms are mainly applied to same-mode images, which may reduce the edge sharpness and contrast of the fused image or even produce halos at the edges. On the other hand, for the transform domain image fusion algorithm (Haghighat et al., 2011), the source image is decomposed into a feature domain by multi-scale geometry at the first step. Then, feature weighted fusion is achieved on multiple input images, and finally, the fused image is gained by the inverse transformation of the fused features. Among the current transform domain algorithms, multi-scale transform image fusion algorithms (MSTIF) are becoming increasingly popular. Examples of such transforms include pyramid-based decomposition (Liu et al., 2001), curvelet transform (Tessens et al., 2007), dual-tree complex wavelet transform (DTCWT) (Lewis et al., 2007), discrete wavelet transform (DWT) (Zheng et al., 2007; Tian and Chen, 2012) and non-subsampled contourlet transform (NSCT) (Moonon and Hu, 2015), etc. MSTIF relies on the selection of multi-scale decomposition methods and fusion strategies for multi-scale coefficient fusion. As a result, such algorithms have a relatively high manual factor, which leads to obvious weaknesses and lack of generality. For example, NSCT is weak at capturing curve details and curvelet transform is computationally complex, as well as it is terrible at multi-exposure and remote sensing image fusion. While fusing some modal images, pyramid-based decomposition will be distorted and laplace pyramid transform will incur redundant information, which is not available to infrared and visible image fusion. In conclusion, traditional MSTIF has a wide variety of filters, but it is always restricted in terms of the generality.
In recent years, image fusion methods based on neural networks have been rapidly growing (Liu et al., 2018). Firstly (Liu et al., 2017), regarded the fusion of multi-focus images as a classification task and used CNN to predict the focus image to obtain the fused image (Song et al., 2018). applied two neural networks to perform super-resolution processing of low-resolution terrestrial images and extract the feature map. Then high-pass modulation and weighting strategies are used to reconstruct the feature maps into fused images (Bhalla et al., 2022). integrated fuzzy theory with Siamese convolutional network to extract salient features of the source image as well as high-frequency information, and finally acquired fusion results by pixel strategy directly mapping to the source image. The above methods require pre-processing to generate fused images. In addition, they can only fuse images of a single-modal and lacks generality (Zhang et al., 2020). proposed a CNN-based image fusion framework that is trained in an end-to-end manner, and the parameters of the model can be jointly optimized without any subsequent processing. Although they designed a generalized model, it adopted human-selected fusion rules in the feature fusion phase, which led to the degradation of the model generality and the image fusion performance. For example, when infrared and visible images are fused, the model applies MAX fusion features to yield the best result. But when multi-exposure images are fused, it employs SUM fusion features to gain the best result. In summary, although CNN has achieved some success in the domain of image fusion, the majority of current models lack generality. In addition, most CNN is not designed end-to-end (Wang et al., 2019a) and requires additional steps to complete the task. Therefore, the CNN-based image fusion model has not been fully exploited, and there is still much potential to be boosted in terms of generality.
3 METHODS AND MATERIALS
3.1 Feature Extraction Module
The convolutional layer in CNN extracts different feature information from the training image by convolutional kernels and then updates the filter parameters automatically. Therefore, the selection of convolutional kernels is crucial for feature extraction. The specific structure is shown in Supplementary Figure S1. The small-size convolution kernel is used to extract the low-frequency and small detail information, while high-frequency and large detail information can’t be detected. Likewise, the large size of the convolution kernel is preferable for identifying high-frequency and large detail information.
As stated above, the paper utilizes multiple feature extraction layers, each of which has convolution kernels of sizes 3 × 3, 5 × 5, and 7 × 7, to capture low and high-frequency information. The specific structure is shown in Figure 2. The proposed model detects the feature information of the input image by three multiple feature extraction layers, but multiple convolutions can lead to over-fitting and increasing the training time. Therefore, this paper adds a max-pooling layer after both of the two previous multiple feature extraction layers to avoid such phenomena.
[image: Figure 2]FIGURE 2 | Structure of multi-feature extraction layer.
3.2 Feature Fusion Module
There are two general methods for feature fusion: 1) The feature maps are connected along with the number of channels. 2) The feature maps are fused according to certain fusion rules. If the second feature fusion way is chosen, it will lead to a decrease in the generality of the model. Therefore, the paper chooses the first method to get the fused feature map. The specific structure is shown in Figure 3. Firstly, the feature maps are concatenated along the channel dimension to gain the initial feature fusion map, and then it is filtered by the convolution layer. Finally, it is down-dimensioned to produce the final cross-channel fused feature map.
[image: Figure 3]FIGURE 3 | Feature fusion structure.
3.3 Image Reconstruction Module
Under the effect of the pooling layer, the image size is changed from 256 × 256 to 64 × 64, which greatly reduces the resolution of the original image, and some features may be ambiguous. For restoring the size of the resource image, the paper applies the up-sampling operation (i.e., transposed convolution) to restore the resolution and optimize the image quality. However, it causes the image edge information to be dropped and blurred, so we deal with this problem by adding a skip connection based on the up-sampling operation, which can further enhance the image edge information. The module undergoes three up-sampling operations, which each time doubles the image size, and eventually produces a grayscale image with the original size. The specific up-sampling operations and skip connection structure are shown in Figure 4. Firstly, the feature map and the fused feature map are skip-connected, and then up-sampling operations are executed on them. Finally, the high-dimensional map is down-dimensioned to a low-dimensional map by convolutional layers.
[image: Figure 4]FIGURE 4 | Up-sampling operations and skip connection structure.
3.4 Loss Function
Before training the model, it is necessary to optimize the model parameters using an appropriate loss function to compare the predicted values with the actual values. The proposed model aims to form a fused image by regression of two input images. Therefore, the paper chooses the structural similarity (SSIM) (Wang et al., 2004) to coping with this problem. As shown in the equation.
[image: image]
Where x is the real image, y is the predicted image, [image: image], [image: image] is mean, [image: image], [image: image] is variance, and [image: image] is covariance. [image: image], [image: image] are stable constants. L is the dynamic range of pixel values, [image: image], [image: image]. The sliding window size is set as [image: image], it moves pixel by pixel in an image from top-left on an image.
Thus, SSIM loss function can be defined as:
[image: image]
Where n represents the total number of sliding windows.
The proposed model has all components of the loss function that are differentiable, thus the model parameters of the paper can be updated by random gradient descent and back-propagation.
3.5 Training Dataset
It is well known that CNNs are data-driven. So large-scale image datasets are the basis for achieving favorable performance (Liu et al., 2017). randomly selected multi-focus images from the ImageNet dataset. And the focused images were obscured with a random scale of the Gaussian kernel to generate an image dataset consisting of 2 million pairs of images of size 16 × 16. Since no large-scale multi-exposure image dataset was available (Ram Prabhakar et al., 2017), randomly cropped 64 × 64 image segments from small multi-exposure images to generate a multi-exposure dataset.
As mentioned above, current experimental objects are composed mainly of small blocks of images as single-modal datasets, which can’t fulfill the experimental requirements. Therefore, multi-focus images, multi-exposure images, and remote sensing images are selected from several datasets to form the training dataset with an image size of 256 × 256 in this paper. The images in the training dataset was are randomly rotated, randomly contrast shifted, and randomly stretched to boost diversity. The parts of multi-modal images in the dataset are shown in Supplementary Figure S2.
4 EXPERIMENTS AND RESULTS
4.1 Experimental Settings
IY-Net is implemented by Pytorch 1.8.1 based on Python 3.9.4. The proposed model is trained and tested on a computer equipped with an Intel i5-1035G1 CPU (1 GHz) and 2 GB GPU, and it is trained on the CPU. The paper trains 1826 pairs of images with an image size of 256 × 256 and a batch size of 40 in the training process. The whole process takes about 1 h. Concerning the learning rate, using the Adam optimizer (Wang et al., 2004) and the learning rate set to 0.0005.
In this paper, the proposed model is compared with traditional multi-scale transform algorithms, i. e., discrete wavelet transforms (DWT) (Zheng et al., 2007) and non-subsampled contourlet transform (NSCT) (Moonon and Hu, 2015). To further validate the advantages of the proposed model in the area of deep learning, it is compared with three current neural network-based image fusion models, i. e., multi-focus image fusion model (MFCNN) (Liu et al., 2017), CNN integration model for image fusion (ECNN) (Amin-Naji et al., 2019) and unsupervised depth model for image fusion (SESF) (Ma et al. 2021). To verify the generality of the proposed model, five types of datasets (including multifocal images, infrared and visual images, etc.) are experimented and evaluated in the paper. The five image test datasets are shown in Supplementary Figures S7,S8,S9,S10,S11.
For the evaluation of the image fusion algorithm, the paper qualitatively judges the visual effect of the fused images. The performance of different image fusion methods can’t be distinguished by visual effects alone. Therefore, five metrics are introduced to further estimate the quantitative manifestation of IY-Net on multi-modal image fusion. The five metrics are spatial frequency (SF), information entropy (IE), average gradient (AG) (Petrović, 2007), Peille index (Peille) (Piella and Heijmans, 2003), and edge preservation information (QAB) (Xydeas and Petrovic, 2000) respectively.
4.2 Experimental Results and Analysis
4.2.1 Multi-Focus Image Fusion
Experiments are conducted on multi-focus image test datasets as shown in Supplementary Figure S3. It is verified that the proposed model has a great performance in multi-focus image fusion. Taking “Boy” as shown in Supplementary Figure S8 (A) and (B) for example. The fusion result of DWT is blurred in some regions and fails to retain the complete details and features, but other algorithms can capture suitable feature information with better visual effects. Figure 5 provides the fusion results of multi-focus image test datasets based on all algorithms. Experimental results show that the proposed model is practicable and stable in multi-focus image fusion visually.
[image: Figure 5]FIGURE 5 | Experiment on 4 pairs of multi-focus images. (A) DWT, (B) NSCT, (C) MFCNN, (D) ECNN, (E) SESF, (F) IY-Net.
4.2.2 Infrared and Visible Image Fusion
As shown in Supplementary Figure S4, four groups of infrared and visible images reveal different scene information. Experiments are carried on them to confirm the capability of IY-Net in infrared and visible image fusion. For simplicity, “Car” is used for detailed analysis in Supplementary Figure S9. Apparently, DWT basically preserves the infrared and visible features, but the fused image has relatively low contrast. MFCNN failed to capture the infrared features and the visual effect is weak. NSCT, ECNN, and SESF produce large areas of dark spots and shadows that generate no-desired results. Exhilaratingly, IY-Net acquires the most observable fusion results, which be provided with abundant visible details and infrared features as shown in Supplementary Figure S9 (H). A similar situation occurs in Figure 6 which is obtained from the images in Supplementary Figure S4. To all appearances, IY-Net not only has the best visual effect but also possesses evident stability and adaptability in infrared and visible image fusion.
[image: Figure 6]FIGURE 6 | Experiment on 4 pairs of infrared and visible images. (A) DWT, (B) NSCT, (C) MFCNN, (D) ECNN, (E) SESF, (F) IY-Net.
4.2.3 Infrared Intensity and Polarization Image Fusion
Supplementary Figure S5 shows four pairs of infrared intensity and polarization images that are used to check the performance of the proposed model. A group of experimental results, taking “SUV” for example, is presented in Supplementary Figure S10. The source polarization and infrared intensity images are shown in Supplementary Figure S10. From the results of the experiment, we can see that DWT may maintain polarization and intensity information, but some parts are obscured, which results in poor visual effects. MFCNN cannot fuse the source image validly at all. ECNN and SESF can only combine the polarization and intensity information in part of the region and generate many pixel blocks and black spots, which seriously affects overall visual perception. In contrast, IY-Net and NSCT perfectly integrate these two kinds of images. It shows that NSCT and IY-Net could be employed availably in infrared intensity and polarization image fusion compared to other algorithms. The other fusion results are shown in Figure 7 Experiments demonstrated that MFCNN, ECNN, and SESF failed to fuse infrared intensity and polarization images in a dark environment. In addition, it produces the phenomenon of image distortion and partial texture being blurred in bright environments. However, NSCT and IY-Net can be adapted for infrared intensity and polarization image fusion in different environments.
[image: Figure 7]FIGURE 7 | Experiment on 4 pairs of infrared intensity and polarization images. (A) DWT, (B) NSCT, (C) MFCNN, (D) ECNN, (E) SESF, (F) IY-Net.
4.2.4 Multi-Exposure Image Fusion
Furthermore, fusion experiments are implemented in multi-exposure images as shown in Supplementary Figure S6 to evaluate the capability of the proposed model. The source “Computer” image is shown in Supplementary Figure S4 (A) and (B), and the two images show high and low exposure images. Supplementary Figure S4 (C)‐(H) shows the fusion results of all algorithms. DWT can keep the source image features, but the region of the curtain is ambiguous. The fused results of NSCT, ECNN, and SESF appear with numerous black spots, and partial details of MFCNN failed to be preserved. In contrast, IY-Net saves the fully-featured texture and achieves great visual effect in multi-exposure image fusion. The results of all the test database fusion are shown in Figure 8 DWT generates blurred textures in some regions. NSCT, MFCNN, and ECNN can effectively respond to fusion in dark environments, but they can lose efficacy for the images with bright information. SESF displays terrible results for different environments, for example, the fused images appear with extensive black spots and distortion of textures. In contrast to these reference algorithms, the proposed model is suitable for multi-exposure image fusion, and the fusion results reflect clearer features and appropriate visual perception.
[image: Figure 8]FIGURE 8 | Experiment on 4 pairs of multi-exposure images. (A) DWT, (B) NSCT, (C) MFCNN, (D) ECNN, (E) SESF, (F) IY-Net.
4.2.5 Remote Sensing Image Fusion
Finally, this paper confirms the performance of the proposed model in remote sensing image fusion, and the test dataset is shown in Supplementary Figure S7. The source “Building” images are shown in Supplementary Figures S12 (A) and (B). Supplementary Figures S12 (C)‐(H) show the fusion results of all algorithms. DWT, ECNN, SESF, and NSCT retain most of the detailed features, but some small details are vague. MFCNN and IY-Net can completely detect textures and details, nevertheless, IY-Net has higher contrast and more obvious intensity information than MFCNN. Concerning remote sensing image fusion, IY-Net has a better visual effect. Other fusion results are shown in Figure 9. Experiments reveal that DWT appears to texture distortion, and NSCT has too high contrast and thus obscures some feature information. MFCNN has only a visual perception of single-source image feature information, and ECNN and SESF have a lot of shadows and black spots locally. Obviously, the proposed model has a good visual effect and proper contrast.
[image: Figure 9]FIGURE 9 | Experiment on 4 pairs of remote sensing images. (A) DWT, (B) NSCT, (C) MFCNN, (D) ECNN, (E) SESF, (F) IY-Net.
4.3 Quantitative Comparison and Discussion
Table 1, Table 2, Table 3, Table 4, Table 5 shows the quantitative metrics corresponding to the above multi-modal image fusion results respectively. In these tables, each value represents the average measured value of the dataset, and the best values are bolded. These metrics can be used to fairly and objectively reveal the fusion performance of all the algorithms from an objective perspective combined with subjective vision. As shown in Table 1, IY-Net acquires the optimum Peille metric, which denotes the proposed model is highly correlated with original images compared to these reference algorithms. Although the proposed model failed to yield optimal values for other metrics, the values achieved by the proposed model are acceptable.
TABLE 1 | Quantitative evaluation results of multi-focus image fusion. 
[image: Table 1]TABLE 2 | Quantitative evaluation results of infrared and visible image fusion.
[image: Table 2]TABLE 3 | Quantitative evaluation results of infrared intensity and polarization image fusion.
[image: Table 3]TABLE 4 | Quantitative evaluation results of multi-exposure image fusion.
[image: Table 4]TABLE 5 | Quantitative evaluation results of remote sensing image fusion.
[image: Table 5]As can be noticed from the objective metrics in Table 2, SESF acquires the greatest SF, AG and IE values, while ECNN gains the best QAB value. However, their fusion images present undesirable visual effects as shown in Figure 6. Although the congeneric values of the proposed model are not optimal, they are totally acceptable, especially combining the visual properties of the fusion results. It exhibits that the fusion result with the proposed method is equipped with rich detail and feature information from resource images.
Similar to the objective values in Tables 1 and 2, although the SESF obtained the best values in SF, AG and QAB in Table 3, it was also mainly caused by unreasonable distortion as shown in Figure 7. There are similar situations in DWT, MFCNN, and ECNN. Even though NSCT can achieve a similar visual effect to the proposed model, the SF, AG, and Peilla values are lower than IY-Net, which indicates that the proposed model has richer image sharpness and edge information, and is highly relevant to the source images.
In Table 4, although the best SF and AG values are attained by SESF and the best QAB and IE values were yielded by ECNN, it is resulting from the distorted and discordant fusion results as shown in Figure 8. In contrast to these reference algorithms, the proposed model is always stable in the expression of fusion results and the objective metrics are also acceptable, despite IY-Net being unable to highlight the advantages in every metric.
Similar to Table 4, SESF and ECNN in Table 5 also produce abnormal SF, AG and QAB values caused by partial loss and distortion of image edge information. NSCT achieves a great IE value since some of the fusion results produce redundant feature information. Unlike these reference algorithms, the proposed model can provide excellent visual perception with sound objective values.
In addition to the visual analysis and objective evaluation metrics discuss, the average running time is an important indicator for evaluating algorithm performance. In Table 6, the average running times of all kinds of algorithms are displayed, where the shortest value is bolded. Apparently, the average running time of IY-Net is significantly optimal compared with these reference algorithms, and the proposed neural network model is at least 94% faster than these reference network algorithms. In general, the proposed model has a significant advantage in terms of average running time, compared to these reference algorithms.
TABLE 6 | Average running time of various algorithms (Time unit: second).
[image: Table 6]Although the reference algorithms yield the best metrics for some modal images, the majority are overestimated due to the incongruous texture features in their fusion results, and they lack generality and stability for different patterns of images. For example, MFCNN, SESF, and ECNN achieved acceptable visual effects only in multi-focus image fusion, and DWT yielded favorable visual effects only in multi-exposure image fusion. As for NSCT, it is also inadequate in generality despite acquiring valuable visual effects in infrared intensity and polarization image fusion and multi-focus image fusion. In contrast, IY-Net can gain reasonable and acceptable quantitative metrics, and it also has significant strengths in the visual effects of multi-modal image fusion, while the computational speed is much faster than these reference algorithms. It reveals that the proposed model has premium generality, stability and rapidity. With the quantitative analysis and running time comparison, it is not difficult to realize that IY-Net achieves outstanding metrics in certain aspects, but there is still much progress to be expected.
5 CONCLUSION
In this paper, a general CNN framework for image fusion is proposed. Compared to current image fusion models, the proposed model has three main advantages: 1) Since it is fully convolutional, the model can be trained end-to-end and without pre-processing. 2) Although the training dataset is comprised of multi-modal images, the fused images not only have outstanding visual effects but also are not impacted by other modal images. 3) Its structure is similar to MSTIF, hence, it has outstanding generality in multi-modal image fusion. To summarize, IY-Net is superior to partial traditional multi-scale algorithms and existing neural network image fusion methods in terms of generality.
The proposed model provides the optimal visual effects compared to these reference algorithms through numerous fusion experiments, but the quantitative metrics are slightly inadequate. There are still several problems to be resolved to get a better-performing image fusion model. Firstly, this paper has a small training dataset, and increasing the large-scale sample may raise the model performance. Secondly, the proposed model consists of only three multiple feature extraction layers, which is relatively simplified, and the efficiency of the model can be enhanced by using a deeper network structure. Thirdly, the loss functions of the model are relatively simple, and the construction of more complex and optimized loss functions may enhance the stability and adaptability of the model.
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The acquisition of bio-signal from the human body requires a strict experimental setup and ethical approvements, which leads to limited data for the training of classifiers in the era of big data. It will change the situation if synthetic data can be generated based on real data. This article proposes such a kind of multiple channel electromyography (EMG) data enhancement method using a deep convolutional generative adversarial network (DCGAN). The generation procedure is as follows: First, the multiple channels of EMG signals within sliding windows are converted to grayscale images through matrix transformation, normalization, and histogram equalization. Second, the grayscale images of each class are used to train DCGAN so that synthetic grayscale images of each class can be generated with the input of random noises. To evaluate whether the synthetic data own the similarity and diversity with the real data, the classification accuracy index is adopted in this article. A public EMG dataset (that is, ISR Myo-I) for hand motion recognition is used to prove the usability of the proposed method. The experimental results show that adding synthetic data to the training data has little effect on the classification performance, indicating the similarity between real data and synthetic data. Moreover, it is also noted that the average accuracy (five classes) is slightly increased by 1%–2% for support vector machine (SVM) and random forest (RF), respectively, with additional synthetic data for training. Although the improvement is not statistically significant, it implies that the generated data by DCGAN own its new characteristics, and it is possible to enrich the diversity of the training dataset. In addition, cross-validation analysis shows that the synthetic samples have large inter-class distance, reflected by higher cross-validation accuracy of pure synthetic sample classification. Furthermore, this article also demonstrates that histogram equalization can significantly improve the performance of EMG-based hand motion recognition.
Keywords: EMG, DCGAN, data enhancement, inter-class distance, classification accuracy, histogram equalization
1 INTRODUCTION
Bio-signal analysis plays a crucial role in disease diagnosis, rehabilitation medicine, and even human-machine interaction. Since the discovery of bioelectricity two hundred years ago, scientists have begun to understand the human body’s movement response on a deeper level. 24-h ECG monitoring helps physicians better diagnose patients’ diseases and intervene in treatment; humans have already been able to use electrical signals from the brain for more precise anesthesia; EMG describes the neuromuscular pathology, and it has been used as muscle computer interfaces (MCIs) to interact with extra devices (Chae et al., 2011; Yang et al., 2020). Surface electromyography (sEMG) is also increasingly well-studied, and pattern recognition has been well-used in this regard as well (Jiang et al., 2019; Cheng et al., 2021; Liu et al., 2022). Cheng et al. (2020) have proposed an sEMG system for 2D visualization. With the development of machine learning, object detection technology (Huang et al., 2022), and their progressive application in biology, large-scale bio-signal datasets are mandatory. Picking up the US medical community as an example, the percentage of providers using electronic health records (EHR) increased from 9.4% in 2008 to 83.8% in 2015 (Henry et al., 2016). However, it is difficult to obtain immense bio-signal datasets due to the following reasons. First, the process of extracting bio-signal data is quite cumbersome and requires a strict ethical approval process (Alexiou et al., 2013). Second, both equipment and volunteers have high requirements for high-precision bio-signal acquisition. Therefore, building bio-signal datasets is an extremely costly affair. In addition, the use of bio-signal datasets may pose the problem of privacy breach, even if the dataset is de-labeled, the hidden data can still be recovered by linking to other identifiable datasets (El Emam et al., 2011; Erlich and Narayanan 2014). In this case, the use of qualified synthetic data instead of real data represents a great advantage. It greatly simplifies the process of obtaining data and protects the privacy of testers as much as possible.
Generative adversarial networks (GANs) have demonstrated their power in data enhancement and image processing (Han et al., 2018; Cherian and Sullivan 2019), which is proposed by Goodfellow et al. (2014). To obtain better synthesis results, a large number of GAN models are proposed. For example, conditional GAN (Mirza and Osindero 2014) adds additional conditional information to the generator and discriminator; Deep Convolutional GAN (DCGAN) introduces Convolutional Neural Networks (CNN) (Radford et al., 2015); Wasserstein GAN (WGAN) uses the Wasserstein distance for Jensen–Shannon (JS) divergence (Arjovsky et al., 2017), and so on. In order to better process time series signals, some scholars have devoted themselves to optimizing the network structure, modifying the optimizer and convolution layer used, so that GAN can be better used for time series signal generation (Jordon et al., 2018; Yoon et al., 2019). Zhang et al. (2021) and Tian (2021) use wavelet transformation and Fourier transformation to process data in time series signals.
GANs have been applied in the generation of images and bio-signals. Zhong and Zhao (2021) use the combination of short-time Fourier transformation and GAN to extract fetal ECG; Hartmann et al. (2018) study the application of WGAN in electroencephalogram (EEG); Hazra and Byun (2020) used bidirectional grid long- and short-term memory for the generator network and constructed SynsigGAN for synthesizing various types of bio-signals. The remarkable ability of GAN makes it competent for other related applications. Khan et al. (2021) propose an adversarial Gaussian denoiser network that enables good Gaussian denoising of images. Utilizing DCGAN, the accuracy of grayscale ear image recognition is greatly improved (Khaldi and Benzaoui, 2021; Khaldi et al., 2021). Fang et al. (2018) utilize DCGAN to generate samples and train in an image recognition model, and achieved satisfactory classification performance in the radar profile as the dataset for 4 categories. Fang et al. (2019) proposed a new gesture recognition algorithm based on the CNN and DCGAN, and it becomes less susceptible to illumination and background interference.
In recent three years, GAN has been used to process the EMG signal. Chen et al. (2021) use a GAN-based separation framework to separate the class-related EMG features for the detection of trunk compensatory patterns in stroke patients. Anicet Zanini and Luna Colombini (2020) take DCGAN and neural style transfer to simulate each patient’s EMG tremor pattern with different frequencies and amplitudes under different sets of movements. Hu et al. (2019) propose a two-step pipeline classification solution based on adversarial learning, achieving better gesture classification accuracy for both sparse multi-channel sEMG database and the high-density sEMG database. These studies address bio-signals as one-dimensional time series signals, and thus only one-dimensional convolutional layers are adopted. The contributions of this study are as follows:
• This article proposes a method for generating synthetic data. With a small amount of real EMG data, the proposed method can transfer noise into synthetic EMG data by DCGAN, and the generated data can enrich the dataset to train classifiers more sufficiently.
• This article does not rely on any traditional EMG feature, and only transfers the raw EMG data signal to images through matrix formalization, normalization, and histogram equalization. During the classification part, all pixel values will be changed to vectors.
• Our experimental results prove that the synthetic data are similar to the real EMG data; the synthetic samples have a larger inter-class distance in comparison with the real samples; image histogram equalization can significantly enhance the performance of the proposed method.
2 METHODS
Figure 1 shows the general flow of the proposed method in this article. The raw EMG data after matrix transformation and normalization will be converted into image signals. After the signal is equalized, the R-E dataset in Section 3.3 can be obtained. After the raw image dataset is processed by the DCGAN, a synthetic dataset can be obtained. It passes the image equalization algorithm and will get the F-E dataset in Section 3.3.
[image: Figure 1]FIGURE 1 | It briefly describes the methods used in this article including matrix transformation, normalization, histogram equalization, and DCGAN.
2.1 Matrix Transformation and Normalization
The data preprocessing consists of matrix transformation and normalization. The dimensionality of the matrix transformation is in line with the experimental dataset. The specific dataset will be introduced in Section 2.5.1. The matrix transformation reshapes the size of matrices from 16 by 256 to 64 by 64.
[image: image]
where A is the original matrix, and B is the converted matrix. In detail,
[image: image]
where [image: image] is the EMG value, i and j indicate the channel and time point, respectively. After transformation,
[image: image]
Normalization makes each value in each matrix range between 0 and 255 so that each matrix can be displayed as a grayscale image. The normalization is
[image: image]
where
[image: image]
and
[image: image]
where [image: image] and [image: image] indicate finding the maximum and minimum values in matrix A.
After preprocessing, an EMG sample becomes a 64 by 64 grayscale image. The reason for acquiring a grayscale image is to facilitate the use of established computer vision and image processing techniques, such as 2D convolutional networks.
2.2 Histogram Equalization
Since this article does not use methods, such as feature extraction, a large amount of noise exists in both real and synthetic images. Therefore, this article uses the histogram equalization method to perform image enhancement processing on the generated images.
If the probability density function of the known random variable r is [image: image] , and the random variable s is a function of r, that is, s=T(r), the probability density of s is [image: image] . So [image: image] can be calculated from [image: image]:
[image: image]
Combined with another important transformation in image processing:
[image: image]
where L is the gray level of the image and w is the pseudo-integral variable. Then ask for
[image: image]
Then bring in
[image: image]
The histogram equalization formula can be obtained:
[image: image]
where [image: image] is the grayscale of the input image, [image: image] is the grayscale of the output image. Moreover, in order to better judge the data enhancement method proposed in this article, the real pictures are also equalized to reduce the interference with the experimental results.
Figure 2 shows the effect of equalization, and it can be seen that the acutance is enhanced for both real and synthetic images.
[image: Figure 2]FIGURE 2 | It shows the grayscale images before and after equalization. The top two images are synthetic images, and the bottom two are real ones.
2.3 Framework for Generative Adversarial Networks
In the initial GAN, two models are simultaneously trained in the whole framework: one is the generative model G that obtains the data distribution, and the other is the discriminative model D that determines whether the sample comes from the training data. The training procedure for G is to maximize the probability that D is wrong. G receives a random noise z and generates a picture through this noise, denoted as G(z). D is used to determine whether a picture is “real” or not. The input is an image, it's named x. The output D(x) indicates whether x is a real image. In the training process, the goal of generating network G is to try to generate real pictures to deceive the discrimination network D. The optimal objective of the GAN can be expressed as [image: image]:
[image: image]
where [image: image] is the distribution of real data, [image: image] is the distribution of noise, and is mathematical expectation. The calculation of the optimal discriminant network can be proved as follows:
[image: image]
where [image: image] is the x distribution generated by z. In order to simplify the writing of the equation, it may be assumed that
[image: image]
Putting the assumptions into Eq. 8, the integral function [image: image] can be obtained as
[image: image]
and then, according to the first and second derivatives of [image: image] , can get [image: image] is the extreme point, the function takes the maximum value at this time.
[image: image]
The calculation of the optimal generative network is as follows:
[image: image]
where [image: image] is the optimal generator. By adding numerator 2, two Kullback–Leibler (KL) divergences are constructed, and the KL divergence is greater than or equal to 0. And, assuming that there are two distributions A and B, and the average distribution of these two distributions [image: image], then the JS divergence between them is the KL divergence of A and C and the KL divergence of B and C One-half of the KL divergence, as follows:
[image: image]
Provable
[image: image]
Therefore, the GAN is solvable, and the solution of the optimal generator converges to 1/2. However, the original GAN suffers from problems such as unstable training and easy mode collapse.
This article chooses DCGAN as the network to generate synthetic EMG signals. DCGAN is sourced from the original GAN, but uses convolution and deconvolution instead of pooling layers, and uses the Tanh activation function instead of the output layer of the generator, etc. The specific network framework is shown in Figure 3. The network model has 9 layers in the generative network, and 10 layers in the discriminant network. In the generation network, the first layer is a fully connected layer with an input size is 16 by 16 by 128; the second and seventh layers are Batch Normalization (BN) layers, making the optimization space smoother; the third, sixth, and ninth layers are activation layers with tanh activation function; the fourth layer is a reshape layer; the fifth and eighth layers are deconvolution layers, with kernel size and stride to 5 and 2, respectively. The output is a 64 by 64 RGB image. In the first layer of the discriminant network, the input size is 64 by 64 by 3. To follow the input demand of DCGAN, the matrix A is copied 3 times to the shape of [A, A, A]. This layer is similar to the third layer of the convolutional layer, which sets the kernel size and step size to 5 and 2, respectively. The second, fourth, and seventh layers are all BN layers. The fifth layer is a flattened layer, which converts the multi-dimensional output into one dimension. The sixth layer is a fully connected layer with an output length of 1024. The eighth layer is an activation layer with an activation function of tanh. The ninth layer is a fully connected layer. The last layer is a sigmoid-based activation layer.
[image: Figure 3]FIGURE 3 | (A) is the construction of the generator, (B) is the construction of the discriminator.
2.4 Hyperparameter Determination
Feasibility and stability are important metrics for DCGAN. 60,000 RGB images with pixels of 64 by 64 by 3 in the toy dataset are introduced to test the DCGAN model, and the batch size is set to 128 to observe the output under 1000 epochs. The toy dataset is used to test the generative effect of the constructed GAN and to help us experiment with the choice of hyperparameter. Since the basis of this article is still to take the advantage of GAN for image generation, the toy dataset is also an image dataset. In the stage of network construction, a dataset that can be visually inspected is required to detect whether the most basic functions of the network are feasible. Therefore, this article chooses the avatar dataset from Kaggle as the toy dataset for evaluation. To verify whether the GAN functions well on a small training dataset, this article divides the toy dataset into minor ones. The result is compared with that of the previous GAN for large sample training, which helps us to roughly determine the setting of hyperparameter. It allows us to quickly judge whether the constructed DCGAN model is stable. After confirming that the network model has the initial ability to generate images, this article reduces the number of samples to 200 and 80 to train the DCGAN for small-size data evaluation. As shown in Figure 4, the quality of the synthesized images decreases when the number of samples is reduced. But it can still provide acceptable performance as long as the number of epochs is large enough. Therefore, it can be considered that the network constructed is stable and feasible. Based on preliminary experiments on the toy dataset, this article sets batch size to 32 and epoch to 1000.
[image: Figure 4]FIGURE 4 | The first, second, and third rows show the synthetic images with sample numbers of 5000, 200, and 80, respectively. The first five columns show the synthetic images at different epochs. The last column shows the real images.
Figure 5 shows the synthetic EMG images generated by DCGAN at different epochs, in which the DCGAN is trained by the EMG data of a gesture. It can be found that with the increase of epoch, the quality of the image improves. In comparison with the real EMG image, the synthetic one shows a very similar appearance at 1000 epochs. Thus, the last 100 synthetic images at 901–1000 epochs are selected as the synthetic dataset.
[image: Figure 5]FIGURE 5 | It shows the EMG synthetic images trained by 80 samples at different epochs and compares synthetic images at epoch 1000 with the real image.
2.5 Evaluation
2.5.1 Electromyography Dataset
The dataset in this article is the target of one with sEMG signals, which is initially proposed by Fang et al. (2021). It is measured with a custom-built acquisition system. The system consists of 16 bipolar surface EMG channels. Each channel of the EMG signal is filtered by a 50 Hz powerline filter, followed by an analog-to-digital converter with a sampling frequency of 1 kHz. In this dataset, 16 channels of EMG signals are acquired from the forearm when subjects are performing 13 hand gestures. Six subjects are involved in the procedure of data acquisition. For each subject, data are collected for 10 days, and twice each day in the morning and afternoon. After data segmentation and labeling, each gesture contains 100 samples, and each sample has 4,096 values. The 4,096 values consist of 16 channels of 256 sampling points. In our experiments, part of the dataset is chosen to evaluate the proposed method, containing a total of 10 gestures in 4 days. More detailed information about the experimental data will be given in Section 2.5.2.
The EMG signal acquisition scenario is illustrated in Figure 6, where 13 specific hand gestures are demonstrated. The picture in the upper left shows the EMG signal displayed on the screen. The remaining parts show the instruments and equipment used in the experiment, such as the EMG amplifier and the 16-channel sensory sleeve.
[image: Figure 6]FIGURE 6 | It is a conceptual diagram of the experimental setup and data collection scenario. It describes the process of collecting EMG signals of 13 gestures under 16 channels.
2.5.2 Classification
The designed DCGAN is tested on part of the ISRMyo-I dataset. The selected sub datasets are referred to as S1D1, S3D1, S5D1, S1D2, S3D2, S5D2, S2D5, S4D5, S6D5, S2D3, S4D3, and S6D3. S1D1 indicates the EMG data recorded from the first day of the first subject. The first six sub datasets are selected from the morning session with gesture labels 1, 3, 5, 9, and 10. The first six sub datasets are selected from the afternoon session with gesture label 2, 4, 6, 7, and 8.
For the training of DCGAN, one of the first 80 images out of 100 images is selected, and a separate model is trained for each gesture. The synthetic images are generated along with the training procedure, and thus 1,000 fake images are generated after 1,000 epochs. In this article the last 100 synthetic images are included in the synthetic dataset for further testing.
This article uses the Weka (University of Waikato, New Zealand) packing classifiers (SVM and RF) with the default parameters to evaluate the experimental results. This article reconverts 64 by 64 image data into 1 by 4,096 vectors. For better classification, all the values in the vector are normalized to the range between 0 and 1. Adding the label to the vector, an EMG sample contains 4,097 columns, which becomes the input of Weka-based classifiers.
This article conducts two experiments to evaluate the effect of DCGAN: similarity analysis and cross-validation analysis. In the similarity analysis, 80% of the real data (80 samples per gesture in each sub dataset), synthetic data (100 samples per gesture in each sub dataset), and mixed data (containing 80% of the real data and synthetic data) are used to train SVM and RF classifiers, and the rest 20% of the real data (20 samples per gesture in each sub dataset) are used for testing. The classification accuracy indicates whether the synthetic data is similar to the real data and whether it can contribute to the enrichment of the dataset. If the classifier trained by synthetic data can classify real data, it somewhat indicates synthetic data has a certain similarity with the real data. If the classifiers trained by a mixture dataset can achieve higher classification accuracy, it implies that synthetic data can enhance the data in a good manner for classifier training. In the cross-validation analysis, a 10-fold cross-validation analysis is performed on each dataset to judge the inter-class and intra-class distance for each gesture. Higher classification accuracy can somewhat indicate larger inter-class and less intra-class distance. In the experiments, real data (R), fake data (F), real data after equalization (R-E), fake data after equalization (F-E), the mixture of fake data and real dataset (FR), the mixture of fake data and real data after equalization (FR-E) are separately tested under 10-fold cross-validation. For each subject, the R dataset contains 500 samples (5 gestures, and 100 samples per gesture), and the F dataset contains 500 samples as well, but these samples are generated by DCGAN.
3 RESULTS
3.1 Similarity Analysis
Table 1shows the similarity analysis results by the index of classification accuracy. It can be found that when the classifier is only trained by synthetic data, the average accuracy decreases by 4.72%, from 59.19% to 54.47%. However, after mixing the real data with synthetic data, the average accuracy increases to 61.85%, which is 2.66% higher than that of real data trained classifiers. It can be found that the overall accuracy is not high, which is probably because all classifiers are trained by 4,096-dimension samples which are directed converted from images. It is also found that RF outperforms SVM in all cases in our experiments.
TABLE 1 | The classification accuracy is obtained by SVM and RF classifiers, where 2-, 3, and 5-class gesture classification problems are considered. For all the tests, 20 real samples in each gesture are used to test the classifiers trained by real data (RR), synthetic data (FR), and both real data and synthetic data (MR).
[image: Table 1]3.2 Cross-Validation Analysis
From the experimental results in Figure 7, it can be seen that the classification accuracy obtained from the synthetic dataset (Fake 100) is the highest in comparison with the other two, and the classification accuracy obtained from the real dataset (Real 100) is the lowest. After mixing the real data with the fake data (Fake 100 + Real 100), it can also be found that the accuracy obtained is lower than the Fake 100 test, but higher than that of the Real 100 test.
[image: Figure 7]FIGURE 7 | Experimental comparisons under different classifications, in which (A), (B), and (C) correspond to five-, three-, and two-class classification problems, respectively. Each bar represents the classification accuracy, and the error bar represents the corresponding standard deviation. Real100 means cross-validation with 100 real images for each gesture. Fake 100 represents cross-validation with 100 fake images for each gesture. Fake100+Real100 means cross-validation with 100 fake images and 100 real images mixed for each gesture.
For SVM to classify five gestures, the average accuracy obtained from real data, fake data, and mixed data are 33.32%, 66.07%, and 49.86%, respectively. For SVM to classify three gestures, the average accuracy obtained from real data, fake data, and mixed data are 47.28%, 70.17%, and 59.90%, respectively. For SVM to classify three gestures, the average accuracy obtained from real data, fake data, and mixed data are 68.67%, 82.21%, and 75.52%, respectively. For RF to classify five gestures, the average accuracy obtained from real data, fake data, and mixed data are 61.10%, 94.47%, and 79.55%, respectively. For RF to classify three gestures, the average accuracy obtained from real data, fake data, and mixed data are 79.44%, 96.86%, and 96.86%, respectively. For RF to classify two gestures, the average accuracy obtained from real data, fake data, and mixed data are 90.46%, 96.44%, and 98.92%, respectively.
Overall, the data exhibited similar enhancement curves across all experiments. It implies that the synthetic data have a larger inter-class and smaller intra-class under-distance than the real data. That is the reason why the cross-classification of synthetic data and mixed data achieves much higher classification accuracy than the real dataset.
3.3 Histogram Equalization Enhancement Analysis
Further experimental results are conducted on the effect of histogram equalization on both similarity test and cross-validation test. As seen in Figure 8 (similarity tests), the data after equalization achieves better classification accuracy in both SVM and RF classifiers. SVM classifier seems to be insensitive to histogram equalization for the real dataset (R), and the classification accuracy after histogram equalization for F and FR datasets is substantially improved by 33.60% and 24.78%, respectively. Since the original classification accuracy of the RF classifier is relatively higher, the improvement rate of equalization is not that significant. But the improvement is still evident in Figure 8B.
[image: Figure 8]FIGURE 8 | (A) compares the cross-validation accuracy across different datasets by SVM-based classification, and (B) compares the cross-validation accuracy across different datasets by RF-based classification. R and F represent that only real data and fake data are used, respectively. R-E and F-E represent the real and fake datasets after equalization, respectively. FR represents a mixture dataset with equal amounts of real data and fake data. FR-E represents a mixture of equalized datasets containing both real and fake data.
Figure 9 (cross-validation test) clearly shows that the classification accuracy of the F dataset is much higher than that of the R dataset, and the classification accuracy of the FR dataset is slightly higher than their average. The equalization approach is successful for almost all datasets and classifiers. It makes the five-class accuracy of the FR dataset finally reach 74.63% and 89.52% in the SVM and RF classifiers, respectively.
[image: Figure 9]FIGURE 9 | 10-fold cross-validation accuracy with different datasets, including real data (R), fake data (F), real data after equalization (R-E), fake data after equalization (F-E), the mixture of fake data and real data (FR), the mixture of fake data and real data after equalization (FR-E).
4 DISCUSSION
This article investigates a DCGAN-based method for multi-channel EMG signal enhancement and validates the results using two classifiers packaged in Weka. The classification ability of the two selected classifiers, SVM and RF, has been corroborated in several ways. Among them, RF is more suitable for the classification of high-dimensional data, so in each group of experiments, the classification accuracy of RF is better than SVM. However, since the dataset in this experiment does not take feature extraction and classifier parameter adjustment, the overall classification accuracy is not high.
In the similarity test, the mixed dataset containing synthetic data maintains comparable classification accuracy to the real dataset. The experiment using synthetic data for training and real data for tests, does not result in a significant accuracy drop. These results prove that the synthetic dataset has a certain similarity with the real dataset, which can be effectively enriched. In a cross-validation test, this article finds that synthetic data can provide higher classification accuracy than real data, which implies that the synthetic dataset may have larger inter-class or smaller intra-class distances.
5 CONCLUSION
This article proposes a method to generate synthetic EMG data for hand gesture classification by DCGAN, in which real multi-channel EMG signals are converted to images for DCGAN training, and histogram equalization is adopted in order to process the image for better performance. Our experiment proves that synthetic data can enrich the sample pool to improve the classification accuracy to a certain extent. Histogram equalization can further improve images quality of both real and synthetic images. The reason may be the case that histogram equalization enhances the global contrast of the images, allowing better classification accuracy. In the future, synthetic data will be further tested in deep learning networks, to verify whether the addition of synthetic data can promote deep learning network training. Additional GAN models and image enhancement methods will also be tested to further enhance the quality of synthetic EMG.
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Most visual saliency computing methods build models based on the content of an image without considering the colorized effects. Biologically, human attention can be significantly influenced by color. This study firstly investigates the sole contribution of colors in visual saliency and then proposes a bio-driven saliency detection method with a color factor. To study the color saliency despite the contents, an eye-tracking dataset containing color images and gray-scale images of the same content is proposed, collected from 18 subjects. The CIELab color space was selected to conduct extensive analysis to identify the contribution of colors in guiding visual attention. Based on the observations that some particular colors and combinations of color blocks can attract much attention than others, the influence of colors on visual saliency is represented computationally. Incorporating the color factor, a novel saliency detection model is proposed to model the human color perception prioritization, and a deep neural network model is proposed for eye fixation prediction. Experiments validate that the proposed bio-driven saliency detection models make substantial improvements in finding informative content, and they benefit the detection of salient objects which are close to human visual attention in natural scenes.
Keywords: bio-driven, color space, saliency detection, fixation prediction, human attention
1 INTRODUCTION
When viewing a visual scene, the human visual system can quickly focus on some unique vision areas. An understanding of human biological mechanisms in visual saliency detection is essential to many applications, including video segmentation (Ren et al., 2021), target detection Chong et al. (2020), image enhancement Sun et al. (2022), and activity recognition Jiang et al. (2019), Chen et al. (2021).
Saliency in a visual scene can arise from a spectrum of stimuli, both low-level image properties and semantic-level information Rosenholtz et al. (2011). In human visual system, color, besides contrast, intensity, and motion, is considered one of the primary features in computing bottom-up saliency. As we can see from the example in Figure 1, the guiding powers of color stimuli and grayscale stimuli are vastly different for visual attention. By comparing the eye fixation maps in both color images and gray-scale images of the same content, it is clear that color has its sole contribution to visual saliency. However, many existing attention models usually neglect the colorized effects and predict the same results for images containing the same content. The saliency based solely on color has not been well studied. One reason is the lack of eye tracking datasets including color images and gray-scale images of the same content.
[image: Figure 1]FIGURE 1 | Visual comparisons of color images and gray-scale images of the same content. In the images in color mode, objects (lotus and sun) exhibit a pop-out effect due to their distinguishable color, while in gray-scale mode, the guiding power of these objects is almost the same as the rest of the surroundings, and this information has little effect on visual attention.
However, previous visual saliency models considering color attributes address a problem that is relatively ill-posed. Classical saliency models Gelasca et al. (2005), Choi and Suk (2015) evaluate which colors attract more attention based on a subjective experiment, considering only a few colors, and the results of these studies cannot be extended to natural visual scenes. Moreover, these studies did not consider the effects of content information (e.g., position/order) rather than color. Researchers have not yet attempted to computationally model the relationship between visual attention and color, despite its contents.
In this paper, we claim that the computational model should consider the saliency of the image separately in color and gray-scale scenes and propose a new Color-Gray eye-tracking dataset (CGed) focusing on image color and human attention. Statistical analysis on CGed is conducted to investigate how colors influence human attention when viewing natural scene, how much the colors attract human attention, and how to model the factor of colors in visual saliency computing. Analytical results indicate that certain colors attract human visual attention strongly, and the color component b of the CIELab color space is closely related to visual attention more closely than the others—which we refer to as the color prioritization effect.
Based on these discoveries, we propose a salient object detection model RNCw (Region contrast based on Non-uniform quantification and Channel-weighted color distance) by incorporating the color prioritization effect into the previous method proposed by Cheng et al. (2015). We further apply our discovery in eye fixation prediction and design a color weighted DNN (APNet—Not Adaptive color weighting priori attention weighting Network) model. Experiments demonstrate the superior performance of the models we proposed, especially when color-eliciting objects stand out in a scene. Our contributions can be summarized as follows:
1) We propose a new image dataset (CGed) featuring visual attention. To the best of our knowledge, this is the first dataset that contains both color images and grayscale images of the same content. It is designed for research on visual saliency, especially with regard to the effect of image color on saliency despite image content.
2) We evaluate how colors attract human attention computationally. We observe that some particular colors attract our attention more than others, and that certain combinations of color blocks can enhance attention.
3) We proposed two novel saliency computational models incorporating the color factor: RNCw model, which is compliant with human perception to improve the performance in detecting salient objects; and APNet model that encodes relative importance of objects in an image to achieve predictions more coinciding with human visual attention. The proposed models achieve state-of-the-art performance on benchmark datasets.
2 RELATED WORKS
2.1 Color and visual saliency model
Since color information plays an important role in visual attention biologically, it has been used in saliency computation in previous works. Osberger Pappas (2001) suggested that some particular colors (e.g., red) attract our attention more than others, or induce a higher amount of masking. However, saliency researchers have not yet investigated what color attracts human attention despite its content when viewing natural scenes. One major reason could be the lack of a proper dataset with both color images and gray-scale images of the same content.
Achanta et al. (2008), Achanta and Süsstrunk (2010) use the color and luminance features to detect salient objects. They calculated the contrast between the local image region and its surroundings. The saliency map can be obtained by calculating the average color vector difference. Borji and Itti (2012) propose a prediction model to reflect the saliency discrimination towards eye tracking data. The model measures the scarcity of each block in both RGB and LAB color space, and then combines the local and global saliency of each color space to generate the saliency map. As stated above, many saliency models compute image saliency primarily by measuring the color feature. However, these models did not clearly consider the sole contribution of colors, excluding the image content factor.
In the past decade, substantial research has been done on visual attention computational models to predict saliency. Traditional attention models mainly rely on various cues to detect salient objects, including local contrast Klein and Frintrop (2011), global contrast Cheng et al. (2011) and background prior Yang et al. (2013). Subsequent behavioral and computational studies started to predict fixation with saliency maps to understand human visual attention and verify saliency models. A large gain in saliency prediction has resulted from the recent resurgence of convolutional neural networks (CNNs). Specifically, several methods such as Liu et al. (2015) used CNN to extract features from multiple images region with varying contexts, and then combined these contextual features to infer saliency. Some other models, such as Li and Yu (2016), adopt fully convolutional networks (FCNs) for feature representation at each image location and generate saliency maps in a convolutional way. Recent developed visual representation models such as the visual transformer have also been applied to salient object detection Liu et al. (2021), and they achieved high performance on previous datasets.
Along with these advances, attention models can effectively extract visual features and compute feature maps to quantify saliency. However, existing methods did not consider the unique influence of colors in saliency computing models, while human visual attention order is sensitive to different colors in a natural scene. By weighting the contribution of color to attention, our work effectively addresses the color prioritization effect on attention allocation in an image.
2.2 Eye-tracking datasets
Several datasets have been introduced to further challenge the eye fixation prediction model. Two widely-used image datasets are the MIT dataset Judd et al. (2010), which contains 1,003 natural images free-viewed by 15 subjects each, and the NUSEF dataset Ramanathan et al. (2010), which includes 758 (emotion evoking) images free-viewed by 25 subjects each. There are other datasets focusing on specific domains: OSIE Xu et al. (2014) features multiple dominant objects in each image, and CAT2000’s training set contains 2,000 images of diverse scenes, such as affective images and cartoons. However, there are few eye-tracking datasets suitable for research regarding the saliency of color despite its content. In this paper, we present the first eye-tracking dataset to include both color images and grayscale images of the same content.
3 CONSTRUCTION OF THE CGED DATASET
The saliency of images considering content has been extensively explored, but the saliency based solely on color has not received much attention, probably due to the lack of eye-tracking datasets including color images and gray-scale images of the same content. To address the problem, we constructed CGed, a new dataset containing both color images and gray-scale images of the same content, with eye-tracking data. It is designed for research on visual saliency, especially with regard to the saliency of color, despite its content.
3.1 Image collection
CGed images were collected partially from the MIT1003 dataset and partially from an online image search engine. It contains a total of 500 brightly colored images with various semantic concepts ranging from rural to urban environments. These 500 images of natural scenes are rich in color. All color images were then converted to grayscale, so that the CGed dataset includes a total of 1,000 images, with 500 grayscale images. We collected the images to make the dataset more diverse regarding how observers’ attention is attracted.
3.2 Eye tracking
Eighteen subjects freely observe all CGed images on a 22-inch LCD monitor for 5 s. Nine of the subjects are male and the others are female, and their ages are distributed in the range of 22 to 29. These subjects can focus their attention on given images and yield precise annotation. The screen resolution of an LCD monitor is 1,680, ×, 1,050. The visual angle of the stimuli is about 42.48° × 27.31°. Eye movements of the subjects are recorded using the SensoMotoric Instruments (SMI) iView X RED system. Eye position is recorded with an eye tracker operating at a 250 Hz sample rate.
4 COMPUTATIONAL STUDIES OF COLOR FACTOR ON VISUAL SALIENCY
In this section, we study the contribution of colors despite content to attention when viewing natural scenes. We first explain our analytical methods and then report observations with supporting analyses.
A necessary prerequisite for showing an influence the color on attention is the difference in attention score between the color image and the corresponding grayscale image. Comparing attention scores between color images and gray-scale images of the same content reveals a general influence of color on visual attention since all other image features remain the same. We first study the contribution of color to attention. Based on the finding of salient colors, we study the influence of combination of color blocks to attention.
4.1 Definitions and methods
For the study on CGed, we used a common method in saliency research Le meur and Baccino (2013). Specifically, for each image, we compute a fixation map by placing at each fixation location a Gaussian distribution with sigma equal to one degree of visual angle, and then normalizing the map to maximum 1. We define the attention score of an image pixel as the fixation-map value at this pixel. The attention score of each pixel thus ranges between 0 and 1. In order to study the effect of color on attention, we compute the difference in attention score (DAS) by subtracting the attention score of the color image from the attention score of the gray-scale image.
We use the Maximal Information Coefficient (MIC) David et al. (2011) to analyze the correlation between color and attention. MIC is a correlation statistic that measures the association strength of linear and non-linear relationships between paired variables.
[image: image]
nx ⋅ ny < B(n), where B(n) = n0.6 is the search-grid size. In calculating MIC for vectors x and y, n is the number of data points, and nx, ny is the number of bin of partition of the x − and y − axis, respectively. H(x) and H(y) represent the entropy associated with x and y, respectively. And the join entropy of a pair of random variables x and y is represented as H (x, y).
4.2 Statistical results
Which color space is closely related to visual saliency: The color spaces, including RGB, CIELab, and HSI, have been widely adopted by previous studies; the color space has a significant influence on the algorithm performance. In our study, we determined the color space used for data analysis by comparing the correlation between color and saliency in different color spaces.
In our study, only the colors corresponding to a DAS greater than 0.1 are considered salient colors, and the relationship between these colors and attention is studied. We first get a series of colors on the color stimuli, which corresponds to a DAS greater than 0.1. We decomposed the colors in the RGB, CIELab, and HSI color spaces separately into three components for statistical analysis. Since the range of values of color components in the RGB, CIELab, and HSI color spaces are different, we normalized each component. The statistical results are reported in Figure 2. The larger the value of the MIC, the stronger the correlation. The larger total MIC of three color components in CIELab color space over the total MIC of three color components in other color spaces (1.89 vs. 1.35 vs. 1.16) suggests that saliency is more relevant to CIELab color space than both RGB and HSI color spaces. Subsequent analysis of what color attracts attention, was performed in CIELab color space.
[image: Figure 2]FIGURE 2 | A statistic of the attention score of each color component of the RGB, CIELab, and HSI color spaces for colors corresponding to a DAS greater than 0.1. In the three color spaces, each component of color is normalized to [0,1]. And the MIC between each component and the ADS is calculated (MIC (R,DAS) = 0.57, MIC (G,DAS) = 0.42, and MIC (B,DAS) = 0.36; MIC (L,DAS) = 0.61, MIC (a,DAS) = 0.52, and MIC (b,DAS) = 0.76); MIC (H,DAS) = 0.37, MIC (S,DAS) = 0.41, and MIC (I,DAS) = 0.38).
How colors contribute to attention: We focus on the role of colors in visual attention and try to understand what colors influence more visual attention. We uniformly quantize the value of each color component in the CIELab color space to a range of 0–15, for 16 × 16 × 16 = 4096. The quantized CIELab color space is called the L’a’b’ color space. To see what colors attract attention more intuitively, we encode each color in the L’a’b’ color space. We can see a series of colors and their corresponding attention scores in Figure 3. We also counted ten of the most attractive colors in the CIELAB space. It is noticed that some specific colors have much more saliency. By calculating the difference in the attention score of the color block combination corresponding to the color image and the same content gray-scale image, we also discovered that certain color block combinations often appear with high DAS.
[image: Figure 3]FIGURE 3 | Statistics on the colors that affect attention. Coded colors and the DAS. In CIELab color space, we let L’ = 2.55 *L, a’ = a +127, b’ = b + 127, and code L’a’b’ = 16 * 16 *L’ +16 * a’ + b’.
5 PROPOSED COLOR-AWARE SALIENCY MODELS
In this section, we design our saliency computational models guided by the psychophysics findings in the previous section. On one hand, we propose a salient object detection model RNCw (Region contrast based on Non-uniform quantification and Channel-weighted color distance) to detect salient object/regions. This salient object detection method is an improvement on the RC method Cheng et al. (2015). On the other hand, we designed a color-weighted DNN (APNet—Not Adaptive color weighting priori attention weighting network) for fixation prediction.
5.1 RNCw method
The proposed RNCw considers the visual sensitivity of human eyes to different colors in a natural scene, which is a variant of the RC method. The RC method mainly consists of two stages. In the RC method, the input image is first segmented into regions using a graphics-based image segmentation method Felzenszwalb and Huttenlocher (2004), then the color contrast is computed at the region level. The saliency for each region is defined as the weighted sum of the region’s contrast to all other regions in the image. Unlike the RC method, we consider the psychopysics findings in Section 4 in both phases.
In the first phase, different from the RC method, we use the weighted color distance to measure the similarity between pixels in CIELab color space and obtain a segmentation graph. The weighted color distance between the pixels i and j in an image can be computed as follows:
[image: image]
where Li, ai, and bi respectively represent the value of pixel Ii in CIELab channels, and Lj, aj, and bj respectively represent the value of pixel Ij in CIELab channels. The WL, Wa, and Wb denote the weights of L, a, and b channels in CIELab color space, respectively. The weights WL, Wa, and Wb are determined by correlation coefficient values between attention with the L component, the a component, and the b component in CIELab color space, respectively. Guided by our psychophysics findings, we set WL = 0.61/1.89 = 0.32, Wa = 0.52/1.89 = 0.28, and Wb = 0.76/1.89 = 0.40. There is no difference in other steps. For more details, refer to Felzenszwalb and Huttenlocher (2004).
In the second phase, we incorporate channel-weighted color distance into the contrast to compute saliency. For a region rx, we compute its saliency value as
[image: image]
where [image: image] is the weight of region rx, and the meaning is the number of pixels in the rx region. [image: image] is the channel-weighted color distance metric between two regions and can be expressed as
[image: image]
where [image: image] represents the occurrence frequency of the ith color in region rx, and [image: image] is defined as
[image: image]
where Li,j, ai,j, and bi,j denote the value in L, a, and b channels of the jth in region ri, respectively. The WL, Wa, and Wb denote the weights of L, a, and b channels in CIELab color space, respectively, whose values are equal to the values in the first phase.
Similar to the approach suggested in the RC method to increase the effects of closer regions and decrease the effects of farther regions, we also incorporate the spatial weighting in terms of Rutishauser et al. (2004). Thus, for any region rx, the saliency is
[image: image]
where [image: image] denotes the weight of region ry which is the number of pixels in region ry, and [image: image] denotes the spatial distance between the regions rx and ry. The σs controls the strength of spatial distance weighting. As with the RC method, we use [image: image] with pixel coordinates normalized to [0,1].
5.2 APNet model
We proposed a DNN architecture (APNet—Adaptive color weighting and priori attention weighting Network) is shown in Figure 4. To address color prioritization, we designed a channel weighting subnetwork and a priori attention weighting subnetwork. The channel weighting subnetwork (the red dashed rectangle) encodes contextual information, enabling the network to highlight color-eliciting objects from the surroundings. The priori attention weighting subnetwork (the blue dashed rectangle) directly weights the prediction saliency map output by the DNN, which weights the combines the human eye’s perception sensitivity to color, and can achieve a saliency prediction closer to human visual attention. Also, since selective attention may happen at different resolutions, we incorporate information at multiple-scales. The two-stream network design is based on SALICON Huang et al. (2015) and is used to extract deep features from coarse-scale images and fine-scale images.
[image: Figure 4]FIGURE 4 | The architecture of the proposed APNet. Two-stream consists of two VGG-16 models which operate on coarse and fine-grained scales of an images. To capture the relative importance of the semantic features of a particular image, a channel-weighted subnetwork (inside the dashed red rectangle) was designed to compute a set of 1024-dimensional features for each image. The priori attention weighting subnetwork (the blue dashed rectangle) directly weights the prediction saliency map output by the DNN, which weights the combines the human eye’s perception sensitivity to color, and can achieve a saliency prediction closer to human visual attention.
We briefly introduce our method for using DNN in fixation prediction. We feed fine-scale images of 1,000 × 750 × 3 pixels to its first stream for extracting relatively high-resolution deep features, while feeding coarser-scale images of 500 × 375 × 3 pixels to its second stream for extracting relatively low-resolution deep features. The outputs of the two network streams are rescaled to the same spatial resolution and stacked together to form a multi-scale depth feature of size 32 × 24 × 1024. After applying a 2 × 2 max polling on 1,024 channels of concatenated feature maps to reduce their dimensionality and spatial variance, the channel weighting subnetwork computes a set of 1024-dimensional feature weights for each image. And the weights are applied to the input feature by a channel-wise multiplication. We then performed a convolutional layer after a new subnet with a 1 × 1 kernel to reduce the 1,024 channel 2D image to a single channel 2D saliency map of size 32 × 24 pixels. Lastly, we rescale the saliency map back to the dimension of the original image. In the test phase, each pixel of the output saliency map is multiplied by a weight. Specifically, each pixel in the output saliency map is multiplied by the attention score of each pixel in the original image in the L’a’b color space, and then the saliency map is normalized to a maximum value that is equal to the maximum gray value of the unweighted saliency map. Since the “saliency color” and its attention score in the fourth section are under the condition that the DAS is greater than 0.1, the weight of the “non-saliency color” in the original image is set to 0.1.
6 EXPERIMENTS
We evaluate our salient object detection models on the ECSSD dataset and PASCAL-S within images from a wide-variety of scenarios and resolutions. To demonstrate the effectiveness of the proposed eye fixation prediction model in predicting eye fixations, we evaluated it in CGed, CAT2000, and OSIE datasets.
6.1 Salient object detection
6.1.1 Datasets
We test the RNCw model on the ECSSD dataset and the PASCAL-S dataset. ECSSD contains 1,000 structurally complex images acquired from the Internet, and the groundtruth masks were annotated by five labelers. PASCAL-S contains 850 natural images with both saliency segmentation groundtruth and eye fixation groundtruth. Saliency groundtruth masks of PASCAL-S were labeled by 12 subjects.
6.1.2 Evaluation metrics
There are a plethora of metrics available that are used to evaluate saliency models. We use three universally agreed-upon and standard measures for evaluating salient object detection models in salient object detection datasets. They are MAE Borji et al. (2015), S-measure Fan et al. (2017), and Precion-recall (PR) curve Tong et al. (2014).
6.1.3 Result
Improved model performance. Our approach makes use of the color prioritization effect in attention in order to comply with human perceptual characteristics, which improves the performance of the salient object detection model. We report results for our improved salient object detection model (RNCw) with its base models (RC). Table 1 shows the MAE and S-measure scores on two datasets. We can see that the RNCw model can predict salient regions in complex scenes and distinguish the non-salient regions in the scene. That is, compared with the RC model, the salient regions of our saliency maps are more prominent, and the non-salient regions are rarely mistakenly predicted. On the ECSSD and PASCAL datasets, we obtained the same analysis results. Although our improved algorithm is targeted at salient object detection, its performance on human fixed prediction benchmarks has also improved (see Table 2). In addition, a large number of experimental results show that the salient object detection model (RNCw) based on priori color perception designed in this paper can improve the performance and efficiency of saliency detection to some extent.
TABLE 1 | The S-measure and MAE on two salient object detection datasets.
[image: Table 1]TABLE 2 | The ROC areas on three eye-tracking datasets.
[image: Table 2]6.2 Fixation prediction
6.2.1 Datasets
In addition to the CGed dataset, we tested APNet on two other eye-tracking datasets. One is the CAT2000 training set, which contains 2,000 images, and another is the OSIE dataset, which contains 700 images.
6.2.2 DNN parameters
We train our APNet by first initializing the weights and biases from the VGG-16 model on ImageNet. We use a momentum of 0.9 and a weight decay of 0.0005. The learning rate is 0.00005 and the batch size is 32. The entire training procedure takes about 1 day to complete on a single NVIDIA V100 GPU using the caffe deep learning framework Sharma et al. (2015).
6.2.3 Evaluation metrics
We use nine metrics for comprehensive evaluation. The Area Under the Curve (AUC) Green and Swets (1966) is the area under a curve of true positive rate versus false positive rate for different thresholds on the saliency map. We use two variants of AUC: AUC-Judd and AUC-Borji Bylinskii et al. (2017), and shuffled-AUC (sAUC) Tatler et al. (2005), which alleviates the effects of center bias. The Normalized Scanpath Saliency (NSS) Peters et al. (2005) computes the average value at all fixations in a normalized saliency map. Similarity (SIM) Judd et al. (2012) calculates the sum of minimum values of saliency distribution and fixation distribution at each point. The saliency map can be compared with the human fixation map with the Linear Correlation Coefficient (CC) Le Meur et al. (2007) and the Kullback-Leibler divergence (KL) Tatler et al. (2005). The Earth Movers Distance (EMD) Rubner et al. (2000) considers the ground-truth and predicted saliency maps to be two probability distributions and measure the cost of transferring one distribution to the other. Information Gain (IG) Bylinskii et al. (2017) as an information theoretic metric that measures saliency model performance beyond systematic bias (e.g., a center prior baseline).
6.2.4 Result
Tables 3–5 give the quantitative results of comparison with state-of-the arts models on OSIE dataset, CAT2000 dataset and CGed dataset respectively, and Figure 5 shows visual comparisons of results generated by our saliency model with previous methods. We report results for our model both with the subnetwork for context saliency prediction (APNet) and without the subnetwork (N-APNet—Not Adaptive color weighting and priori attention weighting Network). We compared saliency prediction models with seven others. There are state-of-the-art DNN-based models: CASNet Fan et al. (2018), SALICON Thomas (2016) (We use the code of OpenSALICON Thomas (2016) which is a publicly available implementation of SALICON), SalGAN Pan et al. (2017), and ML-Net Cornia et al. (2016). Four are non-DNN models with top performance in the non-DNN model category: BMS), SROD, and GBVS. These models achieved state of the art performance in their experiments on benchmark.
TABLE 3 | Quantitative results on CGed dataset (color images). The best performance in each metric is highlighted in bold. For all evaluation metrics larger values indicate performance, except smaller is better for EMD and KL.
[image: Table 3]TABLE 4 | Quantitative results on CAT2000 dataset. The best performance in each metric is highlighted in bold.
[image: Table 4]TABLE 5 | Quantitative results on OSIE dataset. The best performance in each metric is highlighted in bold.
[image: Table 5][image: Figure 5]FIGURE 5 | Visual comparisons of results generated by our saliency model with state-of-art methods. Our model (APNet) outperforms others in both location and order, by taking into consideration color prioritization effects in attention allocation within an image.
The comparison method ensures fairness. We exclude DNN models that use or learn center bias (e.g., SAM-ResNet Cornia et al. (2018)). All DNN-based models are trained on the SALICON dataset to achieve their best possible performance, and all models, including ours, are directly tested on the three benchmark datasets without training/fine-tuning on them.
As shown in the quantitative results, the proposed APNet model with the contextual saliency subnetwork has the best overall performance across dataset, without additional center bias mechanism. APNet consistently outperforms N-APNet on all datasets, indicating the effectiveness of learning the relative weights of salient regions inside an image through the proposed subnetwork. On AUC-judd, NSS, IG, and KL, APNet consistently outperforms. For other metrics, APNet is not always the best, but it is close to the best. As we all know, NSS and IG consider the relative importance of salient regions and are therefore the best evaluation measures for contextual saliency. APNet beats the other models on these two metrics across all three datasets, demonstrating its advantage in contextual saliency. In Figure 6, we analyze the effectiveness of APNet in learning the relative importance of contextual information for brightly colored objects.
[image: Figure 6]FIGURE 6 | APNet outperforms N-APNet in colorful scenes. APNet uses contextual information to improve fixation prediction by learning the relative importance of colorful objects. Compared to N-APNet, APNet’s predictions more closely match human color perception priorities.
7 CONCLUSION
Studies conducted in the paper focus on understanding how humans perceive and prioritize colors in scenes and how it is related to visual attention. Based on the statistical results on a collected CGed dataset, we proposed a novel salient object detection model and a novel fixation prediction model considering the factor of color computationally. Our current work is still limited in dataset size, and the study of colorized effects on visual saliency still needs further exploration. For future work, we will collect more data to cover different scenes and different subjects. Previous work showed that fusing multi-scale features Huang et al. (2022) or multi-modal information such as depth Jiang et al. (2021) is useful, which could be another future direction. Moreover, considering that the fixation prediction models are constructed originally to understand human visual attention and eye movement prediction, while the saliency detection models were driven by the requirements of saliency-based applications, another future work could focus on integrating the two tasks of eye fixation prediction and salient object detection, to enhance the performance of both types of models. The proposed color-aware saliency computing methods can also be extended to benefit other related areas such as object proposal generation and segmentation.
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When the human brain learns multiple related or continuous tasks, it will produce knowledge sharing and transfer. Thus, fast and effective task learning can be realized. This idea leads to multi-task learning. The key of multi-task learning is to find the correlation between tasks and establish a fast and effective model based on these relationship information. This paper proposes a multi-task learning framework based on stochastic configuration neural networks. It organically combines the idea of the classical parameter sharing multi-task learning with that of constraint sharing configuration in stochastic configuration neural networks. Moreover, it provides an efficient multi-kernel function selection mechanism. The convergence of the proposed algorithm is proved theoretically. The experiment results on one simulation data set and four real life data sets verify the effectiveness of the proposed algorithm.
Keywords: multi-task learning, neural networks, stochastic configuration, knowledge sharing and transfer, supervised mechanism
1 INTRODUCTION
In supervised machine learning, we often encounter situations that establishing models for several related tasks, such as searching cancer sites, identifying cancer types, judging cancer stages and so on, based on cancer image data. Generally, these tasks are undertaken separately, which we refer to as single-task supervised learning (STSL) in traditional machine learning (Ben-David and Schuller, 2003). These models do not consider the correlation among multiple tasks so some common information in model parameters or data features is lost. In particular, when the training sample size of a single task is insufficient, it is difficult for STSL to capture enough information, which results in poor generalization performance. Multi-task supervised learning (MTSL) provides a solution for such a situation. It improves the performance of each task by setting shared representations among related tasks (Baxter, 2000; Argyriou et al., 2007; Liu et al., 2017). In a sense, a very important reason why human beings can learn based on a small number of samples is that human beings can make full use of various senses to obtain enough information and synthesize relevant information. MTSL is one of the ways to realize this idea.
Classical MTSL can be roughly divided into two categories, namely, MTSL based on constraint sharing and MTSL based on parameter sharing. In relation to the first method, Argyriou et al. (2008) proposed the MTL-L21 based on regularization strategies, that was achieved by adding a regularization term for all the tasks’ objective function coefficients on the cost function. But this method performs poorly when data features have the problem of collinearity. To reduce the impact of this problem, Chen et al. (2012) added a quadratic regularization term for all the tasks’ objective function coefficients based on MTL-L21. In 2015, Duong et al. (2015) used L2 distance to regularize the parameters in their multi-task neural networks, so that each task has similar but different model parameters. In 2017, Yang and Hospedales (2017) used the trace norm to implement Duong’s model. In 2019, Oliveira et al. (2019) attempted to conceive a group LASSO with asymmetric transference formulation in multi-task learning, looking for the best of both worlds in a framework that admits the overlap of groups. Since all of these MTSL methods need to learn sparse features, their performance is not ideal when the data has few features. The MTSL methods based on parameter sharing (Caruana, 1997; Jacob et al., 2009) are not affected by this problem. In 1997, Caruana (Caruana, 1997) proposed a MTSL method (MTL) based on backpropagation neural networks. He mirrored the correlation information by sharing the input and hidden layer neurons among different tasks. In 1998, Lecun et al. (1998) used convolutional neural networks, named as LeNet-5, for document recognition on the basis of MTL. Their results clearly demonstrated the advantages of training a recognizer at the word level, rather than training it on presegmented, hand-labeled, isolated characters. In 2018, Ma et al. (2018) proposed multi-gate mixture-of-experts (MMoE), which adapted the mixture-of-experts (MoE) structure to multi-task learning by sharing the expert submodels across all tasks, while also had a gating network trained to optimize each task. In 2021, Zhang et al. (Zhang et al., 2021) developed a programming framework, AutoMTL, which generates compact multi-task models given an arbitrary input backbone convolutional neural network model and a set of tasks. However, these methods have high computational complexity and poor learning performance when the training samples are insufficient.
To address the aforementioned problems, this paper proposes a MTSL method based on a constraint sharing framework of stochastic configuration networks (SCNs) proposed by Wang et al. (Wang and Li, 2017a; Wang and Li, 2017b) Instead of the complex gradient descent method for solving the weight parameters of hidden layer nodes in general neural networks, SCNs use a supervision mechanism to stochastically configure these parameters. This stochastic configuration mechanism greatly reduces the computational complexity. Inspired by this idea, we establish a multi-task supervised learning algorithm based on stochastic configuration radial basis networks (MTSL-SCRBN). The main contributions of this study are as follows.
1. We combine constraint sharing of SCNs and parameter sharing of MTSL organically. The shared parameters are stochastically configured under certain constraint, which has low computational complexity. At the same time, to improve learning performance, the radial basis functions (Powell, 1987; Broomhead and Lowe, 1988) with different scale parameters are used as the basis functions to replace the original sigmoid functions of SCNs.
2. Two types of difficult to choice hyper parameters of the proposed model, the scale parameters and the centers of the radial basis functions, are stochastically configured during the learning process.
The rest of the paper is organized as follows. In Section 2, we briefly review MTL-L21, MTEN, MTL, and SCNs. Section 3 details our proposed algorithm MTSL-SCRBN and proves its convergence. The experimental results of these algorithms on one simulation data set and five real data sets are detailed in Section 4. Section 5 summarizes this paper.
2 RELATED WORK
Firstly, we introduce some notations. Suppose that there are M supervised learning tasks. The samples of the m-th task are given by,
[image: image]
where [image: image], [image: image], i = 1, …, Nm, m = 1, …, M, and T means transpose transform.
2.1 Multi-Task Learning Methods Based on Constraint Sharing
Inspired by group sparsity, Argyrios et al. (Argyriou et al., 2008) proposed the MTL-L21 method to learn the correlation among multiple tasks under a regularization strategy. It can be described as the following optimization problem,
[image: image]
where[image: image], [image: image], ‖ ⋅‖F is the Frobenius norm, V = [v1, …, vM] on behalf of the model coefficient matrix, [image: image] represents the m-th column of V, which is the coefficient vector of the m-th task. λ represents the regularization coefficient and [image: image]. For the input [image: image] of the m-th task, MTL-L21 gives the predicted value [image: image].
When data features have the problem of collinearity, MTL-L21 will have an unstable prediction performance. Xi Chen et al. (Chen et al., 2012) proposed the MTEN method by adding another quadratic regularization term for the objective function coefficients of all tasks on the basis of MTL-L21. It can be described as the following optimization problem,
[image: image]
where ρ ∈ [0, 1] represents the elastic net mixing parameter. For the input [image: image] of the m-th task, MTEN gives the predicted value [image: image].
In the case of insufficient data features and data size, the two algorithms MTL-L21 and MTEN cannot obtain enough information by learning sparse features, which leads to poor prediction performance.
2.2 Multi-Task Learning Methods Based on Parameter Sharing
Caruana (1997) implemented MTSL on backpropagation nets by sharing input and hidden layer neurons among different tasks. Essentially, this method optimizes the choice of function space by the correlation among tasks and obtains better internal weight parameters.
Figure 1 shows the process of traditional backpropagation nets to deal with four related tasks. This method ignores the information among related tasks. Especially in the case of insufficient data samples, these models may have problems such as over-fitting.
[image: Figure 1]FIGURE 1 | Single-task backpropagation nets.
Figure 2 shows the multi-task backpropagation net (MTL) conceived by Caruana. In MTL, each task shares input and hidden layer neurons.
[image: Figure 2]FIGURE 2 | The multi-task backpropagation net.
Compared with the data form given in Eq. 1, the data form suitable for MTL is that different tasks have the same input,
[image: image]
and the output is,
[image: image]
MTL can be described as follows
[image: image]
where S is the number of hidden layer nodes, [image: image] is the external weight parameter of the m-th task in the j-th hidden layer node. [image: image] (here g represents the sigmoid function), [image: image] and bj represent the internal weight parameter vector and the bias internal weight parameter shared by the backpropagation net. β ∈ RN×M, W ∈ Rd×N, b ∈ RN are the corresponding parameter matrix. For the input [image: image] of the m-th task, MTL gives the predicted value [image: image].
From a mathematical point of view, the essence of the backpropagation net is the gradient descent algorithm. In single-task supervised learning, the backpropagation net may fall into local optimum. However, in multi-task supervised learning, the local optimum of different tasks is in different positions, and the interaction among tasks can help the hidden layer to escape from local optimums (Caruana, 1997).
2.3 Stochastic Configuration Networks
Wang and Li (Wang and Li, 2017a; Wang and Li, 2017b) proposed supervised stochastic configuration networks, and implemented SCNs using three algorithms SC-i (i=I,II,III). SC-i starts with a small network structure (Tin-Yan Kwok and Dit-Yan Yeung, 1997), and uses a supervision mechanism to add hidden layer neurons until the model meets a predetermined error criterion. Since SC-III performs the best of the three algorithms, we next describe the implementation of the SC-III algorithm.
Suppose a SC-III with L − 1 hidden layer nodes has already been constructed, that is,
[image: image]
where [image: image] represents the optimal external weight parameter of the j-th hidden layer node, [image: image] and [image: image] represent the optimal internal weight parameters of the j-th hidden layer node.
For training data set [image: image], Y = [y1, …, yq] ∈ RN×q, where [image: image]. Let [image: image] and [image: image], which is the residual error matrix of the (L − 1)-th hidden layer node. If ‖eL−1‖F does not meet the predetermined error criteria, SC-III needs to generate a new hidden layer node, that is, stochastically configure internal weight parameters wL, bL from an uniform distribution Ud+1[ − Φ, Φ], Φ > 0. For new variables,
[image: image]
if [image: image], then wL, bL are considered to meet the condition, otherwise wL, bL need to be configured again. With the qualified internal weight parameters [image: image] and [image: image], SC-III obtains the optimal external weight parameter vector by the following optimization problem,
[image: image]
The leading model [image: image] will have an improved residual error. Repeat the above steps to add hidden layer nodes until the residual error meets the predetermined error criteria.
3 MULTI-TASK SUPERVISED LEARNING BASED ON STOCHASTIC CONFIGURATION RADIAL BASIS NETWORKS
In this section, we introduce the proposed MTSL-SCRBN algorithm.
3.1 Model Introduction
In order to combine SCNs and MTL organically, we need to change the data form given in Eq. 1. In MTSL-SCRBN, first, we require each task to have a same number of samples, namely, N1 =…= NM =: N. (If the number of samples for each task is different, this requirement can be achieved by random sampling.) Then we merge the input data of different tasks into a new input data, that is, the i-th new input data is [image: image], where [image: image] is the i-th input of the m-th task, for i = 1, …, N and m = 1, …, M. The corresponding i-th new output data is [image: image], where [image: image] is the original output of [image: image] in the m-th task. The goal of our MTSL-SCRBN is to establish an appropriate model from RMd to RM based on these data [image: image].
In order to obtain good learning performance, we use the following radial basis function kσ(x, x′) as model’s basis function,
[image: image]
where x is the input, x′ represents the center and σ is the scale parameter.
Suppose f0 = [0, 0, …, 0] ∈ RM, for L = 2, 3, …, it is assumed that a MTSL-SCRBN with L − 1 hidden layer nodes has already been constructed as follows,
[image: image]
where [image: image] is a new input formed by the inputs of M tasks, and [image: image],where [image: image] represents the optimal external weight parameter vector of the m-th task in the j-th hidden layer node, xj* and [image: image] are the optimal center and the optimal scale parameter of the radial basis function in the j-th hidden layer node, respectively. Different from the traditional learning of radial basis neural network, in our MTSL-SCRBN, the optimal centers and the optimal scale parameters at each step are randomly assigned by a shared supervision mechanism given in the following. This is simple to implement and easy to obtain a learning model with good performance.
Denote [image: image] and [image: image], [image: image]. Then, let eL−1≔Y − fL−1≔[e1,L−1, …, eM,L−1] be the residual error matrix of the (L − 1)-th hidden layer node. If ‖eL−1‖F does not meet the predetermined error criteria, MTSL-SCRBN needs to generate a new hidden layer node, that is, stochastically configure the scale parameter σL from U[0, Ω], Ω > 0 and the center of the radial basis function xL from [image: image].
Similar to that in SCNs, we introduce a variable ξm,L in our multi-task learning case as follows,
[image: image]
Here [image: image], 0 < r < 1 is a given constant and [image: image].
If [image: image], then σL, xL are considered to meet the condition, otherwise, σL, xL need to be configured again. With the qualified parameters [image: image] and xL∗, MTSL-SCRBN obtains the optimal external weight parameter vector by the following optimization problem,
[image: image]
The leading model,
[image: image]
will have an improved residual error. Repeat the above steps to add hidden layer nodes until the residual error meets the predetermined error criteria.
The above implementation process of the proposed MTSL-SCRBN algorithm is described as follows.
Algorithm 1. The MTSL-SCRBN algorithm
[image: FX 1]
Notice that in step 19, we calculate the parameter matrix based on the standard least squares method,
[image: image]
where [image: image] is the Moore-Penrose generalized inverse (Lancaster and Tismenetsky, 1985) of KL. The setting of μL,r in step 7 and the updating idea of r in step 14 can be referred to literature (Wang and Li, 2017a).
3.2 The Convergence Theorem of the MTSL-SCRBN Algorithm
We extend the method in (Wang and Li, 2017a) to the multi-task learning framework of this paper and prove the convergence of the proposed algorithm.
Theorem 1. Assume that there are some pk ∈ R+, satisfying [image: image]. Given 0 < r < 1 and a non-negative real value sequence {μL} with limL→+∞μL = 0 and μL ≤ (1 − r). For L = 2, 3 …, denoted by
[image: image]
[image: image]
If the basis function [image: image] is generated to satisfy the following inequality,
[image: image]
and the external weight parameter vector is evaluated by,
[image: image]
Then, we have limL→+∞‖Y − fL‖F = 0.
Proof of Theorem 1. Define intermediate values
[image: image]
and [image: image], with [image: image].It is clear that [image: image], where L = 2, 3, …. So [image: image] is monotonically decreasing and convergent. Hence, we have,
[image: image]
Then, the following inequality holds,
[image: image]
Since limL→+∞μL = 0, and 0 < r < 1, we have [image: image], and limL→+∞‖eL‖F = 0.
Remark 1. Unlike SC-III, we relax the condition for the configuration parameters in the formula (∗). SC-III requires each task to meet the inequality conditions, but MTSL-SCRBN only requires the sum of all tasks to satisfy the inequality condition. The rationality of this condition will also be verified in the experiment results of next section.
4 EXPERIMENT RESULTS
In order to show the effectiveness of the proposed algorithm, this section uses the classical STSL algorithms SVM (Cortes and Vapnik, 1995), SC-III (Wang and Li, 2017a) and seven MTSL algorithms MTSL-SCRBN, MTL (Caruana, 1997), MTEN (Chen et al., 2012), DMTRL (Yang and Hospedales, 2017), MMoE (Ma et al., 2018), GAMTL (Oliveira et al., 2019), AUTOMTL (Zhang et al., 2021) to perform comparative experiments. All calculations are conducted using Python 3.6.5 on a computer with 2.60 GHz CPU and 8 GB RAM. The input features are scaled into [ − 1, 1] and the output remains unchanged. All the results reported in this paper take averages over 20 independent trials, except for the SVM and MTEN algorithms, which have fixed experiment results. The accuracy (ACC) and root mean square error (RMSE) are chosen as the classification and regression evaluation indicators, where
[image: image]
with [image: image] and [image: image] representing the target output and the learner’s output of i − th sample for task m respectively.
For different data sets, some algorithms used in the following experiments can stochastically configure hyperparameters within specified ranges or determine parameters by cross-validation. Table 1 gives the specific selection range of each parameter.
TABLE 1 | Parameter description.
[image: Table 1]4.1 Experimental Results and Analysis on Simulated Data
The simulation data set selected in this paper is generated by the following five functions, which we refer as five tasks,
[image: image]
Figure 3 depicts the distributions of five functions on [0, 1]. As we can see, when the independent variables of the five functions are the same, the function values follow similar trends. Therefore, learning the function values of five functions with the same independent variable can be regarded as a multi-task learning. Here, we independently extract 100 one-dimensional input data from the same uniform distribution, then calculate the corresponding function values according to these five functions, and add white Gaussian noise with a standard deviation of 0.01 to form 100 five-dimensional output data. In the following experiments, we randomly select 70% of the data as training data and 30% of the data as test data. From the figures of the five functions, it can be seen that only 70 training samples are not enough to achieve good single-task learning results. We verify this point by experimenting with single-task and multi-task algorithms.
[image: Figure 3]FIGURE 3 | Distribution of the simulation data set.
Firstly, we compare the learning performance of the proposed MTSL-SCRBN with other two STSL algorithms, SVM and SC-III, on five tasks. For MTSL-SCRBN, these five tasks are combined to learn together. The training and test RMSEs on five tasks for these three methods are given in Table 2. Clearly, the proposed multi-task learning model can product better performance on each task than the two STSL models, which only use 70 samples to learn each task independently. Furthermore, we show the learning effects of the three algorithms on Task 1 in Figure 4. It is can be seen that the proposed MTSL-SCRBN has good learning performance where the data changes dramatically.
TABLE 2 | The results of MTSL-SCRBN, SC-III and SVM on the simulation data set.
[image: Table 2][image: Figure 4]FIGURE 4 | Prediction performance of MTSL-SCRBN, SC-III and SVM on Task 1 of simulation data set.
Next, the comparison results of three MTSL algorithms, MTSL-SCRBN, MTL, MTEN, on the simulation data set are recorded in Table 3 and Figure 5. In Table 3, the values in parentheses represent the standard deviations of 20 experiments’ results. According to these results, compared with MTEN and MTL, the proposed MTSL-SCRBN has better approximation ability.
TABLE 3 | The results of MTSL-SCRBN, MTL, MTEN on the simulation data set.
[image: Table 3][image: Figure 5]FIGURE 5 | Prediction performance of MTSL-SCRBN, MTL, MTEN on Task 1 of simulation data set.
4.2 Experimental Results and Analysis on Benchmark Datasets
This subsection further compares seven MTSL algorithms on four benchmark datasets. They are MTL, MTEN, DMTRL, MMoE, GAMTL, AUTOMTL and the proposed MTSL-SCRBN. According to the characteristics of data sets and algorithms, different algorithms will be selected for comparative analysis on different data sets. The four benchmark datasets include three regression problems on the stock portfolio performance data set, the bionic robot data set SARCOS and the School data set, one classification problem on the Mnist data set from Yann LeCun1 The basic information of the four datasets are summarized in Table 4.
TABLE 4 | Descriptions of benchmark datasets.
[image: Table 4]Firstly, we compare the performance of MTL, MTEN, DMTRL, MMoE, GAMTL and MTSL-SCRBN on different sizes of three regression data sets. For the three data sets, we randomly choose 15/30/3,500 samples outside the training set as test set, respectively. At the same time, we select 5 tasks, all of which have more than 230 samples, from 139 tasks in School data set. Table 5 below shows the specific experiment results. As we can see, the performance of each algorithm tends to be better and more stable with an increasing number of training samples. Furthermore, the proposed MTSL-SCRBN algorithm exhibits good performance even with a small number of training observations.
TABLE 5 | The comparison results of six MSTL algorithms on three data sets.
[image: Table 5]Then, in order to further verify the performance of MTSL-SCRBN for classification cases, we compare the results of MTSL-SCRBN, DMTRL, MMoE, GAMTL and AUTOMTL on the Mnist data set. We randomly choose 50/100/150 samples from each task in the Mnist data set as training set, and 10000 samples in the remaining samples as test set. Considering that this is a high dimensional small sample problem, we firstly reduce the dimensionality of the data set, and then use MTSL-SCRBN for training and prediction. There are many dimensionality reduction methods, such as Principal Component Analysis(PCA) (Pearson, 1901), Latent Dirichlet Allocation(LDA) (Blei et al., 2003), Sequential Markov Blanket Criterion (SMBC) (Pratama et al., 2017), Auto Encoder (Hinton and Salakhutdinov, 2006) and so on. Here, we use the performance of the dimensionality-reduced data in the MTSL-SCRBN as the selection criterion, and choose Auto Encoder to reduce the dimension of original data set into 30 dimensions. It can be seen from Table 6 that the performance of MTSL-SCRBN which uses dimensionality reduction data set is a little bit better than that of other Multi-task deep learning algorithms, but as the sample size increases, the performance of the two algorithms gradually approaches.
TABLE 6 | The accuracy of MTSL-SCRBN, DMTRL, MMoE, GAMTL and AUTOMTL on Mnist data set.
[image: Table 6]4.3 Comparison Experiment Results for Different Activation Functions
The previous results show that the proposed MTSL-SCRBN algorithm is effective for multi-task learning in the case of small samples. This subsection mainly discusses the impact of selecting different activation functions on algorithm performance. Here we select other three usually used activation functions. They are sigmoid function, Tanh function and ReLU function. After replacing the radial basis functions in MTSL-SCRBN with these three functions respectively, the model names are respectively called MTSL-SCSGM, MTSL-SCTANH and MTSL-SCReLU. We choose to conduct comparative experiments on the Stock and SARCOS data sets.
For different data sets, the parameters contained in each algorithm need to be randomly set or cross verified within a certain range. The specific selection range of each parameter is given in Table 7.
TABLE 7 | Parameter description for the four models.
[image: Table 7]Table 8 depicts the RMSE results of stochastic configuration multi-task learning models based on four different activation functions. Under the training samples with different sample sizes in the two data sets, the MTSL-SCRBN, which based on radial basis functions, has certain advantages over other three models in terms of performance.
TABLE 8 | The comparison results of different activation functions based models on two data sets.
[image: Table 8]5 CONCLUSION
In this paper, we propose a multi-task supervised learning framework based on stochastic configuration radial basis network. It can be effectively used in classification and regression problems when a single task has a small number of samples. The series experiment results on the four data sets show the proposed MTSL-SCRBN achieves a good performance compared with some existing methods.
Interesting areas for further directions include using the proposed algorithm in hyperspectral remote sensing image classification and other related research areas, considering the impact of using different activation functions in the network, and trying to explore the range of the sample size of the data set to use the multi-task learning method.
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In the process of developing the industrial control SAMA logic diagram commonly used in the industrial process control system, there are some problems, that is, the size of logic diagram elements is small, the shape is various, similar element recognition is easily confused, and the detection accuracy is low. In this study, the faster R-CNN network has been improved. The original VGG16 network has been replaced by the ResNet101 network, and the residual value module was introduced to ensure the detailed features of the deep network. Then the industrial control logic diagram dataset was analyzed to improve the anchor size ratio through the K-means clustering algorithm. The candidate box screening problem was optimized by improving the non-maximum suppression algorithm. The elements were distinguished via the combination of the candidate box location and the inherent text, which improved the recognition accuracy of similar elements. An experimental platform was built using the TensorFlow framework based on the Windows system, and the improved method was compared with the original one by the control variable. The results showed that the performance of similar element recognition has been greatly enhanced through an improved faster R-CNN network.
Keywords: SAMA logic diagram, faster R-CNN, K-means, non-maximal value suppression algorithm, improved faster R-CNN
INTRODUCTION
The industrial control logic SAMA diagram is often used to draw the industrial process control system, which can visually reflect all the control functions and signal processing functions. This kind of industrial control logic diagram is the control system architecture diagram covering most of the instrumentation components in the control system, which is one of the most used process control system drawing examples nowadays. In view of its significance in the manufacturing process, the SAMA diagram needs to be logically verified. In order to solve the problem of low efficiency and time consumption of the original manual verification of the industrial control logic diagram, it is necessary to identify the logic diagram PDF files drawn by designers and transform them into XML file format conforming to the simulation platform specifications. SAMA diagrams include element categories, properties, connection relationships, and sheet properties. The identification of logical elements of SAMA diagrams is the key to the transformation recognition process because both text properties and segment connections are attached to the logical element. Understanding the batch transformation of the logic diagram will greatly improve the verification efficiency. Figure 1 shows the part of the industrial control logic diagram information.
[image: Figure 1]FIGURE 1 | The part of the industrial control logic diagram information.
In recent years, engineering drawing identification and verification have also gradually developed in the direction of intelligence. Automatic drawing verification can improve the verification efficiency and save time. The Viola–Jones image classifier structure was used to identify seal images in document images (Matalov et al., 2021). Rho et al. (2020) identified the engineering drawings and extracted the row text in the document to automatically generate the building’s 3D model. Jia (2012) used template matching to identify the tables in the drawing to simplify the identification steps.
When the engineering drawing page is large, it is also very important to use the page segmentation technology to process the drawings in advance. An adaptive over-splitting and merging algorithm to handle document over-segmentation and under-segmentation errors was proposed by Ha et al. (2016). A top-down document segmentation method for identifying paper documents was proposed (Naik et al., 2017). Tong et al. (2013) used the normalized SAD registration method to register the segmented document images. It is also crucial for text recognition in general engineering drawings. Nuzaili et al. (2016) have proposed an enhanced structure perception feature extraction model (PFM) for identifying Arabic characters based on character shape features and point features. Jorge (2012) identified and matched text in paper document images to retrieve the document in the document library. Jose and John (2015) identified Malayalam Braille documents and converted them all into audio output. Li and Stevenson (2017) employed a modified Canny operator to detect edges from images, and then extracted line segments from these edges. Using deep learning technology to make document identification analysis has also become a popular topic in recent years. Liu and Fink Gernot (2018) conducted a special study on document analysis and identification, and found that different neural network algorithms have been used to identify documents.
The traditional detection algorithm adopts manual feature extraction for training, but the extraction process always loses part of the image feature information, resulting in an unsatisfactory recognition effect. Deep learning–based detection technology is more efficient and flexible in facing complex data, making up for the problem of losing image feature information. Due to the advantages of autonomous learning of neural networks, the input original data can extract deeper features. A rapid convolutional neural network for license plate recognition in real-life scenarios was proposed (Liu and Liu, 2014). Navaneeth et al. (2017) proposed a soft-NMS algorithm which could be easily integrated into any object detection pipeline for the non-maximum suppression part of object detection. Sethuraman et al. (2022) used a convolutional neural network to identify images taken by drones and detect field fires. Inkeaw et al. (2022) used a 3D convolutional neural network for brain CT image recognition to determine whether intracranial hemorrhage occurred. Chen et al. (2022) used convolutional neural network analysis to judge the sediment content in rivers and lakes.
With the continuous development of computer technology, deep learning technology is also constantly optimized. Girshick (2014) proposed the R-CNN network, which combined deep learning and candidate region generation. The image feature information candidate box was generated by using a selective research method, then the image features were obtained using a convolutional neural network model, and finally, the linear support vector machine classifier was used for recognition and detection. The Mask R-CNN was modified to identify agricultural pests by Rong et al. (2022). The R-CNN was improved for vehicle traffic sign detection in real-life scenarios by Liang et al. (2022). He et al. (2015) proposed SPP-Net, which could extract feature vectors of the same length by using spatial pyramid pooling layers of different sizes, and it performed well for input images of different sizes. Yi et al. (2019) used SPP-Net to identify peripheral CT images of the spine to judge for medical diagnosis.
Subsequently, Girshick (2015) proposed the fast R-CNN algorithm, which combined the advantages of R-CNN and SPP-Net to train the target classifier and candidate box regression simultaneously. Fast R-CNN improved the identification efficiency of the network model to some extent, but the computational cost was large. The fast R-CNN was used for vehicle category detection in traffic environments (Arora et al., 2022).
This defect was overcome using the faster R-CNN algorithm proposed by Ren et al. (2015). The algorithm innovatively adopted the regional generation network and used the anchor point to generate the candidate box for the feature images extracted by the convolutional layer. Then, the object or the image background in the candidate box was preliminarily determined according to the border regression method in the region generation network. Finally, the processing continues through other network structures. Yang et al. (2022) used faster R-CNN to detect the melting of iron ore powder online, to establish the correspondence between temperature and the speed of melting. Intelligent prediction of the wear position and mechanism of the machine after the modification of faster R-CNN (Wang et al., 2022). Xie et al. (2022) used the residual network to optimize the feature extraction network of faster R-CNN, and the improved network greatly enhanced the accuracy of fault detection. Zhao et al. (2022) used ResNet50 to replace the feature extraction network VGG16 in faster R-CNN to identify cylinder yarn types, which solved the problems of high labor intensity and low efficiency of manual identification of cylinder yarn types.
The aforementioned deep learning methods all used input images to generate regions and then conduct classification regression, which belonged to the two-stage target detection algorithm and lacked real features. Joseph et al. (2015) proposed the YOLO algorithm to strengthen the real-time feature detection of the network. The network grated the input images and made predictions for different grid regions at the same time, directly outputting the regression box and confidence of the predicted regions.
The YOLO algorithm has also been improved to meet the needs of actual target detection scenarios. Jiang et al. (2022) summarized the target recognition and feature selection methods of the YOLO algorithm by comparing the different versions of the information, and proved the sustainability of the improvement of the yolo algorithm. A YOLO v5-based ship target detection algorithm was proposed for ship target detection based on remote sensing images with complex backgrounds by Sun et al. (2022). Mao (2022) improved the YOLO algorithm for real-time pedestrian detection in low light and crowded scenarios.
The two-stage detection algorithm is more accurate than the single-stage detection algorithm. Therefore, this study introduced the faster R-CNN network for the logical graph element recognition. According to the characteristics of the small size of logical elements, different shape proportions, many similar elements, and dense distribution, the network was improved to make it more suitable for the target identification of logical elements in the SAMA logical graph. The improved aspects of the original faster R-CNN network are as follows:
(1) In order to avoid the serious loss of feature information caused by the excessive pooling layer, the original VGG16 network was replaced with the ResNet101 network, and the residual value module was introduced to enrich the deep network features.
(2) The K-means (Peng et al., 2021) clustering algorithm was used to analyze the element dimension scale of the logical graph dataset, and the size scale of the original network anchors was also improved.
(3) The non-maximum suppression algorithm was improved and a linear penalty mechanism was introduced to avoid the detection box being deleted directly due to the high score of the adjacent detection box.
(4) The associated logic element text was introduced to improve the recognition rate of similar logic elements.
THE CREATION OF LOGICAL ELEMENT DATASET
The industrial control SAMA logic diagrams are drawn in strict accordance with industrial standards using professional drawing templates. However, the drawing templates contain more interference information, such as module titles, edge grids, and irrelevant text, which will interfere with the recognition of industrial control logic diagram elements. Therefore, the masking process was adopted to remove the edge grid and irrelevant information from the drawing. In order to ensure the generalization ability of the training model, the method of rotating the image by 180° to enhance the dataset was used.
All the different kinds of logical elements in the dataset under the background of the common logical drawing template are selected for model training. A total of 534 logic diagram images were selected, and the image size was fixed to 1680*1280. A total of 1,068 industrial control logic diagram images were obtained through data enhancement. There were 54 kinds of industrial control logic diagram elements, and 3,564 industrial control logic diagram elements of various categories. The LabelImg tool was used to label the logic elements to get the corresponding XML file.
THE ALGORITHM STRUCTURE OF LOGICAL ELEMENT RECOGNITION
The faster R-CNN network model was selected for the target detection of logical graph elements, and the framework of this network is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Faster R-CNN basic network framework.
The network model used a VGG16 convolutional neural network to process the input image and extract the image area features. Then, the processed images were input into the region proposal network (RPN) which extracted the feature images generated by the network according to the features. Relying on the custom sliding window on the feature graph, nine class target boxes for each position were regarded as the initial detection box. Then, whether the target object or image background was within the anchors was determined, and the anchors that belonged to the target object were coordinated. Finally, the anchor frames generated in the RPN were modified by the target classification and position regression modules. The NMS algorithm was used to handle the problem of selecting the same target for different anchors, and the different anchors needed to be classified to determine the type of target.
THE OPTIMIZATION OF FASTER R-CNN
Improved Feature Extraction Network
The VGG16 network, as a feature extraction network of the faster R-CNN model, has a relatively good performance for detection of targets with clear pixels and large sizes; however, it is not ideal for detecting and identifying logical elements with small image pixel sizes. It was pooled once after each convolution, while the original size of the input image was compressed after pooling, indicating that the pixels of the feature map were gradually decreasing, which will cause the feature information of the logical elements in the deep feature map to be significantly reduced. Therefore, the VGG16 poorly detects logical elements with a small pixel size.
In order to solve the problem of decreasing the features of the elements with the number of layers of the network deepening and avoid the gradient disappearance and explosion, the ResNet101 network was used to replace the VGG16 network, and it adopted the residual value blocks and “jump connections.” One “jump connection” was added after every n layer on top of the normal network, thus forming multiple blocks of residual values. The output feature information of the former block and the latter block were combined to ensure the richness of the deep network features. This structure established the mapping relationship by associating the input features and output features between the blocks, ensuring that the image features do not gradually decrease as the network deepens, and the stability of the network performance. The residual block structure of ResNet101 was shown in Figure 3.
[image: Figure 3]FIGURE 3 | Residual network structure.
The Optimization of Anchors by K-Means
Anchors are candidate frames defined in the RPN network according to the established dimensions (width and size). Based on the feature information extracted by the convolutional layer and the custom sliding window on the feature map, nine classes of target boxes (anchors) were generated for each position as initial detection boxes. Figure 4 shows an example of the simplified image rasterization with the corresponding nine anchor box cases in the region generation network.
[image: Figure 4]FIGURE 4 | Sample of anchors and area vector.
Anchors in traditional RPNs correspond to three scales (128, 256, and 512) and three aspect ratios (1:1, 1:2, and 2:1). These scale sizes were in line with common sense for general object detection, but for logic diagram elements with larger aspect ratios, the ratios did not match the original anchors’ corresponding sizes. These three sizes (1:1, 1:2, and 2:1) in the network training would cause the candidate frame size not to be adaptively and accurately matched with the graphic elements in the industrial control logic SAMA graph, which affected the accuracy of network detection. Figure 5 shows the matching example of the original logic graph detection. The long element type could not make the recognition box fit the logic graph element accurately because the proportion does not match the size.
[image: Figure 5]FIGURE 5 | Example of logical diagram detection.
Therefore, the K-means clustering algorithm was adopted for the analysis of the industrial control logic diagram element dataset and the design of anchors that were the most suitable for industrial control logic diagram element size and proportion. The corresponding coordinates of all category logical elements in the XML file were extracted and the sizes of the foreground target were calculated. The length and width of all elements were made into vectors as input to the K-means model. The number of clustering centers was set to 3, 4, 5, and 6 classes, and a comparative analysis of the cluster effect map was performed, according to the actual situation of the dataset. Figure 6 shows the clustering effect of the logical element dataset and the size of most elements was below 100 pixels.
[image: Figure 6]FIGURE 6 | The clustering effect of logical elements dataset. (A) K = 3, (B) K = 4, (C) K = 5, and (D) K = 6.
It could be intuitively seen that K = 5 was more suitable for the distribution of sample length and width in the logic map dataset compared with the other three cases of K = 3, K = 4, and K = 6. Therefore, the five cluster center values of K = 5 were set as the five sizes of candidate boxes in the region generation network. The two candidate box ratios of (1:3) and (3:1) were also added according to the sample points around the five cluster centers. The final coordinates of the five cluster centers obtained were (29.358, 47.125), (90.186, 65.324), (50.183, 108.392), (157.524, 71.796), and (51.234, 179.258). According to the clustering results, this experiment used (30, 70, 90, 110, 160) and (1:1, 1:2, 2:1, 1:3, 3:1) as the sizes and ratios, respectively, for improving the existing anchor frames of the RPN network. Table 1 shows the size of anchors before and after improvement.
TABLE 1 | Size of anchors before and after improvement.
[image: Table 1]The Improvement of the NMS Algorithm for the Logical Element Anchors Misdetection
When the feature image was input to the region generation network, this network generated nine classes of target boxes as initial detection boxes for each position based on the custom sliding window on the feature map. Different initial detection boxes had corresponding scores so that there would be multiple candidate boxes for the same detection object location in the same region.
The purpose of using the non-maximum suppression algorithm was to remove the redundant prediction frames, which avoided the multiple calculations of the loss function values. The classical non-maximum suppression algorithm implements the process as follows: the confidence of all ROIs was calculated and arranged in descending order in the process of edge regression. The ROI with the largest confidence was taken. The intersection over union (IOU) of this ROI and all other ROIs was calculated, and if it was larger than the established threshold, the edge was discarded. The aforementioned steps were cycled until all ROIs were finished. The calculation method of IOU was shown in Eq. 1. The flow of the NMS algorithm was shown in Algorithm1.
[image: image]
Algorithm 1. NMS Algorithm
[image: FX 1]The principle shows that the algorithm has a poor resilience and the following two drawbacks:(1) The non-maximum suppression algorithm usually retains the anchor box with the highest score. However, there is a situation where the anchor box with a lower score fits the recognized graph element better than the anchor box with a higher score in the process of actual graph element recognition sometimes.
(2) When two logical elements are close to each other, there will be an overlapping of the two candidate frames. If the overlap of the highest scoring frame is greater than the threshold set by the non-maximum suppression algorithm, the candidate frame of one of the elements will be deleted. Especially when the recognition target is dense or there is an overlap, it is easy to cause the phenomenon of missed detection.To address the aforementioned problems, the starting point of this study is to improve the original non-maximum suppression algorithm by combining it with the Soft-NMS algorithm (Bodla et al., 2017), rather than directly deleting the frames with intersection and ratio scores greater than the set threshold.A linear coefficient K was introduced based on the combination of the traditional non-maximum suppression algorithm and Soft-NMS. When the intersection over the union of the highest scoring anchor frame and the adjacent anchor frames exceeded the threshold, the scores of the adjacent anchor frames would linearly decrease. The anchor frames that did not exceed the threshold would not be affected. The improved NMS algorithm was shown in Eq. 2.
[image: image]
where si represents the confidence score of the current ROI, M is the detection frame with the highest score, K (0 < K < 1) is the elasticity coefficient, xi is the current ROI, and [image: image] indicates the intersection ratio of [image: image] and [image: image].
The Associated Element Inherent Text Properties for Solving Similar Shape Logical Elements Misdetection
Figure 7 shows six common diagram elements in the industrial control logic SAMA diagram. The logic elements in the industrial control logic diagram library had the same appearance and they could only be distinguished by the different intrinsic text properties contained in the element, which caused some interference to the identification of industrial control logic diagram elements. Therefore, the identification of industrial control logic elements with consistent appearance was wrong.
[image: Figure 7]FIGURE 7 | Six common diagram elements in industrial control logic SAMA diagram. (A) C003oom, (B) C006oom, (C) C013oom, (D) Ana2Dig, (E) Dig2Ana, and (F) Dig2Con.
Therefore, in this experiment, the specific text property features were added to logic diagram elements for distinction between similar elements. After the input logic graph image was pre-processed, the faster R-CNN network completed recognition. If the unique text of each element and the candidate box were matched correctly, then the candidate box was kept. Otherwise, the output candidate box was discarded.
EXPERIMENTAL COMPARISON OF IMPROVED AND ORIGINAL FASTER R-CNN FOR LOGICAL ELEMENT RECOGNITION
This section explores the effects of different experimental strategies on the results to better demonstrate the accuracy of the method on the assay results.
The Experimental Environment and Evaluation Indicators for Logical Element Recognition
A GTX 1050 Ti GPU supporting parallel computing was used in the experiments. The network training parameters are shown in Table 2. The mAP (mean of average precision) and FPS (frames per second) were used as the evaluation metrics of the network model.
TABLE 2 | Faster R-CNN training parameters.
[image: Table 2]Comparative Analysis of Feature Extraction Network for Logical Element Detection Results
The effect of different networks on the accuracy of logical graph element recognition was explored. The control variable method was used to keep the dataset, training steps, and parameter settings, and the experiment results of ResNet101 and VGG16 were compared and analyzed. The initialization settings were performed based on the network parameters given in Table 2. Six commonly used graph elements in Figure 7 were selected for experimental validation, and the experiment results under 1,000 iterations are shown in Table 3. The mAP of the ResNet101 network was improved by 2.6% compared with the VGG16 network, which proved that the ResNet101 network was superior in the detection of industrial control logic graph elements.
TABLE 3 | Comparison of logical element’s detection results of different feature extraction networks.
[image: Table 3]Anchor Size Validation for Logical Element Recognition
The data clustering analysis was performed on the dataset of industrial control logic graph elements by using K-means clustering to obtain the exact size and scale of the elements. The effectiveness of the different sizes and proportions for improving anchors based on the K-means clustering algorithm was verified. Three sizes (30, 70, 90), (70, 90, 110), and (30, 70, 90, 110, 160) were compared with the original size (128, 256, 512). The sizes and proportions of anchors were validated as shown in Table 4.
TABLE 4 | Anchors size validation for logical element recognition.
[image: Table 4]The highest mAP value (94.6%) was obtained when the combination of (30, 70, 90, 110, 160) + (1:1, 1:2, 2:1, 1:3, 3:1) was chosen in anchors. But more candidate frame size ratios would result in more generated candidate frames and more time-consuming training. The detection time and computational cost should be considered while satisfying the detection accuracy of industrial control logic diagram elements. Therefore, the combination of anchor size ratio (30, 70, 90) + (1:1, 1:2, 2:1, 1:3, 3:1) is more suitable.
The Validation of the NMS Algorithm on the Detection Results of Logical Elements
In order to verify the effectiveness of the improved NMS algorithm for network detection, the traditional NMS algorithm was compared with the NMS algorithm with the addition of the linear penalty mechanism. The control variable method was used to change only the value of the elasticity coefficient K to observe the average accuracy of the algorithm model, and the optimization of the NMS algorithm is shown in Table 5.
TABLE 5 | NMS algorithm optimization validation for logical element recognition.
[image: Table 5]When the elasticity factor K = 1.0 in the improved NMS algorithm, the network has the highest mAP value (96.3%) which was improved by 3.1% compared with the traditional NMS. The non-maximum suppression algorithm with the addition of a linear penalty mechanism helped counter the problem of missed detection and recognition duplicates in the process of graph element detection.
Associated Text Inherent Property Validation for Logical Element Recognition
We verified the effectiveness of associated text properties in helping distinguish between appearance-similar logical elements in network detection. The influence of an associated text attribute on the accuracy of logical element recognition was explored. Table 6 shows the experiment results under 1,000 iterations. When elements are associated with text properties, the recognition accuracy of similar elements is higher, such as the precision of C003oom which had improved by 0.4% more the original one, indicating that it is effective in adding the unique text property features of industrial control logic elements as a scheme to distinguish between similar elements.
TABLE 6 | Associated text intrinsic property validation for logical element recognition.
[image: Table 6]The improved faster R-CNN algorithm was compared with other algorithm models, and each algorithm model training used the existing industrial control logic graph dataset. The experimental results are shown in Table 7.
TABLE 7 | Comparative analysis of improved faster R-CNN on the detection result of logical elements.
[image: Table 7]The improved faster R-CNN network model had a significant improvement in detection accuracy compared with the original faster R-CNN network and YOLO_V3 network. But the detection speed was still inferior compared with YOLO_V3, which needs to be improved. Compared with the traditional faster R-CNN, the improved algorithm improved the mAP value by 6.6% and the FPS reached every 40.25 frames, which indicated the improved Faster R-CNN network model had better performance.
Figure 8 shows the loss function graphs of the original faster R-CNN and the improved faster R-CNN, and the loss value was taken once every 30 iterations. The blue curve indicates the loss curve of the original faster R-CNN, and the red curve indicates the loss curve of the improved faster R-CNN. It is obvious that the loss function value in the improved faster R-CNN was lower than that of the original one, and the red curve tended to stabilize earlier than the blue curve with the number of iterations increasing. The anchor frame in the improved model was set according to the industrial control logic graph SAMA dataset, which helped the detection frame of the model find the real frame quickly during the training process, so the convergence rate is faster.
[image: Figure 8]FIGURE 8 | Faster R-CNN’s loss function line graph before and after optimization for logical element training.
CONCLUSION
In this study, the faster R-CNN target detection algorithm was improved for enhancing the efficiency of industrial control logic graph tuples recognition and achieving batch transformation of logic graph verification. The dataset was constructed and enhanced with existing industrial control logic graphs. The ResNet101 network was selected to replace the traditional VGG16 network, which enriched the image features in the deep network. K-means clustering analysis was used to set the appropriate anchor frame scale and proportion according to the scale ratio of the graph elements in the dataset. The NMS algorithm was improved to avoid accidentally deleting the candidate boxes due to the proximity of the elements. The shape similar to logic graph elements was distinguished via the inherent text properties in the associated elements. Comparing the improved faster R-CNN with other detection algorithms such as YOLO_V3 and the original faster R-CNN, the improved faster R-CNN algorithm had better effects in the detection of industrial logic problem elements and the detection accuracy was improved by 6.6%, while the detection speed is also greatly improved.
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The rapid development of mobile device applications put tremendous pressure on edge nodes with limited computing capabilities, which may cause poor user experience. To solve this problem, collaborative cloud-edge computing is proposed. In the cloud-edge computing, an edge node with limited local resources can rent more resources from a cloud node. According to the nature of cloud service, cloud service can be divided into private cloud and public cloud. In a private cloud environment, the edge node must allocate resources between the cloud node and the edge node. In a public cloud environment, since public cloud service providers offer various pricing modes for users’ different computing demands, the edge node also must select the appropriate pricing mode of cloud service; which is a sequential decision problem. In this stydy, we model it as a Markov decision process and parameterized action Markov decision process, and we propose a resource allocation algorithm cost efficient resource allocation with private cloud (CERAI) and cost efficient resource allocation with public cloud (CERAU) in the collaborative cloud-edge environment based on the deep reinforcement learning algorithm deep deterministic policy gradient and P-DQN. Next, we evaluated CERAI and CERAU against three typical resource allocation algorithms based on synthetic and real data of Google datasets. The experimental results demonstrate that CERAI and CERAU can effectively reduce the long-term operating cost of collaborative cloud-side computing in various demanding settings. Our analysis can provide some useful insights for enterprises to design the resource allocation strategy in the collaborative cloud-side computing system.
Keywords: collaborative cloud-edge computing, resource allocation, reinforcement learning, edge computing, Markov decision process
1 INTRODUCTION
In recent years, the number of mobile devices, such as mobile phones, wearable devices, and sensors increased rapidly. Because of the limitations of computing power, memory, and battery capacity of mobile devices, it is usually unable to meet the requirements of the complex computing demands. To provide low latency and real-time services to mobile users, edge computing is proposed. Edge computing provides a virtual pool of configurable computing resources, and such resource instances are often referred to as virtual machines (VMs). Edge computing can provide users with low latency, location awareness, and high-quality service Mao et al. (2017); Weisong et al. (2019); Shi et al. (2016). However, edge nodes usually do not exhibit enough storage and computing resources when processing massive mobile device data. Therefore, collaborative cloud-edge computing has been proposed. To provide users with computing services, cloud and edge nodes cooperate with each other Chang et al. (2014).
In the collaborative cloud-edge computing, the edge node with limited local resources can rent more resources from the cloud node and pay corresponding costs to meet users’ demands. Because the computing cost of edge nodes changes dynamically according to their workload, if no strategic resource allocation exists when collaborative cloud-edge computing provides service, the computing resources in edge nodes with a relatively low computing cost cannot be used reasonably, and its computing cost will increase. Therefore, reducing the long-term operation cost on the premise of meeting the dynamic computing demands of users is a key problem in the collaborative cloud-edge computing.
In the real environment, cloud service can be divided into public cloud and private cloud according to their characteristics. In the private cloud, when the users’ computing demands randomly reach the edge node, the edge node needs to decide how to reasonably allocate resources between the cloud and edge nodes to satisfy users’ demands. In the public cloud, cloud service providers offer various pricing modes for cloud service, so the edge node also needs to select appropriate pricing mode of cloud service for collaborative computing according to users’ demands. In this paper, we will analyze how to allocate resources efficiently to reduce the long-term operation cost in the cloud-edge computing system to satisfy the dynamic demands of users under different cloud services. Since it is a sequential decision-making problem, we propose two resource allocation algorithm Cost Efficient Resource Allocation with private cloud (CERAI) and Cost Efficient Resource Allocation with public cloud (CERAU) based on deep reinforcement learning algorithms, deep deterministic policy gradient (DDPG) and P-DQN. Furthermore, we ran experiments to evaluate our algorithm against three typical resource allocation algorithms based on synthetic data and real data of Google dataset. The experimental results show that the algorithm proposed in this paper can achieve the lowest operation cost under different strength of demanding amount and computing time duration.
The structure of this paper is as follows. In Section 2, we introduce the related work. In Section 3, we describe the basic settings. In Section 4, we model the problem as a parameterized action Markov decision process and introduce the resource allocation algorithm CERACE based on P-DQN. Next, we run experiments to evaluate the proposed algorithm in Section 5 and conclude the paper in Section 6.
2 RELATED WORK
A lot of works about resource allocation in the cloud computing exists, such as Mao and Humphrey (2011); Abrishami et al. (2013); Malawski et al. (2015); Rodriguez and Buyya (2014). In Zhan et al. (2015), Zhan et al. did a deep survey about resource allocation in the cloud computing. Furthermore, some works about resource allocation in the edge computing also exist. Zhang et al. Zhang et al. (2019) used a Stackelberg game based approach to solve the multi-user offloading problem when the edge computing resource is limited in order to reduce the energy consumption. Guo et al. Guo et al. (2016) proposed an optimal policy based on a Markov decision process for scenarios with high mobile device density. Zhao et al. Zhao et al. (2015) proposed an offloading strategy that maximizes the number of tasks served while satisfying the users’ latency requirements. Gross et al. Gross et al. (2020) proposed a dynamic cost model to minimize the total time consumed by IoT devices in the mobile edge computing environment.
Because of the development of collaborative cloud-edge system, works about resource allocation in the cloud-edge system also exist. Wang et al. Wang and Wang (2021) proposed an optimization strategy for computing resource allocation of massive IoHT devices in cloud-edge computing environment. Yuan et al. Yuan and Zhou (2020) designed a collaborative computation offloading and resource allocation algorithm to maximize the profit of systems and meet the response time constraint. Next, Lin et al. Lin and Shen (2016) proposed a lightweight system called CloudFog to improve the quality of service for the corresponding delay problem in the cloud-based entertainment game. Then, Shen et al. Shen et al. (2020) proposed a dynamic task unloading method DOM with minority game in cloud-edge computing to address the vehicle computing resource shortage in the Internet of vehicles. Zhao et al. Zhao et al. (2019) proposed a collaborative approach in the cloud-edge computing to offload tasks to automobiles in vehicular networks. Wang et al. Wang et al. (2017) proposed an online algorithm to dynamically allocate resources in the collaborative cloud-edge system. Jiao et al. Jiao et al. (2017) designed an online algorithm which decouples the original off-line problem by constructing a series of regularized subproblems to reduce the cost. Dinh et al. Dinh et al. (2020) considered a hybrid cloud-edge computing system where edge devices with limited local resources can rent more resources from cloud nodes. Wang et al. Wang and Li (2021) proposed a dynamic multi-winner incomplete information game to offload tasks and allocate resource for multiple end users.
To the best of our knowledge, existing works about resource allocation in the collaborative cloud-edge system usually did not consider the cost of cloud-side resource, and they only consider a simple pricing mode. Furthermore, users’ demands are usually dynamically arriving in the real world, and existing works usually consider how to allocate resources when users’ demands are known. In this paper, we analyze the resource allocation problem in the collaborative cloud-edge computing given users’ dynamic demands and various pricing modes of cloud service.
3 BASIC SETTINGS
In this section, first, we introduce how the collaborative cloud-edge system works, and then, we introduce the basic settings. In conclusion, we describe our problems. We list the key symbols used in this paper in Table 1.
TABLE 1 | Key symbols.
[image: Table 1]3.1 The Collaborative Cloud-Edge Environment
We consider the resource allocation problem in the multi-level collaborative computing environment Ren et al. (2019); Dinh et al. (2020) of “user-edge-cloud,” as shown in Figure 1. Our research focuses on the resource allocation strategy under collaborative cloud-edge. Therefore, in order to simplify the problem model, our model includes a single cloud node and an edge node, which can also be extended the setting with multiple edge nodes. According to the character of a cloud service, the cloud service can be divided into private cloud and public cloud.
[image: Figure 1]FIGURE 1 | Collaborative cloud-edge computing system.
In a private cloud environment, the edge node exhibits its own VMs to process users’ demands. However, because the number of VMs requested by the user may exceed the edge node’s capacity, the edge node needs to rents VMs from the cloud node to scale up its capacity. However, the cost of private cloud changes dynamically according to its physical computing cost, so the edge node needs to dynamically allocate resources at each time slot according to its resource allocation policy. After the edge node allocates resources through its policy, the computing cost of the edge node and private cloud in this time slot can be calculated and then transfer to the next time slot to receive new computing tasks.
In a public cloud environment, different from the private cloud, the public cloud provides a variety of cloud service pricing modes according to the demand characteristics of different demands. When using the cloud services of the public cloud, you need to pay according to the pricing mode. Cloud service providers such as Amazon, Microsoft, and Alicloud provided three different pricing modes1, each of which exhibits a different cost structure. Edge node needs to select appropriate pricing mode of cloud service and allocates users’ demands to either rented VMs or its own VMs.
3.2 User Setting
As described in Section 3.1, the time is discretized into T time slots. We assume that in each time slot t, the demand submitted by the user can be defined as the following:
[image: image]
Dt is a pair of dt and lt, where dt is the number of VMs requested of Dt, and lt is the computing time duration of Dt.
3.3 Computing Resources and Cost of Edge Nodes
The total computing resources owned by the edge node are represented by E. As the resource is allocated to users, we use et to represent the number of remaining VMs of edge node in time slot t. The number of VMs provided by the edge node is expressed as [image: image]. The number of VMs provided by the cloud node is expressed as [image: image]. It should be noted that if the edge node exhibits no available resources, it will hand over all the arriving computing tasks to the cloud service for processing. Now, we demonstrate the following:
[image: image]
When the resource allocation can be successfully performed on the edge node, each demand processed by the edge node will generate an allocation record:
[image: image]
which consists of two parts, where [image: image] is the number of VMs provided by the edge node in this allocation, and lt is the remaining computing time of this demand. When a new demand arrives and resource allocation is completed, an allocation record will be generated and added to an allocation record list:
[image: image]
At the end of each time slot, the edge node traverses these m records in the allocation record list H and then subtract one from the li in its record hi. If the remaining computing time of an allocation record is 0, it means that the demand has been completed. The edge node needs to release the corresponding VMs according to its record and delete the allocation record from the list. The number of VMs that completed the computing task and are waiting to be released at the end of time slot t is defined as ηt. Then, we demonstrate the following:
[image: image]
Furthermore, the number of remaining VMs of the edge node at the next time slot t + 1 is the number of remaining VMs at the beginning of the time slot t minus the quantity allocated in the end of time slot t plus the quantity released because of the completion of the computing task in the time slot t. Then, the number of remaining VMs of the edge node at the time slot t + 1 is the following:
[image: image]
Note that in order to quickly respond to users’ computing demands, even if no computing demand is found, the machine still exhibits standby cost. Therefore, we consider that the cost of edge nodes consists of standby cost and computing cost. The standby cost of one VM in the edge node is pe. The computing cost of one VM in the edge node is pf. Now, the cost of the edge node in the time slot t is the following:
[image: image]
etpe is the standby cost of the edge node in the time slot t, and (E − et)pf is the computing cost of the edge node.
3.4 Cost of Collaborative Cloud-Side Computing in Private Cloud
In time slot t, the cost of collaborative cloud-edge in private cloud environment is the following:
[image: image]
[image: image] is the number of VMs provided by cloud node, pc is the unit cost of VMs in private cloud, and [image: image] is the cost of the edge node.
3.5 Cost of Collaborative Cloud-Side Computing in Public Cloud
In time slot t, the cost of collaborative cloud-edge in public cloud environment includes the computing cost of cloud nodes and the cost of edge node, which is the following:
[image: image]
[image: image] is the cost of on-demand instance, and pod is the unit cost of on-demand instance. [image: image] is the cost of reserved instance, where pupfront is the customization price of reserved instance, and pre is the unit cost of reserved instance. [image: image] is the cost of spot instance, where pt is the unit cost of spot instance, which is dynamically set by the cloud service provider. [image: image] is the cost of the edge node.
3.6 Problem Formulation
We divide the whole time into T time slots. At the beginning of each time slot t, the user submits its demand to the edge node. Once receiving it, the edge node allocates demands to either cloud VMs or its own VMs according to its resource allocation strategy. In a public cloud environment, the edge node additionally determines the type of cloud service to be used. According to the allocation and the price of the corresponding cloud service set by the cloud service provider, the cost Ct of the current time slot t can be calculated, and then, the system enters the next time slot. Since the system will run for multiple time slots, we intend to minimize the long-term cost of the system [image: image].
4 RESOURCE ALLOCATION ALGORITHM
In this section, we first describe the Markov Decision Process and the parameterized action Markov decision process, and then, we introduce two resource allocation strategy in collaborative cloud-edge environment based on DDPG and P-DQN.
4.1 Markov Decision Process
Referring to the work in Chen et al. (2021b), first, we need to model the collaborative cloud-side computing scenario. Given users’ dynamical demands over the time, the resource allocation problem is a sequential decision-making problem, which can be modeled as a Markov decision process. Markov decision process is a tuple (S, A, P, r, γ), where S is the finite set of states, A the finite set of actions, P is the probability of state transition, r and γ are the immediate reward and discount factor, respectively. Now, we introduce them in the following details.
• st = (et, ηt−1, Dt, pc) ∈ S is used to describe the state of the edge node at the beginning of each time slot, where et is the number of remaining VMs of the edge node in t, ηt−1 is the number of VMs returned in the previous time slot, Dt is the user’s demand information in t, and pt is the unit cost of VMs in private cloud in t.
• at = (xe, xk) ∈ A, where xe is the ratio of the number of VMs provided by the edge node to the total number of VMs. Also, xk is the ratio of the number of VMs provided by the cloud node to the total number of VMs.
• [image: image] is the reward in each time slot. Note that we want to reduce the long-term operation cost [image: image]; therefore, the reward function is set as a negative value of the cost.
4.2 Parameterized Action Markov Decision Process
In the public cloud environment, first, the edge node needs to select the pricing mode of cloud service to be used and then determine the resource segmentation between the edge node and the cloud node in each time slot t. The resource allocation action can be described by parametric action. In order to describe this parameterized action sequential decision, parameterized action Markov decision process (PAMDP) Masson et al. (2016) is used.
Similar to Markov decision process, PAMDP is a tuple (S, A, P, r, γ). The difference with the Markov decision process is that A is the finite set of parameterized actions. The specific modeling is as follows.
• st = (et, ηt−1, Dt, pt, ξt) ∈ S, where pt is the unit cost of spot instance in t, and ξt is the remaining usage time of reserved instance. When the edge node does not use this type of cloud service or it expires, this value is 0.
• at = (xe, (k, xk)) ∈ A, where K = {k1, k2, k3} is the set of all discrete actions, k1 is the on-demand instance, k2 is the reserved instance, and k3 is the spot instance.
• [image: image] is the reward in each time slot.
4.3 Resource Allocation Based on Deep Deterministic Policy Gradient
Reinforcement learning Kaelbling et al. (1996) has been widely used to solve the sequential decision-making problems. When faced with large or continuous state space, conventional reinforcement learning suffers from “curse of dimensionality.” In view of the widespread use of deep learning Huang et al. (2021); Jiang et al. (2021a,b); Huang et al. (2022), DeepMind combined deep learning with reinforcement learning and proposed deep reinforcement learning (DRL). In the collaborative cloud-side environment under the private cloud, the state space and the action space is a continuous space. Therefore, we use DDPG Lillicrap et al. (2015) to solve the resource allocation.
The DDPG algorithm is the classical algorithm of the Actor-Critic algorithm, where the Actor generates actions based on policies and interacts with the environment, while Critic evaluates Actor’s performance through a value function that guides Actor’s next action, thus improving its convergence and performance.
DDPG introduces the idea of DQN and contains four networks, where the main Actor network selects the appropriate action a, according to the current state, s and interacts with the environment:
[image: image]
where [image: image] is the added noise. For the Critic master network, the loss function is the following:
[image: image]
where yj is the target Q value and is calculated as the following:
[image: image]
For the Actor master network, the loss function is the following:
[image: image]
The parameters ω of the Actor target network and the parameters θ of the Critic target network are updated using a soft update:
[image: image]
DDPG structure is shown in Figure 2 and the CERAI algorithm is shown in Algorithm 1. The input of the algorithm contains information about the user requests demands Dt and the unit cost of VMs in private cloud pc. At the beginning of each iteration of the algorithm, the edge node first needs to obtain the state st of the collaborative cloud-edge environment and then pass the state as the input of the neural network into the main Actor network to obtain the action at. After the edge node gets the action, the number of demands to be processed by the edge node and the number of demands to be processed by the private cloud will be calculated by the action value, i.e., [image: image] and [image: image] respectively. Then, interaction with the environment based on [image: image] and [image: image] to get the next state, reward, and termination flag. Storing this round of experience to the experience replay pool, CERAI will sample from the experience replay pool and calculate the loss functions of Actor and Critic to update the parameters of the master and target networks. After one round of iterative, the training will be continued to the maximum number of training rounds set to ensure the convergence of the resource allocation policy.
[image: Figure 2]FIGURE 2 | Structure of deep deterministic policy gradient (DDPG).
Algorithm 1. Cost efficient resource allocation with private cloud (CERAI).
[image: FX 1]4.4 Resource Allocation Based on P-DQN
In the public cloud environment, the edge node needs to select the pricing mode of cloud service to be used and then determine the number of VMs to be rented from the cloud node. This is a mixture of discrete action space and continuous action space. Therefore, we use P-DQN Xiong et al. (2018) to solve the resource allocation.
The basic idea of P-DQN is as follows. For each action a ∈ A in the parametric action space, because of xe + xk = 1, we can only consider k and xk in the action value function, that is Q (s, a) = Q (s, k, xk), where s ∈ S, k ∈ K is the discrete action selected in the time slot t, and xk ∈ Xk is the parameter value corresponding to k. Similar to DQN, deep neural network Q (s, k, xk; ω) is used in P-DQN to estimate Q (s, k, xk), where ω is the neural network parameter. In addition, for Q (s, k, xk; ω), P-DQN uses the determined policy network [image: image] to estimate the parameter value [image: image], where θ is used to represent the policy network. That means the goal of P-DQN is to find the corresponding parameters θ, when ω is fixed. It can be written as the following:
[image: image]
Similar to DQN, the value of ω can be obtained by minimizing the mean square error by gradient descent. In particular, step t, ωt and θt are the parameters of value network and deterministic policy network, respectively. Then, yt can be written as the following:
[image: image]
where s′ is the next state after taking the mixed action a = (k, xk). The loss function of value network can be written as the following:
[image: image]
In a similar manner, the loss function of a policy network can be written as the following:
[image: image]
P-DQN structure is shown in Figure 3. Now, we propose the resource allocation algorithm based on P-DQN, which is called Cost Efficient Resource Allocation with public cloud (CERAU), as shown in Algorithm 2. The input of the algorithm contains information about the user requests demands Dt and the unit cost of spot instance in public cloud in time slot t pt. At the beginning of each iteration of the algorithm, the edge node first needs to obtain the state st of the collaborative cloud-edge environment and then pass the state as the input of the neural network into the strategy network to obtain the parameter values of each discrete action. After the edge node gets the action, it will select the appropriate public cloud instance type based on the discrete values in the action and determine the number of public cloud instances to be used based on the parameter values. Then, interaction with the environment occurs, to get the next state, reward, and termination flag. Storing this round of experience to the experience replay pool, CERAU will sample from the experience replay pool and calculate the gradient of the value network and the policy network. Then, it will update the parameters of the corresponding networks. After one round of iterative, to ensure the convergence of the resource allocation policy, the training will be continued to the maximum number of training rounds set.
[image: Figure 3]FIGURE 3 | Structure of P-DQN.
Algorithm 2. Cost Efficient Resource Allocation with public cloud (CERAU).
[image: FX 1]5 EXPERIMENT
5.1 Parameter Settings
The parameter settings used in this experiment are shown in Table 2. In this experiment, the initial number of VMs of edge nodes is set E = {60, 70, 80, 90, 100}. The service time of collaborative cloud-edge computing is 100 time slots, i.e., T = 100. The number of VMs and the computing time duration requested by users can be described by normal distribution Shao et al. (2006); Zhou and Chen (2008), i.e., [image: image], [image: image]. The standby cost of one VM in the edge node is pe = 0.03. The computing cost of one VM in the edge node is pf = 0.2. The uniform distribution of the computing cost of private cloud is pc ∼ U (1, 5). The unit cost of on-demand instance is pod = 3.0. The customization price of reserved instance is pupfront = 800. After the reserved instance is started, it can be used at a unit cost pre = 1.5 within Tr = 20. The unit cost of spot instance is set by the cloud service provider. In this experiment, the assumption exists that its price fluctuation follows a normal distribution pt ∼ N (1.5, 1). Because the spot instance is mainly aimed at the needs of small-scale and short-time computing tasks, we assume that only tasks with duration Tm = 6 or less can choose this type of instance.
TABLE 2 | Parameter settings.
[image: Table 2]5.2 Experimental Dataset
In order to evaluate the performance of the algorithm under different initial states and different user demanding intensities, we run the experiments on the synthetic data and the realistic data on Google dataset, respectively.
First, we introduce the synthetic data. Similar to Dinh et al. (2020); Wang et al. (2014), we investigate the impact of different demanding intensities on the algorithm. The size of the demanding intensity is described by the mean and variance of the demanding instances in the normal distribution. The greater the mean and variance, the greater the demanding intensity. In particular, since the demand Dt consists of the number of VMs requested dt and the computing time duration lt (see Eq. 1), we consider the demanding intensity from the demanding amount and computing time duration, respectively. In more detail, in terms of the demanding amount dt, we consider three different groups of intensities:
• Group 1 is a low intensity group with normal distribution dt ∼ N (5, 52)
• Group 2 is a medium intensity group with normal distribution dt ∼ N (10, 102)
• Group 3 is a high intensity group with normal distribution dt ∼ N (15, 152)
where for each group, we assume that the computing time duration is at a medium level, lt ∼ N (10, 102). In terms of the computing time duration lt, we also consider three different groups of intensities:• Group 1 is a low intensity group with normal distribution lt ∼ N (5, 52)
• Group 2 is a medium intensity group with normal distribution lt ∼ N (10, 102)
• Group 3 is a high intensity group with normal distribution lt ∼ N (15, 152)where for each group, we assume that the demanding amount is at a medium level, dt ∼ N (10, 102).
Also, we use Google cluster-usage traces data to further evaluate the proposed algorithm. Because no demanding information exists about computing time duration in this data, we assume that the computing time duration satisfies the normal distribution lt ∼ N (10, 102). Figure 4 show the fluctuation and frequency of user demands in Google dataset. As can be seen from Figure 4A, in the first 500 time slots, the demanding amount fluctuates less, while in the last 500 time slots, it fluctuates more. From Figure 4B, the demanding amount is mainly between 1 and 10, but some requests can reach 60 or more. According to this analysis of Google dataset, we set the initial capacity of the edge node in this experiment as E = {40, 50, 60, 70, 80}.
[image: Figure 4]FIGURE 4 | Demanding amount of Google dataset.
5.3 Benchmark Algorithms
First, we introduce the benchmark algorithms used in the private cloud environment. We evaluate our algorithm with three benchmark algorithms commonly used in existing collaborative cloud-side computing resource allocation works:
• EF (Edge First): this algorithm gives priority to the edge node to process user’s requests. Since the unit cost of edge nodes is lower than the unit cost of private clouds, this algorithm can be considered as a greedy algorithm.
• RANDOM: this algorithm randomly selects the edge node or the private cloud service. We add the random allocation algorithm to compare with the state-based resource allocation algorithm to show the strategy of the algorithm and its performance.
• Particle Swarm Optimization (PSO)Clerc (2010): PSO performs well on a wide range of optimization problems Liu et al. (2022). Unlike the above three resource allocation algorithms, PSO directly optimizes the resource allocation actions for each time slot to generate a resource allocation algorithm. That is to say, a sequential decision problem is transformed into a classical optimization problem.
Then, we introduce the benchmark algorithms used in the public cloud environment. Note that the existing similar works usually do not consider the various pricing modes of cloud service Wang et al. (2014); Champati and Liang (2015) in the public cloud. Therefore, we cannot evaluate our algorithm against these works. Instead, we evaluate our algorithm against the following three algorithms in terms of the long-term operation cost:
• E + O (Edge first + On demand): this algorithm gives priority to the edge node to process user’s requests. When the edge node demonstrates insufficient capacity to provide services, only the on-demand instance is used to process user’s requests.
• E + R (Edge + Random): this algorithm gives priority to the edge node to process user requests. When the capacity of the edge node is insufficient to provide computing services, the pricing mode of cloud service is randomly selected for collaborative computing.
• R + R (Random + Random): this algorithm randomly selects the pricing mode of cloud service and randomly determines the quantities for allocation.
5.4 Experimental Analysis for Private Cloud
5.4.1 Impact of Demanding Amount on the Cost
We depict the training curve of CERAI in Figure 5, and the experimental results of the impact of demanding amount on the cost are shown in Figure 6. It can be seen that CERAI performs better than the other three algorithms under different request intensities.
[image: Figure 5]FIGURE 5 | Accumulated reward versus training episodes of CERACI.
[image: Figure 6]FIGURE 6 | Experimental results of the impact of demanding amount on cost with private cloud. (A) Experimental results of low intensity group. (B) Experimental results of medium intensity group. (C) Experimental results of high intensity group.
In the low intensity group (Figure 6A), all algorithms vary little for different initial capacities of edge node, but the difference in cost required is large. The RANDOM algorithm demonstrates the highest cost, and the PSO demonstrates the second highest cost. This is because of the high dimensionality of the solution space of this problem and the lack of optimization capability when using PSO, which leads to its inability to search for the optimal solution. In contrast, the strategy-based algorithms EF and CERAI exhibit lower costs and show better performance in this group of experiments. CERAI updates its policy through continuous learning and iteration, which enables it to maintain a high performance, even when resources are abundant. CERAI reduces the cost by more than 45% compared to the suboptimal algorithm EF for different initial capacity of edge node.
In the medium intensity group (Figure 6B), it can be seen that RANDOM performance is still the worst, and it remains basically the same for different initial capacities of edge node. Next, the cost of EF, PSO, and CERAI decrease gradually as the initial capacity of the edge nodes rises. CERAI still shows the best performance in this group because CERAI does not use up all the resources of the edge node when user demand arrives, but it strategically reserves some of the resources for upcoming tasks. This results in cost savings by allowing the edge nodes to be used to handle the tasks when demanding amount is high.
In the high intensity group (Figure 6C), it can be seen that the cost of all algorithms decreases with the increase of the initial capacity of the edge node. The resources of the edge node are relatively scarce in this group of experiments, so private cloud nodes will be used more. Therefore, the gap between RANDOM and the other three algorithms is relatively reduced in this group compared to the other groups of experiments. The cost difference between the EF and the PSO is smaller because the EF strategy of prioritizing the use of edge nodes limits its performance in the presence of scarce resources of edge nodes. CERAI continues to show the best performance in this group of experiment.
5.4.2 Impact of Computing Time Duration on the Cost
The experimental results of the impact of computing time duration on the cost are shown in Figure 7. It can be seen that Figure 7A,B are almost the same as Figure 6A,B. The difference from the previous group is that in this group of high intensity experiments, PSO outperforms EF when the initial capacity of edge node is less. CERAI continues to show the best performance in this group of experiments. Also, it is worth noting that since the experimental parameters of the medium intensity group in both sets of experiments are identical, the experimental results are also identical.
[image: Figure 7]FIGURE 7 | Experimental results of the impact of computing time duration on cost with private cloud. (A) Experimental results of low intensity group. (B) Experimental results of medium intensity group. (C) Experimental results of high intensity group.
5.4.3 Experiment Based on Google Dataset
In order to further evaluate the performance of the CERAI in the private cloud environment, we run the experiments on the Google dataset. The amount of data in the Google dataset experiment is large, and its solution space is too large for the PSO, so it cannot be solved using PSO. Therefore, the experiments in this group compare CERAI with EF and RANDOM. The experimental results are shown in Figure 8, and it can be seen that CERAI demonstrates a greater advantage over the EF when the initial resources of the edge node are small. The advantage of CERAI is weakened when the resources of edge node are relatively sufficient.
[image: Figure 8]FIGURE 8 | Experimental results based on Google dataset with private cloud.
5.5 Experimental Analysis for Public Cloud
5.5.1 Impact of Demanding Amount on the Cost
The training curve of CERAU are shown in Figure 9, and the experimental results of the impact of demanding amount on the cost with public cloud are shown in Figure 10. It can be seen that CERAU performs better than the other three algorithms under different request intensities.
[image: Figure 9]FIGURE 9 | Accumulated reward versus training episodes of CERACU.
[image: Figure 10]FIGURE 10 | Experimental results of the impact of demanding amount on cost with public cloud. (A) Experimental results of low intensity group. (B) Experimental results of medium intensity group. (C) Experimental results of high intensity group.
In the low intensity group (Figure 10A), R + R demonstrates little changes on the cost with respect to the different initial capacity of edge nodes. Its performance is the worst. The performance of E + R is the same as R + R when the initial capacity of edge nodes is 60. With the increase of the initial capacity of edge nodes, its cost decreases. CERAU and E + O demonstrate almost the same performance of the cost. This is because when users’ request intensity is low and the computing resources of edge nodes are relatively sufficient, E + O can also demonstrate a good performance on the cost. At this moment, no need to use reserved instances in cloud services is found. Since CERAU can use the spot instance with cheaper price than the on-demand instance, its performance is a little better than E + O.
In the medium intensity group (Figure 10B), our algorithm can still outperform other algorithms. We find that the cost of R + R under different initial capacity of edge nodes is still the highest. Next, the cost of the other three algorithms decreases gradually with the increase of the capacity of edge nodes. When the initial capacity is low, CERAU exhibits obvious advantages over the algorithm E+O.
In the high intensity group (Figure 10C), compared with other algorithms, the cost of CERAU can be reduced by more than 25% under different initial capacity of edge nodes. Compared to Figure 10B, we find that E + R perform a little better than E + O. This is because given high demand, the capacity of edge nodes is relatively scarce. E + O uses more on-demand instances; therefore, its cost is higher than E + R, which chooses instance type randomly.
5.5.2 Impact of Computing Time Duration on the Cost
The experimental results of the impact of computing time duration on the cost are shown in Figure 11. It can be seen that the results are similar to Figure 6. In more detail, Figure 11A,B are almost the same as Figure 10A,B. A slight difference is found between Figure 10(C) and Figure 11C. This shows that when the initial capacity of the edge node is insufficient and the user’s request intensity is low, CERAU is more sensitive to the change of the user’s demanding amount. At this time, CERAU can more effectively reduce the cost. When the user’s request intensity is high, CERAU demonstrates almost the same sensitivity to the user’s demanding amount and computing time duration, and we can effectively reduce the cost of the system. Similar to CERAI’s experiment, since the experimental parameters of the medium intensity group in both sets of experiments are identical, their experimental results are also identical.
[image: Figure 11]FIGURE 11 | Experimental results of the impact of demanding amount on cost with public cloud. (A) Experimental results of low intensity group. (B) Experimental results of medium intensity group. (C) Experimental results of high intensity group.
5.5.3 Experiment Based on Google Dataset
The experimental results of the Google dataset are shown in Figure 12. The cost of the four algorithms under different initial capacity of edge nodes from high to low is R + R, E + R, E + O, and CERAU. The cost difference between E + O and CERAU is small. This is because the demanding amount in Google dataset is mainly between 1 and 10, which is similar to the experiment of low intensity group.
[image: Figure 12]FIGURE 12 | Experimental results based on Google dataset with public cloud.
6 CONCLUSION
In this paper, we analyze resource allocation problem in the collaborative cloud-edge computing under private and public clouds, respectively. We model the problem as Markov decision process and PAMDP, and then, we propose the resource allocation algorithm CERAI and CERAU based on the DRL algorithm DDPG and P-DQN. In conclusion, we run experiments to evaluate our strategy against three typical algorithms on the synthetic data and the real data of Google dataset. The experimental results show that CERAI and CERAU can effectively reduce the long-term operation cost of collaborative cloud-side computing system in various settings. In this paper, we do not consider the cooperation of edge nodes. In the future, we want to extend the analysis to the case with more edge nodes, where edge nodes can cooperate with each other to accomplish the users’ tasks. This scenario can be solved by combining it with game theory by referring to the work in Chen et al. (2021a). For example, the edge node can use the idle resources of adjacent nodes for the collaborative computing.
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FOOTNOTES
1On-demand instance: This pricing mode allows users to pay with the fixed time granularity set by the platform, and the price is fixed in a long period of time. Reserved instance: this pricing mode requires the user to submit the reservation time in advance and pay the corresponding reservation fee to have the instance within the contract time. It is applicable to users with a large number of computing demands, and the unit price is usually approximately 50% lower than that of on-demand instances. Spot instance: the instance of this mode is obtained by bidding, and its price changes in different time slots, which is usually used for short-term computing demands.
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Clustering is an unsupervised learning technique widely used in the field of data mining and analysis. Clustering encompasses many specific methods, among which the K-means algorithm maintains the predominance of popularity with respect to its simplicity and efficiency. However, its efficiency is significantly influenced by the initial solution and it is susceptible to being stuck in a local optimum. To eliminate these deficiencies of K-means, this paper proposes a quantum-inspired moth-flame optimizer with an enhanced local search strategy (QLSMFO). Firstly, quantum double-chain encoding and quantum revolving gates are introduced in the initial phase of the algorithm, which can enrich the population diversity and efficiently improve the exploration ability. Second, an improved local search strategy on the basis of the Shuffled Frog Leaping Algorithm (SFLA) is implemented to boost the exploitation capability of the standard MFO. Finally, the poor solutions are updated using Levy flight to obtain a faster convergence rate. Ten well-known UCI benchmark test datasets dedicated to clustering are selected for testing the efficiency of QLSMFO algorithms and compared with the K-means and ten currently popular swarm intelligence algorithms. Meanwhile, the Wilcoxon rank-sum test and Friedman test are utilized to evaluate the effect of QLSMFO. The simulation experimental results demonstrate that QLSMFO significantly outperforms other algorithms with respect to precision, convergence speed, and stability.
Keywords: K-means, cluster analysis, quantum-inspired moth-flame optimizer, local search mechanism, swarm intelligence
1 INTRODUCTION
Clustering is the process of grouping objects into clusters according to the similarities within the data objects (Jain et al., 1999). Cluster analysis (Jain, 2010) does not need to refer to any classification information beforehand and can classify data by judging the similarity of data features. So, clustering belongs to unsupervised learning in machine learning (Sinaga and Yang, 2020). It is widely used in customer classification (Deng and Gao, 2020; Li et al., 2021a; Sun et al., 2021), automatic medical image detection (Hassan et al., 2021), image retrieval (Karthikeyan and Aruna, 2013; Gu et al., 2019; Anju and Shreelekshmi, 2022), object recognition (Woźniak and Połap, 2018), data mining (Hosseini et al., 2010), (Sato et al., 2019), pattern recognition (Xu et al., 2022), (Singh and Ganie, 2021), and other fields.
There are four taxonomic methods applied to cluster analysis: partition-based, hierarchical, grid-based, and density-based methods. K-means is a partition-based method that is widely welcomed owing to its simple calculation steps and easy implementation. However, the clustering effect obtained by the K-means is easily influenced by the preliminary location of the centroids and is vulnerable to the risk of slipping into a local optimum as the algorithm proceeds. There are two solutions to optimization problems, one is deterministic and the other is non-deterministic. Real-life engineering optimization problems have the characteristics of complexity, large-scale, nonlinearity, multiple constraints, and high dimensionality. However, deterministic methods can often not effectively calculate the correct results for such optimization problems. Therefore, it is an urgent matter to find efficient ways to solve optimization problems. Researchers have used non-deterministic algorithms, also known as stochastic optimization algorithms, to achieve excellent results in solving certain real-world complex optimization problems over the last decades. Meta-heuristic intelligent optimization algorithms fall under the category of stochastic algorithms, and researchers have successively proposed many intelligent optimization algorithms, which have become a very popular and feasible solution in dealing with complex problems. Classical metaheuristic algorithms that have been widely used include differential evolution (DE) (Storn and Price, 1997), grey wolf optimizer (GWO) (Mirjalili et al., 2014), particle swarm optimization (PSO) (Kennedy and Eberhart, 1995) and Monarch butterfly optimization (MBO) (Wang et al., 2019), etc. Many researchers have made a variety of meaningful improvements to promote the performance of the algorithm, such as Wei et al. (2021) proposed an improved slime mold algorithm with oscillating factor and Levy flight strategy for optimal reactive power dispatch problem. Wang and Tan (2017) proposed a method based on the information feedback model to improve the performance of the heuristic algorithm. Wang et al. (2014) introduced chaos theory into the optimization process of the krill herd (HK) algorithm, and the algorithm’s performance was effectively improved. Gao et al. (2020) used an improved DE algorithm with a selection mechanism to solve the fuzzy job-shop scheduling problem. Merwe and Engelbrecht successfully combined the PSO to address the clustering problem by constructing the structure of the evaluation function and the solution (Van der Merwe and Engelbrecht, 2003). Wang et al. (2016) improved the precision and convergence rate of the flower pollination algorithm on cluster analysis by adding the discard pollen operator. Zhou et al. (2017) propose an improved social spider optimization algorithm that introduces a stochastic strategy known as the simplex method to deal with clustering analysis. A symbiotic biological search algorithm for clustering analysis has been proposed by Zhou et al. (2019). Ouadfel and Abd Elaziz (2021) introduced an improved multi-objective gradient optimizer to handle the clustering problem of multi-view datasets. Taib and Bahreininejad (2021) introduced an improved water cycle algorithm incorporating an algorithm for evaporation rate to tackle the clustering analysis problem. Wang et al. (2021) implemented a meme algorithm with adaptive inverse K-means operation to tackle the clustering question.
The Moth-flame Optimizer (MFO) (Mirjalili, 2015a) is a firmly established meta-heuristic optimization algorithm that has proven to be efficient and potentially capable of addressing real-life problems. After MFO was put forward, many scholars applied it to various engineering problems and achieved good results. Elsakaan et al. (2018) applied a moth flame optimizer to solving economic scheduling problems. Elaziz et al. (2020) introduced an OMFODE algorithm that integrates opposition learning strategy and differential evolution algorithm for the feature selection problem. Moreover, the classification of galaxy images is successfully implemented with satisfactory results. Khan et al. (2021) used MFO to optimize the integrated power plant system containing stochastic wind. Ahmed et al. (2021) applied MFO to optimizing workflow scheduling in fog computing. Li et al. (2021b) used opposition-based learning (OBL) and differential evolution (DE) algorithm to improve the quality of the flame population to enhance the efficiency of the standard MFO. Wu et al. (2022) construct a bi-clustering-based moth-flame optimizer for recommender systems to successfully generate recommendation lists and predict unrated items for target users.
Quantum computing (QC) integrates concepts from three disciplines: quantum physics, computer science, and classical information theory (Steane, 1998). At present, more and more researchers combine quantum computing with heuristic algorithms and try to apply them in various fields. Han and Kim (2002) were the earliest to combine QC with evolutionary algorithms to solve combinatorial optimization problems. Layeb (2011) applied a cuckoo search algorithm combined with quantum-inspired for knapsack issues. Cai et al. introduced the simulated annealing (SA) strategy and the quantum revolving gate (QRG) strategy into the moth flame optimizer to improve the local development and exploration capabilities. It has achieved good results in benchmark test functions and engineering applications and has been verified in feature selection issues (Yu et al., 2020). The idea of introducing QRG and water circulation (WC) mechanisms in SMA was given by Cai et al. (Yu et al., 2021). Chen et al. (2020) introduced a hybrid algorithm with the combination of K-means and quantum behavior inspired by Ant Lion Optimized for data clustering and successfully applied it to intrusion detection. Deng et al. (2021) introduced quantum double-chain coding technology and quantum revolving gate into differential evolution algorithm and combined mutation strategy to further improve large-scale complex problems. The latest study by Dahi and Alba (2022) applied quantum-inspired metaheuristics to solve the Mobility Management Problem (MMP) and provides a new vision of quantum-inspired metaheuristics in conjunction with a comprehensive analysis of the quantum hardware.
In summary, this paper proposes a quantum-inspired moth-flame optimizer with enhanced local search capability (QLSMFO). The proposed algorithm combines quantum computing and the moth-flame optimizer. Quantum coding and quantum revolving gates are introduced in the initial period of the algorithm to enrich the swarm diversity as well as boost the global search capability. Then, a modified local search strategy is introduced to reinforce the mining capability. Finally, the poor solutions of the quantum moth population are selected to be updated by the Levy flight method to generate more promising solutions. The contribution of this study is primarily as follows:
(1) Quantum coding is introduced for moth swarm to enrich population diversity and further promote a more robust global search capability.
(2) The quantum revolving gate primarily balances the exploration and exploitation capabilities while guiding moths to more promising solutions and preventing them from falling into local optima.
(3) By adding an enhanced local search to improve the exploit capability and enhance the mining accuracy, moths can evade the local optimum in various ways.
(4) The proposed QLSMFO is used to solve the cluster analysis problem and has good clustering results on ten well-known UCI datasets.
The rest of this study is structured as outlined below. Section 2 fully elaborates on the problem of cluster analysis. An overview of the standard MFO algorithm in Section 3. Section 4 illustrates the specific improvement strategies of the QLSMFO. Section 5 carries out simulation experiments and analysis of results. Finally, conclusions and future work are available in Section 6.
2 CLUSTERING PROBLEM
2.1 Mathematical Definition
Clustering is characterized as unsupervised learning due to the absence of labeling or grouping information for each data instance. The K-Means algorithm is a classical unsupervised clustering method, which was introduced by MacQueen (1967) and has been widely used since it was proposed. To clearly illustrate the clustering problem, suppose dataset D is classified into k different clusters. There is n datum in dataset D, and each datum has l attributes. So, dataset D can be expressed as [image: image], where [image: image]. k clusters are represented by [image: image], each cluster [image: image] corresponding to a clustering center [image: image]. Thus, [image: image] should satisfy the following conditions:
(1) [image: image]
(2) [image: image]
(3) [image: image]
2.2 Clustering Criteria
Dataset D is grouped into k clusters, where each cluster [image: image] has one cluster center [image: image]. The location of the center has a great impact on the clustering effect, so determining the center vector is a very important key point. Clustering requires the similarity or distance of sample features as the basis for whether they belong to a certain class. Then, the samples that are similar are grouped into one class, and those that are not grouped into one class. There are several ways to measure the similarity or distance of sample features. Several typical similarity metrics are the Minkowski distance (Gan et al., 2020) (Manhattan distance (Xu and WunschII, 2005), Euclidean distance (Jianchang Mao and Jain, 1996) and Chebyshev distance), Mahalanobis distance, and cosine similarity (Xu and WunschII, 2005), etc. In clustering, using different ways to measure similarity may yield different results, so it is very important to choose an appropriate distance or similarity when clustering. Since the Euclidean distance is relatively simple and basically reflects the effect of the clustering problem. Therefore, the Euclidean distance is used as the criterion for evaluating the clustering effect in this paper, and its definition is as follows:
[image: image]
where l indicates the number of attributes for each data, [image: image] represents the i-th data in dataset D, [image: image] and is the j-th clustering center. The distance from data [image: image] to the cluster center [image: image] is calculated using Eq. 1 to determine which cluster the data belongs to. If [image: image], [image: image] is a certain center belonging to [image: image]. [image: image] represents other cluster centers exclusive of [image: image], then we assign the data [image: image] to the cluster [image: image].
2.3 The Objective Function of Clustering
This paper presents the QLSMFO algorithm to settle the cluster analysis problem. With the aim of clearly describing the evaluation process, suppose there is a dataset [image: image] divided into k clusters, where each data holds l attributes and can be expressed as [image: image]. The aim of clustering is to find the location of the k centers corresponding to the k clusters of the dataset, in such a way that all data are grouped into the clusters to which they belong. It is necessary to find the optimal location of the cluster center, the solution should be structured as a one-dimensional vector of length [image: image]. The individual in the QLSMFO algorithm denotes the coordinate vectors of the k cluster centers, and each moth is defined as [image: image]. The objective function adopted in this paper is the sum of the intra-cluster distances (SIDC) (Gonzalez, 1985). It is commonly used as criteria to judge a good classification. A smaller value of SICD indicates better clustering. Therefore, the objective function is to minimize the SICD, as shown in Eq. 2:
[image: image]
where D refers to the given dataset, and C is the set of cluster centers.
3 MOTH-FLAME OPTIMIZER
3.1 Inspiration
The MFO is inspired by the phenomenon of moth jumping on fire. The reason behind this phenomenon is a navigation method called transverse orientation of moths in nature. Moths flying at a constant angle to the moonlight are able to fly in a straight line and at the shortest distance to save energy. However, artificial light at night is troublesome for them. The light emitted from an artificial light source is a ray centered on the light source. If the moths still fly at a fixed angle to the light, they will fly to the center of the light source in a spiral trajectory.
3.2 Mathematical Model
The MFO algorithm establishes a mathematical model for the spiral flight of moths around flames. Moths and flames represent candidate solvers within the search space. But their location is updated in a different way. The moths' population is described by a matrix M. A one-dimensional array OM was used to store the fitness values calculated for all the moths. As shown below.
[image: image]
where d refers to the problem dimension, n denotes the size of the moth swarm.
The definition of the flame is another critical part, using a matrix F which stores information about the position of the flame. The values of the objective function corresponding to all flames are recorded in a one-dimensional array OF as shown in Eq. 4:
[image: image]
The spiral trajectory of the moth flying around the flame is described by a mathematical model expressed by Eq. 5:
[image: image]
where [image: image] refers to the spiral trajectory of the moth around the flame. [image: image] and [image: image], respectively, denote the i-th moth and the j-th flame.
[image: image]
where b determines the spiral shape and is set to 1, t indicates a random number between [r, 1]. In addition, r denotes a linearly decreasing function with a change interval of the value domain from −1 to −2. The function is shown below:
[image: image]
where it denotes the current generation, Max_it denotes the largest number of generations. [image: image] is the distance from the i-th moth to the j-th flame and is calculated by Eq. 8:
[image: image]
The position of the flame is obtained by the moths ordered in accordance with the fitness value, then the individual moth regenerates its location in accordance with the respective flame using Eq. 6. Although this position update mechanism expands the search space and enhances exploration, all moths may have difficulty finding optimal solutions based on their respective flame update positions. To overcome this deficiency, a scheme for adaptively changing the number of flames is suggested and updated using Eq. 9:
[image: image]
where N represents the maximal size of the flames swarm.
The pseudo-code of the MFO is shown in Algorithm 1, and the flow chart is expressed in Figure 1.
[image: Figure 1]FIGURE 1 | Flowchart of MFO.
Algorithm 1. Pseudo-code of MFO.
[image: FX 1]4 QUANTUM-INSPIRED MOTH-FLAME OPTIMIZER WITH ENHANCED LOCAL SEARCH STRATEGY
Due to the advantages of fast convergence speed and simple overall structure, the MFO algorithm is frequently employed in real-life problems, and the results obtained are competitive. However, when solving high-dimensional, multi-constraint complex problems, the convergence of the MFO algorithm turns out to be slower and frequently drops into local optima. To overcome these shortcomings, three strategies are introduced in the standard MFO algorithm. 1) Quantum coding and quantum revolving gate. 2) An improved local search based on SFLA (Eusuff et al., 2006). 3) Levy flight. The remainder of Section 4 describes in detail the contents of these three improvement strategies.
4.1 Quantum-Inspired Based MFO
4.1.1 Quantum Encoding
In quantum computing, the minimum unit to store information is to be called a quantum bit (qubit). Distinguished from a memory cell (bit) in a classical computer, a qubit can be a superposition of “1” state and “0” state. The definition of a qubit is given in the following:
[image: image]
where [image: image] and [image: image] are two complex numbers, [image: image] and [image: image] represent the probability amplitudes of the “0” state and the “1” state, respectively. And they satisfy the relation [image: image]. In order to make the equation constant, a qubit can be expressed as Eq. 11.
[image: image]
In the quantum-inspired moth-flame optimization algorithm, the individual quantum moths (QM) are represented as follows:
[image: image]
where [image: image] denotes the location of the i-th moth, [image: image], n represents the number of moths in the population, and d denotes the dimension of a qubit. Each quantum moth occupies two locations in the search space, and each location stands for a candidate solution to the problem, which is respectively defined as shown in Eqs 13 and 14:
[image: image]
[image: image]
4.1.2 Quantum Initialization
Step 1: Initialize angle matrixThe moth population contains N individuals, and the problem dimension is dim. The probability amplitude is used to represent the state of a qubit and it is generated according to the angle matrix. When carrying out quantum initialization, it is necessary to establish an angle matrix of N * dim, and the search range of angle is 0 to [image: image].
[image: image]
where [image: image] and [image: image] indicates the minimum and maximum boundaries for j-th the dimension of the problem, and rand (0,1) is a number generated randomly between 0 and 1. The value of [image: image] and [image: image] are set to 0 and [image: image], respectively. The initialized angle matrix is shown below:
[image: image]
Step 2: Initialize quantum populationQM represents a quantum moth matrix containing N quantum moths, each quantum moth occupying two positions in the search space, each position representing a candidate solution to the problem. The expression for the quantum population is as follows:
[image: image]
If it is necessary to calculate the fitness value to evaluate the individual quality, it needs to be carried out after solution space conversion. This part will be described in detail in Section 4.1.4.
4.1.3 Quantum Rotation Gate
In quantum computing, quantum operators are used to manipulating a quantum to change the relative phase of the quantum. The trade-off between global and local search is implemented by adjusting the rotation angle and direction of the QRG. Moreover, Figure 2 illustrates the position change of the QRG before and after changing the rotation angle. In QLSMFO, the expression of the quantum revolving gate is as follows:
[image: image]
where [image: image] is a function of the rotation angle [image: image], which will be described in detail later.
[image: Figure 2]FIGURE 2 | Quantum rotation angle updating.
The new qubit is updated by using the quantum revolving gate, as shown in the following formula:
[image: image]
In QLSMFO, instead of using the traditional fixed angle for the rotation angle of the quantum revolving gate, the Differential Evolution (DE) algorithm is employed for dynamically updating the angle size and direction. The process of adjusting the rotation angle by the DE algorithm can be seen as under:
4.1.3.1 Mutation Operation
The rotation angle [image: image] in each quantum moth [image: image] is updated using the DE/rand/1 strategy using the following formula:
[image: image]
where [image: image], [image: image], and [image: image] are random integers between [1, d].
4.1.3.2 Crossover Operation
The new angle [image: image] and the previous angle [image: image] are crossed with a certain probability, and the crossover operation is shown in Eq. 21.
[image: image]
where CR represents the probability of crossover, which is a random number between [0,1]. randi refers to a random integer between [1, d].
4.1.3.3 Rotation Angle Acquisition
Rotation angle [image: image]. The sign function [image: image] represents the direction of the rotation angle and the updated formula of the sign function is as Eq. 22. [image: image] represents the magnitude of the rotation angle.
[image: image]
4.1.4 Solution Space Transformation
The fitness value was considered to assess the quality level of each moth. It is necessary to transform the solution space of the individual’s position. Assuming that the solution space of the definition problem is [image: image], the conversion formula of solution space is listed in the following equations:
[image: image]
[image: image]
4.2 Enhanced Local Search Strategy
To obviate the original MFO algorithm from trapping into local optima, an individual moth is designed to fly in a spiral trajectory according to the corresponding flame position instead of flying towards a single flame. While this mechanism improves the moth’s ability to fall into local optima, it also reduces the ability to mine more promising solutions. To solve this defect, the standard MFO algorithm introduces a mechanism for adjusting the number of flames in the local search stage, which enhances the probability of obtaining the optimal solution to a certain extent. However, there is still much scope for improvement in terms of convergence rate and precision.
For the purpose of finding the optimal solution at a faster rate and obtaining higher accuracy, this paper adopts a boosted approach based on the standard local search strategy of SFLA. This strategy divides the moths into [image: image] groups according to their fitness values. Grouping rules: 1) The moth ranked first is assigned to the first group, and the moth ranked second is assigned to the second group until the moth ranked [image: image]-th is assigned to the [image: image]-th group. 2) The [image: image]-th moth is assigned to the first group, and the procedure is repeated till the last moth is assigned. Figure 3 shows the grouping rules.
[image: Figure 3]FIGURE 3 | Diagram of grouping rules.
The moths with the best fitness value and the moths with the worst fitness value in each group are defined as [image: image] and [image: image], respectively. The globally optimal moth is defined as [image: image]. The worst moth in each group updates its position according to the local optimum, the global optimum or both. The promising solutions are fully utilized to obtain the optimum solution for the purpose of avoiding collapsing towards a local optimum and enhancing the mining ability. The specific update steps are shown in steps 1–3. Additionally, Algorithm 2 presents the pseudo-code for the local search mechanism.
Step 1. The worst moth adjusts its position with respect to the optimal value in the group, as shown in Eq. 25.
[image: image]
Step 2. If a better position cannot be obtained in Step 1, then the worst moth is updated according to the global optimum position according to Eq. 26.
[image: image]
Step 3. If a better position cannot be obtained in Step 2, the worst moth uses Eq. 27 to update the position according to the optimal moth in the group and the global optimal moth.
[image: image]
According to the local search strategy in SFLA, steps 1–3 here will be repeated [image: image] times.
Algorithm 2. Pseudo-code of local search mechanism.
[image: FX 2]4.3 Poor Solution Update Using Levy Flight
After L iterations, moths with larger total fitness values (for the minimization problem) are defined as individuals with weak search ability, and these moths are defined as poor moths. Levy flight is introduced to update the position of poor moths to obtain more promising solutions. The update formula of the poor moths is shown in Eq. 28.
[image: image]
4.4 Description of QLSMFO Algorithm
The pseudo-code of the QLSMFO is exhibited in Algorithm 3. Then the flowchart of the QLSMFO is exhibited in Figure 4.
[image: Figure 4]FIGURE 4 | Flowchart of QLSMFO.
Algorithm 3. Pseudo-code of QLSMFO.
[image: FX 3]4.5 Computational Complexity of the QLSMFO Algorithm
In the QLSMFO algorithm, the computational cost is mainly composed of seven parts: quantum initialization, fitness value calculation, generating flame population, QRG operation, moth position update, local search strategy of SFLA, and Levy flight. Here n is the number of moth individuals and d is the dimension. In the quantum initialization phase, first, use the function rand to generate an n*d matrix between 0 and [image: image]. The time complexity of this operation is O (nd). Then it is converted into a quantum population according to the angle matrix, and the time complexity is O (nd). After entering the loop, the computational complexity is also related to the number of iterations t. In the iterative phase, the computational cost of fitness value calculation, generating flame population, QRG operation, and moth position update are all O(t) O (nd). The computational complexity of the local search stage is [image: image], and [image: image] is less than [image: image]. In the final Levy flight stage, the computational complexity is [image: image], and L is less than n.
The time complexity of QLSMFO is the sum of the time complexity of the above seven parts, as shown below:
[image: image]
The time complexity of the original MFO algorithm is [image: image] (Mirjalili, 2015a). The computational complexity of the proposed algorithm is the same as the original MFO algorithm.
5 EXPERIMENT RESULTS
All experiments in this paper were implemented on MATLAB R2018(b), running on a desktop computer with Windows 10 operating system, Intel(R) Core(TM) i7-9700 CPU, running frequency of 3.00 GHz and 16 GB of memory.
5.1 Parameter Settings
With the purpose of validating the performance of QLSMFO, the improved algorithm is compared with K-means (MacQueen, 1967) and thirteen current mainstream optimization algorithms. They are the artificial bee colony (ABC) algorithm (Karaboga and Basturk, 2007), ant lion optimizer (ALO) (Mirjalili, 2015b), cuckoo search (CS) algorithm (Yang and Deb, 2009), DE (Storn and Price, 1997), flower pollination algorithm (FPA) (Yang, 2012), GWO (Mirjalili et al., 2014), Moth-flame optimizer (MFO) (Mirjalili, 2015a), multi-verse optimizer (MVO) (Mirjalili et al., 2016), PSO (Kennedy and Eberhart, 1995), whale optimization algorithm (WOA) (Mirjalili and Lewis, 2016), SFLA (Eusuff et al., 2006), quantum encoding bat algorithm (QBA) (Luo et al., 2017), Gaussian quantum behaved particle swarm optimization (GQPSO) (Coelho, 2010). The parameter settings of the above-mentioned comparison algorithms are reported in Table 1.
TABLE 1 | Parameter value setting for the comparison algorithms.
[image: Table 1]The largest value of generations for each algorithm is Max_it = 200, and the number of moth swarm is N = 50. The dimensions are the same as the number of attributes in the benchmark dataset. The datasets used in this paper include two artificial datasets and eight UCI classic datasets. The specific characteristics of the dataset will be further introduced in Section 5.2. All algorithms will be independently executed 20 times.
5.2 Datasets
Among the 10 benchmark datasets, Artificial Datasets I and II are artificial datasets selected from the literature (Niknam and Amiri, 2010), and the remaining 8 datasets are related to life and physics from UCI. Table 2 summarizes the number of attributes, clusters, and instances and the application areas of ten benchmark datasets.
TABLE 2 | Details of the ten clustering benchmark datasets.
[image: Table 2]5.3 Results Analysis
Table 3 reports the statistical results of the experiments performed by QLSMFO and K-Means algorithms and other thirteen metaheuristics algorithms on ten test datasets. The data in the table are presented in the form of four decimal places, except for Std., which uses scientific notation to retain two decimal places. In the table, Best indicates optimal fitness value, Worst indicates the worst fitness value, Mean indicates average fitness value, and Std. indicates standard deviation. The four indicators are the statistics obtained by each algorithm in 20 independent runs. Friedman test is applied to the four indicators in Table 3. The penultimate column FAR indicates the Friedman’s average ranking, and the last column Rank indicates the final ranking. It can be observed through Table 3, that compared with other comparison algorithms, QLSMFO ranks the best on the four indicators (Best, Worst, Mean, and Std.) on all datasets except the seed dataset. QLSMFO achieves second place in the Std. index on the seed dataset. These data show that QLSMFO possesses excellent precision and reliability.
TABLE 3 | Simulation results for clustering algorithm after 20 runs on 10 datasets.
[image: Table 3]The convergence curves of all algorithms on the 13 datasets are presented in Figure 5. The data of the curves are the average fitness values calculated by running each algorithm 20 times independently with 200 iterations. Figure 6 shows the ANOVA plot. A low median, few outliers, and a narrow height in the variance plot indicate better stability. It is clear and obvious from Figures 5 and 6 that QLSMFO possesses the advantages of rapid convergence, excellent accuracy, and outstanding stability. The specific analysis of each dataset is shown below.
[image: Figure 5]FIGURE 5 | Convergence curves of all algorithms on the 10 datasets. (A) Artificial Dataset I. (B) Artificial Dataset II. (C) Iris dataset. (D) Glass dataset. (E) Wine dataset. (F) Cancer dataset. (G) CMC dataset. (H) Seeds dataset. (I) Heart dataset. (J) Survival dataset.
[image: Figure 6]FIGURE 6 | ANOVA simulation results of all algorithms on the 10 datasets. (A) Artificial Dataset I. (B) Artificial Dataset II. (C) Iris dataset. (D) Glass dataset. (E) Wine dataset. (F) Cancer dataset. (G) CMC dataset. (H) Seeds dataset. (I) Heart dataset. (J) Survival dataset.
5.3.1 Artificial Dataset I
For Artificial Dataset I, QLSMFO won first place in all algorithms in the four indicators. ALO, PSO, SFLA, and QBA reach the same level as QLSMFO at the optimal value. It is clearly observed that the worst value of QLSMFO outperforms the optimal results derived from other algorithms. It revealed that QLSMFO has high precision and good algorithm performance. Figure 5A shows that the speed of the convergence curve of QLSMFO decreases significantly more quickly when compared with other methods. The standard deviation of QLSMFO from Table 3 is better than all algorithms by eight orders of magnitude. It can also be observed in Figure 6A that the graph of the improved algorithm is the narrowest and the median line is the lowest, indicating that the algorithm has high robustness.
5.3.2 Artificial Dataset II
QLSMFO achieves the best performance on Best, Worst, Mean, and Std. Table 3 shows that ALO, DE, SFLA, and QBA is the same as QLSMFO on the best indicator. Then MFO and PSO have the same good performance as QLSMFO on Best, Worst, and Mean indicators. However, the standard deviation of QLSMFO is superior to theirs, which is seven and five orders of magnitude better than MFO and PSO, respectively. From the convergence curve in Figure 5B, although the proposed algorithm fails to converge as rapidly as SFLA in the early iterations, after 30 generations, QLSMFO converges significantly quicker than the other algorithms and is ultimately the best in accuracy. Compared with other algorithms in Figure 6B, QLSMFO has no outliers, and the box is the narrowest, so the stability of the algorithm is better.
5.3.3 Iris Dataset
QLSMFO achieved the greatest performance on Best, Worst, Mean, and Std., except PSO, DE, and QBA. They achieve the same results as QLSMFO in Best indicators. However, the values of Worst, Mean, and Std. are not as good as the results of QLSMFO. From Figure 5C, it can be seen that DE has a small number of outliers, and it can be seen from the box shape that the variance of PSO is large. QLSMFO has the smallest variance and no outliers, indicating that the algorithm has high stability. Table 3 reflects that QLSMFO outperforms the other algorithms by at least eight orders of magnitude in terms of Std. indicators, which shows that the algorithm is robust.
5.3.4 Glass Dataset
QLSMFO acquired the optimum value on Best, Worst, Mean, and Std. among eleven algorithms. The worst value of QLSMFO outperforms the optimal values of the other algorithms except for the K-means algorithm. In Figure 5D, it is clearly visible that QLSMFO has the fastest rate of convergence, and the final convergence accuracy has obvious advantages over other algorithms. In Table 3, the Std. index of QLSMFO has no obvious advantage compared with other algorithms, but in Figure 6D, it can be seen that the height of the box of QLSMFO is lower than that of other algorithms, indicating great robustness.
5.3.5 Wine Dataset
Table 3 displays that QLSMFO obtains the optimum value on Best, Worst, Mean, and Std. The figures for PSO are very close to those of QLSMFO in terms of optimal and average values. However, it is observed from Figure 5E that QLSMFO converges faster. The higher stability of QLSMFO than PSO is observed in Figure 6E.
5.3.6 Cancer Dataset
It is shown that the values of Best, Worst, Mean, and Std. of QLSMFO are optimum in Table 3. The Best indicators of CS and PSO are close to QLSMFO, at the same time, SFLA and QBA reach the same level as QLSMFO at the optimal value, but the other three indicators are not as good as the improved algorithm. QLSMFO has a significant improvement on Std. metrics, at least five orders of magnitude of excellence over other algorithms. It is observed that the worst value obtained by QLSMFO is superior to the optimum value derived from comparison algorithms. The convergence curve of QLSMFO is displayed in Figure 6F, although it is not as fast as QBA in the initial 20 generations of iteration, the convergence rate in the later period is the fastest among all algorithms.
5.3.7 CMC Dataset
It is observed in Table 3 that QLSMFO achieves the best performance for all metrics compared with the comparative algorithms. Although the performance of PSO is close to that of QLSMFO, the data provided in Table 3 demonstrates that the Std. index of QLSMFO is three orders of magnitude superior to PSO, and QLSMFO has higher stability and robustness. Figure 6G shows that the convergence rate of QLSMFO decreases quicker than other methods.
5.3.8 Seeds Dataset
Table 3 shows that QLSMFO all obtained the optimal values on Best, Worst, and Mean except for Std. The performance of SFLA reaches the same level as QLSMFO, although the stability of QLSMFO is not as good as that of SFLA, the gap between them is not big. And the convergence speed of QLSMFO is significantly faster than that of SFLA. Moreover, the value of its Std. the indicator is at least six orders of magnitude outperformed by other algorithms. It appears from Figure 6H that the stability of QLSMFO is higher. The convergence curve of QLSMFO drops the fastest, and the accuracy at the end of the iteration is the highest, as can be observed from Figure 5H.
5.3.9 Heart Dataset
The data in Table 3 shows that QLSMFO achieves optimal values for Best, Worst, Mean, and Std. From Figure 6I, the heights of the boxes of CS, PSO, and QLSMFO are all short, indicating high stability, but the position of QLSMFO is lower, so the robustness of QLSMFO is higher than that of CS and PSO.
5.3.10 Survival Dataset
QLSMFO attained the best performance in Best, Worst, Mean, and Std. from Table 3. Best metric of ABC, ALO, CS, DE, MFO, PSO, SFLA, and QBA all reach the same level as QLSMFO, and the worst and average values of CS and PSO are the same as QLSMFO. However, the standard deviation of QLSMFO is five to six orders of magnitude preferred over CS and PSO. As seen in Figure 6J that CS and PSO have outliers, but QLSMFO does not. So the stability of QLSMFO is higher than these two algorithms. From Figure 5J, although SFLA has the fastest convergence speed in the early stage, the final accuracy is not as high as that of QLSMFO.
5.4 Wilcoxon’s Non-Parametric Test
The Wilcoxon rank-sum test is a non-parametric statistical technique that is introduced in this research to accurately validate the experimental results of this investigation and to verify that the effect of QLSMFO is statistically significant and does not occur by coincidence. The twenty best fitness values yielded in twenty independent runs of each method were used in Wilcoxon’s non-parametric statistical test. The p-value shown in Table 4 is calculated from the eleven pairs of data through the Wilcoxon rank-sum test. In this study, fourteen pairs of data are formed by QLSMFO vs. ABC, QLSMFO vs. ALO, QLSMFO vs. CS, QLSMFO vs. DE, QLSMFO vs. FPA, QLSMFO vs. GWO, QLSMFO vs. MFO, QLSMFO vs. MVO, QLSMFO vs. PSO, QLSMFO vs. WOA, QLSMFO vs. SFLA, QLSMFO vs. QBA, QLSMFO vs. GQPSO and QLSMFO vs. K-means. If [image: image] means that the null hypothesis does not hold, indicating that there is a significant difference between the algorithms. In Table 4, p-values are all less than 0.05, except that SFLA has a p-value of 0.572 in the Survival dataset and QBA has a p-value of 0.273 in the Cancer dataset. These results show that the proposed algorithms have statistically significant differences.
TABLE 4 | p-values generated by Wilcoxon rank-sum test.
[image: Table 4]5.5 Visual Analysis of Clustering Results
After the above experiments, Tables 3, 4, and Figures 5, and 6 demonstrate that the QLSMFO algorithm is characterized by high accuracy, rapid convergence, and reliable stability of performance. For the purpose of showing the clustering capability of the proposed algorithm more vividly, this section will show the process of clustering in a graphical way.
5.5.1 Clustering Process of QLSMFO
Artificial Dataset I will be applied to visualize the process of clustering in QLSMFO during this section. Artificial Dataset I has three attributes and five clusters. The x, y, and z axes correspond to three attribute values, respectively. Different types of clusters are marked by green, blue, red, magenta, and cyan. The clustering situation of QLSMFO on Artificial Dataset 1 when the number of iterations is 0, 5, 10, and 20 are presented in Figure 7. The initial distribution of the Art I dataset is presented in Figure 7A. When the number of iterations is 5, as shown in Figure 7B, there is confusion in the data classification between the green and red clusters. During the classification process, there is a misassignment of a class to the class represented by magenta and red, such as the part where magenta and red are mixed. Only blue is classified correctly. As the iterations continue, Figure 7C shows the clustering results with an iteration number of 10. Cyan, red, blue, and magenta are classified correctly, but the part of the data that mixes blue and magenta is classified incorrectly. Figure 7D demonstrates the clustering effect at 20 iterations. It is obvious from the figure that five classes are correctly classified, and there is no data confusion between classes.
[image: Figure 7]FIGURE 7 | Clustering process of QLSMFO on Art 1 dataset at iteration is 0, 5, 10, and 20. (A) Zeroth iteration. (B) Fifth iteration. (C) Tenth iteration. (D) Twentieth iteration.
The four graphs in Figure 7 vividly show the clustering process of QLSMFO on Artificial Dataset 1, and the correct classification effect is achieved in the 20th generation, which illustrates the effectiveness of the algorithm and the fast classification speed.
5.5.2 Comparison of the Clustering Process with Other Algorithms
The comparison results of QLSMFO and other algorithms in Artificial Dataset 1, Artificial Dataset 2, Iris dataset, and CMC dataset will be presented in this section.
Figure 8 shows the clustering results of MFO on Artificial Dataset 1 with iterations of 10 and 20, respectively. In Figure 8A, the data is not successfully divided into five categories, and there is data confusion within each category cluster. Although Figure 8B divides the classes into five classes. However, most of the data in magenta are misclassified to red, and there is a small amount of data misclassification between blue and green. Compared with Figures 7C and D in Section 5.5.1, It is observed that QLSMFO has high efficiency and high precision in solving clustering problems compared to the original MFO.
[image: Figure 8]FIGURE 8 | Clustering results of MFO on the Art 1 dataset at iteration is 10 and 20. (A) Iteration = 10. (B) Iteration = 20.
To make a comparison of the results of QLSMFO with other algorithms on Artificial Dataset II, the original MFO and an algorithm ranked second to QLSMFO are selected for further comparison.
Table 3 illustrates that PSO has reached the same level as QLSMFO on Best, Worst, and Mean. PSO algorithm is selected for further performance comparison with QLSMFO since the Std. of PSO is second only to QLSMFO. The maximum iteration value is given as 20. Figures 9A–C exhibit the clustering outcomes of the 20th generation on Artificial Dataset II for MFO, PSO, and QLSMFO, respectively. It is seen from Figure 9A that the blue, magenta, green, and red in the MFO are classified incorrectly. In Figure 9B, the classification result of the PSO is better than that of the MFO, and the data has been successfully divided into four categories, but there are still some data confusions between magenta and blue that have not been successfully separated. From Figure 9C, QLSMFO is observed, the classification effect is the best, there is no data confusion between clusters, and the classification is correct. It can be clearly shown that the classification effect of QLSMFO is better.
[image: Figure 9]FIGURE 9 | Clustering results of QLSMFO and other algorithms on different datasets at iteration 20. (A) MFO for Art 2 dataset. (B) PSO for Art 2 dataset. (C) QLSMFO for Art 2 dataset. (D) MFO for Iris dataset. (E) CS for Iris dataset. (F) QLSMFO for Iris dataset. (G) MFO for CMC dataset. (H) PSO for Iris CMC dataset. (I) QLSMFO for CMC dataset.
The data in Table 3 shows that the values of CS on Best, Worst, Mean, and Std. on the Iris dataset are closest to QLSMFO. In order to further show the performance difference between QLSMFO and CS in the clustering effect, the clustering results with 20 iterations are selected for comparison. Figures 9D–F show the classification results of MFO, CS, and QLSMFO on the 20th generation of attribute 1 and attribute 3 of the Iris dataset. In Figure 9D, the red and blue data appear chaotic. In Figure 9E the green and red appear chaotic. In Figure 9F, green and red achieve a good balance, and the data are correctly separated.
Figures 9G–I indicate the clustering effect of the 20th generation of MFO, PSO, and QLSMFO on attributes 1, 2, and 4 of the CMC dataset. It is observed that the blue, red, and green borders in Figure 9I are clear and there is no mixing. In Figures 9G and H, there is a situation where the intermediate data and the data on both sides are stuck, so the effect of QLSMFO is better.
5.6 Verify the Effectiveness of the Three Strategies in QLSMFO
In order to verify the effectiveness of the three improved strategies added to the QLSMFO algorithm, the proposed QLSMFO is compared with the original MFO, QMFO1, and QMFO2. Firstly, QMFO1 represents an improved algorithm with quantum initialization and QRG strategy added to the original MFO. Secondly, the improved algorithm formed by adding the Levy flight strategy based on the QMFO1 algorithm is named QMFO2. Finally, the algorithm that combines the three strategies is the QLSMFO. The four algorithms were tested on 10 UCI clustering datasets. The algorithm parameters and simulation experiments are consistent with the previous content. In addition, the bold in the table indicates the optimal value. The experimental data in Table 5 compares the mean and standard deviation of the original MFO, QMFO1, QMFO2, and QLSMFO to measure the performance improvement of the algorithm. The effect of the added strategies on the convergence speed of the algorithm is observed in Figure 10.
TABLE 5 | Numerical results of improved algorithms with different strategies on 10 clustered data.
[image: Table 5][image: Figure 10]FIGURE 10 | Convergence curves of MFO, QMFO1, QMFO2, and QLSMFO on the 10 datasets. (A) Artificial Dataset I (B) Artificial Dataset II. (C) Iris dataset. (D) Glass dataset. (E) Wine dataset. (F) Cancer dataset. (G) CMC dataset. (H) Seeds dataset. (I) Heart dataset. (J) Survival dataset.
The experimental results in Table 5 show that in terms of algorithm accuracy and stability, QMFO1 has a certain improvement over the original MFO algorithm on 10 datasets, and achieves the same accuracy as QLSMFO on Art II and survival datasets. After adding quantum initialization and QRG in the original MFO algorithm, due to the increase in the diversity of the moth population, the search range is expanded and the exploration ability of the algorithm is enhanced. The QMFO1 algorithm achieves a better average value than the original MFO on all ten datasets. Since QRG can adaptively guide the algorithm to search in a more desired search direction, the stability of the algorithm is improved. It can be seen from Table 5 that the accuracy and stability of QMFO2 have been further improved on the basis of QMFO1. When implementing the Levy flight strategy, the moth population needs to be assessed to identify the poor moths and update their positions. Levy flight improves the searchability of the moth. From the convergence curves in Figures 10A–J, it can be seen that the QMFO2 algorithm has significantly improved the convergence speed. Both Table 5 and Figure 10 show that the local search strategy has the greatest contribution to improving the accuracy, stability, and convergence speed of QLSMFO, the average value, and standard deviation are both optimal, and the convergence speed is also the fastest. This is due to the superior exploitation capability of the local search strategy based on SFLA. By observing the experimental results of the four algorithms, the multi-strategy effectively improves the performance of the algorithm due to a single strategy. The quantum initialization and Levy flight strategy, both improved the performance of the original algorithm to a certain extent, and the local search strategy has greatly contributed to the accuracy, stability, and convergence speed of the algorithm.
6 CONCLUSION AND FUTURE WORKS
A quantum-inspired moth-flame optimizer with an enhanced local search strategy (QLSMFO) is introduced to address clustering analysis in this research. Quantum coding is used for the coding of individuals in the moth population to enrich the population diversity and thus boost the exploration capacity of the algorithm. The addition of the quantum revolving gate guides the population to evolve towards a better solution, bringing the two phases of exploration and exploitation into a state of balance. The local search strategy based on SFLA enhances the mining capability of standard MFO. Finally, the Levy flight is used to update the poor solutions in the population. This mechanism improves the population quality and accelerates the rate of convergence. To confirm the effectiveness and practical performance of QLSMFO in clustering analysis, we compared it with eleven algorithms including ABC, ALO, CS, DE, FPA, GWO, MFO, MVO, PSO, WOA, SFLA, QBA, GQPSO, and K-means on two artificial datasets and eight famous UCI datasets. Experimental results show that QLSMFO significantly outperforms comparison algorithms with regard to the accuracy, convergence speed, and robustness. Future research will try to use QLSMFO to solve higher latitude cluster analysis problems. Try to expand the application scope of QLSMFO.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article, further inquiries can be directed to the corresponding authors.
AUTHOR CONTRIBUTIONS
XC: methodology, writing–original draft. QL: writing–review and editing. YZ: experimental results analysis, software. WD: review and editing. SY: experimental results testing.
FUNDING
This work was supported by the National Natural Science Foundation of China under Grant No. U21A20464, 62066005, and Project of the Guangxi Science and Technology under Grant No. AD21196006, and Innovation Project of Guangxi Minzu University Graduate Education under Grant gxun-chxs2021065.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Ahmed, O. H., Lu, J., Xu, Q., Ahmed, A. M., Rahmani, A. M., and Hosseinzadeh, M. (2021). Using Differential Evolution and Moth-Flame Optimization for Scientific Workflow Scheduling in Fog Computing. Appl. Soft Comput. 112, 107744. doi:10.1016/j.asoc.2021.107744
 Anju, J., and Shreelekshmi, R. (2022). A Faster Secure Content-Based Image Retrieval Using Clustering for Cloud. Expert Syst. Appl. 189, 116070. doi:10.1016/j.eswa.2021.116070
 Chen, J., Qi, X., Chen, L., Chen, F., and Cheng, G. (2020). Quantum-inspired Ant Lion Optimized Hybrid K-Means for Cluster Analysis and Intrusion Detection. Knowledge-Based Syst. 203, 106167. doi:10.1016/j.knosys.2020.106167
 Coelho, L. d. S. (2010). Gaussian Quantum-Behaved Particle Swarm Optimization Approaches for Constrained Engineering Design Problems. Expert Syst. Appl. 37 (2), 1676–1683. doi:10.1016/j.eswa.2009.06.044
 Dahi, Z. A., and Alba, E. (2022). Metaheuristics on Quantum Computers: Inspiration, Simulation and Real Execution. Future Gener. Comput. Syst. 130, 164–180. doi:10.1016/j.future.2021.12.015
 Deng, W., Shang, S., Cai, X., Zhao, H., Zhou, Y., Chen, H., et al. (2021). Quantum Differential Evolution with Cooperative Coevolution Framework and Hybrid Mutation Strategy for Large Scale Optimization. Knowledge-Based Syst. 224, 107080. doi:10.1016/j.knosys.2021.107080
 Deng, Y., and Gao, Q. (2020). A Study on E-Commerce Customer Segmentation Management Based on Improved K-Means Algorithm. Inf. Syst. E-Bus Manage 18 (4), 497–510. doi:10.1007/s10257-018-0381-3
 Elaziz, M. A., Ewees, A. A., Ibrahim, R. A., and Lu, S. (2020). Opposition-based Moth-Flame Optimization Improved by Differential Evolution for Feature Selection. Math. Comput. Simul. 168, 48–75. doi:10.1016/j.matcom.2019.06.017
 Elsakaan, A. A., El-Sehiemy, R. A., Kaddah, S. S., and Elsaid, M. I. (2018). An Enhanced Moth-Flame Optimizer for Solving Non-smooth Economic Dispatch Problems with Emissions. Energy 157, 1063–1078. doi:10.1016/j.energy.2018.06.088
 Eusuff, M., Lansey, K., and Pasha, F. (2006). Shuffled Frog-Leaping Algorithm: a Memetic Meta-Heuristic for Discrete Optimization. Eng. Optim. 38 (2), 129–154. doi:10.1080/03052150500384759
 Frank, A., and Asuncion, A. (2010). UCI Machine Learning Repository. Univ. Calif. Sch. Inf. Comput. Sci. 2132. 
 Gan, G., Ma, C., and Wu, J. (2020). Data Clustering: Theory, Algorithms, and Applications. Philadelphia, Pennsylvania, United States: Society for Industrial and Applied Mathematics. 
 Gao, D., Wang, G.-G., and Pedrycz, W. (2020). Solving Fuzzy Job-Shop Scheduling Problem Using DE Algorithm Improved by a Selection Mechanism. IEEE Trans. Fuzzy Syst. 28 (12), 3265–3275. doi:10.1109/tfuzz.2020.3003506
 Gonzalez, T. F. (1985). Clustering to Minimize the Maximum Intercluster Distance. Theor. Comput. Sci. 38, 293–306. doi:10.1016/0304-3975(85)90224-5
 Gu, Y., Wang, S., Zhang, H., Yao, Y., Yang, W., and Liu, L. (2019). Clustering-driven Unsupervised Deep Hashing for Image Retrieval. Neurocomputing 368, 114–123. doi:10.1016/j.neucom.2019.08.050
 Hassan, B. A., Rashid, T. A., and Hamarashid, H. K. (2021). A Novel Cluster Detection of COVID-19 Patients and Medical Disease Conditions Using Improved Evolutionary Clustering Algorithm Star. Comput. Biol. Med. 138, 104866. doi:10.1016/j.compbiomed.2021.104866
 Hosseini, S. M. S., Maleki, A., and Gholamian, M. R. (2010). Cluster Analysis Using Data Mining Approach to Develop CRM Methodology to Assess the Customer Loyalty. Expert Syst. Appl. 37 (7), 5259–5264. doi:10.1016/j.eswa.2009.12.070
 Jain, A. K. (2010). Data Clustering: 50 Years beyond K-Means. Pattern Recognit. Lett. 31 (8), 651–666. doi:10.1016/j.patrec.2009.09.011
 Jain, A. K., Murty, M. N., and Flynn, P. J. (1999). Data Clustering. ACM Comput. Surv. 31 (3), 264–323. doi:10.1145/331499.331504
 Jianchang Mao, J., and Jain, A. K. (1996). A Self-Organizing Network for Hyperellipsoidal Clustering (HEC). IEEE Trans. Neural Netw. 7 (1), 16–29. doi:10.1109/72.478389
 Karaboga, D., and Basturk, B. (2007). A Powerful and Efficient Algorithm for Numerical Function Optimization: Artificial Bee Colony (ABC) Algorithm. J. Glob. Optim. 39 (3), 459–471. doi:10.1007/s10898-007-9149-x
 Karthikeyan, M., and Aruna, P. (2013). Probability Based Document Clustering and Image Clustering Using Content-Based Image Retrieval. Appl. Soft Comput. 13 (2), 959–966. doi:10.1016/j.asoc.2012.09.013
 Kennedy, J., and Eberhart, R. (1995). Particle Swarm Optimization. Proc. ICNN'95-international Conf. neural Netw. 4, 1942–1948. 
 Khan, B. S., Raja, M. A. Z., Qamar, A., and Chaudhary, N. I. (2021). Design of Moth Flame Optimization Heuristics for Integrated Power Plant System Containing Stochastic Wind. Appl. Soft Comput. 104, 107193. doi:10.1016/j.asoc.2021.107193
 Han, K. H., and Kim, J. H. (2002). Quantum-inspired Evolutionary Algorithm for a Class of Combinatorial Optimization. IEEE Trans. Evol. Comput. 6 (6), 580–593. doi:10.1109/tevc.2002.804320
 Layeb, A. (2011). A Novel Quantum Inspired Cuckoo Search for Knapsack Problems. Ijbic 3 (5), 297–305. doi:10.1504/ijbic.2011.042260
 Li, Y., Chu, X., Tian, D., Feng, J., and Mu, W. (2021). Customer Segmentation Using K-Means Clustering and the Adaptive Particle Swarm Optimization Algorithm. Appl. Soft Comput. 113, 107924. doi:10.1016/j.asoc.2021.107924
 Li, Z., Zeng, J., Chen, Y., Ma, G., and Liu, G. (2021). Death Mechanism-Based Moth-Flame Optimization with Improved Flame Generation Mechanism for Global Optimization Tasks. Expert Syst. Appl. 183, 115436. doi:10.1016/j.eswa.2021.115436
 Luo, Q., Li, a., and Zhou, Y. (2017). A Quantum Encoding Bat Algorithm for Uninhabited Combat Aerial Vehicle Path Planning. Ijica 8 (3), 182–193. doi:10.1504/ijica.2017.086642
 MacQueen, J. (1967). “Some Methods for Classification and Analysis of Multivariate Observations,” in Proceedings of the fifth Berkeley symposium on mathematical statistics and probability,  (California, Berkeley, January 7, 1966), 281–297. 
 Mirjalili, S., and Lewis, A. (2016). The Whale Optimization Algorithm. Adv. Eng. Softw. 95, 51–67. doi:10.1016/j.advengsoft.2016.01.008
 Mirjalili, S., Mirjalili, S. M., and Hatamlou, A. (2016). Multi-verse Optimizer: a Nature-Inspired Algorithm for Global Optimization. Neural Comput. Applic 27 (2), 495–513. doi:10.1007/s00521-015-1870-7
 Mirjalili, S., Mirjalili, S. M., and Lewis, A. (2014). Grey Wolf Optimizer. Adv. Eng. Softw. 69, 46–61. doi:10.1016/j.advengsoft.2013.12.007
 Mirjalili, S. (2015). Moth-flame Optimization Algorithm: A Novel Nature-Inspired Heuristic Paradigm. Knowledge-based Syst. 89, 228–249. doi:10.1016/j.knosys.2015.07.006
 Mirjalili, S. (2015). The Ant Lion Optimizer. Adv. Eng. Softw. 83, 80–98. doi:10.1016/j.advengsoft.2015.01.010
 Niknam, T., and Amiri, B. (2010). An Efficient Hybrid Approach Based on PSO, ACO and K-Means for Cluster Analysis. Appl. soft Comput. 10 (1), 183–197. doi:10.1016/j.asoc.2009.07.001
 Ouadfel, S., and Abd Elaziz, M. (2021). A Multi-Objective Gradient Optimizer Approach-Based Weighted Multi-View Clustering. Eng. Appl. Artif. Intell. 106, 104480. doi:10.1016/j.engappai.2021.104480
 Sato, Y., Izui, K., Yamada, T., and Nishiwaki, S. (2019). Data Mining Based on Clustering and Association Rule Analysis for Knowledge Discovery in Multiobjective Topology Optimization. Expert Syst. Appl. 119, 247–261. doi:10.1016/j.eswa.2018.10.047
 Sinaga, K. P., and Yang, M.-S. (2020). Unsupervised K-Means Clustering Algorithm. IEEE access 8, 80716–80727. doi:10.1109/access.2020.2988796
 Singh, S., and Ganie, A. H. (2021). Applications of Picture Fuzzy Similarity Measures in Pattern Recognition, Clustering, and MADM. Expert Syst. Appl. 168, 114264. doi:10.1016/j.eswa.2020.114264
 Steane, A. (1998). Quantum Computing. Rep. Prog. Phys. 61 (2), 117–173. doi:10.1088/0034-4885/61/2/002
 Storn, R., and Price, K. (1997). Differential Evolution–A Simple and Efficient Heuristic for Global Optimization over Continuous Spaces. J. Glob. Optim. 11 (4), 341–359. doi:10.1023/a:1008202821328
 Sun, Z.-H., Zuo, T.-Y., Liang, D., Ming, X., Chen, Z., and Qiu, S. (2021). GPHC: A Heuristic Clustering Method to Customer Segmentation. Appl. Soft Comput. 111, 107677. doi:10.1016/j.asoc.2021.107677
 Taib, H., and Bahreininejad, A. (2021). Data Clustering Using Hybrid Water Cycle Algorithm and a Local Pattern Search Method. Adv. Eng. Softw. 153, 102961. doi:10.1016/j.advengsoft.2020.102961
 Van der Merwe, D. W., and Engelbrecht, A. P. (2003). “Data Clustering Using Particle Swarm Optimization,” in The 2003 Congress on Evolutionary Computation,  (Canberra, ACT, Australia, 08-12 December 2003) ( IEEE), 215–220. 
 Wang, G.-G., Deb, S., and Cui, Z. (2019). Monarch Butterfly Optimization. Neural Comput. Applic 31 (7), 1995–2014. doi:10.1007/s00521-015-1923-y
 Wang, G.-G., Guo, L., Gandomi, A. H., Hao, G.-S., and Wang, H. (2014). Chaotic Krill Herd Algorithm. Inf. Sci. 274, 17–34. doi:10.1016/j.ins.2014.02.123
 Wang, G. G., and Tan, Y. (2017). Improving Metaheuristic Algorithms with Information Feedback Models. IEEE Trans. Cybern. 49 (2), 542–555. doi:10.1109/TCYB.2017.2780274
 Wang, R., Zhou, Y., Qiao, S., and Huang, K. (2016). Flower Pollination Algorithm with Bee Pollinator for Cluster Analysis. Inf. Process. Lett. 116, 1–14. doi:10.1016/j.ipl.2015.08.007
 Wang, X., Wang, Z., Sheng, M., Li, Q., and Sheng, W. (2021). An Adaptive and Opposite K-Means Operation Based Memetic Algorithm for Data Clustering. Neurocomputing 437, 131–142. doi:10.1016/j.neucom.2021.01.056
 Wei, Y., Zhou, Y., Luo, Q., and Deng, W. (2021). Optimal Reactive Power Dispatch Using an Improved Slime Mould Algorithm. Energy Rep. 7, 8742–8759. doi:10.1016/j.egyr.2021.11.138
 Woźniak, M., and Połap, D. (2018). Object Detection and Recognition via Clustered Features. Neurocomputing 320, 76–84. 
 Wu, H. H., Ke, G., Wang, Y., and Chang, Y. T. (2022). Prediction on Recommender System Based on Bi-clustering and Moth Flame Optimization. Appl. Soft Comput. 120, 108626. doi:10.1016/j.asoc.2022.108626
 Xu, R., and WunschII, D. (2005). Survey of Clustering Algorithms. IEEE Trans. Neural Netw. 16 (3), 645–678. doi:10.1109/tnn.2005.845141
 Xu, X., Zhu, Z., Wang, Y., Wang, R., Kong, W., and Zhang, J. (2022). Odor Pattern Recognition of a Novel Bio-Inspired Olfactory Neural Network Based on Kernel Clustering. Commun. Nonlinear Sci. Numer. Simul. 109, 106274. doi:10.1016/j.cnsns.2022.106274
 Yang, X.-S. (2012). “Flower Pollination Algorithm for Global Optimization,” in International Conference on Unconventional Computing and Natural Computation (Berlin, Heidelberg: Springer), 240–249. doi:10.1007/978-3-642-32894-7_27
 Yang, X. S., and Deb, S. (2009). “Cuckoo Search via Lévy Flights,” in 2009 World congress on nature & biologically inspired computing (NaBIC),  (Coimbatore, India, 09-11 December 2009) ( IEEE), 210–214. 
 Yu, C., Heidari, A. A., and Chen, H. (2020). A Quantum-Behaved Simulated Annealing Algorithm-Based Moth-Flame Optimization Method. Appl. Math. Model. 87, 1–19. doi:10.1016/j.apm.2020.04.019
 Yu, C., Heidari, A. A., Xue, X., Zhang, L., Chen, H., and Chen, W. (2021). Boosting Quantum Rotation Gate Embedded Slime Mould Algorithm. Expert Syst. Appl. 181, 115082. doi:10.1016/j.eswa.2021.115082
 Zhou, Y., Wu, H., Luo, Q., and Abdel-Baset, M. (2019). Automatic Data Clustering Using Nature-Inspired Symbiotic Organism Search Algorithm. Knowledge-Based Syst. 163, 546–557. doi:10.1016/j.knosys.2018.09.013
 Zhou, Y., Zhou, Y., Luo, Q., and Abdel-Basset, M. (2017). A Simplex Method-Based Social Spider Optimization Algorithm for Clustering Analysis. Eng. Appl. Artif. Intell. 64, 67–82. doi:10.1016/j.engappai.2017.06.004
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Cui, Luo, Zhou, Deng and Yin. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 16 August 2022
doi: 10.3389/fbioe.2022.909548


[image: image2]
Research of Flexible Assembly Job-Shop Batch–Scheduling Problem Based on Improved Artificial Bee Colony
Xiulin Li1*, Jiansha Lu2, Chenxi Yang1 and Jiale Wang1
1Department of Logistics Management and Engineering, Zhejiang Gongshang University, Hangzhou, China
2Institute of Industrial Engineering, Zhejiang University of Technology, Hangzhou, China
Edited by:
Zhihua Cui, Taiyuan University of Science and Technology, China
Reviewed by:
Robert Ojstersek, University of Maribor, Slovenia
Surekha Paneerselvam, Amrita Vishwa Vidyapeetham University, India
* Correspondence: Xiulin Li, lxl@zjgsu.edu.cn
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology.
Received: 31 March 2022
Accepted: 23 June 2022
Published: 16 August 2022
Citation: Li X, Lu J, Yang C and Wang J (2022) Research of Flexible Assembly Job-Shop Batch–Scheduling Problem Based on Improved Artificial Bee Colony. Front. Bioeng. Biotechnol. 10:909548. doi: 10.3389/fbioe.2022.909548

This study examined the flexible assembly job-shop scheduling problem with lot streaming (FAJSP-LS), common in multivariety and small-batch production, such as household electrical appliances. In FAJSP-LS, an assembly stage is appended to the flexible job shop, and jobs in the first stage are processed in a large batch to reduce switching costs, while leading to more waiting time, especially during the assembly stage. This article considered splitting the batch into a few sub-batches of unequal and consistent sizes to allow jobs to efficiently pass the two-stage system. With this objective, the problem was modeled as a mixed-integer linear program comprising the following two subproblems: batch splitting and batch scheduling. As the integrated problem is NP-hard, the improved bioinspired algorithm based on an artificial bee colony was proposed, including a four-layer chromosome–encoding structure to describe the solution, as well as an optimization strategy utilizing different bee colonies to synchronously solve this two-stage problem. To examine the algorithm’s efficiency, a benchmark case was used to show that better solutions can be acquired with the improved algorithm regardless of whether the batch was split into equal or unequal sizes. To promote practical implementation, the algorithm was applied to a real case refrigerator workshop and showed better performance on time efficiency when jobs were split into unequal sizes compared to jobs without splitting or splitting into equal sizes.
Keywords: flexible assembly job shop, batch splitting, batch scheduling, lot streaming, consistent size, unequal size, artificial bee colony
1 INTRODUCTION
An assembly job shop is a two-stage production structure in that an assembly stage is appended to a job shop. Once the assembly stage is appended, the job-shop scheduling problem becomes the assembly job-shop problem (AJSP) (Wong and Ngan, 2013). In AJSP, some jobs are dependent so that they can be completed directly after the machining stage. In contrast, some jobs are independent and need to enter the assembly buffer waiting for specific jobs with assembly relationships according to the bill of material. A flexible job shop is a generalized version of the job shop and is more common. The AJSP will expand to a flexible assembly jobs-hop scheduling problem (FAJSP) when the assembly stage is appended to a flexible job shop.
This study was inspired by a real-world case in a refrigerator factory, which has the flexible assembly job-shop structure shown in Figure 1. This structure usually exists in the processing and preassembly stage before multivariety and small-batch mixed-model assembly line, such as the household electrical appliance production. As the TAKT time upstream is significantly shorter than the downstream mixed-model line, the job is usually processed in a batch to reduce the total setup time. Large batches are accessible to the backlog of work in process (WIP) among machines if the batch is wholly moved, especially for the independent jobs when waiting for assembly parts. Lot streaming (LS) is a technique that allows splitting a large batch into a few smaller sub-batches and produce on parallel machines to smooth the following demand of multivariety jobs from the assembly line and shorten the flow time of each job to reduce WIP. When LS is applied, the FAJSP expands to FAJSP with LS (FAJSP-LS), which includes the following four decisions: 1) the quantity of sub-batch to each job, 2) the size of each sub-batch, 3) the machine selection for each operation of sub-batch, and 4) sequencing of operations on each machine. Combining with assembly and lot-splitting, the FAJSP-LS is more complicated than FJSP, which was proved to be NP-hard.
[image: Figure 1]FIGURE 1 | Structure of flexible assembly job-shop with following mixed-model assembly line.
As the fundamental problem of FAJSP-LS, AJSP was first studied in the 1960s to solve a multilevel assembly scheduling problem under a random environment (Pereira et al., 2011). Due to the complexity of kit constraints in assembly, heuristic rules of distribution and scheduling are primarily used to solve them in an early stage of research. For example, the production structure of an assembly workshop, including single-part and multipart products, was studied, and a hybrid rule based on the shortest processing time (SPT) and assembly jobs first with SPT as a tie-breaker (Asmf-spt) was proposed to optimize the objectives of tardiness and process time (Huang et al., 1984). Thiagarajan et al. (2005) proposed a series of heuristic rules for distribution scheduling to optimize the comprehensive objectives such as weighted tardiness and process time. Omkumar et al. (2009) proposed a heuristic method based on an ant colony algorithm to solve the multilevel assembly-job-scheduling problem and compared it with various rules to verify the performance advantages of the algorithm. Compared with the existing production system, the classical AJSP problem was simplified in two aspects. First, the flexibility of machine selection and process flow was not considered in the processing stage; second, the impact of a large batch on the operation time and inventory in actual production was not considered.
To solve the flexibility problem, the FAJSP is proposed as an AJSP extension. Benjaafar and Ramakrishnan. (1996) and Zhang et al. (2020) defined and summarized the flexibility in production as operation, process, and sequence flexibility. Among these, process flexibility is the most common; that is, the job process can be processed on multiple optional processing machines. However, before deciding the processing sequence of each process on the machine, it is necessary to allocate the process to a specific machine. Therefore, FAJSP is also regarded as an integration of AJSP and integrated planning and scheduling problem (Nourali et al., 2012; Zhang et al., 2020). Nourali et al. (2012) defined the FAJSP and established a mixed-integer programming model considering makespan, and designed a PSO to solve it. Zhang and Wang (2018) and Zhang et al. (2020) studied FAJSP with component sharing, established a constraint programming model and mixed-integer programming model, and designed scheduling rules and distributed an ant colony algorithm. Wu et al. (2019) considered the FAJSP based on the distributed workshop architecture and proposed a model considering tardiness, production, and transportation costs and designed a genetic algorithm to solve it. Lin et al. (2022) studied FAJSP with a tight job based on a genetic algorithm.
To solve the batch processing problem, LS was used to split the product batch into production/transfer sub-batches and smoothly transition to a multistage production process through sorting and coordination sub-batches to shorten the production cycle. In terms of sub-batch size, the batch-splitting strategy can be divided into that of equal and variable size (Trietsch and Baker, 1993) and into consistently sized (the sub-batch size of the different job is different but remains unchanged during processing) and variably sized (the sub-batch size of the different job is different but can be changed when moving to next machine) (Martin, 2009). Low et al. (2004) proved that the equal-sized division method performs better in optimizing the time-related target. Similar studies also show that batch splitting can effectively reduce the system makespan and reduce WIP (Kalir and Sarin, 2000). However, Low (2004) also pointed out that too many batches will lead to a decline in time performance. That means the connection between the batches’ quantity and completion time is U-shaped. Both too large and too small quantity will lead to the reduction in time performance. This phenomenon is more pronounced when there are assembly and flexible constraints in the production process. Chan et al. (2008) studied LS with AJSP (AJSP-LS) for the first time and solved equal and unequal problems using a genetic algorithm. Furthermore, Wong and Ngan (2013) continued this study and designed a hybrid genetic algorithm and hybrid particle swarm. Ba et al. (2015) considered taking the equal-size strategy to divide all jobs and use PSO to optimize the scheduling of divided sub-batches.
In summary, among the reviewed literature, most studies focus on the flexibility problem or batch processing separately. However, an integrated problem, flexible assembly job shop with LS (FAJSP-LS) that includes these two problems is closer to the reality in processing-assembly production. Thus, Zeng et al. (2019) studied the FAJSP-LS and designed a hierarchical iteration algorithm that first uses improved GA to solve the batch-splitting subproblem and then distribution rules such as first come first served (FCFS) and operation due date to solve the batch-scheduling subproblem. However, compared with the upper-layer batch–splitting problem, the lower layer batch-scheduling problem, which includes machine assignment and sub-batch sequencing, has a larger search space. Solutions can be acquired quickly with distribution rules, but at the expense of performance. Other hierarchical iteration or integrated algorithms in the reviewed literature had shown good performance on AJSP-LS and found that equal-size LS strategy is better than unequal one ([Chan et al., 2008; Wong and Ngan. (2013)]. However, the conclusion may change under the FAJSP environment, because flexible machine choices are allowed for each operation of the sub-batch. In addition, nearly all studies restricted the assembly to be processed only after all the sub-batches of assembly jobs are ready, which potentially increased the makespan, and WIP then affects the conclusion.
To the best of our knowledge, the FAJSP-LS has been rarely studied. Hence, in this article, the problem was described in detail, and a mathematical model was proposed based on unequal and consistent size that sub-batches of the same job may have unequal size and the size had to be maintained during the entire processing route (Novas, 2019). Considering unequal size, this study also relaxed the restriction that sub-batches can be assembled even if they are not the same size. For example, jobs A and B have assembly connections, and the size of sub-batch Ai of job A and Bj of job B are 100 and 200, respectively. One hundred pieces of both A and B can be assembled directly once these two sub-batches pass through the first stage, and the other 100 pieces of B will be left waiting for more A to assemble. Applying this rule can increase flexibility to batch splitting and significantly reduce flow time and WIP, but at the cost of more complexity to batch scheduling.
Hence, in this study, a global optimization algorithm was designed to solve the integrated problem directly based on the multipopulation collaboration mechanism of the artificial bee colony algorithm (ABC). ABC is a bioinspired algorithm that is easily tailored to a new problem and obtains near-optimal solutions (O Kheirandish et al., 2015; Xie et al., 2022). ABC was inspired by the foraging behavior of bee colony and had shown better performance than other bioinspired algorithms such as particle swarm optimization and genetic algorithm (Karaboga and Akay, 2009). Since it was proposed in 2005, ABC has been widely used to tackle combination optimization problems, such as flexible job-shop scheduling problems and flow shop optimization (Gong et al., 2020; Meng et al., 2018; Li et al., 2017). Most of the existing algorithms take distributed strategies for solving these two subproblems separately or iteratively (Chan et al., 2008), or take integration strategies but simplify one subproblem by using heuristic rules or batch division rules (Ba et al., 2015; Zeng et al., 2019). In study article, a four-layer chromosome–encoding method was designed for this algorithm to describe the two-stage problem, and an optimization strategy was designed to assign these two subproblems to different populations and then optimized as a whole to acquire ideal splitting and effective scheduling synchronously. Computational experiments were performed to examine the integrated optimization performance for this kind of two-stage problems and test the performance of splitting batches into equal and unequal sizes. Furthermore, a real refrigerator production case tests the effectiveness of unequal-size batch splitting with a minimum average flow time.
 | 
[image: ]2 PROBLEM DESCRIPTION AND FORMULATION
2.1 Problem Description
The FAJSP-LS can be described as follows. The job shop has m machines that can process n kinds of jobs. Each job contains ni processes that can be processed on at least one machine with different processing times. There is an assembling relation between at least two or more jobs. Each number of jobs can be split into multiple sub-batches with different sizes and keeping the size during processing and transport. In actual production, assembly jobs are generally transferred in one circulation box or according to the number of KanBan. Therefore, the minimum number of transport units is defined as Lp, and the size of the sub-batch is an integral multiple of Lp. The objective is to minimize each sub-batch’s average flow time, reflecting the sub-batch transfer efficiency and WIP level (Huang et al., 2010). The flow time of a job on a machine mainly includes the waiting, setup, and processing times, and the difference between the completion time and arrival time. When two sub-batches continuously processed on the same machine belong to the same job, the preparation time is not required. Other main assumptions are as follows:
1) The volume of jobs with assembling relation is equal.
2) All sub-batches can be processed at the moment zero.
3) Any machine can only process one sub-batch at a time, and processing cannot be interrupted.
4) There is no transferring time and cost between machines.
5) There is no assembly time during the assembly stage.
6) The buffer between machines or stages is infinite.
2.2 Problem Formulation
Notations:
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Eq. 1 is the objective of average flow time minimization. [image: image] is the total flow time of all sub-batches on the job-shop stage, and [image: image] the total flow time of all sub-batches during the assembly stage. Eq. 2 is the calculation of [image: image]; Eq. 3 is the calculation of [image: image]; Eq. 4 indicates that the flow time of sub-batch on machine is equal to the sum of the waiting, setup, and processing times; Eq. 5 indicates the calculation of completion time of sub-batch; Eq. 6 defines the waiting time of sub-batch; Eq. 7 defines the processing time of sub-batch; and Eq. 8 guarantee that the sum of all sub-batch is an integral multiple of the Lp.
3 PROPOSED IMPROVED ARTIFICIAL BEE COLONY ALGORITHM
3.1 Framework of the Algorithm
As a bioinspired algorithm, ABC has been studied and applied widely, and it shows a better performance in the combination optimization problem (Karaboga et al., 2014; Meng et al., 2018; Gong et al., 2020). Based on the multipopulation collaboration mechanism of the ABC algorithm, the batch-scheduling subproblem, which has a more extensive solution space, was assigned to employ bee and onlooker bee to optimize, while the batch-splitting subproblem was optimized by the scout bee. The critical control parameter limit was designed for employer bee and onlooker bee and storage in vector trail to enlarge the global optimization capability. A neighborhood search is designed for the employed bee to strengthen the local optimization of the employed bee. Moreover, a similar design is adopted by the onlooker bee to choose an employed bee from a random temp group S’ instead of an employed bee. Figure 2 shows the algorithm architecture.
[image: Figure 2]FIGURE 2 | Framework of improved algorithm based on an artificial bee colony.
3.2 Detailed Design of the Algorithm
This part includes a detailed encoding, initialization, and scout bee phase design. The employed bee and onlooker bee design can be found in former research (Li et al., 2017).
3.2.1 Chromosome Encoding
FAJSP-LS is typical discrete optimization problem, and it is necessary to put up an encoding method to structure its solution. It includes two subproblems with four decisions: quantity of sub-batches for each job and lot size for each sub-batch in the batch-splitting subproblem, machine arrangement and processing sequence on specific machine in sub-batch-scheduling subproblem. To encode the solution completely, a four-layer chromosome–encoding structure was proposed to describe the solution, and each segment was encoded using positive integers that record the real value of decision variable (xie, 2022). These segments are recorded as a one-dimensional array of a different size. The LA and LB segments in the first two layers are for the batch-splitting subproblem. LA is the sub-batch quantity segment with n elements, n is the number of jobs, and the ith element [image: image] brepresents the sub-batch quantity of job Ji. The LB segment represents the size of each sub-batch, which can be indexed according to the cumulative number of sub-batches. Assume SLq is the qth sub-batch in all sub-batches, [image: image]. The qth element Amip in LB represents the quantity of SLq, which is also the pth sub-batch of job Ji, The correlation of q and p is described as Eq. 9:
[image: image]
The JA and JB segments in the last two layers are for sub-batch scheduling. JA represents the operations’ sequence of each sub-batch, and JB represents the machine assignment for each operation. When each sub-batch is regarded as a job, then the regular encoding method for FJSP (Li et al., 2011) could be adopted in these two segments. Assume the size of JA is LJA as shown in Eq. 10:
[image: image]
Figure 3 shows an example of problem coding. The number of machines m = 4, the type of jobs n = 5, and each job has four ni operations. The LA segment represents the number of sub-batches of each job. The LB segment represents the size of each sub-batch, which can be indexed according to the job number. For example, job J1 has 40 pieces to be processed, the number of sub-batches is three, and the sizes are 10, 10, and 20 pieces, respectively. The encoding of job sequencing JA shows the operations sequence of each sub-batch. In this segment, the first element seven is the first operation of the 1st sub-batch of J4, and the second element one is the first operation of the 1st sub-batch of J1. They are all assigned to machine four according to the machine assignment segment JB, and the operation of J4 is processed ahead of the operation of J1. The second seven in JA is the second operation of the 1st sub-batch of J4.
[image: Figure 3]FIGURE 3 | Encoding example.
The advantages of the proposed four-layer chromosome encoding are as follows: 1) high flexibility to meet the uncertain size of LB, JA, and JB segments. The size of LA is known as the number of jobs, once the LA segment is determined, the size of the other three segments can be acquired. 2) The structure can ensure the whole search space, and any solution can be encoded into only one chromosome; correspondingly, any one chromosome can also be decoded into only one legal solution. 3) The four-segment structure shows the relevance between segments in a more intuitive way.
3.2.2 Population Initialization of Algorithm
The initialization phase includes batch segment and scheduling segment initialization as follows:
1) Generate the batch segment code; the size of every sub-batch is the integral multiple times of Lp. Then the maximum number of sub-batches is [image: image] for the job i. Then, a random Li is generated with the constraint,[image: image] and it generates the coding segment LA.
2) In random split the job batch into Li sub-batches, make sure the size of each sub-batch is an integral multiple of Lp, and generate the coding segment LB.
3) Regard the sub-batch as a new job and randomly generate the scheduling sequence of operations of these new jobs and encoding segment JA.
4) In random assign operations to available machines and generate encoding segment JB.
5) Repeat the above steps [image: image] times to finish the initialization of the employed and onlooker bees.
3.2.3 Scout Bee Algorithm
The scout bee algorithm undertakes the optimization for batch splitting. The employed and onlooker bees whose trail fit the control parameter limit will trigger the scout bee algorithm and generate a new batch-splitting solution. The steps, which are similar to initialization, are as follows:
1) Follow the first two steps of population initialization that randomly generate the number of sub-batches of each job.
2) Follow the third step of population initialization to structure the job sequencing segment, assign a machine with minimum processing time with probability p, and randomly assign an available machine with probability 1-p to the corresponding operation per batch.
4 EXPERIMENTS AND RESULTS
In this section, the performance of the proposed algorithm is separately tested on FJSP, FAJSP, and FAJSP-LS cases. Furthermore, a design of the experimental method is used to optimize the parameters.
4.1 Parameter Setting
The proposed ABC algorithm has the following three main parameters: population size (Ps), the maximum number of trials limit, and probability p that assigns the machine with minimum processing time to an operation in scout bee stage. Among them, Ps and limit are intrinsic parameters of ABC, and limit is the key parameter that decides the global performance of the algorithm and impacts the optimization capability of the batch-splitting subproblem. P is a secondary parameter adopted to improve local optimization capability on batch-scheduling subproblem.
Population size Ps is usually set as a specific number (Gong et al., 2020; Li et al., 2020). However, it should be associated with the scale of problem to be solved. The maximum number of sub-batches TL can be described as TL =[image: image] and the Ps is designed to four levels; limit is set as (4, 6, 8, 10) according to the existing research (Li et al., 2011; Xie et al., 2020). The parameters are shown in Table 1.
TABLE 1 | Parameters table.
[image: Table 1]The middle scale 10 × 10 case from Kacem benchmark (Kacem et al., 2002) is used to test the parameters. The max iteration times are 500. First, the Ps and limit are tested. For each possible configuration, the proposed algorithm is run 10 times independently. The best and average solutions’ trends are show in Figures 4 and 5. Avg is the average value of different limit for a specific Ps.
[image: Figure 4]FIGURE 4 | Trend of best solution with Ps and limit.
[image: Figure 5]FIGURE 5 | Trend of average solution with Ps and limit.
According to the results, the population size has an important impact on performance. Better solutions could be acquired with the increase in population size, however, more computation time is needed. The similar result can be acquired when Ps is 1.5 × TL, and it is also the most stable choice for the solution. Moreover, a trend can be observed that the lower limit shows better performance when Ps is larger, and vice versa. That means it needs more chances to avoid falling into local optimal when it has a larger population. For limit, eight is the most appropriate value. The algorithm is run 10 times for each value of P with Ps = 1.5 × TL and limit = 8. Furthermore, P is set as 0.8 according to the result in Figure 6.
[image: Figure 6]FIGURE 6 | Trend of P.
4.2 Algorithm Performance Test
FAJSP-LS with the unequal and consistent batch size is a new problem, and there is no benchmark for testifying available. As the fundamental problem of FAJSP-LS, the FJSP benchmark can be used to verify the integrated performance for splitting and scheduling of the proposed algorithm. The 8 × 8 case from Kacem benchmark (Kacem et al., 2002) was used. Without batch splitting, the near-optimal result obtained by the proposed algorithm in this article is 560, the same as the best results obtained in former research (Yazdani et al., 2010; Lu et al., 2012). Figure 7 shows the scheduling Gantt Chart.
[image: Figure 7]FIGURE 7 | Kacem 8 × 8 Gantt chart without batch splitting.
Besides, 4 × 6 FJSP from Kacem is used to verify the algorithm’s equal and unequal splitting performance, respectively. The results are shown in Table 2.
TABLE 2 | 4 × 6 Comparison of batch splitting and scheduling results.
[image: Table 2]The proposed algorithm performs well in both equal and unequal-size splitting compared with the above studies. Better performance can be obtained with a smaller number of sub-batches. Figures 8 and 9 are Gantt charts of equal size and unequal-size scenarios, respectively.
[image: Figure 8]FIGURE 8 | 4 × 6 Gantt chart of equal-size batch splitting and scheduling.
[image: Figure 9]FIGURE 9 | 4 × 6 Gantt chart of unequal-size batch splitting and scheduling.
4.3 Case Analysis
The proposed algorithm is applied to a confirmed case of a refrigerator shell parts production workshop, a typical flexible job-shop combined with an assembly stage. The flexible job-shop produced the upper bar A and B, the lower bar A and B, the U-shell A and B, the backplate A and B, the front shell A, the left plate A, and the right plate A. The job set is denoted as [image: image]. Machine set is denoted as [image: image]. The jobs with assembly constraints are [image: image], [image: image], and [image: image]. The minimum size of the sub-batch is [image: image], and the preparation time is 100. Table 3 shows the production plan. Table 4 is the processing time matrix of operations on each machine.
TABLE 3 | Production plan.
[image: Table 3]TABLE 4 | Processing time matrix.
[image: Table 4]The proposed algorithm was applied to solve the problem in four scenarios classified by whether to split the job and append the assembly stage. The results are shown in Table 5. It can be found that the average flow time and makespan increase significantly when the assembly is appended. However, compared with the full batch production, batch splitting can effectively reduce the makespan and average flow time, and average efficiency can be improved by 12.14%. At the same time, the optimal makespan can be acquired even considering the assembly constraints. The Gantt chart of the optimal solution is shown in Figure 10. A comparison of experimental results is shown in Figure 11. Ft indicates that the optimization objective is an average flow time. MS indicates that the optimization objective is makespan. A stands for the assembly constraint. W and S represent scheduling with whole or splitting batches, respectively. At last, the Ft-S-A is the problem with the assembly stage and batch splitting.
TABLE 5 | 4 × 6 lot-splitting scheduling results comparison.
[image: Table 5][image: Figure 10]FIGURE 10 | Gantt chart of lot-splitting scheduling with assembly constraints.
[image: Figure 11]FIGURE 11 | Comparison of different scenarios.
4.4 Discussion
In our study, an improved algorithm based on an ABC was proposed to solve the FAJSP-LS. To the best of our knowledge, it is the first time to use the multipopulation collaboration mechanism of ABC to solve this two-stage integrated optimization problem. In examining the performance, first, the benchmark case with the minimization of makespan as the objective is used to show the optimization power on classic FJSP. Second, another modified benchmark case is used to show the algorithm’s equal and unequal splitting performance respectively. It shows unequal-size batch splitting works better than equal-size batch splitting under the flexibility situation. In addition, the proposed algorithm shows better performance on makespan compared with algorithms mentioned in the literature, because the design of a multipopulation collaboration mechanism that scouts the bee colony is in charge of batch splitting that has lower search space, and employed bee colony is in charge of batch scheduling that has a greater search space, and onlooker bee is in charge of maintaining the better solutions combined with these two subproblems. Third, the algorithm is applied to the real case in a refrigerator shell parts production workshop that produces jobs in a full batch. The experiment shows a positive impact on average flowtime and makespan by adopting LS. Compared with the original strategy, makespan can be improved by 12.03%, and average flowtime can be improved by 16.82%, significantly reducing WIP in the production and increasing the production efficiency. For this real case, unequal-size splitting also shows better performance than equal-size splitting when considering flexibility and the assembly stage.
5 CONCLUSION
This study examined an extension problem of FJSP and presented a flexible assembly job-shop scheduling problem with unequal and consistent size batch splitting, in brief, FAJSP-LS. This model comprises two subproblems: batch splitting and batch scheduling. An improved algorithm considering the multipopulation collaboration mechanism of an ABC was proposed to solve it, and it shows good performance on the problems mentioned above. Overall, it is recommended to adopt unequal-size splitting in FAJSP to optimize time-correlated objectives such as average flowtime and makespan. Furthermore, the inherent properties of multipopulation in ABC allow algorithm to solve two-stage problem without adopting distributions rules or other algorithms. A limitation of the research is that it focuses on the upper stage of the whole structure in Figure 1, and only considers the time-correlated objectives. Once the downstream assembly line stage is considered, more factors such as level scheduling that consider average demand for each component, due date on the specific workstation, transfer cost, and energy-consuming cost should be studied in the subsequent research. Furthermore, more bioinspired algorithms will be studied to optimize these kinds of multistage problems, and more neighborhood searching methods will be adopted to further the current algorithm.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material. Further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
XL structured the research plan and proposed the model of FAJSP-LS and the improved algorithm, JL supported the case of the refrigerator factory and provided help with data analysis, CY drafted part of the manuscript, and JW provided simulation experiments.
FUNDING
The Humanity and Social Science Foundation of Ministry of Education of China (19YJC630086), Zhejiang Provincial Natural Science Foundation (No. LQ14E050001).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Ba, L., Li, Y., Cao, Y., Yang, M. S., and Liu, Y. (2015). Research on Flexible Job Shop Scheduling Problem Considering Batch Assembly. China Mech. Eng. 26 (23), 3200–3207. doi:10.3969/j.issn.1004-132X.2015.23.014
 Bai, J. J., Gong, Y. J., Wang, N. S., and Tang, D. B. (2010). Batch Scheduling Optimization of Multi-Objective Flexible Job Shop. Computer-integrated Manuf. Syst. 16 (02), 396–403. doi:10.1063/1.3442632
 Benjaafar, S., and Ramakrishnan, R. (1996). Modelling, Measurement and Evaluation of Sequencing Flexibility in Manufacturing Systems. Int. J. Prod. Res. 34 (5), 1195–1220. doi:10.1080/00207549608904961
 Chan, F. T. S., Wong, T. C., and Chan, L. Y. (2008). Lot Streaming for Product Assembly in Job Shop Environment. Robotics Computer-Integrated Manuf. 24 (3), 321–331. doi:10.1016/j.rcim.2007.01.001
 Gong, G., Chiong, R., Deng, Q., and Gong, X. (2020). A Hybrid Artificial Bee Colony Algorithm for Flexible Job Shop Scheduling with Worker Flexibility. Int. J. Prod. Res. 58 (14), 4406–4420. doi:10.1080/00207543.2019.1653504
 Kacem, I., Hammadi, S., and Borne, P. (2002). Approach by Localization and Multiobjective Evolutionary Optimization for Flexible Job-Shop Scheduling Problems. IEEE Trans. Syst. Man. Cybern. C 32 (1), 1–13. doi:10.1109/TSMCC.2002.1009117
 Kalir, A. A., and Sarin, S. C. (2000). Evaluation of the Potential Benefits of Lot Streaming in Flow-Shop Systems. Int. J. Prod. Econ. 66 (2), 131–142. doi:10.1016/S0925-5273(99)00115-2
 Karaboga, D., and Akay, B. (2009). A Comparative Study of Artificial Bee Colony Algorithm. Appl. Math. Comput. 214 (1), 108–132. doi:10.1016/j.amc.2009.03.090
 Karaboga, D., Gorkemli, B., Ozturk, C., and Karaboga, N. (2014). A Comprehensive Survey: Artificial Bee Colony (ABC) Algorithm and Applications. Artif. Intell. Rev. 42 (1), 21–57. doi:10.1007/s10462-012-9328-0
 Kheirandish, O., Tavakkoli-Moghaddam, R., and Karimi-Nasab, M. (2015). An Artificial Bee Colony Algorithm for a Two-Stage Hybrid Flowshop Scheduling Problem with Multilevel Product Structures and Requirement Operations. Int. J. Comput. Integr. Manuf. 28 (5), 437–450. doi:10.1080/0951192X.2014.880805
 Li, X. L., Fu, P. H., Lu, J. S., and Li, J. (2017). Research on the Serial-Parallel Assembly Line Association Sequencing Problem Based on Artificial Bee Colony Optimization. Computer-integrated Manuf. Syst. 23 (3), 567–574. doi:10.13196/j.cims.2017.03.014
 Li, X. L., Lu, J. S., Chai, G. Z., and Tang, H. T. (2011). Hybrid Bee Colony Algorithm for Flexible Job Shop Scheduling Problem. Computer-integrated Manuf. Syst. 17 (07), 1495–1500. doi:10.13196/j.cims.2011.07.153.lixl.020
 Li, Y., Huang, W., Wu, R., and Guo, K. (2020). An Improved Artificial Bee Colony Algorithm for Solving Multi-Objective Low-Carbon Flexible Job Shop Scheduling Problem. Appl. Soft Comput. 95, 106544. doi:10.1016/j.asoc.2020.106544
 Lin, W., Deng, Q., Han, W., Gong, G., and Li, K. (2022). An Effective Algorithm for Flexible Assembly Job‐shop Scheduling with Tight Job Constraints. Intl. Trans. Op. Res. 29, 496–525. doi:10.1111/itor.12767
 Low, C., Hsu, C.-M., and Huang, K.-I. (2004). Benefits of Lot Splitting in Job-Shop Scheduling. Int. J. Adv. Manuf. Technol. 24 (9), 773–780. doi:10.1007/s00170-003-1785-9
 Lu, H. D., He, W. P., Zhou, X., and Li, Y. J. (2012). Flexible Job Shop Batch Scheduling Based on Tabu Search. J. Shanghai Jiaot. Univ. 46 (12), 2003–2008. doi:10.16183/j.cnki.jsjtu.2012.12.024
 Martin, C. (2009). A Hybrid Genetic Algorithm/mathematical Programming Approach to the Multi-Family Flowshop Scheduling Problem with Lot Streaming. Omega 37 (1), 126–137. doi:10.1016/j.omega.2006.11.002
 Meng, T., Pan, Q.-K., and Sang, H.-Y. (2018). A Hybrid Artificial Bee Colony Algorithm for a Flexible Job Shop Scheduling Problem with Overlapping in Operations. Int. J. Prod. Res. 56 (16), 5278–5292. doi:10.1080/00207543.2018.1467575
 Nourali, S., Imanipour, N., and Shahriari, M. R. (2012). A Mathematical Model for Integrated Process Planning and Scheduling in Flexible Assembly Job Shop Environment with Sequence Dependent Setup Times. Int. J. Math. Analysis 6 (41-44), 2117–2132. 
 Novas, J. M. (2019). Production Scheduling and Lot Streaming at Flexible Job-Shops Environments Using Constraint Programming. Comput. Industrial Eng. 136, 252–264. doi:10.1016/j.cie.2019.07.011
 Sun, Z. J., An, J., and Huang, W. Q. (2008). Batch Operation Plan Optimization of Multi-Process Routes in Workshop. China Mech. Eng. 19 (02), 183–187. doi:10.3321/j.issn:1004-132X.2008.02.014
 Trietsch, D., and Baker, K. R. (1993). Basic Techniques for Lot Streaming. Operations Res. 41 (6), 1065–1076. doi:10.1287/opre.41.6.1065
 Wong, T. C., and Ngan, S. C. (2013). A Comparison of Hybrid Genetic Algorithm and Hybrid Particle Swarm Optimization to Minimize Makespan for Assembly Job Shop. Appl. Soft Comput. 13 (3), 1391–1399. doi:10.1016/j.asoc.2012.04.007
 Wu, X., Liu, X., and Zhao, N. (2019). An Improved Differential Evolution Algorithm for Solving a Distributed Assembly Flexible Job Shop Scheduling Problem. Memetic Comp. 11 (4), 335–355. doi:10.1007/s12293-018-00278-7
 Xie, Y., Gui, F.-X., Wang, W.-J., and Chien, C.-F. (2022). A Two-Stage Multi-Population Genetic Algorithm with Heuristics for Workflow Scheduling in Heterogeneous Distributed Computing Environments. IEEE Trans. Cloud Comput. 2022, 1. doi:10.1109/TCC.2021.3137881
 Xie, Y., Sheng, Y., Qiu, M., and Gui, F. (2022). An Adaptive Decoding Biased Random Key Genetic Algorithm for Cloud Workflow Scheduling. Eng. Appl. Artif. Intell. 112, 104879. doi:10.1016/j.engappai.2022.104879
 Xu, B. Y., Fei, X. L., and Zhang, X. L. (2016). Batch Division and Parallel Scheduling Optimization of Flexible Job Shop. Computer-integrated Manuf. Syst. 22 (08), 1953–1964. doi:10.13196/j.cims.2016.08.014
 Yazdani, M., Amiri, M., and Zandieh, M. (2010). Flexible Job-Shop Scheduling with Parallel Variable Neighborhood Search Algorithm. Expert Syst. Appl. 37 (1), 678–687. doi:10.1016/j.eswa.2009.06.007
 Zeng, C. F., Liu, J. J., Chen, Q. X., and Mao, N. (2019). Batch Scheduling of Assembly Workshop for Optimizing Delivery Reliability. Ind. Eng. 22 (06), 45–56. doi:10.3969/j.issn.1007-7375.2019.06.007
 Zhang, S., Li, X., Zhang, B., and Wang, S. (2020). Multi-objective Optimisation in Flexible Assembly Job Shop Scheduling Using a Distributed Ant Colony System. Eur. J. Operational Res. 283 (2), 441–460. doi:10.1016/j.ejor.2019.11.016
 Zhang, S., and Wang, S. (2018). Flexible Assembly Job-Shop Scheduling with Sequence-dependent Setup Times and Part Sharing in a Dynamic Environment: Constraint Programming Model, Mixed-Integer Programming Model, and Dispatching Rules. IEEE Trans. Eng. Manage. 65 (3), 487–504. doi:10.1109/TEM.2017.2785774
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Li, Lu, Yang and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 16 August 2022
doi: 10.3389/fbioe.2022.861286


[image: image2]
Real-Time Target Detection Method Based on Lightweight Convolutional Neural Network
Juntong Yun1,2, Du Jiang1,3,4*, Ying Liu2,4*, Ying Sun1,3,4*, Bo Tao1,3,4, Jianyi Kong2,3,4, Jinrong Tian1,2, Xiliang Tong2,4, Manman Xu1,2,3 and Zifan Fang5*
1Key Laboratory of Metallurgical Equipment and Control Technology of Ministry of Education, Wuhan University of Science and Technology, Wuhan, China
2Research Center for Biomimetic Robot and Intelligent Measurement and Control, Wuhan University of Science and Technology, Wuhan, China
3Hubei Key Laboratory of Mechanical Transmission and Manufacturing Engineering, Wuhan University of Science and Technology, Wuhan, China
4Precision Manufacturing Research Institute, Wuhan University of Science and Technology, Wuhan, China
5Hubei Key Laboratory of Hydroelectric Machinery Design & Maintenance, China Three Gorges University, Yichang, China
Edited by:
Tinggui Chen, Zhejiang Gongshang University, China
Reviewed by:
Ashutosh Satapathy, Velagapudi Ramakrishna Siddhartha Engineering College, India
Maragatham G, SRM Institute of Science and Technology, India
Dongxu Gao, University of Portsmouth, United Kingdom
Teddy Surya Gunawan, International Islamic University Malaysia, Malaysia
Yinfeng Fang, Hangzhou Dianzi University, China
* Correspondence: Du Jiang, jiangdu@wust.edu.cn; Ying Liu, liuying3025@wust.edu.cn; Ying Sun, sunying65@wust.edu.cn; Zifan Fang, fzf@ctgu.edu.cn
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 24 January 2022
Accepted: 13 June 2022
Published: 16 August 2022
Citation: Yun J, Jiang D, Liu Y, Sun Y, Tao B, Kong J, Tian J, Tong X, Xu M and Fang Z (2022) Real-Time Target Detection Method Based on Lightweight Convolutional Neural Network. Front. Bioeng. Biotechnol. 10:861286. doi: 10.3389/fbioe.2022.861286

The continuous development of deep learning improves target detection technology day by day. The current research focuses on improving the accuracy of target detection technology, resulting in the target detection model being too large. The number of parameters and detection speed of the target detection model are very important for the practical application of target detection technology in embedded systems. This article proposed a real-time target detection method based on a lightweight convolutional neural network to reduce the number of model parameters and improve the detection speed. In this article, the depthwise separable residual module is constructed by combining depthwise separable convolution and non–bottleneck-free residual module, and the depthwise separable residual module and depthwise separable convolution structure are used to replace the VGG backbone network in the SSD network for feature extraction of the target detection model to reduce parameter quantity and improve detection speed. At the same time, the convolution kernels of 1 × 3 and 3 × 1 are used to replace the standard convolution of 3 × 3 by adding the convolution kernels of 1 × 3 and 3 × 1, respectively, to obtain multiple detection feature graphs corresponding to SSD, and the real-time target detection model based on a lightweight convolutional neural network is established by integrating the information of multiple detection feature graphs. This article used the self-built target detection dataset in complex scenes for comparative experiments; the experimental results verify the effectiveness and superiority of the proposed method. The model is tested on video to verify the real-time performance of the model, and the model is deployed on the Android platform to verify the scalability of the model.
Keywords: Deep learning, target detection, MobileNets-SSD, depthwise separable convolution, residual module
1 INTRODUCTION
With the appearance and progress of powerful hardware devices such as image processors, deep learning has achieved rapid development. In recent years, deep convolutional neural networks have been widely applied to solve various tasks of computer vision. Traditional visual tasks include image classification, location, detection, and segmentation (Evan, et al., 2017; Jiang et al., 2019a; He, et al., 2019). In traditional visual tasks, feature extraction, a complicated task, has been completely replaced by convolutional neural networks (Sun, et al., 2020; Tian, et al., 2020; Liu, et al., 2021a; Liao, et al., 2021). On this basis, deep learning technology can improve the visual tasks of most complex scenes (Li, et al., 2019a; Jiang, et al., 2019b; Huang, et al., 2022). For example, automatic driving, face monitoring, pedestrian tracking, and so on are all tasks in very complex scenes, but the current research mostly focuses on how to improve the accuracy of target detection technology, which leads to the excessively large target detection model to a certain extent (Chen, et al., 2021a; Bai, et al., 2021; Duan, et al., 2021).
Target detection methods based on deep learning developed rapidly after 2012, which can be roughly divided into two categories: one is a two-stage model, which divides target detection into two stages: candidate box selection and target classification; the other is a one-stage model, which treats classification and localization as regression tasks. The two-stage target detection model first determines whether the target exists in the candidate region, and then determines the category with the classifier. However, most of the current research focuses on how to improve the accuracy of target detection technology, which leads to the excessively large target detection model to a certain extent. It is still challenging to synchronously realize high detection accuracy and real-time performance of objects in complex scenes.
This article proposes a real-time target detection method based on a lightweight convolutional neural network to reduce the parameters of the target detection model and improve the detection speed. First, Kinect is used to establish the target detection dataset in complex scenes, and the existing lightweight network is comprehensively studied. Then, combined with the depthwise convolution and bottleneck-free residual module, the depthwise residual module is proposed, and the MobileNet-SSD network is further improved by using the deep separable residual module, deep separable convolution, and convolution substitution structure. A real-time target detection model based on a lightweight convolutional neural network is established. The effectiveness of the proposed method is verified by comparing the established dataset with the existing lightweight target detection algorithm. Finally, the real-time detection model is tested on video, and the model is deployed to the mobile terminal to verify the scalability of the model.
The key contributions of this work are:
1) Combining depth-separable convolution and bottle-free residual module, the depth-separable residual module is proposed.
2) The MobileNet-SSD network is further improved by using the depthwise separable residual module, depthwise separable convolution, and convolutional substitution structure, and a real-time target detection method based on a lightweight convolutional neural network is proposed.
3) Target detection datasets are established in complex scenarios
4) Multiple groups of comparative experiments are conducted, and the proposed method is used to detect the video to verify the real-time performance of the model.
The rest of this article is organized as follows: Section 2 discusses the related work of target detection, followed by a target detection method based on improved MobileNet-SSD in Section 3. A comparative experiment is carried out using self-built datasets in Section 4. Section 5 concludes the paper with a summary and future research directions.
2 RELATED WORK
At present, the mobile intelligent terminal has gradually become a necessity in people’s life (Li, et al., 2019b; Hu, et al., 2019; Yu, et al., 2019; Cheng et al., 2021; Jiang, et al., 2021c; Huang, et al., 2021); while the mobile intelligent device for embedded devices is limited by the storage and computing power, the development of technology, such as unmanned drones, also need terminal real-time feedback image- and video-processing results; thus, the target detection model size and the complexity of calculation are difficult requirements (Luo, et al., 2020; Liu, et al., 2021b; Sun, et al., 2021; Liu, et al., 2022).
The task of target detection is to classify objects in the image and further determine their position in the image. For the recognition task, the network needs to extract deeper semantic features, that is, the essence of the target features, so as to distinguish between the target objects and improve the accuracy of recognition. For positioning tasks, location information needs to be saved as much as possible to bring the detection frame closer to the actual position of the target object in the image.
The traditional target detection process is as follows: first, multiple image regions with possible target objects are selected by sliding windows of different sizes; then, feature extraction methods such as SIFT (scale-invariant feature transform) and HOG (histogram of oriented gradient) are used to transform the information contained in the region into feature vectors and then classify them, commonly using the support vector machine (SVM) classifier. The DPM (deformable parts model) was proposed in 2010, which decomposes the target object into various parts for training and merges the prediction results of all parts during prediction to complete the detection of the target object. However, since the traditional target algorithm extracts the candidate region information and manually designs the features, the application range has great limitations. For example, the Haar feature is suitable for face detection, and the detector trained by this feature cannot detect other types of targets. In addition, the traditional target detection algorithm generates multiple candidate regions through traversal, which takes a lot of time. In addition, the traditional target detection algorithm classification training detector may produce the problem of feature vector “dimension disaster.”
Ross et al. proposed an R-CNN object detection model based on convolutional neural networks (CNNs), which first used depth to detect objects. However, the scaling of candidate regions has certain limitations in detection accuracy, and the training of this algorithm is complicated. In 2015, He et al. proposed the SPP-NET model to transform feature information of candidate regions of arbitrary size into feature vectors of fixed length. In the same year, Girshick proposed the fast R-CNN algorithm, which was based on ROI pooling (region of interest pooling), fixed the feature length of candidate regions, and used the multi-task loss function for training, which improved the training and detection efficiency of the target detection algorithm. In order to achieve real-time detection, researchers use the integrated convolutional neural network to complete target detection and improve the detection efficiency of the algorithm. Regression-based algorithms of YOLO and SSD (single-shot multibox detector) have continually appeared. However, both SSD and YOLO only use the characteristic information of a single scale for prediction, and the detection accuracy of multi-scale targets and small objects is low.
Due to the diversity of application scenarios of target detection technology (Sun, et al., 2022a; Weng, et al., 2021; Yun, et al., 2022; Zhao, et al., 2021), target detection algorithm should realize the lightweight of the model, solve the efficiency problem of the model, and successfully deploy or apply to mobile devices, industrial computers and other embedded platforms (Xiao, et al., 2021; Yang, et al., 2021; Sun, et al., 2022b; Liu et al., 2021c). Therefore, the lightweight target detection model has become another hot issue (Ma, et al., 2020; Liu, et al., 2021d). He et al. (2015) used the lightweight deep separable residual network as the basic network of fast R-CNN to reduce the parameters of the network model, fused the multi-layer convolution features in the basic network after local response normalization, enhanced the completeness of target feature information, and trained the network model in combination with Softmax loss function and central loss function so that the network model could learn other different target characteristics. Ren and Bao (2020) reduced the amount of network computation by using MobileNet as the basic network and replacing the standard convolution in the SSD detection layer with the inverse residual convolution. Evan et al. (2017) reduced darknet53, the backbone network of YOLOv3, and added an improved dense connection network and spatial pyramid pooling on the backbone network, which greatly improved the speed at the expense of accuracy. Zhao et al. (2020) integrated a 5 × 5 depthwise separable convolution kernel on the basis of the MobileNetV2-SSD Lite model to further improve the recognition accuracy of the algorithm for small target objects, and the experimental results show that LMS-DN only needs fewer parameters and calculation costs to obtain higher identification accuracy and stronger anti-interference than other popular object detection models. Zhang et al. (2021) proposed a lightweight target detection network MN-YOLO (MobileNet-YOLOv4-tiny) suitable for embedded platforms using depthwise separable convolution instead of standard convolution to reduce the number of model parameters and calculations; at the same time, the visible light target detection model is used as the pretraining model of the infrared target detection model and the infrared target dataset collected on the spot is fine-tuned to obtain the infrared target detection model. Currently, miniaturized versions of YOLO and SSD algorithms are commonly used on embedded platforms (Alex, et al., 2017; Cao, et al., 2018; Cheng, et al., 2020; Chen, et al., 2021c; Hao, et al., 2021). The research of the MobileNet-SSD network framework to realize network model compression and multi-scale target detection is increasing gradually. Based on the Mobilenet-SSD framework, Li et al. (2019c) used the time characteristics of video to effectively improve the confidence level of detection and enhance the stability of detection, which provides a certain reference value for unmanned target detection. Although these algorithms have low computational load and fast detection speed, their detection accuracy is generally low, making it difficult to achieve a balance between computational load and accuracy (Jiang, et al., 2019d; Jiang et al., 2019e; Huang, et al., 2019; Li, et al., 2020).
To sum up, there are many algorithms for target detection at present, but the problems of target detection accuracy, model size, and detection speed still need to be solved in the application scenarios of service robots and other mobile devices (Sandler, et al., 2018; Qiu, et al., 2019; Meng, et al., 2020; Yu et al., 2020; Li, et al., 2021; Tao et al., 2022a). Therefore, a real-time target detection method based on a lightweight convolutional neural network is proposed in this article to reduce the number of target detection model parameters and improve the detection speed.
3 IMPROVED MOBILENET-SSD NETWORK
3.1 SSD
SSD is a one-stage target detection algorithm (Tan, et al., 2020; Wu, et al., 2022), which directly generates the category probability and position coordinate value of objects. After a single detection, the final detection result can be directly obtained, so it has a faster detection speed. The network detection framework is shown in Figure 1. Traditional SSD uses VGG16 as the feature extraction network. The full connection layer of VGG16 is removed and the convolution layer is added to obtain more multi-layer feature maps for detection. At the same time, SSD makes full use of multi-level feature maps in the classification regression network, and the corresponding classification layer of all level feature maps shares weights with the location regression layer.
[image: Figure 1]FIGURE 1 | SSD network structure.
One of the cores of SSD is to detect objects of different sizes using feature maps of different levels, that is, to extract targets using feature maps output by each convolution layer. The scale of the anchor frame corresponding to the bottom-level feature graph to the high-rise feature graph is linearly divided from small to large. Steps for generating anchor frame are as follows:
1) A set of concentric anchor frames is generated centering on the midpoint of each point on the feature graph.
2) [image: image] feature maps of different levels are used to extract targets. The scales of the bottom feature map corresponding to the anchor frame are [image: image], and the scales of the top are [image: image]. That of the other layers are:
[image: image]
3) Different ratios [1, 2, 3, 1/2, and 1/3] were used to calculate the width and height of the anchor frame using Eqs 2, 3:
[image: image]
[image: image]
4) In the case of ratio = 0, the specified scale is as follows:
[image: image]
3.2 MobileNet-SSD
The network detection framework of MobileNet-SSD is shown in Figure 2 (Algarni, 2021). The front-end network of MobileNet VGG16 is replaced by MobileNet, and the global average pooling layer, full connection layer, and Sofamax layer of MobileNet network are removed, followed by the back-end detection network of SSD. A MobileNet-SSD network was formed. Because the front-end network of the MobileNet-SSD network was deeper than that of SSD, the depth of the whole model was larger than that of the SSD network. From the perspective of the SSD back-end detection network, both MobileNet-SSD and SSD networks were detected by extracting features from the feature map of six scales. Because the MobileNet-SSD network adopted depthwise separable convolution, the resolution of the feature map of the back-end detection network was only half of that of the SSD network. Therefore, the network had less computation and computational complexity.
[image: Figure 2]FIGURE 2 | MobileNet-SSD network structure.
3.3 Improved MobileNet-SSD
The core of MobileNet is to consider image regions and channels separately and use depthwise convolution to replace standard convolution. The process of standard convolution is divided into depthwise convolution and pointwise convolution, that is, each channel is first convolved, then the information between channels is fused by 1 × 1 convolution, the number of channels in the feature graph is changed, and the same effect as standard convolution is achieved (Liao, et al., 2020; Liu, et al., 2021e).
Depthwise separable convolution decomposes a complete convolution operation into two steps, that is, depthwise convolution and pointwise convolution. Different from conventional convolution operations, a convolution kernel of depthwise convolution is responsible for a channel, and a channel is convolved by only one convolution kernel. In the aforementioned conventional convolution, each convolution kernel operates on each channel of the input image simultaneously. Similarly, for a 128 × 128 pixel, three-channel color input image (128 × 128 × 3), depthwise convolution intially goes through the first convolution operation. Different from the aforementioned conventional convolution, depthwise convolution is completely carried out on a two-dimensional plane. The number of convolution kernels is the same as the number of channels in the upper layer, that is, channels and convolution kernels correspond one to one. The operation of pointwise convolution is similar to that of conventional convolution operation. The size of its convolution kernel is [image: image], and [image: image] is the number of channels in the upper layer. The convolution operation here will combine the feature graph of the previous step in the direction of the channel to generate a new feature graph.
The structure of standard convolution and depth-separable convolution is shown in Figure 3 (Liu, et al., 2021; Li, et al., 2019; Hao, et al., 2021), where the input image dimension is [image: image] and the output image dimension is [image: image]. The standard convolution can be obtained through the convolution kernel of [image: image], and the required number of parameters is [image: image], while the depth-separable convolution is adopted. First, each channel of the input image is convolved, that is, the convolution kernel is [image: image], and the required number of parameters is [image: image]. [image: image] convolution 1 × 1 is used to check the features of each channel for fusion. The number of parameters in this step is, N × k × k then the ratio of the number of parameters between the depthwise separable convolution and the standard convolution is shown in Eq. 5. When [image: image], the number of parameters of the depthwise separable convolution relative to the standard convolution is reduced by at least 8 to 9 times.
[image: image]
[image: Figure 3]FIGURE 3 | Standard convolution and depthwise separable convolution. (A) Standard convolution. (B) Depthwise separable convolution.
Two hyperparameters are set in MobileNet (Huang, et al., 2021), namely, the width multiplier and the resolution multiplier. The width multiplier controls the number of channels in the feature graph; when the width multiplier is less than 1, the model becomes thinner; the resolution multiplier is used to control the size of the feature graph, and both can reduce the number of parameters of the convolution flexibly. On the basis of MobileNet, MobileNetv2 uses an inverted residual block (Liu, et al., 2021; Sun, et al., 2020). First, 1 × 1 convolution is used to improve the dimension of features, and then 3 × 3 depth-separable convolution is used to extract features. Then, 1 × 1 convolution is used to reduce dimensions.
The depthwise separable convolution network in MobileNet can greatly reduce the number of parameters in the network model. Therefore, the standard convolution in the VGG16 structure in SSD is replaced by the depthwise separable convolutional neural network. However, compared with the standard convolution, the network layers of the depthwise separable convolution are deeper. As the number of network layers increases, network performance degrades, that is, the detection accuracy begins to decline after reaching saturation. Therefore, in order to effectively solve the problem of network performance degradation, this article improved the MobileNet-SSD feature extraction network by combining the residual connection mode of the ResNet model and depthwise separable convolution.
If the input is set to [image: image] and a parametrized network layer is set to [image: image], the output of this layer with [image: image] as the input will be [image: image]. General CNN networks, such as VGG, can directly learn the expression of parameter function [image: image] through training, so as to directly learn [image: image]. Residual learning is committed to using multiple parametrized network layers to learn that the difference between input and output is [image: image]. [image: image] is the direct mapping, while [image: image] is the residual between input and output to be learned by the parameter network layer, and its principle is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Residual learning.
The ResNet model has two types of residual modules, no-bottleneck residual module and bottleneck residual module, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Two types of residual modules. (A) No-bottleneck residual module. (B) Bottleneck residual module.
BN and Relu shown in Figure 5 are the normalization layer and activation function, respectively, which help to speed up the training and generalization of the network model. Compared with the no-bottleneck residual module, the bottleneck residual module uses 1 × 1 convolution to reduce or expand the dimension of the feature graph, so that the 3 × 3 convolution is no longer affected by the number of channels’ input, and accordingly, the output of this module will not affect the next module. The model layers are deep, and the bottleneck-free module is beneficial to improve the model detection accuracy, while the bottleneck residual module is beneficial to improve the model running speed.
Compared with the combination of depthwise separable convolution and bottleneck residual module, the combination of depthwise separable convolution and bottleneck residual module has more obvious advantages in reducing the number of model parameters. Therefore, the depthwise separable convolution is combined with the bottleneck-free residual module to improve the feature extraction function of the trunk network. The structure of the combined depthwise separable residual module is shown in Figure 6. The network structure can effectively extract image feature information and greatly reduce the number of model parameters. Then, the module is combined with the depthwise separable structure to replace the VGG backbone network in the SSD network for feature extraction of the target detection model. Finally, for the network structure after Conv5_3 in SSD, the convolution sum of 1 × 3 and 3 × 1 convolution kernels are used to replace the standard convolution 3 × 3, thus obtaining multiple detection feature graphs corresponding to SSD.
[image: Figure 6]FIGURE 6 | The depthwise separable residual module structure.
Both the bottleneck residual module and the non-bottleneck residual module can reduce the number of parameters and computation by introducing depth-separable convolution. Table 1 compares the number of parameters of different types of residual modules when both input and output are 256 channels and 64 channels, respectively. In_Out_ C represents the number of input–output channels, Bt represents the bottleneck residual module, Non-Bt represents the non-bottleneck residual module, DS-Bt represents the separable bottleneck residual module after the introduction of depthwise separable convolution, and DS-Non-Bt represents the separable bottleneck residual module after the introduction of depthwise separable convolution. When the input and output are 64 channels, the number of Bt parameters is 4.35K, the parameter of DS-Bt is 2.77K, the parameter of Non-Bt is 36.86K, and the parameter of DS-Non-Bt is 4.67K. The parameter number of DS-Bt is 63.7% of that of Bt, and that of DS-Non-Bt is 12.7% of that of Non-Bt. When the input and output channels are 256 channels, the parameter number of Bt is 69.63K, that of DS-Bt is 35.65K, that of Non-Bt is 589.82K, and that of DS-Non-Bt is 67.84K. The number of parameters of DS-Bt is 51.2% of that of Bt, and that of DS-Non-Bt is 11.5% of that of Non-Bt. It can be seen from these data that the depth-separable convolution introduced by the bottleneck residual module has a higher benefit in reducing the number of parameters than the depth-separable convolution introduced by the bottleneck residual module. Moreover, the more channels there are, the more benefit can be obtained in reducing the number of parameters by introducing depthwise separable convolution.
TABLE 1 | Number of module parameters with different residuals.
[image: Table 1]The specific parameters of lightweight SSD network structure based on depthwise separable convolution are shown in Tables 2 and 3, where Conv is the standard convolution, DW is the depthwise separable convolution, DS-RES is the depthwise separable residual module, and Alter Conv is the alternative convolution of corresponding parameters. The improved SSD adopts the idea of multi-layer feature detection in SSD. Multiple DS-RES modules are used to extract features, and use the feature graph of 19 × 19, 10 × 10, 5 × 5, 3 × 3, 2 × 2, and 1 × 1 for detection.
TABLE 2 | The structure of a real-time target detection algorithm based on a lightweight convolutional neural network.
[image: Table 2]TABLE 3 | Parameters related to the experimental environment.
[image: Table 3]The loss function is the weighted sum of position error and confidence error, as shown in Eq. 6.
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where,
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where [image: image] is the number of prior frames of positive samples; [image: image] is the weight coefficient, set as 1; [image: image], when [image: image], it means that the prior box [image: image] matches the target [image: image] and the target category is [image: image]; [image: image] is the predicted value of category confidence; [image: image] is the position prediction value of prior frame; [image: image] is the location parameter of the real target; and [image: image] is the encoding of the real box.
The confidence error is a Softmax function:
[image: image]
4 EXPERIMENT AND ANALYSIS
4.1 Establishment of Target Detection Dataset in Complex Scenarios
The Kinect camera was used to collect studio scenes in the manner of a video stream, and common objects in daily life were selected as detection targets, including toys, chair, stool, cabinet, glasses case, and cup. In the process of image collection, 1,064 color images of studio indoor scenes with different backgrounds, different light intensity, and different angles were collected, and the deformation of the toy page, thermos cup, and glasses case with different poses was taken into account. The chair and stool shape similarity improved the robustness of the target detection model. The collected pictures were named in one-to-one correspondence with four Arabic digits, and part of the sample of the indoor scene image constructed from this is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Color images of different angles, backgrounds, and lighting.
Although the established image database contained images in various scenarios, the samples still lacked diversity. Therefore, on the basis of the established image data set, in order to increase the noise anti-interference ability of the model, the image of the dataset random chose some image processing operations; to make the data richer, each category contained a sample generally reaching equilibrium level so that it could be used to enhance the training dataset of the network, get better model performance, and improve the generalizability. Therefore, under the condition that other conditions remain unchanged, random rotation transform, inversion transform, image translation transform, noise disturbance, random clipping transform, image color transform, random occlusion, and random superposition of the aforementioned operations were carried out on the collected images to expand the dataset to 4,256 pieces. Label-Img was used to annotate the image dataset by category and position, and the indoor scene dataset was created.
4.2 Experiment and Result Analysis
In this article, the improved MobileNet-SSD was trained by using the target detection dataset in complex scenarios. The parameter configuration of the experimental environment is shown in Tables 2 and 3. The Adam optimizer was used to adjust the learning rate during the training process. The training situations shown in Figures 8A,B represent the loss of the training set and verification set in the training process, respectively.
[image: Figure 8]FIGURE 8 | Training of trial target detection model based on a lightweight convolutional neural network. (A) Training set loss. (B) Validation set loss.
The comparative experiment is conducted on SSD, Tiny-Yolov3, Mobilenet-SSD, and the improved MobileNet-SSD on the complex scene dataset. The detection of each algorithm for each category is shown in Figure 9.
[image: Figure 9]FIGURE 9 | Comparison of detection accuracy between SSD and lightweight target detection algorithms for various classes. (A) SSD. (B) Improved MobileNet-SSD. (C) MobileNet-SSD. (D) Tiny-YOLOv3.
The comparison between the detection accuracy, speed, model parameters, and training time of SSD and several lightweight target detection algorithms is shown in Table 4. As can be seen from the table, compared with SSD, the detection accuracy of SSD improved by using the depthwise separable residual module was not reduced, but the number of model parameters was greatly reduced, which is conducive to model deployment, improves detection speed, and improves the real-time performance of the target detection algorithm. Compared with Mobilenet-SSD and Tiny-YOLOv3, SSD based on depthwise separable convolution had a smaller number of model parameters and a lower detection speed, but had a huge advantage in detection accuracy. When the confidence threshold is set to 0.5, the detection effect of SSD, lightweight SSD, Mobilenet-SSD, and Tiny-YOLOv3 on the same image is shown in Figure 10.
TABLE 4 | Performance comparison between SSD and lightweight target detection algorithms.
[image: Table 4][image: Figure 10]FIGURE 10 | Comparison of detection effects between SSD and the lightweight target detection model. (A) SSD. (B) Improved MobileNet-SSD. (C) MobileNet-SSD. (D) Tiny-YOLOv3.
The real-time detection model was tested on video, and its detection speed met the real-time requirement. Figure 11 shows the detection effect of the real-time target detection model on video.
[image: Figure 11]FIGURE 11 | Detection effect of real-time detection model on video.
It has become a trend for the model to run on the mobile terminal. In order to verify the scalability of the model, the TensorFlow model generated by Android Studio was deployed to the Android mobile terminal, the project was compiled and run, the deployment of the real-time and high-precision target detection model on the mobile end was completed, and the real-time detection on the mobile end was realized. The experimental results are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Deployment of real-time detection model on the Android platform.
5 CONCLUSION
In order to solve the application problem of the target detection model in embedded devices and mobile terminals, this article focuses on the research of target detection algorithm lightweight. First, the MobileNet-SSD network was introduced and analyzed, and then improved by combining the depthwise separable convolution, no-bottleneck residual module, and the convolution substitution structure to reduce parameter quantity and improve detection speed. A comparative experiment was carried out on the self-built complex scene target detection dataset; the experimental results show that the MobileNet-SSD improved relative to the SSD model precision without loss and greatly reduced the number of parameters of the model, which is advantageous to the model in the mobile terminal, deployment of embedded devices, and improvement of the detection speed of the algorithm, namely, the real-time target detection. Compared with the existing lightweight target detection network, the real-time target detection model based on the lightweight convolutional neural network proposed in this article has similar parameters, but has great advantages in detection accuracy. Finally, the model was tested on video to verify the real-time performance of the model, and the model is deployed on the Android platform to verify the scalability of the model. There are still shortcomings in this study. In future research, the neural structure search method can be used to optimize the detection speed and accuracy of the model while limiting the number of neural network parameters, so as to achieve high accuracy and real-time performance of target detection technology on embedded devices.
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A vibrating screen is important equipment in industrial production. According to the principle of bionics, a vibrating screen can be divided into a linear vibrating screen, elliptical vibrating screen, ball vibrating screen, and banana vibrating screen. There are also great problems with the use of a vibrating screen. The vibrating screen works due to the vibration excitation force generated by vibration. This work studies the motion trajectory of a vibrating screen by taking the vibrating screen with line motion trajectory as the research object. In this study, the vibration information is detected by an intelligent sensor, and the signal is filtered by an intelligent algorithm. Then, the spherical error compensation is used to improve the calculation accuracy, and the least square method is used to evaluate the error. Finally, the accurate vibration trajectory of the vibrating screen is obtained. The acquisition of a vibration track can provide the working efficiency and safety performance of the vibrating screen, and has social and economic benefits.
Keywords: vibrating screen, vibration excitation force, simulation, path of particle, spherical error compensation
INTRODUCTION
At present, the vibrating screen at home and abroad has the characteristics of high efficiency and high reliability. The working performance of the vibrating screen has been continuously optimized. With the development of the economy, some equal energy vibrating screens such as small vibrating screen and artificial vibrating screen cannot meet people’s needs in life and industry. The development of vibrating screens in China tends to be large-scale and intelligent.
1) Because a large-scale vibrating screen is complex in structural stiffness and strength, and its screen surface mesh is also difficult to manufacture, the service life of the large-scale vibrating screen is relatively low due to structural problems, so it is difficult to manufacture. Although the manufacturing process of a large vibrating screen is cumbersome, especially in terms of its stiffness and strength, the advantages of the large vibrating screen in work cannot be achieved by a small vibrating screen. For example, in the screening stage, the screen surface ratio of a large vibrating screen is large, so the screening efficiency is relatively high (Guo and Kuang, 2009; Wang, 2010; Zhang et al., 2013).
2) The intelligent vibrating screen is also increasingly favored by many enterprises and factories. At present, the vibrating screen is connected with computer software to realize the intelligent vibrating screen (Hou et al., 2003; Kuang, 2009; Du and Chen, 2010). At present, advanced enterprises and factories at home and abroad use the most advanced, reliable, and practical monitoring instruments, use the optimization method of establishing a mathematical model, and conduct timely monitoring and diagnosis of the working and fault state of the elliptical vibrating screen through accurate computer calculation, so as to liberate the vibrating screen from simple mechanical operations. The serialization of a vibrating screen can enable its parameters to be debugged during its work so that it can work within a normal working range, which can not only improve its working efficiency but also prolong its working life (Duan and Guo, 2009; Wang, 2010; Peng, 2012; Zhang and Zhu, 2012). With the development of intelligence, the machine can effectively replace artificial dullness in hearing, vision, and touch, and make use of accurate mathematical models in the process of machine work and high-speed computer programs to achieve rapid real-time detection and control of the machine. Spherical error compensation will be introduced to improve trajectory accuracy.
The development trend at home and abroad should be toward large-scale standardization and serialization, which not only greatly improves the working efficiency of the vibrating screen but also makes the vibrating screen more widely used, and the economic value and use value are more comprehensively applied (Hou et al., 2003; Jiao et al., 2006).
COMPOSITION AND WORKING PRINCIPLE OF A MONITORING SYSTEM
Composition and Working Principle of a Hardware System
The monitoring system used in this study is shown in Table 1:
TABLE 1 | Hardware of the monitoring system.
[image: Table 1]Special attention should be paid to connecting these components together with shielded wire because the detected signal is relatively weak during detection. If these components are not connected with shielded wire, the detected signal may be disturbed by the surrounding environment and cause distortion to the detected signal.
At present, there are two kinds of gravity sensors in use: one is a dynamic sensor and the other is a dynamic and static sensor (Yan, 2007). Here, the static and dynamic sensor is selected in this design, because the vibrating screen vibrates when working, and the vibration is static and dynamic. The dynamic sensor cannot accurately reflect the dynamic real-time effect, so the static and dynamic sensor should be selected. When selecting the transmitter, the voltage type transmitter should be selected, because the output of the gravity sensor is voltage. If the transmitter selects the current type, the transmitter needs to convert the input voltage of the sensor into current and the output into voltage. The detected signal itself is very weak, through the conversion from voltage to current and then to voltage. It is easy to lose the signal, so the voltage type should be selected when selecting the transmitter (Chen, 2004). Before the test, the hydraulic press shall be used to check each sensor.
The hydraulic press is gradually pressurized, and then the error between the actual pressure and the measured pressure is tested. By debugging the transmitter, the hydraulic press is used to test the error between the actual value and the real value again, and finally, the error of the monitored sensor is minimized to ensure that the accuracy of the sensor will not affect the verification accuracy of the whole experiment. Some results of the verification measurement are shown in Table 2. From the data in the table, we can see that the error of each sensor under load is within the error range, and the error under static load is controlled within 100 kg, which is allowed by industrial production conditions.
TABLE 2 | Verification of measurement results.
[image: Table 2]During measurement, the triaxial voltage signal output acceleration sensor is connected with the frequency amplifier. When the triaxial voltage signal output acceleration sensor is vibrated, its internal piezoelectric plate has a piezoelectric effect. At this time, an alternating charge is generated on its two surfaces. The alternating charge is directly proportional to the force, that is, it is directly proportional to the acceleration of the vibrating screen and passes through the transmitter. The collected signal is transmitted to the data acquisition card in the form of voltage. The data acquisition card converts the voltage into an electrical signal and transmits it to the computer through Ethernet, and then the corresponding software in the computer displays the electrical signal in the form of waves (Xue and Yang, 2002; Zhou, 2004; Zhang et al., 2014). When the vibrating screen vibrates, the piezoelectric gravity sensor placed on the four corners of the vibrating screen receives the impact force from the vibration of the vibrating screen, transmits the collected signal to the computer through the information acquisition card through the frequency amplifier, and the corresponding software in the computer displays the signal collected by the impact force received by the piezoelectric gravity sensor in the form of waves through the operation. The flow chart of the monitoring system of this subject is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Monitoring system flow.
Working Principle of the Software System
The software system plays a key role in the monitoring and signal acquisition of the vibrating screen. The software system collects the running track of the vibrating screen through the impact of the vibrating screen on the gravity sensor and acceleration sensor, and realizes the monitoring of the vibrating screen and the impact on the ground. The software part uses visual builder software to compile the calculation software in the design process and uses an access database to store data and visualize its design calculation. The software part mainly compiles the changes in images and values in the design so that the gravity sensor can quickly and accurately reflect the impact force when it is impacted by the vibrating screen. When the gravity sensor is impacted by the vibration of the vibrating screen, the computer will accurately display the change of the waveform and the change in the weight value. Special attention is paid to that the gravity and pressure here are the same because the pressure and weight have been converted in the program when writing the software, which not only reduces the error of work but can also improve the efficiency of work. The system software platform consists of the following main parts:
1) Data acquisition module: when the gravity sensor and acceleration sensor are vibrated by the vibrating screen, the monitored data are collected through the compiled software system.
2) Waveform display module: the waveform is displayed on the upper computer by the impact force when the gravity sensor and acceleration sensor are vibrated by the vibrating screen.
3) Data analysis module: when the gravity sensor and acceleration sensor are vibrated by the vibrating screen, the impact force displayed on the upper computer is different from the actual load and the displayed fluctuation error (Xue and Yang, 2002).
4) User operation interface: the setting of the user operation interface makes the vibration signal more visual, intuitive, and controllable. Through the waveform display and data display of the vibration signal in the user interface, the staff can quickly and timely see the changes of the vibration signal, to timely adjust the working performance of the vibrating screen in the case of failure of the vibrating screen.
Data Analysis and Error Compensating
In order to enhance the accuracy, this study puts forward the improved least-squares ellipsoid fitting method. The method is based on the assumption ellipsoid (Madhow and Honig, 1994; Yun et al., 2022). The error compensation coefficient is calculated by the least square method, and the constraint has been solved by the matrix decomposition of the matrix singularity problem to overcome the instability of the algorithm. The approach reduces the amount of calculation time. The software simulation and experiment verify the effectiveness of the algorithm (Schneider, 1979; Jiang et al., 2021a; Huang et al., 2021; Sun et al., 2022).
For a three-axial sensor, its inherent error is mainly characterized by zero error, error sensitivity, orthogonal error, etc. Assuming that the actual output of the sensor is [image: image], no error exists for the ideal output [image: image] [image: image], and its mathematical model is expressed as follows:
[image: image]
Error matrix [image: image] is a third-order diagonal matrix, which stands for the sensitivity of various shaft sensors. [image: image] stands for non-orthogonality between the axis of the sensors and the soft magnetic material part. Then, a sensor proper reference coordinate system can be established. [image: image] can be presented by a third-order diagonal matrix. [image: image] stands for the sensor’s zero error and hard magnetic materials. Error compensation of sensors equals to determine the error coefficient matrix [image: image] and [image: image]. By the known actual output [image: image], to solve the ideal output [image: image], the following equation is used:
[image: image]
In Eq. 2, [image: image], [image: image].
The vector of [image: image] is in the form of
[image: image]
At a certain moment for a fixed position, assume that the magnetic field strength and the direction are constant, the rotation of the sensor is in a three-dimensional space, and the ideal output data within the space of trajectory are spherical, then
[image: image]
where H means the location of the magnetic field intensity. Combining Eq. 2 with Eq. 4, we can get
[image: image]
where [image: image] and [image: image], based on the assumption that the ellipsoid compensation approach considers the measurements of the actual output trajectory to be an ellipsoid, namely, Eq. 5 said ellipsoid equation of vector. The problem of error compensation of sensors becomes an ellipsoid fitting problem.
Changing Eq. 5 into the general equation of a quadric surface, then we can get
[image: image]
[image: image]
The measurement data of the ellipsoid fitting are to solve the coefficient of the ellipsoid. It is to meet all the sum of the squares of the algebraic distance measurement data to the ellipsoid minimum as [image: image].
[image: image]
[image: image], which is an [image: image] matrix.
To guarantee that the quadric surface is an ellipsoid, to satisfy the following constraints,
[image: image]
[image: image]
[image: image] and[image: image]. As the free parameters, [image: image] can be of suitable magnification, making Eq. 8 satisfies [image: image].
[image: image]
The solution satisfied the constraint conditions of the matrix Eq. 7, using the Lagrange multiplier method:
[image: image]
By solving Eq. 11, the coefficient [image: image] of the ellipsoid for the least positive characteristics of the corresponding eigenvectors will be obtained.
According to the special structure of the matrix, through the matrix decomposition, we can overcome the defects of the constraint matrix which is singular, and simplify the feature vector to solve the following equations.
First, [image: image] and [image: image] [image: image],then [image: image], and [image: image], [image: image], [image: image], and [image: image].
We can get the constrain matrix [image: image] and [image: image], [image: image], [image: image], [image: image], making[image: image],and[image: image], [image: image]
Substituting the aforementioned matrix decomposition into (11), we can get
[image: image]
[image: image]
When the sampling data are not in the same plane, [image: image] is a singular matrix [12], finishing available:
[image: image]
[image: image]
Then, Eq. 10 can be changed into
[image: image]
The aforementioned matrix decomposition combines Eq. 11 with Eqs 14–16 solutions that get the minimum corresponding eigenvectors, characteristic root, and plug in Eq. 9. This formula (11) solving the 10-day feature vector into the formula (14) solution of the three-dimensional feature vector to decrease the amount of calculation for about a third of the original, and at the same time, using the improved algorithm on accuracy is consistent with the original algorithm.
According to Eqs 5, 6, matrices [image: image], [image: image] can be obtained, and because of Eq. 10 for amplification coefficient [image: image], the matrix is relative. As the absolute value of [image: image] magnification by Eqs 5, 6, the corresponding relation can be obtained:
[image: image]
Calculated according to Eq. 17, matrices [image: image], [image: image], and by Eq. 5 work out the corresponding relationship between the error compensation coefficient matrix [image: image] and [image: image], and complete the error compensation.
In order to validate the aforementioned algorithm, simulation software is used. Assuming that the magnetic sensor location in the uniform magnetic field with a magnetic field strength of 0.52 G, we divide the ideal output [image: image] spherical area into [image: image] regions, and each segmented region is the random selection of measuring point data (Patel and Holtzman, 1994; Jiang et al., 2019a; Zhao et al., 2022).
To test algorithm’s calculation accuracy, a given magnetic sensor attitude as a benchmark and the computed error compensation of the magnetic sensor course are used. Record of location, respectively, sets the pitching angle and tilt angle, pitching angle and tilt angle, pitching angle and tilt angle, and pitching ngle and tilt angle for the round, and each group of uniform records 36 points. Calculation of the yaw angle error is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Heading error of simulation.
ACQUISITION OF A MOTION TRACK OF THE VIBRATING SCREEN
Acquisition of the Vibration Signal
The vibrating screen studied in this work is an elliptical vibrating screen. The motion track of the elliptical vibrating screen is determined by the relationship between the frequency, amplitude, and phase angle of the vibrating screen during vibration. The working principle of the elliptical vibrating screen monitoring system is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Working principle.
The vibration frequency of the vibrating screen is between 0 and 24 hz and the amplitude is between 0 and 5 mm. After debugging the relevant parameters, the computer, monitoring hardware, and vibrating screen must be energized. Using four steel plate foot sleeves, four gravity sensors are put into the four steel foot sleeves, then four feet of the vibrating screen are put on four sensors. The sensor is under pressure. At this time, the line with the zero waveform starts to fluctuate until the force on the sensor is stable and the wave shape gradually becomes a stable horizontal line, and then the power is turned on. After the power is turned on, the vibrating screen starts to vibrate. With the vibration of the vibrating screen, the gravity sensor will be impacted to varying degrees and then transmitted to the data acquisition card through the transmitter. A continuously changing waveform will be displayed on the waveform display interface of the computer software. The change of the waveform will not only change with different motion frequencies of the vibrating screen but the amplitude of the frequency will also be different with the different impact forces of the vibrating screen. Moreover, this change is generally not periodic, but random (this experiment is carried out when one sensor works, that is, the sensor is placed under one corner of the vibrating screen, and the other three corners are leveled with other articles) (Kohno et al., 1983; Verdu, 1986; Jiang et al., 2019b).
Denoising and Amplification of the Vibration Signal
The vibration signal of the vibrating screen is transmitted to the transmitter by the sensor, then the vibration signal (vibration signal is a non-electric signal) transmitted by the sensor is transformed into a voltage signal under the action of the transmitter, and then the transformed voltage signal is amplified to facilitate the measurement and control of the following signals. Because the vibration signal is weak during detection, it is easily disturbed by the surrounding environment and media during monitoring (Wang, 1998; Woodward and Vucetic, 1998; Jiang et al., 2021b). After being disturbed, the detected signal will produce distortion, as shown in Figure 4, which is the sinusoidal image monitored by vibration signal distortion.
[image: Figure 4]FIGURE 4 | Vibration signal distortion.
Most of the reasons for the waveform distortion of the motion track of the vibrating screen are because the accuracy of the acceleration value measured by the acceleration sensor is not high when the vibrating screen is vibrating, so the waveform presented in the upper computer is distorted.
Denoising: for this phenomenon, the general method is to use the fast Fourier transform (FFT) method to solve the problem of inaccurate signals detected by the acceleration sensor. FFT has a fast and prominent amplitude-frequency analysis ability to timely determine the frequency, phase, and amplitude of the waveform, to modify the parameters of the vibrating screen during vibration and ensure the smooth operation of the vibrating screen (Madhow, 1998; Li et al., 2017; Liu et al., 2022a).
Amplification: the internal structure of the transmitter comprises many amplifiers. The vibrator converts the analog signal sent by the sensor into a voltage signal. The amplifier inside the transmitter will amplify the weak voltage signal received. Even if the noise is large, the voltage signal is submerged in the noise (Duel-Hallen et al., 1995; Liu X et al., 2022; Wu et al., 2022). After amplification by the amplifier, the voltage signal is easier to detect.
Calculation of the Vibration Signal
The motion track of the vibrating screen is determined by the relationship between the frequency, amplitude, and phase angle of the vibration. The vibrating screen detects the electrical signal of the acceleration sensor through vibration, expresses the electrical signal in the form of waves through the computer software, and then expresses it in the vibration image of the X, y, and Z axes of the vibrating screen. The motion trajectories of any two axes of three axes are fitted and simulated (Klein et al., 1996; Liu et al., 2022b; Yun et al., 2022).
The following is the relationship expression of amplitude, frequency, and phase angle on three axes:
Time is expressed in t
[image: image]
[image: image]
[image: image]
where A1, A2, and A3 represent the amplitudes in the X, y, and Z axes, respectively;
[image: image] represent the phase angles on the X and Y axes;
F represents the frequency; and
T represents time.
Because the research object of this study is the elliptical vibrating screen, it is enough to fit the moving track of the vibrating screen as an ellipse with VC + + on the XY axis of the plane coordinate, that is, the ellipse is the moving track of the vibrating screen.
TESTING OF THE DATA ACQUISITION MODULE
The data acquisition module of the monitoring system is combined with TP410 to realize the simultaneous acquisition of multiple modules, USB2.0 communication output, upper computer software display, unified display, acquisition, recording, control, and analysis. It can collect and analyze a variety of sensor signals, including pressure, flow, liquid level, temperature, displacement sensors, etc. An independent configuration channel is set, and the effective resolution is 16 bits. It can realize a communication distance of 500 m without shielding, and the communication frequency band is 2.5 hz. At the same time, it can adapt to various working environments such as −10°C ∼ + 70°C.
The monitoring system includes a total of 32 data acquisition channels. Each channel collects information independently of each other. Finally, it is summarized in the display window, and the auxiliary waveform accurately displays the operation status of the equipment. During calibration, each channel is tested one by one, the pressure sensor is placed under the hydraulic press, a fixed load and a dynamic load, respectively, are applied, the signal is collected and fed back to the signal amplifier through the sensor for signal processing, the information is collected, processed, and transmitted through the data acquisition card, and the test results are displayed through the monitoring platform. Each channel is tested one by one and the experiment is repeated until all channels are tested accurately. The data collected by the acquisition channel are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Data display of the acquisition channel.
The collected data are organized into a table, the actual load applied by the hydraulic press is analyzed, the sensor measurement structure is compared, and the test load curve and the collected measurement curve are drawn in the same table for fitting. The fitting curve between the actual load and the collected data can be observed, and the two lines almost completely coincide, indicating that the data acquisition module operates normally. The data acquisition and fitting images are shown in Table 3 and Figure 6.
TABLE 3 | Comparison of data sets.
[image: Table 3][image: Figure 6]FIGURE 6 | Fitting image of collected data and applied load.
SUMMARY
The vibrating screen will be subjected to a static load when leaving the factory. The verification of the dynamic load and the research of its motion trajectory have important application value. The research object of this study is a 20 t elliptical vibrating screen. Through the construction of a hardware and software system, and a real-time system monitoring and motion trajectory fitting, the following conclusions can be drawn:
1) This study takes the 20 t vibrating screen as the research object. Through the construction of a software and hardware system and the simulation and simulation software written by VC + +, the real-time monitoring of the vibrating screen is realized.
2) The vibrating screen will emit strong vibration during operation, which will have an immeasurable impact on the surrounding environment and buildings. Therefore, the vibrating screen must be monitored by a real-time monitoring system when leaving the factory. Spherical error compensation improves trajectory accuracy.
3) The designed hardware and software have certain reliability for whether there are dangerous factors during the operation of the vibrating screen.
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To address the issues of low detection accuracy and poor effect caused by small Oncomelania hupensis data samples and small target sizes. This article proposes the O. hupensis snails detection algorithm, the YOLOv5s-ECA-vfnet based on improved YOLOv5s, by using YOLOv5s as the basic target detection model and optimizing the loss function to improve target learning ability for specific regions. The experimental findings show that the snail detection method of the YOLOv5s-ECA-vfnet, the precision (P), the recall (R) and the mean Average Precision (mAP) of the algorithm are improved by 1.3%, 1.26%, and 0.87%, respectively. It shows that this algorithm has a good effect on snail detection. The algorithm is capable of accurately and rapidly identifying O. hupensis snails on different conditions of lighting, sizes, and densities, and further providing a new technology for precise and intelligent investigation of O. hupensiss snails for schistosomiasis prevention institutions.
Keywords: the YOLOv5 algorithm, the YOLOv5, method of coordinated attention, target detection, effective channel attention mechanism
1 INTRODUCTION
Schistosomiasis is a disease caused by the parasitism of pathogenic schistosome in the human blood circulation system. Schistosoma mansoni, S. japonicum, S. haematobium, S. intercalatum, and S. mekongi are the five main species of schistosomes that live in humans (Huang, 2018). Among them, S. japonicum is mainly distributed in China, Indonesia and the Philippines. Oncomelania snails is the intermediate host of S. japonicum in China. Oncomelania snails and S. japonicum have a very subtle interaction. There must be Oncomelania snails where there is an epidemic of S. japonicum. Usually, there is S. japonicum without Oncomelania snails, it is unlikely to generate an epidemic. Oncomelania snails control is a critical component of schistosomiasis eradication. By the end of 2020, China’s Oncomelania snails covered around 2.06 billion m2 (Zhang et al., 2021a). Traditional O. hupensis snails surveys rely heavily on the naked sight to identify based on their morphology, which is time consuming, difficult, and not very accurate (Jiang and Yang, 2020), which impairs the accuracy of the O. hupensis snails situation assessment. As a result, research into novel technologies and methods of O. hupensis snails survey should be bolstered, and the efficiency of O. hupensis snails survey should be increased to meet the demand for S. japonicum elimination efforts.
The current research on the O. hupensis is mainly about its breeding environment distribution, monitoring methods, control technology, etc. Hong et al. (Hong et al., 2004) and Hang and ZhouHong (2004) found that the development of Oncomelania eggs, oxygen consumption, enzyme activity, etc. The temperature which too high or too low is not conducive to the survival, reproduction and life span of the Oncomelania snails. The most suitable temperature for the survival of the snails is 20–30°C (Huang, 2006). He et al. (2006) analyzed the number and spatial distribution characteristics of Oncomelania in different land types in a typical study area through indoor tests and field surveys. The results showed that there were large differences in the density of live O. hupensis between different land types. Yang et al. (2003) introduced the methods of microbial O. hupensis control, describing the general microbial O. hupensis control tests and their effects. The results of the microbial tests of Pseudomonas conrexa chester, Streptomyces griseolus 230, Streptomyces diastatochromogeryes 218, etc., have a strong role in killing O. hupensis and O. hupensis eggs. Wang (2010) extracted geometry, edge morphology, and brightness features from O. hupensis. They established classifiers with neural network techniques to increase recognition accuracy and stability. Shi et al. (2021a) developed a visual intelligent recognition model for O. hupensis using deep learning technology. They proposed a convolutional neural network with an optimized training strategy of “Data Augmentation + Transfer Learning,” which is capable of accurately recognizing O. hupensis images.
In summary, the algorithm used in the existing research is a two-stage target detection algorithm, which first generates a target pre-selection frame, and then classifies and regresses the area through the CNN network layer to obtain the detection frame (Xie et al., 2022a). The YOLO algorithm used in this study can generate the predicted classification probability and predicted coordinate value of the detected object with only one detection, so that it has faster training speed and detection speed than previous research algorithms. The O. hupensis snail is a small target with fuzzy border characteristics; its appearance is complex and difficult to recognize, and it presents unique detection issues. The results indicated that YOLOv5s-ECA-vfnet improved the algorithm’s precision (P), recall (R), and mean average precision (mAP) by 1.3 percent, 1.26 percent, and 0.87 percent respectively, over YOLOv5s, thereby providing a new technology for accurate and intelligent investigation of O. hupensis snails.
2 ALGORITHM YOLOV5
Three components make up the YOLOv5 algorithm. The first section contains the input, which consists of a 608-part training image. The second section is the backbone network, which extracts information-rich features from the input photos using the CSPDarknet53 network. The third section is the detection layer, which employs multiple scales for detection (Cai et al., 2021a). In addition, it incorporates a new bottom-up path aggregation network structure (Path Aggregation Networks, PAN) following the Feature Pyramid Networks (FPN) structure (Lin, 2016) to achieve feature information fusion at various scales. Following that, predictions are made on the three created feature maps.
The YOLOv5 algorithm’s convolution kernel is primarily 33 or 11, and the convolution structure is composed of a convolution layer, a batch normalization (BN) layer, and an activation function layer (Wu et al., 2018; Zhang et al., 2021b; Zhou et al., 2021). For multi-scale fusion, the Spatial Pyramid Pooling (SPP) structure employs maximum pooling of 1 × 1, 5 × 5, 9 × 9, and 13 × 13 (Cui et al., 2019; Gao, 2020). Furthermore, YOLOv5 maintains a multi-scale detection framework. After the backbone network extracts the features, two upsampling and three convolutions are done to achieve significant and tiny target categories and position prediction at three scales of 19 × 19, 38 × 38, and 76 × 76, respectively. The YOLOv5 makes advantage of adaptive anchor frame computation, which determines the optimal anchor frame values in the training set based on the training data set (Shu and Zhang, 2021). Figure 1 illustrates the overall algorithm structure of YOLOv5.
[image: Figure 1]FIGURE 1 | The overall algorithm structure of YOLOv5.
The YOLOv5s is a fast and precise detection method that performs well on open-source datasets, but its detection performance for O. hupensis identification tasks still needs to be improved. Experiments and tests have confirmed the enhanced algorithm described in this paper’s effectiveness.
3 IMPROVEMENT OF YOLOV5S-ECA-VFNET O. HUPENSIS DETECTION ALGORITHM
3.1 YOLOv5s-ECA network based on effective channel attention mechanism
When the YOLOv5s network extracts features, it treats all model channels equally, which limits the algorithm’s detection effectiveness somewhat. Due to the study’s small and densely dispersed O. hupensis, an effective channel attention mechanism is incorporated into the CSPDarknet53 feature extraction network of YOLOv5s. The enhanced model is dubbed YOLOv5s-ECA-vfnet. The attention mechanism has been demonstrated to be a critical component of enhancing target detection performance and is frequently used in a variety of popular detection algorithms (Cui et al., 2021a; Hu and Yan, 2021). The most prominent feature of Efficient Channel Attention is that it avoids downscaling and cross-channel interactions, while reducing the complexity of the model and enhancing feature representation (Cai et al., 2020; Wang et al., 2020; Zhu et al., 2021). Figure 2 illustrates the structure of the ECA’s attention module.
[image: Figure 2]FIGURE 2 | ECA attention module structure diagram.
The ECA module generates channel attention via a fast 1D convolution of size k, the size of which is completely determined by the adaptive channel dimensionality correlation function. After importing feature images with constant dimensionality [image: image], all channels are globally averaged and pooled. The ECA module will learn features using a one-dimensional convolution that can share weights, and will involve k nearest neighbors per channel to capture cross-channel interactions when learning features. The adaptive k value is determined by the proportional relationship between the masked area of cross-channel information interactions and the channel dimension C, as shown in Eq. 1.
[image: image]
where γ and b are set to 2 and 1 by default, and [image: image] denotes the nearest odd number, and C is the channel dimension.
The general channel attention mechanism module selects a high-level feature map for global pooling and then compresses the two-dimensional features of each channel using dimensionality reduction. After this computation, the entire feature can be considered compressed in order to obtain a complete global perceptual field, but some spatial feature information is lost as the dimensionality is reduced. The relationship between the channel and spatial dimensions cannot be reflected. While more mature CBAM attention mechanisms are based on both space and channel, their computational processes are completely independent, significantly increasing computational time and effort (Wang and Wang, 2021). In comparison, the important significance of Efficient Channel Attention is: Firstly, it is not required dimensionality reduction. all channel and spatial dimension information will be integrated without losing information; secondly, the coverage area and channel dimension through the interaction of cross-channel information. The proportional relationship of C obtains an adaptive k value, which reduces the amount of calculation. The model’s complexity is reduced while the expression of features is increased, increasing the model’s accuracy (Xie et al., 2022b).
3.2 Optimization of the anchor frame parameters
The YOLOv5 implements the concept of Auto Learning Bounding Box Anchors, which utilizes the K-Means algorithm to automatically calculate the appropriate anchor box based on the labeled target box (ground truth) (Li et al., 2021a; Cui et al., 2021b), and the anchor box is learned from the training data.
Since the size of the detection target of the custom dataset differs from that of the public dataset, YOLOv5 learns the size of the anchor frame by relearning it automatically. The YOLOv5 generates nine anchor boxes from the COCO dataset: (10, 13), (16, 30), (33, 23), (30, 61), (62, 45), (59, 119), (116, 90), (156, 198) and (373, 326). In this paper, we add three anchoring frame sizes for detecting small targets with inconspicuous boundaries, namely (5, 6), (8, 14), and (15, 11). Anchor boxes were assigned based on the detection layer scale, and the statistical anchor box assignments for detecting O. hupensis with small targets are shown in Table 1.
TABLE 1 | Anchor Box allocation table.
[image: Table 1]3.3 Improvement of the confidence loss function
The YOLOv5 network uses the focal loss function, which has similar loss weights for positive and negative samples superimposed, and the focus is on more difficult to detect targets, which creates some difficulties when training the pinned O. hupensis snails. The number of positive and negative samples is highly unbalanced due to the small size of the pinned O. hupensis snails target. If both positive and negative sample losses are treated equally, the network’s convergence speed will be slowed and the learning information about the target will be lost (Li et al., 2021b). The original loss function concentrates the network’s attention on low-quality samples, reducing the efficiency of updating the target detection model parameters and having a direct effect on subsequent detection results. When the target arrangement is dense, the non-maximum suppression algorithm will eliminate the interference of redundant prediction boxes according to the highest scoring prediction box. At this time, the high score prediction box will affect the subsequent screening results. In this paper, we introduce the VariFocal Loss (Ye, 2021) function for YOLOv5s, as defined in Eq. 2
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In which [image: image] is the confidence level of the network output prediction frame, and [image: image] is the target IoU score. For positive samples with higher scores in training, the model increases their share of the loss weights. For negative samples in training, [image: image] is 0. The negative sample loss is incorporated with a γ downgraded weight, while the positive sample loss is not introduced in the calculation of γ. The weight of the negative sample loss can be effectively reduced without affecting the positive sample weight. In order to balance q, [image: image] downscaling is used and ultimately allows the network to focus its training on the positive samples with high scores.
4 FINDS OF EXPERIMENTS AND THEIR ANALYSIS
4.1 Platform for experimentation
The deep computing platform used in this paper is comprised of an Intel® Core(TM) i7-8700K CPU at 3.20 GHz as the central processor, Windows 10 Pro as the operating system, 16 GB DDR4 as the running memory, a GeForce GTX 1070 8 GB as the graphics processor, Python 3.8 with Pytorch 1.9 as the programming language.
4.2 Experimental dataset
The data in this paper were obtained from the study site: Jianghuzhou Island in Zongyang County on the Yangtze River Island in Zongyang County, the north bank of the lower Yangtze River in Anhui Province, China, a dataset of 2000 images of lake and the O. hupensis snails were built under the guidance of blood control professionals from the Tongling Center for Disease Control and Prevention according to the distribution pattern of O. hupensis snails (Zhou, 2019). Some samples of the dataset are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Data set sample.
The collected data were filtered and organized, and all O. hupensis image samples in the collected images were annotated using the marker software Make-Sense. The annotated images’ annotation information was saved in the form of.txt files, which included the target object’s category and coordinate information. Figure 4 illustrates a data annotation example.
[image: Figure 4]FIGURE 4 | Example of data set annotation.
4.3 Evaluation indicators
The average precision (AP) and mean value of average precision mAP are frequently used in target detection to assess the model’s detection effectiveness and performance (Zhao et al., 2021). AP is defined as the area under the Recall and Precision curves, which is equivalent to mAP in this study for a single target. Ratio of area intersections (IoU). The model’s ability to predict the location is determined by comparing the area of the rectangular area predicted by the model to the rectangular area calibrated in the validation set. Precision (P): The ratio of correct targets detected by the model to the total number of targets, which indicates the model’s detection accuracy (Cai et al., 2021b; Shanid and Anitha, 2021).
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Recall R: Recall is the ratio of targets detected by the model to the total number of targets, and it indicates the model’s ability to identify a wide variety of targets.
[image: image]
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Where TP (True positive) denotes the number of positive samples correctly detected, that is, the prediction frame belongs to the same category as the labeled frame and IoU >0.5. FP (False positive) denotes the number of positive samples incorrectly detected. FN denotes the number of negative samples incorrectly detected. Since precision and recall are affected by confidence level, evaluating model performance solely on the basis of precision and recall would be unscientific and limited. Therefore, in our experiments, we use Average Precision (AP) to evaluate the model’s recognition performance, which is one of the most important indices for evaluating the performance of mainstream target detection algorithms.
4.4 Training parameter design
The spiked data set is divided randomly into training sets and test sets in a 7:3 ratio. There are 1,400 training and 600 test sets, respectively. The scale of the input image is 640 × 640. The number of training batches is 8. The training momentum is 0.843. The initial learning rate is set to 0.0032. The weight decay is set to 0.00036. The training epochs for theYOLOv5s and the YOLOv5s-ECA-vfnet are both 400 according to the model’s characteristics.
4.5 Analysis of findings
4.5.1 Training process loss values
The loss function value in deep learning can reflect the error between the final prediction result of this target detection model and the actual true value, and is used to analyze and judge the training process’s merit, the model’s convergence, and whether it is over fitted (Wang and Fu, 2018). While the loss function can be considered a layer of the network within the model definition in the PyTorch framework used in this paper. In actual use, it is more focused on the forward propagation process as a functional function (Gong et al., 2019; Fang et al., 2022; Zhang et al., 2022).
The loss function values of the original YOLOv5s model and the improved YOLOv5s-ECA-vfnet model are compared and analyzed, and the loss function values of YOLOv5s-ECA-vfnet are found to be significantly lower than those of the original YOLOv5s model after 150 epochs. Loss function as one of the criteria for evaluating the quality of model training. We found that the YOLOv5s-ECA-vfnet is significantly better than the YOLOv5s, and the YOLOv5s-ECA-vfnet has a lower loss function value under the same number of training epochs. Figure 5 depicts the loss function value’s transformation curve as a function of the number of training rounds.
[image: Figure 5]FIGURE 5 | Curve of the loss function value with the number of training rounds.
4.5.2 Parameter convergence results
The training and evaluation parameters typically reflect the process of developing the model and the effect of target detection (Fang et al., 2021a; Shi et al., 2021b). Box Loss, Objectness Loss, Precision, Recall, mAP@0.5, mAP@0.5:0.95, and so on are used as the primary parameters to determine the degree of convergence in this paper. The closer Box Loss and Objectness Loss values are to 0, the better the training effect. The Precision, Recall, mAP@0.5, and mAP@0.5: 0.95 values are to 1, the more converged the parameters are, and thus the better the training effect (Wang et al., 2017; Fang et al., 2021b).
The experimental results indicate that the parameters of both YOLOv5s and its improved YOLOv5s- ECA-vfnet gradually converge (the loss parameter converges to 0 and the result parameter converges to 1). Figure 6 illustrates the accuracy of the YOLOv5s training process, and the improved algorithm outperforms the traditional YOLOv5s. From the loss curve of border regression in Figure 7, it can be seen that the loss value of the YOLOv5s- ECA-vfnet is significantly smaller than that of the YOLOv5s algorithm and is stable at about 0.01. Figures 8, 9 show the recall rate and the average precision mean of training, respectively, and the proposed algorithm has also improved.
[image: Figure 6]FIGURE 6 | Comparison of precision.
[image: Figure 7]FIGURE 7 | Comparison of boxloss.
[image: Figure 8]FIGURE 8 | Comparison of recall.
[image: Figure 9]FIGURE 9 | Comparison of mAP.
In order to verify the effectiveness of the YOLOv5s-ECA-vfnet algorithm in snail detection, compared with the YOLOv5s, the experiment uses precision, mAP, Recall and inference time as evaluation indicators. The results are shown in Table 2.
TABLE 2 | Comparison with the YOLOv5s.
[image: Table 2]4.5.3 Predictability of the YOLOv5s-ECA-vfnet algorithm
The effect of O. hupensis target visualization detection is shown in Figure 10, from Figures 10A,B it can be seen that the detection of densely arranged target regions with the original algorithm is seriously missed, while the detection rate of the improved algorithm is significantly improved and the effect of dense targets on detection is effectively reduced. Figure 10C The loss function in the original algorithm does not pay enough attention to the high-quality prediction frames, resulting in a low confidence of the output prediction frames. YOLOv5-eca-vfnet is added with an attention mechanism, improved anchor frames, and improved loss function, and from Figure 10D it can be found that the confidence of the prediction frames is significantly improved, the prediction frames can optimally cover the target area, and the final output is more accurate target location information.
[image: Figure 10]FIGURE 10 | The result of object detection. (A,C) The prediction of the YOLOv5s; (B,D) The prediction of the YOLOv5-ECA-vfnet; The red rectangular boxes are the probability values of the algorithms to identify the pictures containing the snails, and the three yellow boxes are snails that YOLOv5s cannot detect in (A). The improved algorithm can detect the snails in (B). (C,D) are different in the predicted probability values.
5 CONCLUSION
In recent years, machine learning techniques of computer vision have been gradually applied to the field of parasitic disease control research, and certain results have been achieved (Eshel et al., 2017). The recognition results are often constrained by the merits of manually selected O. hupensis features through the problems of difficult manual extraction of O. hupensis image features, poor adaptability and weak anti-interference ability. In contrast, visual recognition based on deep learning techniques can often achieve better results.
To solve the problems of complex appearance of O. hupensis, inconspicuous boundary features, small detection target and low accuracy of O. hupensis detection due to small O. hupensis data samples, this paper introduces the effective channel attention mechanism, propose the YOLOv5s-ECA-vfnet algorithm based on O. hupensis conch image detection by optimizing the anchor frame parameters and changing the confidence loss function. The experimental findings show that the YOLOv5s-CA-vfnet algorithm has improved 1.3%, 1.26% and 0.87% in Precision (P), Recall (R) and mean Average Precision (mAP), respectively, over YOLOv5s. The O. hupensis image classification dataset also provides a data base for the subsequent study of other parasitic host snail identification.
There are some limitations in this study. 1) The sample collection area of this study was limited to Anhui Province, and could not represent the image recognition ability of samples from other regions of the country. 2) This study established an O. hupensis snail identification model, which could only identify O. hupensis snail, but could not sub-classify and identify which subspecies of O. hupensis snail. In the future, we will further expand the scope of O. hupensis snail and similar snail sample collection and further optimize the subclassification capability of the intelligent model. Further increase the scope of application of the model (Rauf et al., 2020; Sharifizadeh et al., 2021).
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We propose a deep learning-based vehicle pose estimation method based on a monocular camera called FPN PoseEstimateNet. The FPN PoseEstimateNet consists of a feature extractor and a pose calculate network. The feature extractor is based on Siamese network and a feature pyramid network (FPN) is adopted to deal with feature scales. Through the feature extractor, a correlation matrix between the input images is obtained for feature matching. With the time interval as the label, the feature extractor can be trained independently of the pose calculate network. On the basis of the correlation matrix and the standard matrix, the vehicle pose changes can be predicted by the pose calculate network. Results show that the network runs at a speed of 6 FPS, and the parameter size is 101.6 M. In different sequences, the angle error is within 8.26° and the maximum translation error is within 31.55 m.
Keywords: siamese network, contrast learning, correlation matrix, pose estimation, feature pyramid network
1 INTRODUCTION
The pose of an object is a critical indicator of the state of the object. For dynamic objects, their poses are constantly changing and it is more difficult to estimate than static objects (Ding et al., 2018; He et al., 2020; Tao et al., 2021). For vehicles, the process of changing pose represents the interaction between the vehicle and the environment, which is very important for the vehicle to perceive the environment. Intelligent algorithms have been applied to various fields, and have made a series of amazing achievements (Chen et al., 2021a; Chen et al. 2021b; Chen et al. 2022a; Li et al., 2022; Sun et al., 2022), especially deep learning (Hao et al., 2021; Huang et al., 2022; Sun et al., 2020; Jiang et al., 2021; Yun et al., 2022; Zhao et al., 2022). However, there are still many issues, such as high cost of obtaining and labeling high quality data, which limits the potential of supervised learning (Sünderhauf et al., 2018; Chen et al., 2022b; Chen et al., 2022c). Some deep learning methods are completely data-driven, abandoning traditional frameworks and lacking of analyticity to analyze the results effectively. And the pose change is a relative change, it often requires multiple images in the calculation, which further increases the burden of hardware (Tao et al., 2022a; Tao et al., 2022b).
We propose a Siamese network (Yu et al., 2019; Chicco et el., 2021) based vehicle pose estimation network called FPN PoseEstimateNet, which uses two images as input and constructs a feature extractor by combining the Siamese network with the correlation module. A correlation matrix is used for pose calculation. Instead of using an end-to-end neural network, this paper relies on the traditional framework, uses a neural network instead of the feature extraction component, and uses contrast loss and regression loss constraints to train the network.
The FPN PoseEstimateNet is a high speed and lightweight network, and its pose estimation accuracy is comparable to that of most networks. In addition, this network can decouple the pose estimation process into feature extraction for matching and pose calculation, thus enhancing the interpretation ability of vehicle pose estimation. The main contributions of this paper are as follows.
1) We proposed a Siamese network based feature extraction matching method.
2) We proposed a lightweight vehicle pose estimation network.
2 RELATED WORK
In recent years, deep learning has developed rapidly in the field of computer vision, and the convolutional neural network (CNN) represented by AlexNet (Krizhevsky et al., 2012) is an early representative. As the research progresses, more and more neural networks with excellent performance have been proposed, such as VGG (Sengupta et al., 2019; Mateen et al., 2019; Tammina et al., 2019), ResNet (He et al., 2016; Targ et al., 2016; Theckedath et al., 2020) and Inception (Szegedy et al., 2015; Szegedy et al., 2016; Szegedy et al., 2017; Ioffe et al., 2015). The commonly used deep learning pose estimation algorithms can be divided into two categories: supervised learning and unsupervised learning.
In supervised learning, Konda et al. (2015) considers the pose estimation as a classification problem. Costante et al. (2016) uses CNN for feature extraction and then for pose estimation. DeepVO (Wang et al., 2017; Lee et al., 2021; Wang et al., 2022) is an end-to-end pose estimation network, which uses a deep recurrent convolutional neural network (RCNN) to input a sequence of images and output the corresponding pose directly, without relying on any module in the traditional pose estimation frameworks. On the other hand, it implicitly models the time and data association models through recurrent neural network (RNN). On the basis of DeepVO, many improvements have been made. Some scholars have integrated curriculum learning and geometric constrains (Saputra et al., 2019a). Saputra et al. (2019b) introduces the mechanism of memory model for enhancing the feature extraction.
In supervised learning, it becomes more and more difficult to label all data. Compared with supervised learning, unsupervised learning has the advantage of using more data and better generalization performance in unfamiliar scenes. The SFMLearner (Klodt et al., 2018; Li et al., 2018; Zhang et al., 2020; Liu et al., 2021; An et al., 2022; Shao et al., 2022) algorithm is a typical unsupervised learning method, which consists of single view depth estimation and multi-view pose estimation. It uses synthetic view as the supervised information for depth and pose estimation. Then, the pixels in the source image are projected to the target image, and the pixel differences are found for the corresponding pixel. However, SfmLearner still has the problems of scale uncertainty and inability to adapt to the moving objects in the scene. Li et al. (2018) proposed to solve the scale uncertainty problem by using the acquired image pairs of binocular camera for learning and the monocular camera for pose estimation. Bian et al. (2019) tried to solve the scale problem by re-projecting the input image into three-dimensional (3D) space to determine the scale and then perform pose estimation. For the problem of scene transformation, GeoNet (Yin et al., 2018) solves the motion problem in static scenes by treating static scenes and object motion as different tasks and learning independently. Ganvo (Almalioglu et al., 2019) uses GAN (Generative Adversarial Network) to generate depth maps directly and uses a temporal recurrent network for pose estimation. Li et al. (2019) directly use the generator in GAN to generate a more realistic depth map and pose.
3 METHODS
The FPN PoseEstimateNet algorithm is shown in Figure 1. Two adjacent images are processed through the feature extractor to obtain a correlation matrix φ. The correlation matrix φ is then used in the pose calculate network to predict vehicle pose.
[image: Figure 1]FIGURE 1 | Overview of FPN PoseEstimateNet.
3.1 Feature extraction
The feature extractor adopts Siamese network, shown in Figure 2. The Siamese network is a multiple input single output network. Each input has a corresponding feature extractor, and all feature extractors share the same weights. The structure of the Siamese network ensures that the inputs are mapped to the same feature space. The output is the correlation matrix φ, and is constrained by the standard matrix ζ and constrative loss.
[image: Figure 2]FIGURE 2 | Overview of feature extraction.
In feature extraction, multi-scale features are fused by using a FPN. The architecture of the feature extractor is shown in Table 1. Figure 3 shows the multi-scale features fusion. The red part shows the base features. The blue part is the features at different scales. The orange part is the features in the fusion process. For the features at different scales, 1 × 1 convolution kernel is applied to reduce the channel dimension. Multi-scale feature fusion is applied by using upsampling and concatenation as the input to the correlation module. In feature extraction, the small-scale features can retain more underlying basic information and extract more detailed information, while the large-scale features can better represent semantic information. The concatenation of features can preserve the detailed and semantic information.
TABLE 1 | Architecture of feature extractor of the FPN PoseEstimateNet.
[image: Table 1][image: Figure 3]FIGURE 3 | Feature pyramid network for multi scale features fusion.
3.2 Correlation matrix and standard matrix
The patches in the features are encoded into a one-dimensional (1D) feature vector according to Eq. 1. In Eq. 1, w represents the width of the features, x, y represents the coordinates of patches in the features, and z represents the patch position in new coordinates. Therefore, z represents the spatial information of the patches in the features.
[image: image]
The input image pairs imaget and imaget+i pass through the feature extractor to obtain a set of feature vectors, It and It+i. The correlation module processes It and It+i to obtain a correlation matrix φ. The correlation matrix φ(x,y) denotes the correlation between the x-th patch in It and the y-th patch in It+i, shown in Figure 4.
[image: Figure 4]FIGURE 4 | Correlation matrix φ.
We use the distance of the corresponding patches in the high-dimensional feature space as the correlation criteria. The smaller the distance is, the higher the correlation of the corresponding patches is. The smaller the difference is, the greater the similarity is. The distance between corresponding patches can be calculated by Eq. 2.
[image: image]
Because It and It+i are in high-dimensional feature space, there will be a large bias in using the Euclidean distance. It is necessary to make non-linear transformation of the Euclidean distance. Moreover, the Euclidean distance is in (−∞, + ∞), and the range of the interval is too large, which easily leads to instability in the training. The Gaussian function is used to limit the distance in (0, 1], shown in Eq. 3, where x denotes the distance between the corresponding patches, i.e. distance (It (x), It+i (y)), and σ denotes the variance. Gaussian function can reduce the sample variance, which meets the requirement that the stronger the correlation is, the larger the value is. And the φ is normalized by rows.
[image: image]
The correlation matrix φ can be obtained by using the correlation module. However, the variation of the weight in the Siamese network has a large impact on φ. A standard matrix ζ is used to evaluate the variation of φ. The standard marix ζ is defined as the correlation matrix of the same inputs. Under ideal conditions, the distance between identical patches is zero, and the distance is infinite for non-identical patches. The standard matrix ζ is shown in Figure 5. The X and Y axes represent the positions of the patches in It+i and It, respectively.
[image: Figure 5]FIGURE 5 | Standard matrix ζ.
By comparing the difference between the φ and the ζ in log space, a comparison difference is generated. By using the similarity label and difference, the feature extractor can better identify the differences in patches. Thus, the pose changes between imaget and imaget+i can be described by the difference, which is the result between φ and ζ. The logarithmic distance is used to measure the correlation φ and ζ, shown in Eq. 4.
[image: image]
The weighted mean of difference is used as the distance to define the pose changes, as shown in Eq. 5, where differenceii denotes elements on the diagonal and differenceij denotes the other elements. Since ζ is a constant matrix, the difference represents the change in φ at the corresponding position. λij is the corresponding weight factor, expressed as the sum of the relative two-dimensional coordinate offset of the i-th element of It and the j-th element of It+i, in the features. And 1 is added to all offset to prevent learning from occurring if the offset is 0.
[image: image]
For the distance, a contrast loss is used for training. The contrast loss is shown in Figure 6. For positive samples, as shown by the red line, the loss value increases as distance increases. For negative samples, as shown by the blue line, the loss value decreases as distance increases until it reaches margin.
[image: Figure 6]FIGURE 6 | Contrast loss function.
The contrast loss is shown in Eq. 6, where, y is the label, the only values are 0 and 1. And 0 means that the input image pairs are identical, 1 means that they are different, margin represents the boundary, and margin is taken as 1. The positive label means that the difference is small and the value of distance is decreased. The negative label means that the difference is large and the value of distance is increased. Therefore, the value of distance in the case of a label of 1 also reflects the degree of difference, the greater the degree of difference the greater the value of distance, the smaller the degree of difference the smaller the value of distance, until it reaches the difference boundary margin, when the distance exceeds margin no longer increases, preventing overfit. The presence of the comparison function allows the network to represent the change of pose.
[image: image]
3.3 Pose calculate network
The correlation matrix φ represents the matching relationship of the input images. A pose calculate network is designed to process φ and recover the poses from φ. The basic structure of the pose calculate network is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Pose calculate network. Conv for convolution module.
As the φ can reflect the translation and rotation of the vehicle, the pose calculate network uses multiple convolution layers to extract features from the structure. In the process of pose estimation, the channel attention module and the spatial attention module are used to improve the training speed and accuracy.
The network structure of the pose calculate network is shown in Table 2. In Table 2, ChannelAttention1 and ChannelAttention2 are convolution layers in the channel attention network, SpatialAttention1 and SpatialAttention2 are convolution layers in the spatial attention network, and the channel attention network are connected to the backbone network through parallel connection, and the parameter size of the pose calculate network is 5.9 M.
TABLE 2 | Pose calculate network of FPN PoseEstimateNet.
[image: Table 2]The channel attention mechanism, which is used to construct correlations between channels by performing dimensionality reduction in channel dimensions, enables weighting of critical channels. The channel attention mechanism is a simple and effective module that can be embedded in any part of the network. It can reduce the redundancy of channels, enhance channels that are important to the task and weakening channel dimensions that have less impact on the task. The channel attention module is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Channel attention module.
The input to the channel attention module is the features u, which is a feature vector with channel dimension C, length H and width W. First, u is squeezing in the spatial dimension, keeping the channel dimension C, and squeezing the spatial dimensions W and H to 1 and 1, respectively, so as to obtain a 1 × 1 × C vector, which is called the squeezing part. Then, the squeezed vector is fed into the Multiple Perception Machine (MLP) to recover the channel dimension and output a 1 × 1 × C vector, which is called excitation. Finally, outputs of excitation are fused by elementwise addition. The fusion result is activated with a nonlinear activation function to obtain a 1 × 1 × C channel attention vector w.
The squeeze process is implemented by global pooling. The squeeze process is actually a squeeze of the spatial domain, reducing the effect of spatial location on the channel dimension, and obtaining the complete information of the channel domain. Both Global Average Pooling (GAP) and Global Max Pooling (GMP) are used, shown in Figure 8. The excitation is an Auto Encoder using MLP to extract features from important channels in the channel domain. The Auto Encoder is implemented using a 1 × 1 convolution kernel. In the Auto Encoder, the dimensions of the input and output layers are the same, and the dimension of the intermediate hidden layers must be smaller than that of the input and output layers to achieve dimensionality reduction and eliminate redundant channels in the input layer.
In translation and rotation, the response of elements near diagonal is stronger. Therefore, elements near diagonal contain more information. The special spatial structure of the diagonal has an important influence on the final result of pose estimation. We use a spatial attention mechanism to weight the elements at different locations in space to strengthen the influence of diagonal elements on pose estimation and weaken the influence of non-diagonal elements.
The implementation of the spatial attention mechanism is shown in Figure 9. Two W × H × 1 features with the same spatial resolution as the input u are generated by using maximum pooling and average pooling in dimensions, respectively. Subsequently, features are concatenated in the dimension to obtain a W × H × 2 feature. Next, the new feature is convolved to reduce its channel dimension to 1 dimension. Finally, the results are activated by the activation function, and a W' × H' × 1 feature is output as weights, which can be directly used in output of the pose calculate network [image: image]. The results of spatial attention are shown in Figure 10.
[image: Figure 9]FIGURE 9 | Spatial attention.
[image: Figure 10]FIGURE 10 | Spatial attention in translation and rotation movement.
The output of spatial attention is not directly applied to the input u, but to the pose estimation [image: image], so that the input includes both the initial u and the pose estimation [image: image]. The average and mean results of average pooling are fused by channel dimension concatenation, followed by convolution and activation function to obtain the weights w, which are finally weighted by the pose estimation [image: image].
4 EXPERIMENT
The hardware consists of Xeon E5 CPU, Nvidia GeForce RTX 2080Ti GPU and 32G of memory capacity. The software platform uses Windows, programming using Python 3.8.6, deep learning framework by Google’s open source framework Tensorflow 2.2.0 and Keras.
Sequences of colour video images from visual odometry under the Open Data KITTI are used as experimental data, with an image size of 1280 × 640 and a total of 11 sequences. Each sequence ranges from 500 to 5,000 m in length. All inputs are used as image pairs for the time interval i is 1. The datasets with different sequences are randomly sampled for the input data to ensure a uniform distribution of the training. The FPN PoseEstimateNet was trained with batch size of 4 and a learning rate of 0.0001, using the 00 sequence as the training set, which consists of 512 image pairs randomly sampled from the 00 sequence for 1 epoch.
The method consists of two different stages: the feature extractor and the pose calculate network. The method has two different types of labels: similarity label and pose label. The similarity labels are coded using 0 and 1, 0 for similarity and 1 for dissimilarity. In the experiments, image pairs with time interval i < 5 are positive samples and those with time interval i > 10 are negative samples. The ratio of positive to negative sample is 1:1. As all the pose labels provided in the KITTI dataset are a coordinate matrix with the coordinates of frame 0 as the origin, the pose represented is the absolute pose at the origin of the coordinates of frame 0. The predicted pose is a relative pose between two frames. So the original labels provided by the KITTI dataset need to be transformed from absolute to relative pose. 3 degrees of freedom (DoF) of the vehicle are used for the pose labels.
If the absolute pose of the nth frame is represented as Tn, the absolute pose matrix of the nth + 1 frame is represented as Tn+1, and the relative pose of the 2 frames is represented as Tr, the relative pose transformation is shown in Eq. 7. The Tr is constructed by the rotation matrix [image: image] and the translation matrix [image: image].
[image: image]
[image: image]
During the pose calculation, the rotation matrix R can be used to represent the rotation around different axes, and the translation matrix T can be used to represent the translation along different directions. However, there are some redundancy in the rotation matrix R and the orthogonality constraint is difficult to realize in deep learning. The rotation needs to be convert into Eulerian angle suitable for deep learning. The conversion of rotation matrix R is shown in Eqs 8, 9, 10.
[image: image]
[image: image]
[image: image]
The KITTI dataset uses the right hand coordinate system, and the vehicle movement direction is z axis. In most cases, the translation in z axis is much larger than that in the other directions. Similarly, the rotation in the zoy plane will be much larger than that in the other planes.
The correlation matrix φ for FPN PoseEstimateNet is shown in Figure 11. It is close to a diagonal matrix. The elements on the diagonal in the translation and rotation movement have essentially trend.
[image: Figure 11]FIGURE 11 | Correlation matrix φ in translation (left) and rotation (right).
The difference in distance of rotation and translation for different time intervals is shown in Figure 12. As the time interval increases, the difference of rotation and translation increases, indicating that the feature extractor is able to perform similarity analysis. At the same time, the distance under rotation variation increases significantly in a short period of time, and then tends to stability; the distance under translation variation increases significantly in a shorter period of time, and then still increases slowly and stable off gradually. Figure 12 shows that the method is good at identifying differences for translation changes in any length of time, while it is good at identifying differences for rotation changes in shorter periods of time, but poor at identifying differences for longer periods of time.
[image: Figure 12]FIGURE 12 | Trend of distance over time interval.
The training process is shown in Figure 13. In the early 50 epochs, the validation curve is close to the training curve. Then, the validation loss is larger than the training loss. The training loss decreases rapidly and converges gradually. Due to the variation of different sequences and the difference of vehicle speed, there is an obvious jitter in the validation curve.
[image: Figure 13]FIGURE 13 | FPN PoseEstimateNet train and valid curves.
Because the FPN PoseEstimateNet lacks a back-end optimisation, the method is used for short distance for pose estimation. Absolute Pose Error (APE) is used as the evaluation criterion. The APE includes Absolute Transpose Error (ATE) and Absolute Rotate Error (ARE). The smaller the error, the closer the predicted pose is to the truth. The data used in the experiments are 200 consecutive images.
The results show that the prediction results are quite different for different sequences, shown in Table 3. On the one hand, this is because only the 00 sequence is used as the training set, so it has certain limitations in generalization. On the other hand, the performance is limited by the network size.
TABLE 3 | Prediction accuracy of different series.
[image: Table 3]As shown in Table 4, FlowNet uses a fully connected layer with weight of 581M, which can improve the accuracy and reduce the inference speed. The parameter of FPN PoseEstimateNet is only 101.6M, but it can accelerate the inference.
TABLE 4 | Inference speed and parameters for different networks.
[image: Table 4]Figure 14 shows the performance of the FPN PoseEstimateNet on different sequences. Because the pose transformation is in xoz plane during movement, Figure 14 shows only the estimated curves of translation and rotation in xoz plane. The top is the translation in the x axis, the middle is the rotation, and the bottom is the translation in the z axis. The solid line is the prediction and the dashed line is the truth. It can be seen that FPN PoseEstimateNet successfully predicts the trend of pose changes in all sequences. However, when the rotation was started and stopped, there will be errors in the predicted rotation. In these moments, the translation error will also increase, and the translation is usually larger than the truth. The FPN PoseEstimateNet has a small error for fast rotations in a short time.
[image: Figure 14]FIGURE 14 | Results of estimated pose. (A) Estimated poses of 00 sequences. (B) Estimated poses of 03 sequences. (C) Estimated poses of 05 sequences. (D) Estimated poses of 07 sequences.
5 CONCLUSION
We propose a novel approach for vehicle pose estimation using a monocular camera. This method combines deep learning with traditional pose estimation algorithms through the Siamese network. The network runs at a speed of 6 FPS, and the parameter size is 101.6 M. In different sequences, the angle error is within 8.26° and the maximum translation error is within 31.55 m. However, the error in predicted pose will accumulate and has a significant impact on the long-term pose estimation. In order to optimize the global trajectory, a correction process must be adopted. On the other hand, the pose estimation of the vehicle is 3 DoF, which includes translation and rotation in the driving plane, while the translation and rotation in other directions are ignored. However, for the movement of unmanned aerial vehicles (UAVs) and other objects, pose estimation of 6 DoF is needed.
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As compared with the computational fluid dynamics(CFD), the airfoil optimization based on deep learning significantly reduces the computational cost. In the airfoil optimization based on deep learning, due to the uncertainty in the neural network, the optimization results deviate from the true value. In this work, a multi-network collaborative lift-to-drag ratio prediction model is constructed based on ResNet and penalty functions. Latin supersampling is used to select four angles of attack in the range of 2°–10° with significant uncertainty to limit the prediction error. Moreover, the random drift particle swarm optimization (RDPSO) algorithm is used to control the prediction error. The experimental results show that multi-network collaboration significantly reduces the error in the optimization results. As compared with the optimization based on a single network, the maximum error of multi-network coordination in single angle of attack optimization reduces by 16.0%. Consequently, this improves the reliability of airfoil optimization based on deep learning.
Keywords: deep learning, airfoil, particle swam optimisation, random, parameter optimizatioin
INTRODUCTION
The airfoils are widely used in aerospace, marine engineering, new energy exploration, and other fields. In the field of new energy, in addition to environmental benefits, the wind power has the potential to make a significant contribution to the growing energy demand Office (2004). The airfoil structure significantly influences the energy efficiency of wind power generation Sharma, Gupta, Pandey, Sharma, & Mishra (2021). Due to the high cost of CFD calculation Koziel & Leifsson (2013), - The aerodynamic performance optimization Bedon et al. (2016); Chen and Li (2019); Kallath et al. (2021); Mukesh et al. (2012); Saleem and Kim (2020); Tang et al. (2017) and robustness optimization Reis et al. (2019) of Airfoil Based on CFD are limited. Therefore, optimizing the efficiency of airfoil structures has been a focus of research community.
Improving the optimization algorithm is an important approach for improving the efficiency of airfoilX. Liu et al. (2022a); Liu et al. (2022b). The traditional optimization algorithms include genetic algorithm (GA) Bagley (1967), simulated annealing algorithm (SA) Bangert (2012), and particle swarm optimization (PSO) Kennedy and Eberhart, (1995); Wu et al. (2022). Ram et al. combined the CFD with genetic algorithms to optimize the blades of wind turbine under low Reynolds number with multiple objectives Ram et al. (2013). This improved the performance of airfoil under adverse conditions. Mukesh et al. studied the performance of different optimization algorithms, such as GA and PSO based on CFD. The authors concluded that as compared with other methods, the PSO method has a greater ability to find the global optimal value Mukesh et al. (2012). Chen et al. further fused the GA and PSO to optimize the NACA0018 wing sail and obtained a larger thrust than the original wing Chen and Li (2019). The random drift particle swarm optimization (RDPSO) simulates the random thermal motion of particles by adding a temperature term to the PSO, which improves the global search capability of particles Sun, Wu, Palade, Fang, & Shi (2015). In addition, some scholars have tried to use deep learning to improve the numerical solution of <u>Pawar et al. (2019); Yin et al. (2020).
Using a proxy model is another effective way to enhance the efficiency of airfoil. The common proxy models include Kriging He et al. (2020); LI and PAN (2019); Bu et al. (2020) and the response surface mo Ahn et al. (2001); Sun, (2011); Vavalle and Qin (2012). Recently, deep learning methods have advanced rapidly Huang et al. (2022);Huang et al. (2021); Jiang et al. (2021a); Jiang et al. (2021b). The convolutional neural network (CNN) Fukushima (1980) has achieved good results in various tasks, such as image classification >Gong & Cao (2014);Mahapatra et al. (2016) and prediction <u>Kouhi & Keynia (2013);Mozo et al. (2018). Yu et al. used an improved CNN for predicting airfoil lift coefficients. Forecast so that the root mean square error is less than [image: image] Yu, Xie, & Wang (2020). In addition to CNN, other types of networks are also used in airfoil optimization. Haryanto, I et al. used ANN and GA methods to optimize the maximum lift-to-drag ratio of an airfoil with high accuracy Haryanto, Utomo, Sinaga, Rosalia, & Putra (2014). Tao et al. used the deep belief network (DBN) to construct a multi-fidelity proxy model for optimizing the robustness of the airfoil Tao & Sun (2019). Considering the training difficulty of deep networks, He et al. proposed ResNet, which further improved the mapping ability of the neural networks by enabling the network to learn the residuals between layers He, Zhang, Ren, & Sun (2016).
However, the optimization based on deep learning is accompanied by black-box adversarial attacks on the neural networks by optimization algorithms Papernot, Mcdaniel, & Goodfellow (2016). That is, the optimization algorithm only requires the value of the optimization function to be optimal, which may lead the neural network to give false optimal predictions. There are various methods to suppress over-fitting Ying (2019) and improve the robustness of the neural networks. Few researchers have proposed methods to defend against these attacks, such as random input transformation Xie, Wang, Zhang, Ren, & Yuille (2017), random noise Liu et al. (2018), and random pruning Dhillon et al. (2018). These methods have achieved good results in graph classification. However, the prediction of airfoil lift-drag ratio requires the neural network to give accurate prediction values. The disturbance of airfoil geometric parameters affects its aerodynamic parameters, limiting the application of the aforementioned methods in airfoil optimization.
The lift-to-drag ratio is unique for certain airfoils and operating conditions. Therefore, the values predicted by different networks should converge to the true values. When the network gives false predictions due to the uncertainty in the neural network Kendall & Gal (2017), the predicted value of different networks has large differences in probability. Based on this principle, in this work, we use multiple ResNets to collaboratively predict the lift-to-drag ratio of the airfoil. In addition, we combine the RDPSO algorithm for optimizing the airfoil for verifying that the collaborative network is in lift-to-drag ratio.
PARSEC parameterization has been applied in several studies (Mukesh et al., 2012; Da et al., 2017, MANAS S. K., 2008). The research by DA et al. and MANAS is based on the PSO algorithm for airfoil optimization. Based on the PARSEC parameterization method, Mukesh et al. (Mukesh, R et al., 2012) compared the optimization results of the Panel Technique and the PSO algorithm. They concluded that the PSO algorithm could find the optimal solution more effectively.
MATERIALS AND METHODS
The overall process of this paper is shown in the figure below. The GAN network for generating the initial airfoil and the CNN and ResNet for predicting the lift-drag ratio are trained based on the data set. After the GAN generates the initial airfoil, the airfoil is optimized using ResNet and CNN combined with the RDPSO algorithm. Finally, the optimization results are verified by CFD. The optimization process is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Flow chart of optimization of lift-drag ratio.
Resnet
The ResNet was proposed by He et al., in 2016 He et al. (2016). It uses shortcut paths in the CNN architecture Fukushima (1980) so that the network can learn the residuals during the training process, thus making the training process easier. The convolutional layers, activation functions, and shortcuts are used to form the blocks in a certain order. Then, these blocks are used to build the entire network.
The ResNet architecture used in this work is shown in Figure 2. In He et al. (2016), the author uses convolution for down-sampling. In the preliminary tests, the performance of the average pooling layer is slightly better than convolution. Therefore, in this work, we use average pooling for performing down-sampling. We add the dropout Ying (2019) between the last convolutional layer and fully connected (FC) layer to suppress overfitting. In addition, in this work, we use the traditional CNN architecture similar to ResNet (Figure 3A) and a simplified CNN architecture (Figure 3B to build different networks, and compare the prediction capabilities of various networks for airfoil lift-drag ratio.
[image: Figure 2]FIGURE 2 | ResBlock structure.
[image: Figure 3]FIGURE 3 | CNN Block structure (A) Based on ResBlock and Shortcut bypass deletion (B) Typical CNN structure.
Based on the three aforementioned types of blocks, in this work, a total of six networks are constructed for training, among which three networks are CNN. As shown in Figure 4, the CNN Ⅰ is composed of CNN Block A, and CNN Ⅱ and CNN Ⅲ are composed of CNN Block B. The other three networks are ResNets, which are composed of ResNet blocks. The input information is a single-channel airfoil geometry. After down-sampling based on convolution, normalization, and pooling, it enters the block for processing. In Figure 4, it is noticeable that the dropout probability of each network is different. This is due to the slight adjustment in the dropout probability of each network during the tests, so that the network is able to reach the lowest possible value of the loss function.
[image: Figure 4]FIGURE 4 | CNN and ResNet structure (when two blocks with the same output channel overlap, Only mark once, such as c = 64. When two blocks with different output channels overlap, mark in order, such as c = 64, 48 means that the output channel of the previous block is 64, and the output channel of the next block is 48)
Airfoil parameterization
The improved geometric parameter (IPG) parameterization method was proposed by Liu et al. This method can decompose the airfoil geometry into the midline and thickness expressions Lu, Huang, Song, & Li (2018) and establish the relationship between the geometric parameters and curve parameters.
In the IPG parameterization, the airfoil centerline is expressed as follows:
[image: image]
where, K denotes the curve parameter and [image: image], and [image: image] denote the airfoil design parameters.
The airfoil thickness is expressed as follows:
[image: image]
where, [image: image] denotes the abscissa of the airfoil centerline and [image: image], and [image: image] denotes the airfoil design parameter. In order to ensure that the end of the airfoil is closed, [image: image].
Random drift particle swarm optimization (RDPSO)
The RDPSO is an optimization method Sun et al. (2015) based on PSO Kennedy & Eberhart (1995). For a particle in a dimensional space, the particle coordinate iteration process is expressed as follows:
[image: image]
[image: image]
[image: image]
[image: image]
where, the superscript represents the component of the particles in dimension [image: image] and, the subscript i denotes the particle number and [image: image], n represents the number of iterations, [image: image] denotes the coordinate of the individual optimal value of the particle i in dimension j during the first n iterations, [image: image] denotes a random number distributed between 0 and 1, i.e., [image: image], [image: image] denotes the coordinate of the optimal particle in dimension j during the first n iterations, [image: image] denotes the average value of the coordinates corresponding to the optimal values of all particles, [image: image] denotes the particle velocity, which is the coordinate migration of the particle in this iteration, [image: image] represents the temperature factor and [image: image], [image: image] denotes the drift factor and [image: image], [image: image] denotes the particle coordinate, i.e., the optimization variable, and [image: image] denotes a normally distributed random value, i.e., [image: image].
When the coordinate of a certain particle is randomly selected as [image: image] with a probability of [image: image], the expected value of [image: image] is equivalent to [image: image], but the ability of the particle to search for the optimal value can be improved. This method is called RDPSO-Gbest-RP. In this work, we use RDPSO-Gbest-RP for optimization.
Generative adversarial network (GAN)
The RDPSO method requires that optimization starts from a random number of particles. Usually, the random particles are generated separately in each dimension in the optimized space based on random numbers. As the optimization parameters in the IPG parameterization may not be independent, and the optimization space is irregular, random number generation may cause a large number of particle coordinates corresponding to the airfoil geometry to be abnormal. GAN Goodfellow, (2020) can generate data with the same distribution as the input samples. WGAN-GP Gulrajani, Ahmed, Arjovsky, Dumoulin, & Courville (2017) overcomes the problem of GAN mode collapse. In this work, WGAN-GP is used to generate the random particles to ensure particle randomness and a reasonable range for each parameter. The network architecture is presented in Figure 5.
[image: Figure 5]FIGURE 5 | WGAN structure diagram.
Joint network and constraints
This work uses a penalty function for any target angle of attack Deb (2000) to constrain the parameters. The traditional penalty function is mathematically expressed as follows:
[image: image]
where [image: image] denotes the original optimization objective function, [image: image] denotes the optimization objective function, [image: image] denotes the penalty factor, and [image: image] denotes the constraint.
For inequality constraints

[image: image]
So,
[image: image]
When the resistance ratio is predicted for a certain angle of attack, the original optimization objective function is expressed as:
[image: image]
The optimization constraint is mathematically expressed as follows:
[image: image]
Among them, [image: image] constrains the minimum thickness of the airfoil, [image: image] constrains the prediction error of the lift-drag ratio, and [image: image] and [image: image] are constraints on the airfoil parameters in the IPG parameterization. The original objective function, [image: image] denotes the larger and the smaller output values of the two neural networks, respectively. Since the [image: image] activation function is added at the end of the network, and we get [image: image]. In (6), [image: image] denotes the coefficient that controls the proportion of the larger value to the smaller value.
In the constraint expression, the first item denotes the minimum thickness constraint. The second term represents the error limit, which is used to filter the inconsistent results from the predictions of the two networks and represents the allowable relative error of the two network predictions. It is the maximum value of the lift-to-drag ratio in the sample scaled to the output range of the network. The third item represents the constraint on the parameter. The lower limit of this parameter is presented in Lu et al. (2018). The fourth term is used to prevent the airfoil from curling, when the parameter satisfies (3).
During the optimization process, in addition to the error control of the m target angles of attack, the error penalty should also be performed on the additional n angles of attack, i.e.,
[image: image]
where, [image: image] denotes the value applied to the RDPSO algorithm, [image: image] denotes the number of target angles of attack, [image: image] denotes the weight of the ith angle of attack, [image: image] denotes the optimized function value of the ith angle of attack, [image: image] denotes the number of error sampling points selected from the error limit area, and [image: image] denotes the value of the penalty term for the ith error sampling point.
RESULTS AND DISCUSSION
Network training
Airfoiltools Pescador (2016) is a free online airfoil research tool, which currently provides the data of 1,638 airfoils. This tool provides the coordinates of interpolation point of the airfoil, and a list of angles of attack and aerodynamic parameters under the partial Reynolds number. We collected 1,638 airfoils from this website. In order to ensure the quality of the dataset, 1,546 available airfoils are manually screened out, accounting for 94.4% of the total samples. The discarded airfoils include possible coordinate errors, and the data samples where the chord length is significantly smaller than most of the other airfoils. We randomly select 1,233 airfoils for training the network. The remaining data samples are used as an evaluation set. We use the matplotlib library to convert the airfoil into an image with a height of 2 inches, a length of 4 inches, a resolution of 128 × 64, and a line width of 5.0 pixels. The angle of attack used for each airfoil ranges from -15° to +15° with a step of 1°. We obtain 40,165 images for the dataset. The angle of attack and lift-to-drag ratio have been scaled to between -1.0 and +1.0. Few samples of the airfoil images are presented in Figure 6.
[image: Figure 6]FIGURE 6 | Some airfoil geometry samples in the database.
We use the Adam optimizer to optimize the weights of the network. According to the situation that the network occupies the video memory, we select a higher value for epochs, i.e., between 80 and 180. The initial learning rate is 0.001, and it is reduced by 70% every five iterations. When all the data in the training set has been used for training (once per iteration), we disable the dropout and use the validation set to calculate the value of loss function. During the training process, a total of 35 iterations are performed. We observe that the value of the loss function no longer decreases and remains stable. The loss function curve obtained using the verification set is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Loss function curve of network training (A) CNN Ⅲ (B) ResNet Ⅱ (C) ResNet Ⅲ (D) Validation set of all networks Loss function curve.
Lift-to-drag ratio prediction
We use the trained network to predict the lift-to-drag ratio using the samples from the validation set. The error of the prediction results is shown in Table 1. Among all the single networks, ResNet Ⅲ, ResNet Ⅱ, and CNN Ⅲ have the highest prediction accuracy. Therefore, the subsequent airfoil optimization work is based on these three networks.
TABLE 1 | The error distribution of each neural network in the predicted value of the lift-to-drag ratio in the verification set.
[image: Table 1]As a conventional deep learning algorithm, CNN has good prediction performance Yun et al. (2022); Sun et al. (2022). Based on the network architecture presented in Figure 4, it is evident that the predictive ability of the neural network is affected by the number of single-layer convolution channels and the number of layers. The network with more layers and channels has a stronger predictive ability. The ResNet Ⅲ and CNN Ⅲ have the same number of convolutional layers, number of channels, and similar architecture. There is no obvious difference between CNN Ⅲ and ResNet Ⅲ in predicting the lift-to-drag ratio. ResNet Ⅲ has a lower root mean square error considering the loss function value. In the detailed error distribution, there are more sample errors in the prediction results of CNN Ⅲ that are less than 1%. Contrary, the ResNet Ⅲ has more sample errors less than 15%. Therefore, the CNN Ⅲ achieves higher accuracy. But ResNet Ⅲ has better generalization performance. Similarly, the ResNet Ⅱ also achieves good prediction results. The predicted values of the two networks are weighted and averaged (the weight is 0.5) to improve the prediction accuracy of the network’s lift-to-drag ratio. The prediction accuracy after this combination is better than a single network within most of the error ranges.
Figure 8A shows the predicted value of the lift-to-drag ratio between the trusted airfoil and the unknown airfoil. Figure 8B shows that the predicted values of the lift-to-drag ratio for the credible airfoils of different networks are similar. Within the range of angle of attack, i.e., -15°–15°, the lift-to-drag ratio curves coincide, and the largest error occurs in the case of ResNetⅡ. In ResNetⅢ, the maximum error is 11.8% at 6° angle of attack. When the network output is uncertain, the predicted values of the three networks are very different. The error for ResNet Ⅱ and ResNet Ⅲ reaches 30.1% at an angle of attack of 8°. The error between ResNet Ⅲ and CNN Ⅲ is 8° and the angle error is 59.0%.
[image: Figure 8]FIGURE 8 | Geometry and lift-to-drag ratio prediction of the determined airfoil and the uncertain airfoil (A) solid line: the determined airfoil from the data set; dashed line: the uncertain airfoil generated by WGAN (B) different network pairs Determine the lift-to-drag ratio prediction of the airfoil, showing consistency (C) The lift-to-drag ratio predictions of the uncertain airfoil of different networks are significantly different.
Based on the aforementioned results, we observe that:
(1) The uncertainty in network output is mainly concentrated in the range.
(2) In the range of the angle of attack, where the output uncertainty is obvious, there may be some points where the error is small, as shown in Figure 8C.
Ideally, the error sampling points are as dense as possible, i.e., In formula (8), the number of constraint points [image: image] of the lift-drag ratio prediction error should be as large as possible to ensure that the prediction error meets the requirements in the entire optimization range. However, at the same time, this increases the computational complexity. Considering comprehensively, in this work, we select an error limit area. At the same time, four angles of attacks are randomly selected for error control within the range of angle of attack by Latin super-sampling Mckay & Beckman (1979).
Lift-to-drag ratio optimization
The lift-to-drag ratio optimization is based on randomly distributed particles. These particles are generated by using WGAN-GP. The distribution of the generated particles and the samples in the dataset are shown in Figure 9. The particle distribution of WGAN-GP is similar to the dataset.
[image: Figure 9]FIGURE 9 | The IPG parameter distribution of the WGAN generated airfoil and the data set airfoil.
During the optimization process of RDPSO-Gbest-R, the initial maximum particle velocity is 0.4. Consequently, the particles move randomly in the entire allowable optimization space and converge to the global optimal value. Afterwards, the maximum speed is halved after every 20 iterations so that the optimization results become gradually accurate. This principle is similar to the simulated annealing algorithm Bangert (2012).
(1) The influence of the number of particles on the optimization results
Machine learning algorithms are widely used in various fields of studies Tian et al. (2021); Xu et al. (2022); Yao et al. (2021). Optimization algorithms can boost predictive performance of machine learning Liu X. et al. (2022),Liu et al. (2022b); Zhao et al. (2022). In this work, we use the number of particles in RDPSO algorithm M = 50 and M = 100 to optimize the airfoil under the same optimization objective and compare the influence of the numbers of particles on optimization results. To avoid contingency, the airfoil optimization is repeated 5 times for each parameter. The optimization goal is the weighted average of the lift-to-drag ratio under the angle of attack (here, the weight coefficients are all), and formula (6) takes 0.5.
Figures 10, 11 show the optimization results for M = 50 and M = 100, respectively. In the lift-to-drag ratio prediction of the optimization results, it is evident from Figures 10A, B that there is a difference between the multi-network joint prediction and the network CNN III that has not participated in the optimization. The optimization results are performed in the networks participating in optimization. This phenomenon is also evident in Figures 10A, B.
[image: Figure 10]FIGURE 10 | The optimization result of ion number M = 50 (A) The lift-drag ratio prediction of the five optimization results by Adjective and CNN Ⅲ (B) The airfoil geometry of the five optimization results and the initial airfoil optimized at one time (C) 5 times The change curve of the weighted value of the lift-to-drag ratio during the optimization process.
[image: Figure 11]FIGURE 11 | The optimization result of the number of ions M = 100 (A) The prediction of the lift-to-drag ratio of the fifth optimization result by Adjective and CNN Ⅲ (B) The airfoil geometry of the fifth optimization result And the initial airfoil of one of the optimizations (C) The weighted value change curve of the lift-drag ratio during the fifth optimization process.
In the optimization results where M = 50, there are four results that converge to a consistent airfoil geometry. In the optimization results where M = 100, the lift-to-drag ratio curve, the airfoil geometry, and the weighted value of the lift-to-drag ratio converge to a consistent solution. In this case, the lift-to-drag ratio increases from 120 of the initial airfoil to at least 157, i.e., about 30.8%. GAN randomly generates the initial airfoil for each optimization, and finally a consistent optimization result is obtained. Therefore, this optimization result can be considered as the global optimal solution. The subsequent optimization calculations are performed with M = 100.
(2) Comparison of multi-network joint and single-network optimization results
To verify the improvement in accuracy of the optimization results obtained by using multi-network collaboration, in this work, we use ResNet Ⅲ as it is the best performing network in lift-to-drag ratio prediction (Table 1; Figure 7D), and the multi-network collaborative adjective for a single attack. We optimize the angle (2°) and multiple angles of attack (same as the previous section). The number of particles and the optimization results of lift-to-drag ratio are shown in Figure 12. The triangles represent the predicted value of the lift-to-drag ratio of the network participating in the optimization based on ResNet Ⅲ or adjective. The "+" marks represent the predicted value of the lift-to-drag ratio of the independent network CNN III.
[image: Figure 12]FIGURE 12 | The optimization results are in the network participating in the optimization (ResNet Ⅲ or Adjective) and the network not participating in the optimization (CNN Ⅲ) The lift-to-drag ratio prediction curve in (A) is based on the optimization result of ResNet Ⅲ for single target angle of attack (B) is based on the optimization result of Adjective for single target angle of attack (C) is based on the optimization result of ResNet Ⅲ for multi-target angle of attack (D) Optimization results based on Adjective for multi-target angles of attack.
In the optimization result of a single angle of attack (Figure 12A), there is a significant difference between the single network predicted value and the actual value, and the maximum error reaches 32.7%. In contrast, the multi-network collaboration significantly reduces the difference between the predicted value of the optimized network and the verified network (Figure 12B). The maximum error in this case is 16.7%, which is 16.0% lower as compared to a single network. As shown in Table 2.
TABLE 2 | Single network (ResNet Ⅲ) and multi-network collaboration (Adjective) optimize the angle of attack of single and multi-target. The maximum error between the predicted value of the lift-to-drag ratio of the network participating in the optimization and the predicted value of the result of the independent reference network CNN Ⅲ.
[image: Table 2]While optimizing multiple angles of attack (Figure 12C), there is still a significant difference between the predicted value of the single network and the test network, i.e., the maximum error is 13.0%. The multi-network prediction results have a slightly lower error than a single-network prediction result, i.e., the maximum error is 12.7%, which is a decrease of 0.7%. This is because when the multi-angle attack optimization is performed, the output result may be too small or too large due to the uncertain output state of the network. In addition, the output of the small result makes the final weighted value lower than the certain value. To a certain extent, the shape of the optimal airfoil suppresses the influence of uncertainty during the optimization process.
(3) Comparison of optimization results with the best airfoil in the dataset
Figure13 compares the optimization results of single angle of attack and multiple angles of attack targets. In addition, it also presents the comparison of the best airfoil geometry in the dataset for the corresponding target angles of attack. The optimization results are shown in Table 3. Figures 13A, C present the single angle of attack optimization results. The initial airfoil, optimal airfoil, and the optimization results are relatively similar, and the lift-to-drag ratio curve presented in Figure 13C also has the similar characteristics. There is an obvious peak at the target angle of attack at 6°, and the maximum lift-to-drag ratio reaches 172. The lift-to-drag ratio at other angles of attack degenerates rapidly, indicating that this optimization algorithm has obvious pertinence to the optimization target.
[image: Figure 13]FIGURE 13 | Comparison of optimization results with the best airfoil under the corresponding target in the data set (A) Airfoil geometry with 6° single angle of attack lift-to-drag ratio as the optimization target (B) The multi-angle of attack lift-drag ratio is the airfoil geometry under the target (C) The lift-drag ratio curve under the target with 6° single angle of attack lift-drag ratio (D) The lift-drag ratio curve under the target with multiple angles of attack lift-drag ratio.
TABLE 3 | The optimization results of multi-network coordination at multiple angles of attack and single angle of attack, compared with the best airfoil in the data set.
[image: Table 3]Figures 13B, D present the optimization results of multiple angles of attack. For the optimization goal, the weighted value of lift-to-drag ratio after deep learning optimization is 147 (the optimal estimate is 159), which is equivalent to the best airfoil lift-to-drag ratio in the dataset. However, there is a big difference in the airfoil geometry. Both the optimization results and the best airfoils in the dataset maintain a high lift-to-drag ratio within a large angle of attack.
4) CFD-based lift-to-drag ratio verification and stall characteristic research We use the k-ε turbulence model of COMSOL Multiphysics to calculate the lift-to-drag ratio of the initial airfoil, the optimized airfoil, and the optimal airfoil in the database for verification. The calculation results are shown in Figure 13.
Figure 14A shows the grid independence verification. The changing trend of lift-drag ratio is observed by changing the number of grid cells. When the number of grids is greater than 167,000, the calculation results no longer change significantly, indicating converging. Figure 14B shows the calculation results of the lift-drag ratio of each airfoil. The lift-drag ratio calculated by CFD is quite different from the value in the database. The reason is that the lift coefficient calculated by CFD is the same as the value in the database. In contrast, the value calculated by CFD The drag coefficient is larger, resulting in a significant difference in its ratio. The lift-drag ratio calculated in this paper is close to the airfoils in most other studies.
[image: Figure 14]FIGURE 14 | Verification of lift-drag ratio based on CFD optimization results. (A) Calculation results of lift drag ratio of the best airfoil in the database at 0° angle of attack with different grid numbers (B) lift drag ratio curves of the best airfoil, initial airfoil and optimized airfoil in the database.
From the trend of the lift-drag ratio, the CFD calculation results are consistent with the prediction results of the neural network. The optimized airfoil has a lift-drag ratio similar to the best airfoil in the data set when the attack angle is greater than 5°, and the airfoil is less than 5° when the attack angle is less than 5°. The lower corners show a higher lift-to-drag ratio.
In the study of stall characteristics, we refer to the study of Guilmineau et al. (1997), using the SST k-ω model in COMSOL Multiphysics for the initial airfoil, the optimized airfoil, and the best airfoil in the data set. Stall characteristic studies were carried out. In the stall characteristic study, the airfoil rotates around 1/4 chord, and the angle of attack changes cyclically as follows:
[image: image]
Where [image: image], [image: image], [image: image], [image: image] .
Figure 15A Shows the grid independence verification. Different grid densities are used to calculate the lift coefficient at an angle of attack of 10°. The comparison shows that when the number of grids is greater than 38,000, the calculation results do not change significantly, indicating that the number of grids is sufficient. Stall characteristic calculations were performed using a grid with 38,000 elements. The lift coefficient and drag coefficient results are shown in Figures 15B, C, respectively.
[image: Figure 15]FIGURE 15 | Stall characteristics of optimization results. (A) Calculation results of lift drag ratio of different grid numbers for the best airfoil in the database at 10° angle of attack (B) change curve of lift coefficient of the best airfoil, initial airfoil and optimized airfoil in the database with angle of attack (C) change curve of drag coefficient of the best airfoil, initial airfoil and optimized airfoil in the database with angle of attack.
The hydrodynamic prediction provides an important reference for the optimal design of the structureSu et al. (2021). In the pitch-up stage, when the angle of attack is greater than 5°, the lift coefficient of the optimized airfoil is slightly higher than that of the optimal airfoil in the data set, and the peak lift coefficient is also higher than that of the optimal airfoil in the data set (Figure 15B); for the drag coefficient, when the angle of attack is greater than 5°, the optimized airfoil is slightly higher than the optimal airfoil in the data set. The peak drag coefficient is basically consistent with the optimal airfoil in the data set (Figure 15C). During the descent, the lift coefficient of the optimized airfoil is significantly higher than that of the best airfoil in the data set. In contrast, the drag coefficient has no significant difference.
In general, the peak drag coefficient of the optimized airfoil is the same as that of the best airfoil in the data set, while the peak lift coefficient is improved to a certain extent. The optimized airfoil has a smaller lift coefficient hysteresis loop area and better stability.
CONCLUSION
Both ResNet and traditional CNN can achieve high accuracy in lift-to-drag ratio prediction. These architectures are able to achieve more than 96% of the airfoil prediction error of less than 10%, and more than 85% of the airfoil prediction error of less than 5%. The number of layers and the number of convolution channels in a network significantly influence the prediction accuracy.
The multi-network coordination effectively suppresses the deviation of the optimization result from the actual value in the single-objective angle of attack optimization. The optimization results show that the maximum error after multi-network collaborative optimization is 16.7%, which is approximately half as compared to the maximum error of single-network optimization. In case multi-angle attack optimization, there is no significant difference.
Based on the airfoil optimization performed using RDPSO and deep learning, a high-performance airfoil with a gap of less than 5% from the best airfoil in the dataset is obtained in a conservative estimation. In the more optimistic estimation, the deep learning optimization results have a better performance as compared to the best airfoil in the dataset. For practical applications requiring higher reliability, the airfoil optimization based on deep learning may be more suitable for pre-optimization, providing a good initial airfoil for other optimizations with higher accuracy.
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In the biomedical field, polyurethane (PU) is widely used in interventional catheters, artificial hearts, artificial blood vessels, orthopedic materials, medical adhesives, and other medical devices. In this paper, a method based on machine vision was proposed to control the drafting and winding accuracy of PU filament in order to solve the problem of centrifugal runout when the mold rotates. The centrifugal runout of the mold directly affected the preparation efficiency and quality of long artificial blood vessel by wet spinning. Through non-contact real-time detection of the filament diameter and the angle between the axis of filament and the axis of mold, the motion parameters of the two motors driving the moving platform and the drafting roller could be adjusted in real time to achieve the purpose of online real-time control of filament drafting and winding accuracy. The vision control method proposed in this paper was used to carry out the PU tube preparation experiment. The visual measurement results of the filament diameter and the included angle were compared with the manual measurement results. The average value of the diameter error is 0.0096mm, and the average value of winding angle is 0.4777°. The results proved the accuracy of the visual measuring method and testified it feasible to using machine vision instead of manual method to detect filament diameter and winding angle. Properties of the prepared PU tube were tested and analyzed. The filament diameter measured by the 3D microscope was about 0.87 mm and significantly smaller than the filament diameter before winding. This indicated that the winding was uniform, the extrusion was tight, and the adhesion was good.
Keywords: PU filament, tube preparation, visual measurement, drafting control, winding control
INTRODUCTION
With the continuous research and development of polymer materials, their good performance has attracted extensive attention in the fields of mechanical engineering, textile engineering, aerospace, electronics, biomedicine, chemistry, military industry, architecture and so on. (Cheng and Zhao, 2017; Qu, 2018; Bao, 2019). In the biomedical field, the main applications of polymer materials are artificial organs, artificial tissues, and medical polymer materials. At present, biomedical polymer materials are divided into natural biopolymer materials and synthetic biopolymer materials. For example, cellulose and collagen are natural polymer materials, while PU, silicone rubber and polyethylene are high molecular materials prepared by chemical synthesis (Liang and Huang, 2016). The PU materials can obtain appropriate mechanical properties, wear resistance, elasticity, hydrophobicity, and other properties by adjusting the proportion of components. This makes the research and application of PU materials in the fields of cardiovascular system, urinary system, in vitro body surface and tissue repair have great potential value (Shao et al., 2022). The mechanical properties of PU could also be improved by chemical modification, so that it can be applied and studied in more fields (Wu et al., 2015). For example, Li et al. (2013) modified PU with boron nitride nanotubes to make boron nitride nanotubes (BNNT) PU composites with different volume fractions. Zhang and Su (2012) filled carbon nanotubes into PU to obtain composites with good mechanical properties. Wang et al. (2009) modified PU coating with nano ZnO to improve its anti-aging performance.
Since the 1980s, PU has been widely used in interventional catheters, artificial hearts, artificial blood vessels, orthopedic materials, medical adhesives, and other medical devices (Uscategui et al., 2018). The precision control of PU filament drafting and winding proposed in this paper is to prepare high-quality PU artificial blood vessels. At present, the clinical performance of large caliber (>6 mm) artificial blood vessels is good, while the clinical performance of small caliber (≤6 mm) artificial blood vessels is poor. The main problem is that the suture site of small caliber artificial blood vessel is easy to produce intimal hyperplasia which makes the lumen narrower and leads to thrombosis. Thrombus will affect the patency rate of blood vessels in the body, resulting in the shortening of the life of artificial blood vessels and the need for reoperation. Because of the low production efficiency and high cost of artificial blood vessels, many patients with vascular diseases missed the best treatment time (Wu et al., 2020). Therefore, in recent years, in order to prepare small caliber artificial blood vessels suitable for human body, scientific research workers have done researches on a variety of different materials and produced a series of artificial blood vessels of different materials, such as polyester artificial blood vessels, expanded polytetrafluoroethylene artificial blood vessels, silk artificial blood vessels and PU artificial blood vessels (Shaker et al., 2019).
Among them, PU artificial blood vessel is considered as the best material for making small caliber artificial blood vessel (Xu et al., 2012; Cheng and Fu, 2017), because of its excellent mechanical properties, biocompatibility, water permeability, fatigue resistance, and compliance matching with natural blood vessel. At the same time, its structural design and modification can further improve its performance in human body. In recent years, there are more and more methods to prepare artificial blood vessels with PU materials, such as electro-spinning (Christian et al., 2010), freeze-drying multi-step (Wang Q et al., 2004; Gao et al., 2014), spray phase transformation (Yaguchi, 2002), impregnation (Miyamoto et al., 2002; Pan et al., 2008), wet spinning (Zhang, 2015), etc.
Among them, the impregnation method, freeze-drying multi-step method and spray phase transformation method are more complex and time-consuming, which are not conducive to production. Electro-spinning method is similar to wet spinning method, which first prepares PU materials into filament and then winds them. However, compared with wet spinning method, electro-spinning method is more cumbersome, and it is not easy to improve the porosity of PU filament. Large porosity can accelerate the process of endothelial cell formation and improve the compliance of artificial blood vessels.
The tube preparation method studied in this paper was the wet spinning method. The conventional artificial blood vessel preparation is only a few hundred millimeters long. However, the total length of the PU tube prepared in this paper can reach 1400 mm. The mold used is a stainless-steel pipe with and outer diameter of 6mm, a wall thickness of 1 mm and a length of 2000 mm. Therefore, the overall weight of the mold is large and the length diameter ratio is large. Under the clamping conditions of support at both ends and suspension in the middle, the mold is an arc, as shown in Figure 1A.
[image: Figure 1]FIGURE 1 | Diagram of mold deformation and force analysis. (A) Diagram of mold deformation. (B) Diagram of force analysis.
When only the self-weight is considered, there is only the uniformly distributed load [image: image] generated by the self-weight on the mold, and the maximum deflection [image: image] is at the center of the mold, as shown in Figure 1B. At a position of [image: image] on the mold, the deflection [image: image] can be calculated through the deflection equation [image: image]. Where, [image: image] is elastic modulus, I is the moment of inertia, [image: image] is the length of the mold, and [image: image] is the length of a certain section on the mold. The maximum deflection [image: image] can be obtained by substituting the value of each quantity and [image: image] into the above deflection equation, and [image: image]. This explains the violent jumping of the mold in the process of high-speed rotation. And the faster the mold rotates, the more intense the jumping.
This directly affects the preparation efficiency and quality of PU tubes. Therefore, the machine vision detection technology was added to the PU filament preparation and PU corrugated tube integrated forming equipment involved in this paper, and used to monitor the forming process of PU tube in real time. The quality of the prepared PU tube was ensured by adjusting the motion parameters. The production efficiency of PU tube could be further improved in the case of unavoidable mold runout. The quality of the PU tube is also reflected in its overall uniformity and film-forming property. Film-forming property refers to the strength of the bonding property of the adjacent two coils of PU filament during the winding process. And the better the film-forming property, the better the mechanical property of the PU tube. There are certain requirements for the diameter and winding process of the PU filament, that is, the diameter of the PU filament should maintain a certain uniformity and the winding process shall ensure the close connection of adjacent filament coils.
In this paper, the preparation method of PU tube based on machine vision was proposed. The preparation flow and visual control diagram are shown in Figure 2 and Figure 3. Part A in Figure 2 mainly refers to the drawing part of PU.
[image: Figure 2]FIGURE 2 | Schematic diagram of PU tube preparation process.
[image: Figure 3]FIGURE 3 | Block diagram of PU tube preparation and visual inspection.
Filament and Part B in Figure 2 refers to the visual inspection and winding part. The hardware facilities mainly include the storage tank of spinning stock solution, metering pump for quantitative solution delivery, small diameter spinneret, water bath, drafting mechanism, winding mechanism, visual camera, and motion platform. Figure 3 showed the preparation process, visual inspection, and target quantity to be controlled of the whole tube. The motion of the drafting mechanism was an important parameter that affected the diameter of PU filament (Wang Z. X et al., 2004; Zhao, 2019), while the motion parameters of the motion platform mainly affect the winding quality. The filament diameter and winding angle could be controlled only by controlling the speed of the drafting roller and the moving speed of the moving platform, to ensure the overall quality of the tube prepared. The winding angle is the included angle between the PU filament axis and the mold axis.
In the previous research, the control of filament diameter and winding angle were mainly observed by human eyes and adjusted according to experience, which led to unstable quality, low efficiency, and large error. It was impossible to directly measure the filament diameter and winding angle by contact method in the preparation process. Therefore, machine vision technology was adopted in the preparation process of PU tube. And the motion parameters were compensated and calculated through the algorithm to form a closed control loop and realize non-contact real-time control, as shown in Figure 3.
The non-contact measurement technology is mainly used in the measurement of high-risk environment, harsh environment, continuous moving objects, and vulnerable products. The existing non-contact measurement methods include electromagnetic induction method (Wu et al., 2013), laser detection method (Zhou, 2009; Li and Cao, 2020), prism free total station non-contact measurement method (Yao, 2020), machine vision detection method (Xiao et al., 2022), etc. The preparation process of PU tube is a high-speed movement process. The controlling of drafting and winding accuracy studied in this paper is completed synchronously in this process, so the machine vision method is more reasonable.
Machine vision which involves the interdisciplinary fields of computer science, image processing and pattern recognition, is an important branch of AI (Xie et al., 2022). It is known as the “eye of industry”, and it is a key technology used to replace the human eye to realize accurate detection, measurement, and control equipment (Liu and Yang, 2021; Zhu et al., 2022). Currently, the commonly used image processing libraries in machine vision include OpenCV, HALCON, MATLAB, VisionPro and LabVIEW.
Although VisionPro has a large market share in North America, its high runtime software license cost, lack of GPU processing and limited 3D visual algorithm library make it not favored by programmers. OpenCV is an open-source code library, which is inconvenient to debug, and its project development cycle is long. Although LabVIEW has high development efficiency, the accuracy and stability of the algorithm under its platform depend on image quality. HALCON is an image processing library under MVTec company in Germany. It has powerful 2D and full range 3D machine vision libraries. Its application scope covers positioning recognition, barcode/QR code recognition, measurement fitting, OCR tools, general visual inspection, defect detection, etc. The price of runtime license is greatly reduced. HALCON provides higher bit depth image processing and supports common operating systems and embedded devices, which makes more and more machine vision practitioners use HALCON to complete projects.
The machine vision related work completed in this paper mainly includes camera calibration, image acquisition, image processing and feature extraction. The calibration template provided by HALCON was used in the calibration. And the radial distortion of the lens and the solution method (Gao et al., 2020) are considered. The function library of HALCON was given full play to, which improved the calibration accuracy and calculation efficiency. And it effectively monitored and regulated the drafting and winding process in the process of PU tube preparation, ensuring the stability of tube preparation, providing the technical support for improving the preparation efficiency of artificial blood vessels, and the reference for the wet spinning process and detection of other materials.
VISUAL MEASURE OF FILAMENT DIAMETER AND INCLUDED ANGLE
In the process of PU spinning and winding, the drafting mechanism could control the filament diameter, and the moving speed of the moving platform could determine the angle between the filament and the mold. In the actual preparation process of PU tubes, it was found that if all parameters were set to constant values, the filament diameter would slowly increase with the passage of time, and the increase of filament diameter would also change the angle between the filament and the mold, resulting in poor quality of PU tubes or the preparation failure. In this paper, the machine vision was adopted to detect the filament diameter as well as included angle in real time and the differences between the target values were calculated to obtain new parameters. These new parameters were sent to the control motor, to achieve the purpose of controlling the filament diameter accuracy and winding accuracy. The overall visual inspection flow was shown as Figure 4.
[image: Figure 4]FIGURE 4 | Flow chart of visual inspection.
Camera and light source
Machine vision system is basically composed of the camera and light source. The camera is equivalent to the eye. The light source is the key to ensure that the camera can capture the image. A suitable light source directly affects the quality of acquired images, reduces the possible noise in image, reduces the difficulty of image recognition, and improves the positioning and detection accuracy of the machine vision system.
The camera used in this paper is an Intel RealSense depth camera d435i camera. Its main functional parameters are shown in Table 1.
TABLE 1 | Camera function parameter table.
[image: Table 1]Several common light sources were compared and white LED lamp was selected as the light source in this paper. LED lamp has many kinds of colors, long working life and various shapes, and it can meet different working environments. Fluorescent lamp is cheap, but it has a lot of heat. Xenon lamp has a short working life and a lot of heat. The heat of the light sources has a certain impact on the filament. The cost of halogen lamp is low, but the intensity is insufficient, which affects the effect of image acquisition. Specific properties of common light sources are listed in Table 2.
TABLE 2 | Specific properties of Common light Sources.
[image: Table 2]Camera calibration
Camera calibration is the process of determining the internal and external parameters and distortion parameters of the camera. The distortion of camera lens is the general term of the inherent perspective distortion of optical lens. In the process of image acquisition, there is produce distortion when the path points pass through the camera lens, resulting in the geometric distortion of the image. The distortion cannot be eliminated, so it is necessary to calibrate the camera to correct the distortion. Whether it is image measurement or machine vision application, the calibration of camera parameters is very important. The accuracy of calibration results and the stability of algorithm directly affect the accuracy of machine vision systems. There are many camera calibration methods, and the camera calibration function of HALCON is suitable for many occasions. And it was the calibration method adopted in this paper.
When calibrating the camera, the operator gen_caltab in HALCON is used to generates a calibration plate with seven rows and seven columns, and the distance between the centers of circles is 12.5 mm. The distance between the centers of two adjacent circles is twice the diameter of a single dot, so that the size of the calibration plate is 1/3 to 1/2 of the camera’s field of view, as shown in Figure 5. The calibration steps contain: loading 15–20 images of the calibration board through the offline image loading method, selecting the image with the most appropriate position as the reference pose, calibrating to finally obtain the internal and external parameters of the camera. The specific calibration result data were shown in Table 3.
[image: Figure 5]FIGURE 5 | 7 × 7 dot calibration plate.
TABLE 3 | Camera parameters& Camera pose.
[image: Table 3]Image acquisition
Image acquisition is an important part of machine vision system. It converts the main part and characteristics of visual image into a series of data which can be processed by computer. In the HDevelop development environment of HALCON, there are two image acquisition modes: synchronous acquisition and asynchronous acquisition. In the process of synchronous acquisition, image capturing and image processing are carried out in sequence. After image capturing, Handle of image is generated and then image processing is carried out. After image processing, the next frame of image is captured after waiting for the next acquisition instruction. The specific process is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Flow chart of Synchronous acquisition.
However, in the process of synchronous acquisition, the working mode is to send the acquisition signal according to the frequency of the frame rate set by the camera. This may cause the signal of the next frame to be missed after the image processing is completed, and the image of the middle frame may be also lost. In this case, the actual frame rate may not reach the theoretical frame rate set by the camera.
In the asynchronous acquisition operation, the two steps of image capturing and image processing are separated, and can be operated asynchronously. To put it simply, the next frame of image can be captured while processing the present image. The flow diagram is shown in Figure 7. Asynchronous acquisition is the same as the first step of synchronous acquisition. The difference is that after the received image is collected asynchronously, the acquisition handle directly acquires the next frame image, and the work of the image processing operator is to process the previous frame image and continue to process the next frame image. After the processing is completed, it continues to call asynchronous acquisition until all images are acquired. In this way, the full frame rate can be achieved without frame leakage. The dual cache strategy is required when using asynchronous acquisition, because there are two different storage areas for storing and processing images and capturing images.
[image: Figure 7]FIGURE 7 | Flow chart of asynchronous acquisition.
The asynchronous acquisition method was selected to acquire the required images, considering the characteristics of the above two image acquisition methods and combining with the needs of the real-time detection feedback of drafting and winding proposed in this paper.
Image processing
In this paper, it is necessary to detect the image edge according to the requirements of filament diameter detection. In the aspect of detail enhancement, the second-order differential is better than the first-order differential.
And it is an ideal feature suitable for image sharpening. Using second-order differential Laplacian to sharpen the image is a common method. A spatial sharpening filter can be obtained through constructing a filter template based on the second-order differential discrete formula. This algorithm subtracts the second derivative of the gray value of the current position from the gray value of all positions of the image. Through this algorithm, the small gray value in the gray value of the edge position will become smaller, the large gray value will be larger, and the second derivative of the gray value of other positions will be zero, so this operation will not affect the gray value of the image.
A two-dimensional image expressed by Laplace operator can be expressed as:
[image: image]
Since the x and y directions need to be considered for image sharpening, when the position in the x direction is fixed, the second derivative of the gray level of the image in the y direction is:
[image: image]
When the position in the y direction is fixed, the second derivative of the gray level of the image in the x direction is:
[image: image]
When both x and y directions are considered, the second derivative of the image gray level, that is, the 2D Laplace operator of the image, is expressed as:
[image: image]
[image: image]
[image: image]
The Laplace operator to enhance the image can be written as:
[image: image]
Where c represents a constant, and the value is one or -1. [image: image] and [image: image] represent the sharpened image and the original image respectively. The actual application effect of the discrete Laplace filter is shown in Figure 8. Figure Figure8A shows the original image of the filament. There is obvious noise at the edge and the whole image is fuzzy, which is not conducive to the subsequent calculation of the diameter of the filament. After filtering, the outer contour of the filament is clear, which is conducive to the calculation of the diameter of the filament, as shown in Figure 8B.
[image: Figure 8]FIGURE 8 | Discrete Laplace Filtering. (A) Original image. (B) Filtered image.
Image segmentation divide the image into several disjoint regions according to the characteristics of gray, color, spatial texture, and geometric shape, so that these features show consistency or similarity in the same region and obvious differences between different regions, to separate the target from the background. There are four general image segmentation methods, which are based on threshold, edge, region, and graph theory respectively. In this paper, a threshold-based segmentation method was used to segment the image. The image segmentation method based on threshold divides the gray threshold according to the gray characteristics, then compare the gray value with the gray threshold, and divide each pixel into regions. The threshold-based binarization process of an input image can be expressed as:
[image: image]
Where T represents the threshold. When the gray value is greater than or equal to T, the value of this pixel is 255, which is the image point we need. When the gray value is less than T, the value of this pixel is 0, which is treated as background point.
In the actual winding detection, the gray difference between the winding filament, the rotating mold and the background is very large. Using the threshold operator in HALCON to segment the image is simple and fast. This operator can be expressed as:
[image: image]
Where [image: image] represents the part of the original image that needs to be retained, [image: image] represents the image area after threshold segmentation, and [image: image] represents the original image area. Pixels whose gray value is greater than [image: image] and less than [image: image] are selected into [image: image].
Figure 9 showed the effect picture and gray histogram of the winding mold after image segmentation using the threshold operator.
[image: Figure 9]FIGURE 9 | image Segmentation processing diagram of winding mould. (A) Original image. (B) Gray histogram.
Contour Extraction and angle calculation
For controlling the drafting and winding of PU filament, it is necessary to detect the included angle α and filament diameter [image: image] first, and then calculate the difference with the target value, to carry out feedback control. However, the included angle calculated directly by the equation is not accurate. Especially, when the mold is constantly jumping, the image processing is greatly disturbed, which affects the accuracy of the result. Therefore, an indirect method was used to solve the included angle α. As shown in Figure 10, the X-Y plane coordinate system is established. The Y axis direction is the mold axis, and the X axis direction is the filament axis which is also the drafting direction. As the mold itself is a 2000 mm long and 6 mm diameter stainless-steel pipe, its self-weight is large and its rigidity is insufficient. Thus, during high-speed rotation, it is easy to generate large centrifugal force which makes the mold jump obviously. Therefore, its actual motion posture is at a certain deflection angle θ(θ ≠ 90°) with the X axis, and the farther the deflection angle is from the mold support point, the greater the deflection angle. The included angle between the winding filament and axis X is β, the included angle with the mold is α, and the included angle [image: image].
[image: Figure 10]FIGURE 10 | Diagram of winding angle.
In the process of solving the diameter [image: image] of the filament, HALCON operator “edges_sub_pix” is used to extract sub-pixel edges from the images acquired by the machine vision system, to obtain the edge contours on both sides of the filament. Then, the operator “fit_line_contour_xld” is used to fit the two contours respectively to obtain two straight lines: a red line, and a green line, as shown in Figure 11. Finally, the average value is calculated as the final output by collecting multiple groups of points in the vertical direction of two straight lines and calculating the distance by the “distance_ss” operator, to obtain the diameter [image: image].
[image: Figure 11]FIGURE 11 | Contour extraction of Filament.
CONTROL OF DRAFTING AND WINDING
Control of drafting
There are two difficulties in the preparation of PU tubes. Namely, the control of filament diameter and the control of filament winding tightness. According to the motion analysis of the drafting mechanism in the schematic diagram of tube preparation, the control of the filament diameter is closely related to the speed of the drafting roller and the extrusion amount of the metering pump. In order to simplify the control process and improve the calculation efficiency and accuracy, the method of controlling variables was adopted to make the speed difference between the solution extrusion amount and the output amount of the filament, to control the diameter of the filament. The equation of the filament diameter can be written as:
[image: image]
Where [image: image] is the diameter of the filament, in mm, Q is the extrusion flow of the metering pump, in mm ^3/s, [image: image] is the diameter of the drafting roll, in mm, and [image: image] is the speed of the drafting roll, in r/s.
In the actual drafting process, the diameter of the drafting roll [image: image] and target filament diameter [image: image] was determined. In order to facilitate control, the extrusion flow Q was also taken as a fixed value, so that the theoretical filament diameter could be calculated only by controlling the speed [image: image] of the drafting roller. However, the runout of the mold during high-speed rotation caused the calculated filament diameter to be inconsistent with the actual measured value, so it is necessary to detect the filament diameter in real time through machine vision and feedback the difference, to adjust the speed [image: image] of the drafting roller motor to keep the filament diameter within the target value range.
Control of winding
According to the analysis of winding motion in the schematic diagram of PU tuber preparation, the tight winding of filament on the mold was completed under the joint action of the mold rotation and the horizontal movement of filament on the moving platform. The schematic diagram of the process was shown in Figure 12A.In the figure, [image: image] was the speed of filament feeding roller, [image: image] was the mold speed, [image: image] was the linear speedof filament feeding roller, [image: image] was the linear speed of the mold, [image: image] was the horizontal moving speed of the moving platform, [image: image] was the diameter of filament, [image: image] as the diameter of filament, [image: image] was the mold diameter, [image: image] was the included angle between the filament and the mold.
[image: Figure 12]FIGURE 12 | Winding diagram and winding diagram. (A) Winding Diagram (Top View). (B) Reverse Winding Diagram.
[image: image] was the pitch of adjacent filament coils. Unit of speed is r/s, unit of linear speed is mm/s, unit of diameter is mm and unit of the angle is (°)。
According to the winding process, during the winding process, the filament was required to keep a small amount of stretching, so that the filament could closely fit the surface of the mold when it was wound on the mold. Therefore, the mold rotation speed [image: image] should be greater than or equal to the linear speed [image: image] of the filament feeding roller. The centrifugal force runout had a direct impact on the filament tension when the mold rotated. At the same time, in order to ensure the film formation of PU tube, the filament needed to be closely connected during the winding process. So, the included angle [image: image] should be an acute angle to enable the filament to fall from the previous coil during the winding process, to achieve the purpose of close connection between the filaments.
As the included angle was too small, the filament would wind back, as shown in Figure 12B. So, according to the actual experimental experience, the angle was controlled within 78°–88°, and the tightness between the filament coils was good. Included angle α was controlled by adjusting the moving speed [image: image] of the mobile platform. When [image: image] was slightly less than the axial increment speed [image: image] of filament winding, the included angle [image: image] would gradually become an acute angle. [image: image] was the increasing speed of filament in the winding axial direction and its theoretical value equals [image: image]. When α was within the range of 78°–88°, [image: image] was adjusted to be consistent with the axial increment speed [image: image].
At the beginning [image: image], when [image: image] reached the appropriate range, adjusting [image: image] to make [image: image], so that [image: image] remain unchanged. Factors influencing [image: image] are same as that of [image: image], i.e., filament diameter [image: image] and mold speed [image: image]. The relationship between them can be expressed by Eq. 9.
[image: image]
In the same way, due to the runout of the mold and the extrusion deformation of the filament when they were closely connected, t is smaller than [image: image]. Therefore, the calculated value of Eq. 9 was a theoretical value, which required real-time adjustment according to machine vision detection result. The horizontal movement of the motion platform was transformed from the rotation of the motor through the ball screw. The relationship between [image: image] and the lead of screw ball can be expressed by Eq. 10.
[image: image]
Where, [image: image] is the motor speed of the moving platform, and [image: image] is the lead of the ball screw.
Combining Eq. 9 and Eq. 10, the controlling variable [image: image] could be directly obtained, and it could be written as:
[image: image]
To sum up, when the mold speed [image: image], target filament diameter [image: image] and the ball screw lead [image: image] were the determined values, the motor speed of the moving platform could be calculated, and the filament winding process could be successfully completed through the adjustment of [image: image].
EXPERIMENTAL RESULTS AND ANALYSIS
Visual detection results and analysis
In the process of tube preparation experiment, the winding filament diameter [image: image] and winding angle [image: image] were real-time visual inspected. The visual measurement results of [image: image] and [image: image] were compared with the manual measurement results. The data were shown in Table 4, in which 10 groups of data were compared. And the data were also statistical analyzed. Their means, variances, and standard deviations (SD) of the measured values of those two methods were also listed in Table 4. From the statistical results, it could be seen that the visual method was more stable and accurate than the manual method.
TABLE 4 | Measured results of filament diameter and included angle.
[image: Table 4]It could be found by analysis that the average value of the diameter error was 0.0096mm, the average value of the winding angle error is 0.4777°. The results proved the accuracy of the visual measuring method and proved it feasible to using machine vision instead of manual method to detect filament diameter and winding angle.
Performance test and analysis of finished tube
The prepared PU tube was shown in Figure 13. The inner and outer appearance of the tube were relatively uniform, without cracks, with good shape retention, indicating the filament coils were closely bonded.
[image: Figure 13]FIGURE 13 | prepared PU tube.
Micrograph of the prepared PU tube is shown in Figure 14. From the marked yellow dimension line, the measurement results were 870.60μm, 875.09μm and 875.09 μm respectively, which indicated the filament diameter uniformity of the winding filament was good, and the drafting process was stable. The diameters were significantly smaller compared with the filament diameters measured in Table 4, indicating the filaments were tightly extruded during the winding process, with good adhesion. And there was an obvious filler that was PU film in the gap between the filament coils, which indicated that the film-forming effect was good.
[image: Figure 14]FIGURE 14 | Inwall micrograph of prepared PU tube.
CONCLUSION
In this paper, a method of drawing and winding precision control for PU filament based on machine vision was proposed. This method was used to carry out the PU tube preparation experiment. The visual measurement results of the filament diameter and winding angle during the preparation process were compared with the manual measurement results and the properties of the prepared PU tube were tested and analyzed. The comparison and analyzation results proved the feasibility and accuracy of the vision measurement method and the effectiveness of the vision control method.
In the next work, we will further verify the feasibility and stability of the visual control method, try to reduce mold runout and difficulty of visual processing in terms of hardware, and improve the calculation efficiency and control accuracy.
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This paper presents an improved Discrete Salp Swarm Algorithm based on the Ant Colony System (DSSACS). Firstly, we use the Ant Colony System (ACS) to optimize the initialization of the salp colony and discretize the algorithm, then use the crossover operator and mutation operator to simulate the foraging behavior of the followers in the salp colony. We tested DSSACS with several algorithms on the TSP dataset. For TSP files of different sizes, the error of DSSACS is generally between 0.78% and 2.95%, while other algorithms are generally higher than 2.03%, or even 6.43%. The experiments show that our algorithm has a faster convergence speed, better positive feedback mechanism, and higher accuracy. We also apply the new algorithm for the Wireless rechargeable sensor network (WRSN) problem. For the selection of the optimal path, the path selected by DSSACS is always about 20% shorter than the path selected by ACS. Results show that DSSACS has obvious advantages over other algorithms in MCV’s multi-path planning and saves more time and economic cost than other swarm intelligence algorithms in the wireless rechargeable sensor network.
Keywords: wireless rechargeable sensor network, swarm intelligence, salp swarm algorithm, ant colony system, optimization
1 INTRODUCTION
In recent years, meta-heuristic techniques have solved many problems with the rapid development of meta-heuristic algorithms (Zhang et al., 2018). There are two main reasons why meta-heuristic algorithms can be competitive with practical problems such as single-objective and multi-objective optimization problems (Cui et al., 2021a). Firstly, people used mathematical methods to solve practical problems before the proposed meta-heuristic optimization technology. However, practical issues are usually continuous or discrete. Some issues may also have certain constraints (Abbassi et al., 2019). Secondly, a new method is urgently being created because the determinism of traditional mathematical methods often leads to inefficiencies in solving practical problems, then the metaheuristic algorithm was invented which shows advantages of flexibility and universality faced with many large-scale multi-modal, discontinuous, and non-differentiable issues in the real world, thus can avoid falling into local optimum and can be widely used and applied to various scientific problems (Mirjalili and Lewis, 2016).
Meta-heuristic algorithms can be divided into two categories. One is the evolutionary algorithm such as the Genetic Algorithm (GA) (Chatterjee et al., 1996), one of many people’s most fundamental algorithms and is considered an evolutionary algorithm. GA uses the newly generated population to replace the old population to accomplish the evolution of the population. The evolutionary algorithm also includes Memetic Algorithm (MA) (Pablo, 1989), Multi-Objective Evolutionary Algorithm (MOEA) (Deb et al., 2002), etc. An evolutionary algorithm is a mature global optimization (Nedjah et al., 2021) method with high robustness and is widely applicable, which has the characteristics of self-organization, self-adaptation, and self-learning. It can effectively deal with complex problems that are difficult to be solved by traditional optimization algorithms (such as NP-hard optimization problems (Zhang et al., 2022)) without being limited by the characteristics of the issues. The other is the swarm intelligence algorithm. Scientists have studied the group behavior of organisms in nature by using bionic technology to simulate the social behavior of biological populations. As a result, they found that the simulated algorithm can solve practical problems, such as the Ant colony algorithm (Ant Colony Optimization, ACO) (Dorigo and Di Caro, 1999), which is created by studying the cooperative foraging behavior of ants, and Cuckoo search (CS), a Swarm intelligence algorithm that can solve multi-objective optimization problems (Cui et al., 2019a).
The swarm intelligence algorithm is simple to be implemented with no centralized control constraints (Cui et al., 2019b). And it will not be affected by individual failures, which can influence the solution of the entire problem. Swarm intelligence algorithms are generally used for two purposes. One is to solve persistent problems, and the other is to solve discrete problems. The swarm intelligence algorithms that are used to solve continuous problems include Artificial Bee Colony (ABC) (Karaboga and Basturk, 2008), Whale Optimization Algorithm (WOA) (Mafarja and Mirjalili, 2017), Grey Wolf Optimizer (GWO) (Mirjalili et al., 2014; Sivaramakrishnan et al., 2020), Salp Swarm Algorithm (SSA) (Mirjalili et al., 2017), etc. These algorithms are generally used for the optimization of specific functions. The standard swarm intelligence algorithms for solving discrete problems include the ant colony algorithm (ACO) and discrete particle swarm algorithm (PSO). These algorithms are used to solve combinatorial optimization problems such as TSP (Traveling Salesman Problem) and vehicle routing problems (VRP).
Swarm intelligence algorithms have excellent applicability and plasticity. The improved swarm intelligence algorithm will perform better. For example, if quantum computing is introduced into the monarch butterfly optimization (MBO), the monarch butterfly can find a shorter path (Yi et al., 2020). Scientists have discovered that many swarm intelligence algorithms can solve persistent problems and have the potential to solve discrete problems. Particle Swarm Optimization (PSO) (Eberhart and Kennedy, 1995) is an algorithm created by imitating the social behavior of geese, and it has been proved its excellent role in the field of continuous problems for a long time ago. Its excellent applicability is often improved in other fields such as medicine (Zemmal et al., 2021). TSP (Traveling Salesman Problem) is a classic combinatorial optimization problem with the characteristic of NP-hard and discrete (Bellman, 1962; Bellmore and Nemhauser, 1968). In optimizing the outlier scores,Sharon Femi and Ganesh Vaidyanathan. (2022) used chicken swarm optimization (CSO) to increase the deviation between the outliers and inliers according to the chicken competition. Wang et al. (2003) designed a discrete particle swarm optimization algorithm with a faster convergence speed using exchange operators and exchange sequences (Shi et al., 2007). Fei et al. (2014) improved the Artificial Fish Swarm Algorithm (AFSA) created by Li, which was used to research TSP problems in faster early convergence speed and quicker local optimum found.
The research in this paper focuses on discretization improvement and optimization of the salp swarm algorithm (SSA). SSA is a new swarm intelligence algorithm proposed by Mirjalili et al. (2017), based on the swarm foraging behavior of salps in the ocean. tested their algorithm in single-objective and multi-objective optimization problems, and the salp swarm algorithm showed high convergence and strong searchability. More importantly, for high-dimensional data, SSA also outperforms (Cui et al., 2021b). In addition, it is also suitable for the application of wings and ship propellers. At present, SSA is applied to various cases and problems, such as workshop scheduling problems (Liu et al., 2022), wireless sensor network (WSN) positioning problems (Kanoosh et al., 2019), grid distributed power optimization problems (Pantoja and Quijano, 2011), and multi-level threshold Image segmentation problems (Abualigah et al., 2022) et al. Our experiments show that the unique chain structure of SSA has a positive effect on improving the convergence speed and accuracy of the algorithm, and SSA is easy to be transformed, and the transformed algorithm has great advantages in solving discrete problems.
Moreover, SSA has excellent advantages in optimizing single, multi-modal, and composite benchmark functions. However, the salp swarm algorithm also has shortcomings (Faris et al., 2018). The salp swarm algorithm has low search accuracy and slow convergence speed and quickly falls into the local optimum. Because the initial population of the salp swarm algorithm is randomly formed, there is a lack of correlation between the populations and the overall lack of purpose. Therefore, the convergence speed and stability in the early search stage are not brilliant.
This paper proposes an improved salp swarm discrete algorithm based on the ant colony system (DSSACS). Firstly, the crossover and mutation operators are introduced to make SSA suitable for discrete problems. The pheromone matrix is used to initialize the salp population to make the leaders more purposeful and improve the relevance of leaders and followers. The ant colony system is so mature that many algorithms reference it (Deng et al., 2020; Zhang et al., 2020). Moreover, it can promote early search efficiency. DSSACS has a faster convergence speed and higher solution accuracy compared with ACO. The new algorithm is suitable for discrete problems, and its efficiency is improved significantly. We apply the improved algorithm in TSP problems and get an efficient result. (DSSACS is superior to other swarm intelligence algorithms in terms of stability and convergence speed. In TSP datasets with different numbers of cities, DSSACS has better performance than other algorithms).
However, the effectiveness of an algorithm in solving a set of problems does not guarantee its success in a different stage of the issue. Consequently, we apply the improved algorithm in wireless rechargeable sensor networks. The point of wireless rechargeable sensor networks (Fu et al., 2016) is a new scientific research topic. It originated from a technology proposed by Kurs et al. (2007). The main content is magnetic resonance coupling technology to achieve remote contactless charging, wireless charging. It is necessary to have a wireless charging device to charge the wireless sensor remotely (Cheon et al., 2011) in order to make the wireless sensor network running permanently or have a longer life cycle. Xie et al. (2012) found that if a wireless charging vehicle (WCV) is used to assess the wireless sensor network, after a while, the wireless rechargeable sensor network will form a dynamic balance, which keeps the WRSN in the running state forever. Research on this goes far beyond that. Scientists began to study the mathematical model of WRSN in the case of multiple charging vehicles or mobile chargers, constrain the capacity or the rate of MCs (Dai et al., 2014; Shu et al., 2016), plan the paths of various MCs, and obtain a scheme with the minimum moving distance of multiple MCs (Xu et al., 2014). Swarm intelligence algorithms also have made extraordinary contributions in this field. The improved firefly algorithm (IFA) is a swarm intelligence algorithm. Sun et al. (2017), Yang et al. (2018) used IFA to deploy the wireless charging nodes (WCNs) of the WRSN reasonably, then made the efficiency and the Coverage of is maximized at the same time. (Chen and Jiang, 2016) applied the particle swarm algorithm (PSO) to the deployment of chargers in WRSN. They optimized the swarm intelligence into the charger’s location and even the direction of the antenna. Lyu et al. (2019) proposed a hybrid particle swarm optimization genetic algorithm (HPSOGA), and they used the limited energy of the charging device as a constraint. The improved swarm intelligence algorithm was used to ensure the periodic change of charging. Feng et al. (2020) used newborn particle swarm optimization (NPSO) to add nascent particles to the swarm to optimize the charging scheduling of WRSN. Finally, they found that NPSO improved energy utilization and reduced the mortality of nodes. It can be seen that the swarm intelligence algorithm plays an essential role in the study of the WRSN problem. However, few people apply the swarm intelligence algorithm to MCV charging path planning in WRSN. Generally speaking, good charging path planning can primarily reduce the cost of time and money. Therefore, this paper studied a WRSN mathematical model with multiple traveling salesman problems (MTSP) in the case of numerous MC/MCV and used DSSACS for optimization.
The structure of this paper is as follows: In Section 2, the basic concepts of the TSP problem, MTSP problem, and WRSN problem are described, the WRSN model is established, and the problems and calculation formula we need to solve are described. In Section 3, we describe the idea of improving the salp swarm algorithm (SSA), propose a new algorithm——the ant-colony-system-based salp discrete optimization algorithm, and explain the parameter selection for our algorithm to solve NP-hard problems. In Section 4, we conducted experiments. Firstly, we applied DSSACS to the WRSN problem to obtain the results and compared it with other algorithms. Then we reached the DSSACS algorithm with different algorithms on multiple TSP problems. Section V is the conclusion of our work.
2 PROBLEM DESCRIPTION
We established the mathematical model of WRSN in 2.1, introduced the concept of MTSP in section 2.2.
2.1 Wireless rechargeable sensor network model
WRSN model is a mathematical model based on the two-dimensional plane. WRSN consists of a fixed transmission station (BS), wireless rechargeable sensors, and n mobile charging vehicles (MCVS). The base station does not move and exchanges data with wireless sensors—the base station is typically located in the general center of a wireless rechargeable network. If one of the wireless sensors fails or the power level falls below the sensor’s minimum threshold, the entire WRSN will fail. Wireless sensors need to be periodically charged using a mobile charger (MC) (Liang et al., 2014) to make WRSN permanent. The most common MC is MCV. MCV starts from BS and successfully captures multiple wireless sensor nodes in a charging cycle. After completing the charging task, MCV returns to BS for its charging. MCVs will not interfere with each other during their own charge cycle. Multiple MCVS working together on charging commissions can turn the entire process into an MTSP problem. The WRSN charging problem can be represented in Figure 1. The MTSP is meaningless if there are no constraints for multi-MCV charging WRSN networks. Moreover, only the WRSN model with constraints can approach the problem (Pan and Wang, 2006). This paper studies specific power consumption rates and the total battery capacity of the wireless sensors in WRSN. Each MCV is assigned charging tasks as evenly as possible to calculate the absolute minimum operating distance after completing a cycle task to minimize the maximum battery capacity of the sensor in the network.
[image: Figure 1]FIGURE 1 | The Schematic diagram of WRSN.
Suppose all wireless sensor nodes [image: image]. If an MCV is used to charge all wireless sensor nodes, then a charging cycle is defined as [image: image], equivalent to a TSP problem of n+1 nodes. However, there is continuous energy consumption, and the energy consumption and minimum capacity of wireless sensors need to be calculated in the mathematical model of WRSN. The multi-mcv charging problem can be regarded as an extension of the single MCV charging problem. Each MCV not only needs to complete its charging cycle but also needs to satisfy [image: image], where m represents the number of MCV and [image: image] represents the number of sensor nodes required to charge the ith MCV.
We first deal with the case that a single MCV charges WRSN. It can be simply seen as a TSP problem. At a given speed, the charging cycle and the running distance of MCV have the following relationship:
[image: image]
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Where [image: image] represents the charging time required to charge the ith wireless sensor in the N th cycle, and [image: image] represents the electric charge required to charge the ith sensor in the N th cycle. [image: image] is the specific power consumption rate of the ith sensor; R is the fixed charging rate of MCV; [image: image] is the total time consumed by MCV when moving in the shortest path. After the N th charging cycle, the whole WRSN system tends to be stable, and finally, the minimum bearing capacity of each sensor tends to a constant value. Set the minimum battery threshold of each sensor to w. If the threshold is lower than w, the sensor will stop working immediately. After reaching the steady-state, the battery capacity of each sensor is set as [image: image], and the MCV will dock at the base station for [image: image] time after each charging cycle. Assume that when the charging car just reaches a wireless sensor, the remaining battery capacity of the wireless sensor is just equal to the minimum threshold, so there are two formulas:
[image: image]
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According to Eqs 1.5,1.6.
[image: image]
It can be seen that when the whole WRSN system reaches the steady state, the maximum battery capacity in the sensor network can be calculated at [image: image].The TSP problem becomes an MTSP problem in the case of multiple MCVS. In this paper, the DSSACS algorithm is used to optimize m charging paths so that the distance of all charging paths and [image: image] is minimum, and the maximum battery capacity of the WRSN network in this state is obtained.
2.2 Multi-travel salesman problem
Traveling Salesman Problem (TSP) is the most typed problem in combinatorial optimization. TSP refers to making the shortest. Total distance when the salesman starts from the starting point to sell goods in all cities and finally back to the starting point. This problem is an entirely undirected graph with weight, in which a Hamilton cycle with the lowest weight is found. Let [image: image], [image: image] represent the coordinates of a total of i cities, E represents the set of routes between cities, and a weight [image: image] expresses the distance between two cities. Obviously, a minimum Hamiltonian loop x is required, where [image: image].
[image: image]
To meet all kinds of specific requirements, put forward the multi-travel salesman problem (MTSP). MTSP is a particular case of TSP, is the extension and extension of TSP. The MTSP problem can be expressed as follows: m salesmen are going to n cities to sell their products. They start from the same starting point and return to the same starting point at the end of a travel cycle. The goal is to find the minimum sum of the distances traveled by all the salesmen. It can be expressed as follows:
[image: image]
First of all, it is the combination of multiple TSP problems and requires a variety of constraints, otherwise, the results obtained are not practical. Secondly, MTSP problems have high complexity, so we use the DSSACS algorithm to solve them. Experiments show that DSSACS have significant advantages in MTSP optimization.
3 ALGORITHM IMPROVEMENT
In this sections, We established the principle of the salp swarm algorithm in 3.1, introduced Ant Colony System in Section 3.2, and introduced the improved algorithm DSSACS in Section 3.3.
3.1 The principle of the salp swarm algorithm
The Salp Swarm Algorithm is a brand algorithm proposed by Mirjalili et al. (2017). The Algorithm simulates the social behavior of salps during foraging. Mirjalili divided salps into two groups, leaders and followers. As we all know, different from other biological groups, the salps group forms a chain when foraging for food, the salps are connected end to end, and the salps in the first half of the chain, we call them leaders, they are responsible for finding food sources and guiding the salps in the back. The remaining salps are defined as followers. The followers follow closely, and each follower follows the previous follower or leader, so a chain structure is simulated. The Salp Swarm Algorithm searches in an n-dimensional search space, and each salp stores the search results in an n-dimensional vector, denoted as [image: image].
[image: image]
The position update formula for the leader is as follows:
[image: image]
Eq. 2.1 represents the position update formula of the salps leader in the [image: image] th dimension. In the formula, [image: image] represents the position of the salps in the frontmost place. A leader needs to track the food source [image: image] (the location coordinates of the food source), [image: image] represents the upper bound under this dimension, and [image: image] represents the lower bound. These two parameters specify the search range of the salp group. [image: image] and [image: image] are two random numbers in the range [0, 1] that constrain the leader’s actions to prevent getting stuck in local solutions. [image: image] is a critical parameter. Its formula is as follows:
[image: image]
In the formula, [image: image] represents the current number of iterations, [image: image] represents the total number of iterations, and [image: image] is a constant. It can be seen that [image: image] controls the search process of the leader, focusing on exploration in the early stage of the search and more on local development in the later stage of the search.
The follower’s position update formula utilizes Newton’s kinematics formula, which is as follows:
[image: image]
In the formula, [image: image], [image: image] represents the movement mode of the salps in the back, that is, moving towards the front salps. In the actual optimization of continuous problems, the location of the food source is unknown, so we use the current optimal solution to replace the food source, which solves the issue of the food source and improves the search range of SSA. The whole process of the SSA algorithm is described in algorithm.
Algorithm 1. 1: initialize population and define ubj and lbj
[image: FX 1]
The SSA has many advantages in solving continuous problems. The SSA is a swarm intelligence algorithm that constantly develops and uses space and first has a high space utilization rate. It can effectively avoid falling into an optimal local solution, partly due to the delicate design of the coefficient [image: image]. However, the search accuracy of SSA is not high, the population initialization is too random, and the initial correlation between populations is lacking, resulting in low efficiency. Moreover, using SSA to solve discrete problems is what we are eager to achieve. Can we use SSA to solve continuous problems? It is the leading research content of this paper.
3.2 Discrete Salp Swarm Algorithm based on the Ant Colony System
In the TSP problem, the ant colony system has a mature system. The ants are randomly assigned to the city initially, and the ants choose the next city according to the pheromone probability on the road. The more the ants’ walkthrough, the more pheromone accumulates. If there are more ants, the probability that the following ants will choose this path is higher than others. Under this positive feedback mechanism, the shortest route will be traversed by more and more ants (Yang et al., 2008). After studying the path planning of the ant colony system, it is found that ACS has some inspiration for the population initialization of SSA. The specific process of the ant colony algorithm is described below.
There are [image: image] cities, and a distance matrix [image: image] is given, where [image: image] represents the distance from the [image: image] th city to the [image: image] th city, as the weight in [image: image]. When ant [image: image] chooses city [image: image], it will all travel to city [image: image]. There is a probability selection formula:
[image: image]
Where [image: image] represents the pheromone concentration between cities [image: image] and [image: image], and correspondingly, [image: image] is used as an index to describe the importance of pheromone concentration to the ant colony. Similarly, [image: image] represents the visibility between cities [image: image] and [image: image]. Its value is [image: image], [image: image] is used as an index to describe the importance of the distance between cities to the ant colony, and finally, [image: image] represents the city that has not been traversed in the gather.
Obviously, an ant traveled all the cities and formed a critical path after [image: image] times probability selections. More importantly, ants will leave pheromone on the path, and pheromone also has volatilization. Then there are the following formulas:
[image: image]
[image: image]
[image: image]
It can be seen from the formula that the concentration of pheromone left by the ants on the path is proportional to [image: image] and inversely proportional to [image: image], where [image: image] is the actual distance traveled by the ants after one traversal. The pheromone of ants volatilizes according to the volatilization coefficient [image: image].
Although many algorithms can perform approximate solutions in solving NP-Hard problems, there are generally problems of low search efficiency and easy to fall into local optimal solutions (Mohan and Remya, 2014; Saenphon et al., 2019). This paper improved the salp swarm group algorithm for the first time and applied it to the resolution of discrete problems. Therefore, in the next section, we propose a novel SSA to solve the MTSP problem.
First, initialize the population of [image: image] salps, and use the leaders of the salps to imitate the ants for path selection. If the MTSP has [image: image] traveling salesman and [image: image] cities, then it is similar to that each ant starts from the starting point, passes through a qualified number of cities, and then returns to the starting point as the path of the first traveling salesman, and then starts the next time in turn. Travel until [image: image] trips are completed. Currently, each of the salps stores [image: image] segments of paths, and each path’s start and endpoints are the same. Here we use a new adaptive coefficient to define the ant colony’s pheromone heuristic factor, use the roulette wheel to choose the next city the ants go to, and finally leave the pheromone volatilization coefficient according to the length of the journey (Lloyd and Amos, 2017). Pheromones. The reason for using the ant colony system to initialize the salp group is to strengthen the correlation between the salp groups so that the salp group has a vital purpose in the early stage of the algorithm, which can not only improve the search efficiency of the algorithm but also avoid falling into a locally optimal solution. The second step is to calculate the fitness value of all salps, which is expressed as the total length of the total m-segment travel in the MTSP problem, and sort the salp population according to the calculated fitness value so that a chain structure is formed. We know that in The Salp Swarm Algorithm, the follower will have a process of moving forward to a follower in each iteration, so in our DSSACS algorithm, after sorting, the salp population is behind [image: image]. Each only moves toward the salps in front of them. Here, the movement is not a concrete quantified displacement in a continuous problem but a discrete abstract motion towards the preceding salps. Here, it is necessary to encode the path stored by the salps first, cross the two encoded salps, and decode and calculate the fitness value to determine the trade-off for this move. In this way, the salps in the region with low fitness value can be optimized, and the overall convergence speed of the algorithm can be improved. Finally, we added a mutation operator suitable for MTSP to the algorithm, which improved the algorithm’s search range and development depth. Below we will explain several concepts, and parameter information will also be given in the following table.
The salp colony uses equations 2.4 to (2.7) to perform probability selection and pheromone matrix update, similar to the ant colony system. The more important thing is that the pheromone heuristic factor [image: image] is no longer a constant. We define it as follows:
[image: image]
DSSACS focuses more on exploring the search space in the early iteration stage and not sticking to local optimization; in the later stage of the algorithm, the salps colony pays more attention to local development and mining the optimal solution.
When calculating the transition probability in 3.3.2, it is assumed that the probability of ant [image: image] choosing other cities in city [image: image] is [image: image], and the number of untraveled cities is [image: image]. The probability of choosing [image: image] th cities is calculated like this:
[image: image]
[image: image]
The roulette will rotate n times, and a random number ψ∈ (0, 1) is generated each time. When ψ satisfies the following formula, city j will be selected.
[image: image]
Where the number of cities is [image: image], and the number of traveling salesmen is [image: image] in the case. Assuming that the salp k completed an MTSP traversal, it can be encoded as:
[image: image]
0 represents the starting point, and the rest of the cities should satisfy [image: image].
If the coordinates of two cities are [image: image], the distance between them is calculated by the formula:
[image: image]
The calculated [image: image] will be stored in the matrix D. For a sequence x of length n, their overall distance:
[image: image]
The fitness of the path stored by a salp is calculated by Eqs 1.8, 1.9. The smaller the fitness value, the better the effect.
First, the operator will re-encode the path information stored by the followers. For this salp as represented by Eq. 2.12, its path will be re-integrated as:
[image: image]
After sorting, the salps in the second half will be crossed with the previously coded salps, assuming that the two salps are [image: image] and [image: image], as follows:
[image: image]
[image: image]
At this time, two random numbers [image: image] are used to represent the crossed area. If the fitness of salps [image: image] is lower, then used [image: image] as a [image: image], and its randomly selected area does not change before and after the crossover. For example, the final generated city sequence frame is:
[image: image]
According to the rules of cross-transformation, [image: image], the [image: image] , its sequence numbers that not in [image: image] are inserted into [image: image], and the updated [image: image] is:
[image: image]
Every crossover will generate several new sequences, and each sequence will be decoded as (2.12), and use the fitness calculation method of 3.3.5 to compare the fitness. If the effect of the salps after moving is better than before, then this movement will be preserved.
In this paper, the mutation operator is added at the end of the algorithm, improving the search space and preventing falling into the local optimum. First, choose a salp, such as the [image: image] th salp in (2.12). For paths with m branches, each branch will use the mutation operation. When starting, randomly generate two numbers [image: image], when there are
[image: image]
Then flip [image: image] in the single journey sequence [image: image]. The reason for this operation is to remove some intersections in the final image and improve the local exploration ability of the algorithm.
Algorithm 2. initialize population and define ubj and lbj
[image: FX 2]
4 THE EXPERIMENT
The experiment environment is as follows: The operating system is Windows 11, CPU is AMD Ryzen 7 4700U and Inter I7-10700, memory is 16 GB. In order to test our algorithm DSSACS, we compared multiple data sets and algorithms from the TSPLIB database (HTTP://www.iwr.Uni-heidelberg.de/groups/comopt/software/TSPLIB95), and the results show that our algorithm has better performance.
We compared DSSACS with other algorithms, including genetic algorithm (GA), Ant colony algorithm (ACO), Min-Max Ant System (MMAS) (Yelmewad et al., 2019), GA-PSO-ACO (Deng et al., 2012), Tabu Search algorithm,ACO-ABC algorithm (Gündüz et al., 2015), Fast Opposite Gradient Search with Ant Colony Optimization (FOGS-ACO) algorithm (Saenphon et al., 2014), Discrete Spider Monkey Optimization (DSMO) (Akhand et al., 2020). For all TSP problems, Euclidean distance is used to quantify the effect of the algorithm. We considered the following TSP issues: Dantzig42, Att48, Eil51, Berlin52, St70, Eil76, Rat99, Rd100, etc. Part of the experimental data came from the report of Thirachit Saenphon et al. (2014), and part of the data came from the results of our operation. In terms of the gap between the final solution and the optimal value and algorithm convergence performance over time, DSSACS has obvious advantages and fast convergence speed. In addition to the performance standards of the calibration algorithm proposed in (4.4) and (4.5), a function designed based on the chi-square calibration idea -- Average deviation Rate (AVR) is also proposed in this section. Calculating the formula for [image: image], AVR is smaller. The algorithm has a greater probability reaches its optimal solution. For the TSP problem, our given parameters are given in Table 1.
TABLE 1 | The parameters of the problem.
[image: Table 1]Firstly, our algorithm finds the optimal path for handling TSP problems, including Att48, Eil51, Berlin52, St70, Eil76, and Rd100. In Figure 2, we describe the optimal path graph searched by SDACS with enough iterations, and the serial number of cities is given in the Figure. DSSACS can find the optimal path in most TSP problems by our algorithm. Our algorithm can obtain the approximate optimal path, indicating that it has strong applicability and computing power in different TSP problems.
[image: Figure 2]FIGURE 2 | Some of the best routes generated by our algorithm (A) Att48, (B) Berlin52,(C) Eil51,(D) Eil76,(E) Rd100, (F) St70.
In Figures 3–8, we draw the operation diagram of DSSACS together with ACO, GA, and MMAS. These figures depict the change of [image: image] as the maximum number of iterations of Steps increases. All data are averaged for ten times. We apply these algorithms to the TSP problems of Dantzig42, Eil51, Berlin52, Att48, St70, and Eil76.
[image: Figure 3]FIGURE 3 | Att48.
[image: Figure 4]FIGURE 4 | Berlin52.
[image: Figure 5]FIGURE 5 | Dantzig42.
[image: Figure 6]FIGURE 6 | Eil51.
[image: Figure 7]FIGURE 7 | Eil76.
[image: Figure 8]FIGURE 8 | St70.
The average variation curves of optimal solutions obtained by the four algorithms in the process of iteration can be seen. The decline of DSSACS is more obvious than ACO, GA, and MMAS, and the convergence rate is faster. In the early stage, the average value of DSSACS is lower than the other three functions, and with the increase in step size, the average value of DSSACS is also lower than ACO, GA, and MMAS. Compared with the other three algorithms, DSSACS has a faster convergence speed and higher solution quality, and a more excellent positive feedback mechanism. Compared with other ant colony algorithms, in the change of the maximum number of iterations, the optimal solution can always be 5%–6% lower than them, and compared with the genetic algorithm, this value can reach 15%–20%. DSSACS had a much higher search accuracy than other swarm intelligence algorithms. In our subsequent experiments, the algorithms corresponding to each TSP problem, such as DSSACS, GA, GA-PSO-ACO, etc., were averaged for 30 experiments to ensure the reliability of experimental data and their maximum iterations were set as 500 times each time. Table 2 summarizes the performance of each algorithm on the TSP problem. The optimal result represents the optimal distance obtained from TSPLIB, the best result represents the optimal value that an algorithm can obtain in 30 experiments, and the Average represents the average results over 30 times. Standard deviation means standard deviation of results, and AVR means average deviation rate.
TABLE 2 | The comparison results of algorithms. (If the result of DSSACS is better than other algorithms, it will be marked in bold).
[image: Table 2]The optimal solution of the DSSACS algorithm is superior to other algorithms is shown in Table2. The four indexes of DSSACS in Best result, Average, Standard deviation, and AVR show a great advantage. DSSACS can generally achieve the official optimal solution. For the TSP data sets, its average error is between 0.78% and 2.95% compared to the official optimal solution, while for other algorithms, the error is generally 2.03%–6.43%. DSSACS and GA-PSO-ACO achieved the same lowest optimal value in the case of EIL51. However, DSSACS is more stable than GA-PSO-ACO in the whole 30 calculation process, and it was easier to obtain the optimal solution. In EIL76, although DSSACS is more unstable than other algorithms, only DSSACS found the lowest optimal solution and the lowest average value in the same number of iterations, indicating that our algorithm can generally obtain the optimal solution.In general, DSSACS have faster convergence speed and higher solution quality.
We used the 2020 Shenzhen Cup Mathematical Modeling Competition1, as shown in Table 3. Point 0 is the base station in this system, where multiple wireless sensors collect data from the environment and send it to the data center of the base station. When the sensor’s power is lower than a certain threshold, the sensor cannot complete the regular sending and receiving tasks, and the WRSN network breaks down. The mobile charger needs to charge the sensor periodically to keep it from falling below the threshold for the WRSN to work correctly. The mobile charger starts from the data center and passes through each sensor at a fixed rate, charging the sensor at a fixed rate until it returns to the base station after charging all the sensors. Each sensor has a specific rate of energy consumption. The energy consumption of a mobile charger mainly has two aspects: one is the standard energy consumption caused by the charging sensor node; The other is the energy consumption of moving the charger on its way to charge the sensor. In order to reduce the energy consumption of mobile chargers on the road, it is necessary to plan the charging route of mobile chargers reasonably.
TABLE 3 | Sensor coordinate dataset in WRSN.
[image: Table 3]First, the longitude and latitude of each sensor and base station have been informed in the link. First, we assume that the longitude and precision of sensor A are [image: image], [image: image]. We set the radius of the Earth as [image: image], [image: image]. According to the calculation formula of radian and sphere distance: 
[image: image]
[image: image]
[image: image]
First, we give a few measures and their definitions.
1) [image: image] refer to the iterations of the algorithm. The higher the number of iterations of steps, the higher the algorithm’s accuracy.
2) [image: image] uses an algorithm to compute the exact MTSP [image: image] times and find their average. The calculation formula of [image: image] is:
[image: image]
3) [image: image] refers to the sum of the paths chosen by all salps populations after each iteration. Suppose that there are n iterations in total and s salps in a population, then there is the formula:
[image: image]
[image: image] represents the current iteration number, and [image: image] represents the total path length selected by ant i at [image: image] iteration. In general, the value of [image: image] should be smaller when the positive feedback mechanism of the algorithm is more robust. We set the MCV data as follows:
1) The moving speed of the MCV is [image: image]
2) The charging rate of the MCV is R = 400 mA/h
3) The lowest battery capacity of the sensor w = 7.3 mA
4) The number of MCVS, m = 4
First, the optimal solution is 13.697 km under the maximum number of 300 iterations shown in Figure 9. The DSSACS has a high convergence speed compared with ACO, while DSSACS can be completed in the early iteration. Moreover, the ACO is not as good as DSSACS in some image details. It is longer than SSDACD in overall path length, leading to increased wireless sensor battery capacity and high cost.
[image: Figure 9]FIGURE 9 | Paths of DSSACS (A) and ACO (B).
In Figure 10, the change of [image: image] of ACO and DSSACS with the increase of iteration steps is plotted. It can be seen that at the beginning of the iteration, DSSACS and ACO have a significant difference. Compared with ACO, DSSACS has a shorter average path length and a faster convergence speed. In the subsequent iterations, DSSACS showed more significant advantages than ACO. After 110 generations, the images of DSSACS almost become a straight line, and the optimal solution can be reached almost every time, while ACO is still in the overall decline stage. Overall, the convergence speed of DSSACS is better than that of ACO in all iterations.
[image: Figure 10]FIGURE 10 | The comparison of the convergence process of [image: image] among DSSACS and ACO.
In Figure 11, we plotted the change of [image: image] with the increase of Times. We set a fixed number of iterations steps = 100, and conducted 50 experiments on both algorithms. The Figure shows that in the case of fewer iterations, DSSACS has almost reached the optimal value, and the DSSACS algorithm is very stable within 100 iterations. Compared with DSSACS, the ACO algorithm is more unstable in the early stage and fails to reach the optimal solution. For example, most ACO’s are above 13900m, while DSSACS have never reached this value.
[image: Figure 11]FIGURE 11 | The comparison of [image: image] 50 times between DSSACS and ACO.
Finally, we compared the change of [image: image] as. The iteration steps increased, as shown in Figure 12. At the beginning of the iteration, the slope of DSSACS is significantly greater than ACO, indicating that the former has a faster convergence rate. Moreover, from the beginning of the iteration, the path selected by salps arithmetic in DSSACS was better than that chosen by ants in ACO, indicating that the positive feedback mechanism of DSSACS was more robust, which enabled the algorithm to maintain a better path selection in the whole iteration process.
[image: Figure 12]FIGURE 12 | The comparison of the reflection of positive feedback mechanism ([image: image]) between DSSACS and ACO.
According to Eqs 2.1.–.2.7, the maximum battery capacity obtained by using DSSACS [image: image] is the minimum capacity in all circuits. Using DSSACS can not only achieve the minimum path cost but also improve the charging efficiency. At this point, the four paths of MCV are shown in fellow, and the lengths of the four distances are 3.35, 3.49, 4.01, and 2.85 km respectively. The corresponding optimal charging paths are as follows:
: [image: image]
: [image: image]
: [image: image]
: [image: image]
5 SUMMARY AND OUTLOOK
This paper proposes a discrete optimization strategy for Salps based on the ant colony system. Our optimized DSSACS algorithm is applied to solve the application of the TSP problem and MTSP problem. We added the advantage of population initialization from the ant colony system to the leader of the salp colony system to solve the problem of the disorder and confusion in the initialization of the salp swarm algorithm. Thus, significantly improving the correlation and purpose between the population and optimizing the follower strategy of the salp colony to improve the convergence speed of the algorithm. We first apply DSSACS to the MCV path planning problem of WRSN networks. The charging problem of WRSN networks can be regarded as an MTSP problem. DSSACS can improve the algorithm’s calculation speed, save time and economic cost of the WRSN network by planning the path. DSSACS surpasses the ACO algorithm in terms of stability, convergence speed, and accuracy in terms of overall performance. Then we compare DSSACS with other metaheuristic algorithms on the TSP problem. The optimal and average solutions obtained by DSSACS are superior to other algorithms, and the SSACS algorithm is almost the best in convergence speed, robustness, and positive feedback mechanism. Our experiments show that DSSACS is feasible and effective in solving NP-hard problems. Although the algorithm proposed in this paper has a significant improvement compared to the original algorithm, it is only used in the field of wireless charging in this paper. It is believed that through the potential of DSSACS, it can break through the barriers in other fields and play a role in other fields in the future.
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Colorectal cancer is the cancer with the second highest and the third highest incidence rates for the female and the male, respectively. Colorectal polyps are potential prognostic indicators of colorectal cancer, and colonoscopy is the gold standard for the biopsy and the removal of colorectal polyps. In this scenario, one of the main concerns is to ensure the accuracy of lesion region identifications. However, the missing rate of polyps through manual observations in colonoscopy can reach 14%–30%. In this paper, we focus on the identifications of polyps in clinical colonoscopy images and propose a new N-shaped deep neural network (N-Net) structure to conduct the lesion region segmentations. The encoder-decoder framework is adopted in the N-Net structure and the DenseNet modules are implemented in the encoding path of the network. Moreover, we innovatively propose the strategy to design the generalized hybrid dilated convolution (GHDC), which enables flexible dilated rates and convolutional kernel sizes, to facilitate the transmission of the multi-scale information with the respective fields expanded. Based on the strategy of GHDC designing, we design four GHDC blocks to connect the encoding and the decoding paths. Through the experiments on two publicly available datasets on polyp segmentations of colonoscopy images: the Kvasir-SEG dataset and the CVC-ClinicDB dataset, the rationality and superiority of the proposed GHDC blocks and the proposed N-Net are verified. Through the comparative studies with the state-of-the-art methods, such as TransU-Net, DeepLabV3+ and CA-Net, we show that even with a small amount of network parameters, the N-Net outperforms with the Dice of 94.45%, the average symmetric surface distance (ASSD) of 0.38 pix and the mean intersection-over-union (mIoU) of 89.80% on the Kvasir-SEG dataset, and with the Dice of 97.03%, the ASSD of 0.16 pix and the mIoU of 94.35% on the CVC-ClinicDB dataset.
Keywords: N-shape deep neural network, generalized hybrid dilated convolution, colonoscopy, colorectal polyp identification, lesion region segmentation, deep learning
1 INTRODUCTION
Colorectal cancer is the cancer with the second and the third highest incidence rates for the female and the male, respectively. Early diagnosis has a huge impact on the survival from colorectal cancer (Torre et al., 2015). Colorectal polyps are potential prognostic indicators of the colorectal cancer, and colonoscopy is the gold standard for the biopsy and the removal of colorectal polyps (van Toledo et al., 2022). Research shows that nearly half of the individuals taking the colonoscopy at the age of 50 are found to be suffered from colorectal polyps (Lima Pereira et al., 2020). This incidence rate even increases with the age (Rundle et al., 2008). The accurate identification of colorectal polyp lesion regions plays a preliminary role in the medical treatment of colorectal cancers (Ren et al., 2019; Qadir et al., 2020; Tan et al., 2020). However, several studies indicate that the missing rate of polyps through manual observations in colonoscopy can reach 14%–30%, depending on the types and the sizes of the polyps (Van Rijn et al., 2006). Thus, the development of accurate colorectal polyp segmentation methods is critical.
With the rapid development of computer and information techniques, computer-aided diagnosis methods have been used in polyp segmentation tasks. However, the techniques of computer-aided polyp segmentations is still immature, especially in the cases that some complex and uncontrolled environmental factors exist. For example, existing computer-aided diagnosis methods can not effectively deal with factors that can affect the accuracy of polyp segmentation, such as intraluminal folds and variations of the polyp textures and locations. In (Sasmal et al., 2018), the principal component pursuit (PCP) technique was used in colorectal polyp segmentations. However, the segmentation performance got worse in low-light situations. In (Ganz et al., 2012), the shape-UCM methods were used in colorectal polyp segmentations, but the polyps with heterogeneous shapes could not be extracted.
Later, some early machine learning methods were developed for colorectal polyp segmentations. However, these methods consumed a lot of computer memory and relied excessively on handcrafted features, thus were not robust enough. For example, the machine learning based methods in (Tajbakhsh et al., 2016; Yu et al., 2017) got constrained segmentation performance for polyps in the presence of high luminance or intestinal residues.
In the past few years, the deep learning technology has been adopted in the segmentations of medical images. Particularly, Olaf proposed the U-shape artificial neural network (U-Net) using an encoding-decoding structure (Ronneberger et al., 2015). In the U-Net, multiple encoding and decoding modules were included in a symmetrical framework. In addition, the skip connections were added between the encoding and decoding paths to enable multi-scale information transmissions. The encoder-decoder structure of the U-Net has now become the most commonly used network structure in medical image segmentations.
More recently, some network structures based on the U-Net were proposed for the medical image segmentations and showed outstanding performances (Zhou Z. et al., 2018; Chen et al., 2018; Oktay et al., 2018; Huang et al., 2020; Chen et al., 2021). In particular, the densely connected convolutional neural network (DenseNet) strengthened the feature propagation and alleviated the gradient-vanishing problem, with the correct training convergences and the good feature extraction performances ensured (Huang et al., 2017; Wang et al., 2021). Moreover, in (Alom et al., 2018; Gu et al., 2021; Zhang and Yang, 2021), the attention mechanisms were also proposed recently, greatly improving the precision of medical image segmentations. Additionally, in order to further reduce the training time of the accelerate the convergence of the network training, the transfer learning was adopted by scholars (Shao et al., 2015; He et al., 2020; Rozo et al., 2022).
In addition to the above works, researches showed that the fine-grained image features could be better captured by expanding the receptive fields in the multi-scale information transmissions. In (Zhou L. et al., 2018), L. Zhou et al connected the encoding and decoding paths with dilated convolutions, where the receptive fields were expanded. However, the gridding effects could be introduced in this case. In order to solve this problem, P. Wang et al proposed the hybrid dilated convolution (HDC) (Wang et al., 2018). The HDC was established with cascaded dilated convolutions and has been adopted for semantic segmentations (Fu et al., 2019; Cheng et al., 2020; Liu et al., 2020; Ma et al., 2022). For example, J. Liu et al implemented an HDC based algorithm in the detection of retinal pigment epithelium defective cells (Liu et al., 2020). However, the mathematical model of the strategy of HDC designing was not much described. In addition, the HDC architecture required all the convolutional kernel sizes to be equal, with its implementation flexibility constrained.
In order to overcome the shortcomings of the current methods and optimize the colorectal polyp lesion region segmentation performance using colonoscopy images, we propose a novel N-shaped artificial neural network (N-Net) structure. It should be specially noted that although this work focuses on the colorectal segmentation task, the N-Net structure can be used generally for image segmentations. The N-Net structure is briefly described in Figure 1. Compared with state-of-the-art methods through experiments on two public colonoscopy datasets for polyp segmentations, the proposed method achieves the best segmentation performance in the metrics of Dice, average symmetric surface distance (ASSD) and mean intersection-over-union (mIoU). The main contributions of this paper are as follows:
1) We propose a novel N-shaped artificial neural network (N-Net) structure to conduct the lesion region segmentations of polyps in colonoscopy images. The proposed N-Net is designed based on the encoding-decoding framework. Within the proposed structure, the multi-scale information can flow between the encoding and decoding paths. The pretrained DenseNet modules based on the ImageNet are implemented in the encoding path of the N-Net to ensure the fast training convergence and good feature extraction performance of the entire network structure.
2) To expand the receptive fields and facilitate the multi-scale information transmission between the encoding and decoding paths, we propose a strategy to design the generalized hybrid dilated convolution (GHDC). Compared with the existing works related to the dilated convolutions, the GHDC is established with a more flexible strategy to design cascaded dilated convolutional layers.
3) Based on the strategy of GHDC designing, four GHDC blocks are designed to connect the encoding path and the decoding path. With experiments on two public available datasets: the Kvasir-SEG dataset and the CVC-ClinicDB dataset, we show that the GHDC blocks outperform the HDC in (Wang et al., 2018). Moreover, comparative studies shows that the proposed N-Net, even with a small amount network parameters, outperforms the state-of-the-art methods including TransU-Net, DeepLabV3+ and CA-Net.
[image: Figure 1]FIGURE 1 | The overview of our proposed N-Net.
2 METHODS
2.1 The structure of the N-Net
In this paper, motivated by the U-Net encoder-decoder framework and the DenseNet modules, we propose a novel N-shaped architecture. As shown in Figure 2, the proposed N-Net structure contains four stages both in the encoding path on the left side and the decoding path on the right side. In addition, the GHDC blocks are added to connect the encoding and the decoding paths.
[image: Figure 2]FIGURE 2 | The detailed structure of our proposed N-Net.
In contrast to the U-Net structure, a “Conv (7 × 7)-BN-ReLU” operation (i.e. convolution with the kernel size of 7 × 7 followed by a batch normalization and a ReLU) and an “Maxpool” operation (maximum pooling with the kernel size of 7 × 7 and the stride of 2) are implemented as the first stage of the encoding path. With the idea of transfer learning, the three encoding modules in the encoding path are designed based on the three dense blocks in the pre-trained DenseNet-121 from the ImageNet, respectively. Each dense block is composed by certain dense layers and a transition layer. The pre-trained dense layers in the three dense blocks and the first two transition layers are directly transferred. The number of dense layers in the three dense blocks are 6, 12 and 24, respectively. The number of output channels from the four encoders are 64, 256, 512 and 1,024, respectively. The feature map size from the Encoder 1 is 224 × 224 and is halved after the processing of each encoder.
The decoding path in the proposed N-Net is composed with four decoding modules. Each of the decoding modules contains a “Conv (1 × 1)-BN-ReLU-TransposeConv (3 × 3)-BN-Conv (1 × 1)” procedure (i.e. 3 steps: the first and third steps consist of a convolution with 1 × 1 kernel and a batch normalization; the second step consists of a transpose convolution with 3 × 3 kernel and a batch normalization). The Decoder one contains two “Conv (3 × 3)” operations and a bilinear interpolation operation.
The encoding and decoding paths in the N-Net structure are connected with the proposed GHDC blocks, which are designed based on the novel strategy of GHDC designing in this paper. For i = 1, 2, 3, the outputs of the Encoder i and the GHDC block i + 1 are concatenated as the input of the GHDC block i. Besides, the outputs of the GHDC block i and the Decoder i + 1 are point-wise added as the input to the Decoder i.
With the connections between the encoding path and the decoding path using the GHDC blocks, the multi-scale features are deeply exploited with expanded respective fields. The detailed strategy of GHDC designing and the GHDC blocks are provided in the remainder of this section.
2.2 The strategy of generalized hybrid dilated convolution designing
In order to achieve sufficient multi-scale information transmissions, while expanding the respective fields without the gridding effects, we establish a more general and simplified strategy to design the cascaded dilated convolutions. In contrast to the HDC, flexible dilation rates and convolutional kernel sizes are enabled in the designed operation. Which is referred to as the generalized hybrid dilated convolution (GHDC) in this paper.
To explain the strategy of GHDC designing, we first provide a simple example to design the first three layers in a cascade of dilated convolutions in Figure 3. The convolutional kernel sizes for the three layers are denoted as k1, k2 and k3, respectively. The dilation rates used in the three layers are denoted as r1, r2 and r3, respectively.
[image: Figure 3]FIGURE 3 | The cascaded dilated convolutional layers: (A) The operation of the first dilated convolutional layer; (B) the operation of the second dilated convolutional layer.
In Figure 3A, the feature map into the first layer, the dilated convolutional kernel of the first layer and the feature map into the second layer are shown from down to up, respectively. In Figure 3B, the feature map into the second layer, the dilated convolutional kernel of the second layer and the feature map into the third layer are shown from down to up, respectively. In the feature map into the first layer, the darker color suggests that the corresponding pixels are used for more times during the convolution. In the feature maps into the second and third layers, the maximum distances between the neighbored pixels, which are sampled in the dilated convolutions, are denoted as M2 and M3, respectively. According to Figure 3, M2 and k1 can be used to observe the coverage of the convolutional kernel in the first layer.
In the proposed strategy of GHDC designing, a key point is to ensure that all of the pixels in the feature map into the first layer are utilized in the operations in order to avoid the gridding effect.
To meet this constraint, the parameters in the third and second layers are decided sequentially. For example, if M3, k2 and r2 takes the value of 5, 3 and 2, respectively, then M2 becomes 2. In this scenario, by taking k1 = 3 and r1 = 1, it can be guaranteed that no holes exist during the cascaded convolutions.
To be more general, we observe the dilated convolution operation on the arbitrary lth (l > 0) layer in a dilated convolution cascade. In this scenario, it can be found that the sampling positions in this operation are influenced by the parameters of both the lth and (l + 1)th layers. Let us define Ml+1 as the maximum distance between neighbored sampled positions horizontally or vertically on the (l + 1)th (l > 0) layer, and define rl and kl to be the dilation rate and the convolutional kernel sizes on the lth layer, respectively. Then we can estimate Ml by the sliding of the dilated convolutional kernel on an xOy coordinate system. Due to the symmetry, there is no harm to simplify the problem by just observing the movement of the convolutional kernel on the x-axis.
If we consider kl+1 pixels separated by the distance of Ml+1 on the feature map into the (l + 1)th layer, then the possible pixels covered by the convolutional kernel can be represented by: {(ml,irl + nl,iMl+1, 0)}, where [image: image] and [image: image] stand for the coefficients to determine the location of ith pixel covered by the convolutional kernel. In other words, if Ml+1, kl+1, rl, kl are determined, the parameter Ml can be derived.
Therefore, in the proposed GHDC model, the design of a dilated convolution cascade is done in a recursive manner. For the lth (l > 0) layer, we define Dl = {dl,i}, i = 1, … , klkl+1–1 to be a non-decreasing sequence. Then given Ml+1 and kl+1, rl and kl (l > 1) are determined with the following constraints:
[image: image]
where ‖ ⋅‖ stands for the l-2 norm operation, [image: image] and [image: image]. Then Ml, which is used to design the parameters of kl−1 and rl−1, can be determined as follows:
[image: image]
In addition, it is preferred that the receptive field in the first dilated convolution layer, which can be calculated using:
[image: image]
can cover the input feature map to the entire cascaded dilated convolutions.
For instance, if the kernel sizes of three are used in the cascaded dilated convolutions, we can get the following expression using Eqs 1, 2:
[image: image]
By recursively solving Eq. 4, we can get a cascade of convolutional layers, which is consistent with the HDC.
2.3 The GHDC blocks
In the proposed N-Net, the GHDCs are conducted with four GHDC blocks between the encoding and decoding paths. As shown in Figure 4, a GHDC block generally consists of a feature extraction module and a multi-scale fusion module. The feature extraction module is established with parallel groups of cascaded dilated convolutional layers, which are designed according to the strategy of GHDC designing. In the multi-scale fusion module, the results from the groups of cascaded dilated convolutional layers are concatenated and then processed using a “Conv (3 × 3)-BN-ReLU” operation to keep the output size of each GHDC block consistent with its input. In addition, to make sure that the feature map dimensions from the GHDC block i + 1 are consistent with that from the Encoder i (i = 1, 2, 3), a GHDC transition layer, consisting of a bi-linear interpolation and a “Conv (3 × 3)-BN-ReLU” operation, is introduced.
[image: Figure 4]FIGURE 4 | The Overview of the Proposed GHDC block.
In Table 1, the dilation rates and the convolutional kernel sizes of the dilated convolutional layers, as well as the receptive field sizes, are provided for the four GHDC blocks. The convolutional kernel sizes are odd. Thus, unique and consistent central pixel locations, as well as symmetric padding operations, can be guaranteed during the convolutions. Meanwhile, integer values of ml,i and nl,i in Eq. 1 are ensured. The detailed structures of the four GHDC blocks are shown in Figure 5.
TABLE 1 | The arguments for the GHDC blocks in the proposed N-Net.
[image: Table 1][image: Figure 5]FIGURE 5 | The detailed structure of the GHDC block.
3 EXPERIMENTS AND RESULTS
3.1 Dataset
In order to verify the proposed N-Net, two publicly available datasets on polyp segmentations of colonoscopy images were used in the experiments: 1) the Kvasir-SEG dataset (Jha et al., 2019); 2) the CVC-ClinicDB dataset (Bernal et al., 2015). Both the original images and corresponding masks for the ground truth of the lesion regions are included in the two datasets. The details of these two datasets are provided in Table 2. The images from the Kvasir-SEG dataset and the CVC-ClinicDB dataset were resized into 256 × 320 and 288 × 384, respectively, before used in the experiments. We randomly divided the datasets into the training sets, the test set and the validation set, according to the ratio of 7:2:1.
TABLE 2 | The two publicly available colorectal polyp segmentations datasets used in experiments.
[image: Table 2]3.2 Implementation details
The proposed N-Net was trained based on the gradient descent method. The training process was performed with the Python package PyTorch 1.11.0 + GPU, using a computer with the Nvidia GTX 3090 GPU, and the RAM size of 32.00 GB. We used the Adaptive Moment Estimation (Adam) (Kingma and Ba, 2017) to control the learning rates in the training process, with the initial learning rate, the weight decay, the batch size and the number of epochs as 10–4, 10–8, 16 and 300, respectively. The sum of the binary cross-entropy and the soft dice coefficient (Sun et al., 2016) was used as the loss function in the training process of the N-Net. The binary cross-entropy and the soft dice coefficient are defined as:
[image: image]
and
[image: image]
respectively.
In Eqs 5, 6, n denotes the number of samples in a training data batch. yim and yim represent the predicted and actual probabilities that the ith pixel belongs to the class m (m ∈ {0, 1}), respectively.
To verify the performance of the proposed method, the metrics of Dice, ASSD and mIoU were implemented on the lesion region segmentation results in the experiments.
The metric of Dice is defined as:
[image: image]
where S and G represent the region segmented by the N-Net and in the ground truth, respectively.
The metric of ASSD is defined as:
[image: image]
where Pa and Pb denote the set of boundary points segmented by the convolutional neural network (CNN) and in the ground truth, respectively. [image: image] represents the minimum Euclidean distance from the point u to Pb.
The metric of mIoU is defined as:
[image: image]
where TP, FP, TN and FN represent the numbers of pixels with true positive, false positive, true negative and false negative decisions for the lesion regions, respectively.
3.3 Results
3.3.1 Ablation studies on the proposed GHDC blocks of the N-Net
In order to verify the effectiveness of the N-Net structure and analyze the contributions of the GHDC blocks to the network performance, we first performed the ablation experiments with the GHDC blocks on the two datasets. The results of the experiments are shown in Table 3. In that table, the U-Net structure with the encoding path transferred from the first four stages of the DenseNet-121 is denoted as the baseline. By observing the results from the networks with only a single GHDC block included, we can find that the GHDC blocks greatly help in the segmentation performance improvement in terms of the Dice, ASSD and mIoU values. In particularly, this contribution increases sequentially from the GHDC block four to the GHDC block 1. Moreover, it can also be observed that by integrating more GHDC blocks into the network structures, the segmentation performances of the resulting networks can be further improved, as the multi-scale information can be transmitted more sufficiently in these cases. At the end of Table 3, we can see that the N-Net, where all of the four GHDC blocks are included, achieve the best lesion region segmentation performance on both of the two datasets.
TABLE 3 | Ablation Study Results of the GHDC Blocks on the Two Public Datasets of Colorectal Polyp Segmentations (The best results and the second best results are marked in red bold and blue bold fonts, respectively).
[image: Table 3]Besides, we also conducted experiments to verify the advantage of the GHDC blocks compared the HDC on the two public colorectal polyp segmentation datasets. In particular, we compared the networks integrating the GHDC block 1 and/or the GHDC block 2 with the cases where the corresponding GHDC block(s) were/was replaced with the HDC(s). The HDCs in the experiments were implemented as proposed in (Wang et al., 2018) (i.e. the maximum number of cascaded convolutional layers was n = 4; the dilation rates and convolutional kernel sizes of the layers were taken as R1 = 1, R2 = 2, R3 = 5, R4 = 9 and k1 = k2 = k3 = k4 = 3, respectively). The experimental results are shown in Table 4.
TABLE 4 | Experimental Results of GHDC and HDC Implementations Based on the Two Public Datasets of Colorectal Polyp Segmentations (The best results are marked in red bold font).
[image: Table 4]From Table 4, we can observe that the networks integrating the GHDC blocks outperform the corresponding networks using the HDC on both of the two datasets, in terms of Dice, ASSD and mIoU values. As the receptive fields of both the GHDC block two and the GHDC block 1 are larger than that of the HDC, especially the receptive field generated by the GHDC block 1 is even more than twice that of the HDC, the proposed GHDC blocks are able to exploit more features, resulting in more powerful networks.
3.3.2 Visual inspection of the feature maps obtained by GHDC blocks
In order to obtain a deeper understanding of the GHDC benefits, we analyzed the feature maps from the proposed GHDC blocks by visual inspection. In the proposed N-Net, the feature maps from the GHDC blocks 1, 2, 3 and 4 contain 64, 256, 512 and 1,024 channels, respectively. As The channels from the feature map of a GHDC block get similar features, four channels are randomly picked from the feature map from each GHDC block as representative channels. Results from two representative colonoscopy images in the testing set are shown in Figure 6, 7 for each of the two publicly available datasets, respectively.
[image: Figure 6]FIGURE 6 | Visualization of the feature maps from the GHDC blocks on the Kvasir-SEG dataset.
From Figures 6, 7 we can observe that the feature map extracted by the GHDC blocks gets gradually richer details from the GHDC block 4 to the GHDC block 1. Compared to the GHDC blocks 3 and 4, the GHDC blocks 1 and 2 are able to capture more fine-grained features and generate feature maps with higher resolutions. Moreover, it is worth mentioning that the feature maps from all of the 4 GHDC blocks (not only the GHDC blocks 1 and 2) are highly correlated to the final segmentation results. This in turn illustrates that the semantic information exploited by each stage of the proposed N-Net is sufficiently utilized and that the transmission of multi-scale information is facilitated with the proposed GHDC blocks.
3.3.3 Comparative studies between the proposed N-Net and the state-of-the-art methods
Finally, we conducted comparative lesion region segmentation studies between the proposed N-Net and the state-of-the-art methods to verify the advantage of the proposed method. The experiments were conducted on the above publicly available polyp segmentation datasets on colonoscopy images. A variety of the state-of-the-art methods, including the U-Net (Ronneberger et al., 2015), the DeepLabV3+ (Chen et al., 2018), the U-Net++ (Zhou Z. et al., 2018), the U-Net+++ (Huang et al., 2020), Attention U-Net (Oktay et al., 2018), TransU-Net (Chen et al., 2021),OCR-Net (Wang et al., 2021) and CA-Net (Gu et al., 2021) were selected for comparison. The experimental results are shown in Table 5.
TABLE 5 | Performance Comparison of the proposed N-Net to the State-of-the-art Methods on the Two Public Datasets of Colorectal Polyp Segmentations.
[image: Table 5]Through the segmentation performance comparisons on the Kvasir-SEG dataset, it is important to mention that the N-Net can guarantee the best segmentation performance with the parameter amount minimized. The reduction of the parameters in turn greatly improves the efficiency of the algorithm. From Table 5, we can also observe that the performance of DeepLabV3+ is the closest to the N-Net with the above three metrics. However, the parameter size of 39.6 M is needed for the DeepLabV3+, while only 20.6 M is needed for the N-Net. Compared with the N-Net, the metrics of Dice, ASSD and mIoU for the U-Net+++ gets worse by 5.25%, 0.35 pix and 8.29%, respectively, though the size of its parameters is increased by 6.4 M.
From Table 5, we can also observe that the N-Net shows the best segmentation performance on the CVC-ClinicDB dataset with the metrics of Dice, ASSD and mIoU reaching 97.03%, 0.16 pix, and 94.35%, respectively, with the smallest computational parameter amount.
To be more intuitive, we also compared the lesion region segmentation results of the above networks. Some representative comparison results are shown in Figures 8, 9, respectively. The segmentation results from the colonoscopy images are marked in yellow. From those figures, we observe that the segmentation results with the proposed N-Net method is the closest to the ground truth. Moreover, the isolated false predictions by the proposed N-Net are also minimized. This is because the proposed N-Net is able to utilize the multi-scale features sufficiently, with the receptive fields ensured during the multi-scale information transmissions.
[image: Figure 7]FIGURE 7 | Visualization of the feature maps from the GHDC blocks on the CVC-ClinicDB dataset.
[image: Figure 8]FIGURE 8 | Segmentation results of the N-Net and the state-of-the-art methods on representative images of the Kvasir-SEG dataset.
[image: Figure 9]FIGURE 9 | Segmentation results of the N-Net and the state-of-the-art methods on representative images of the CVC-ClinicDB dataset.
4 DISCUSSION
In this paper, we propose a new N-shaped deep neural network (N-Net) structure to conduct the lesion region segmentations of the colorectal polyps from colonoscopy images. To facilitate the multi-scale information transmissions, we propose a strategy of generalized hybrid dilated convolution (GHDC) designing which enables flexible dilation rates and convolutional kernel sizes to facilitate transmission of the multi-scale information. Based on the proposed strategy of GHDC designing, we design four GHDC blocks to connect the encoding path and the decoding path of the N-Net.
The proposed method was evaluated on two publicly available colonoscopy image datasets for polyp segmentations: the Kvasir-SEG dataset and the CVC-ClinicDB dataset. The advantages of the proposed GHDC blocks were demonstrated through multiple sets of ablation experiments. In addition, the interpretability of the proposed GHDC blocks was analyzed through the visualization of the feature maps. Moreover, through comparative studies, the proposed N-Net was shown to outperform the state-of-the-art CNNs, including DeepLabV3+, TransU-Net and CA-Net, with the metrics of Dice, ASSD and mIoU as 94.45%, 0.38 pix and 89.80% on the Kvasir-SEG dataset and 97.03%, 0.16 pix and 94.35% on the CVC-ClinicDB dataset, respectively.
In this paper, the research was conducted on two publicly available datasets of polyp segmentations for colonoscopy images, the Kvasir-SEG dataset and the CVC-ClinicDB dataset, where consistency were shown in the results. As the patient amount included in the two datasets was still limited, additional datasets (Vázquez et al., 2017; Misawa et al., 2020; Sánchez-Peralta et al., 2020; Li et al., 2021; PIBAdb, 2022) can also be considered in the algorithm development and validations in our future work. In addition, we will also explore to implement the proposed GHDC theory and the designed blocks in other biomedical image segmentation tasks in our future work.
5 CONCLUSION
In this work, we proposed an N-Net structure based on the encoding-decoding structure to conduct the polyp lesion region segmentations of colonoscopy images. In the proposed N-Net, the pre-trained DenseNet module was transferred as the encoding path of the network. In particular, we proposed a strategy of generalized hybrid dilated convolution (GHDC) designing to facilitate transmission of the multi-scale information and expand the respective fields. Based on the strategy of GHDC designing, four GHDC blocks were designed to connect the encoding path and the decoding path of the N-Net. Experiments were performed on two publicly available colorectal polyp lesion region segmentation dataset: the Kvasir-SEG dataset and the CVC-ClinicDB dataset. The advantages of the GHDC blocks were verified. Moreover, experimental results also showed that the proposed N-Net outperforms with a small amount of parameters, compared with the state-of-the-art methods.
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To generate and evaluate post-therapeutic optical coherence tomography (OCT) images based on pre-therapeutic images with generative adversarial network (GAN) to predict the short-term response of patients with retinal vein occlusion (RVO) to anti-vascular endothelial growth factor (anti-VEGF) therapy. Real-world imaging data were retrospectively collected from 1 May 2017, to 1 June 2021. A total of 515 pairs of pre-and post-therapeutic OCT images of patients with RVO were included in the training set, while 68 pre-and post-therapeutic OCT images were included in the validation set. A pix2pixHD method was adopted to predict post-therapeutic OCT images in RVO patients after anti-VEGF therapy. The quality and similarity of synthetic OCT images were evaluated by screening and evaluation experiments. We quantitatively and qualitatively assessed the prognostic accuracy of the synthetic post-therapeutic OCT images. The post-therapeutic OCT images generated by the pix2pixHD algorithm were comparable to the actual images in edema resorption response. Retinal specialists found most synthetic images (62/68) difficult to differentiate from the real ones. The mean absolute error (MAE) of the central macular thickness (CMT) between the synthetic and real OCT images was 26.33 ± 15.81 μm. There was no statistical difference in CMT between the synthetic and the real images. In this retrospective study, the application of the pix2pixHD algorithm objectively predicted the short-term response of each patient to anti-VEGF therapy based on OCT images with high accuracy, suggestive of its clinical value, especially for screening patients with relatively poor prognosis and potentially guiding clinical treatment. Importantly, our artificial intelligence-based prediction approach’s non-invasiveness, repeatability, and cost-effectiveness can improve compliance and follow-up management of this patient population.
Keywords: deep learning, retinal vein occlusion, generative adversarial networks, optical coherence tomography, artificial intelligence
INTRODUCTION
Retinal vein occlusion (RVO) represents the second most common cause of vision loss worldwide due to retinal vasculopathy, predominantly affecting the middle-aged and elderly (Wong and Scott, 2010; Ip and Hendrick, 2018; Fang et al., 2021; Blair and Czyz, 2022). Macular edema is the most common cause of RVO-related vision loss, characterized by fluid accumulation within the central retina and macular thickening caused by blood-retinal barrier dysfunction (Khayat et al., 2018; Korobelnik et al., 2021). Except for a minority of patients with non-ischemic RVO, most cases present with RVO-related macular edema, leading to irreversible visual loss, poor quality of life and substantial socioeconomic burden if proper and timely treatment is not provided (Loukianou et al., 2016; Lee et al., 2021a; Korobelnik et al., 2021).
The primary goal of treating RVO-related macular edema is to reduce the fovea’s central macular thickness (CMT) and maintain the central visual acuity, which involves reducing the accumulation of the inner retinal fluid (Sangroongruangsri et al., 2018; Lee et al., 2021a). In recent years, the treatment of macular edema has become a research hotspot in the field of ocular fundus diseases, and various new treatment methods have been implemented (Chen et al., 2022). The first-line treatment for RVO-related macular edema consists of intravitreal injections of anti-Vascular Endothelial Growth Factor (anti-VEGF) (Fogli et al., 2018; Korobelnik et al., 2021). In most cases, anti-VEGF therapy can reduce fluid accumulation and improve visual acuity (Korobelnik et al., 2021; Wallsh and Gallemore, 2021). However, not all patients respond well to anti-VEGF therapy (Korobelnik et al., 2021). Given the differences in drug regimen and patient characteristics across treatment groups, it is difficult to predict individual treatment responses before patients receive anti-VEGF therapy, even for experienced retinal specialists (Gallardo et al., 2021; Park et al., 2021). Optical coherence tomography (OCT) is widely acknowledged as a high-resolution imaging modality for quantifying retinal thickening and fluid accumulation in patients with RVO and assessing the severity of macular edema. Accordingly, OCT is the primary tool for the examination and follow-up of RVO-related macular edema cases (Kashani et al., 2017; Song et al., 2021).
Among non-surgery-related blindness-causing retinopathies, RVO ranks second in incidence after diabetic retinopathy (DR) and second to diabetic macular edema as the cause of inner retinal fluid accumulation (Xu et al., 2021a; Hayreh, 2021). The broad application of fundus fluorescein angiography (FFA) and OCT in RVO-related macular edema has significantly improved our understanding of its pathogenesis and provides an opportunity to collect large-scale real-world imaging data (Sandmeyer et al., 2022). Meanwhile, the application of artificial intelligence (AI) in the medical field has become increasingly popular in recent years (Caixinha and Nunes, 2017). The past decade has witnessed several inroads achieved with AI being harnessed for learning and mining fundus image data, assisting doctors in screening, diagnosing, and treating various retinopathies (Xu et al., 2021b; Ting et al., 2021). Generative adversarial network (GAN), first proposed by Ian Goodfellow in 2014, is an AI-based “image-to-image” algorithm that can synthesize new images based on existing ones (Goodfellow et al., 2016; Xu et al., 2021a). The core principle of GANs is to generate fake data that closely resembles real data (Kazeminia et al., 2020). In recent years, the GAN-based algorithm has yielded satisfactory performance when used to predict the effect of anti-VEGF therapy or laser photocoagulation for neovascular age-related macular degeneration (nAMD) and central serous chorioretinopathy (CSC) (Liu et al., 2020a; Xu et al., 2021a). Given the high incidence of RVO-related macular edema, the difficulty in predicting the therapeutic effect, the burden of anti-VEGF therapy, and the frequency of follow-ups, it is essential to develop a novel approach for individualized prediction of the therapeutic effect (Wecker et al., 2017). Accordingly, this study aimed to generate and evaluate individualized post-therapeutic OCT images that could predict the short-term response of anti-VEGF therapy for RVO-related macular edema based on pre-therapeutic images using a GAN-based algorithm.
MATERIALS AND METHODS
Clinical data and imaging examinations
To predict the short-term response to anti-VEGF therapy and generate individualized post-therapeutic OCT images based on pre-therapeutic images using a GAN-based model, we retrospectively reviewed the records of patients with RVO-related macular edema who underwent intravitreal injection of anti-VEGF drugs at the Department of Ophthalmology, Qilu Hospital, Shandong University from 1 May 2017, to 1 June 2021. The inclusion criteria consisted: 1) patients aged ≥ 18 years; 2) patients with a pre-operative diagnosis of RVO based on fundus photography and fundus fluorescein angiography (FFA) and further examination based on OCT; and 3) patients treated with an injection of anti-VEGF including conbercept or ranibizumab, at any phase in the treatment protocol of three consecutive monthly injections and pro re nata (PRN) injections. The exclusion criteria were: 1) presence of any other retinal and/or choroidal diseases, including diabetic retinopathy (DR), age-related macular degeneration (AMD), and polypoidal choroidal vasculopathy (PCV), which may affect the study; 2) history of surgery, or intraocular injections of medications other than anti-VEGF agents; 3) history of other ocular disorders, including glaucoma, pathological myopia; and 4) low image quality caused by media opacities, or an abnormal signal strength index on the OCT images. The follow-up visit was scheduled at 1 month after the intraocular injection. However, it was difficult for the ophthalmologist to perform the follow-up on fixed dates due to the different work schedules of RVO patients. Accordingly, we determined a time range for the follow-up to ensure data accuracy: 1 month ± 7 days after anti-VEGF therapy. All OCT images enrolled were stripped of personally identifiable information. The need for written informed consent was waived by our ethics committee due to the retrospective nature of the study, and all data used were fully anonymized. Moreover, this study was conducted based on the ethical principles of the Declaration of Helsinki and approved by the institutional review board of Qilu Hospital [Ethical Code: 2021 (068)].
Data collection
Pre-and post-therapeutic B-scan swept-source OCT (Zeiss, Germany) images were obtained in a 21-line 9 mm macula pattern using the follow-up mode, which enabled the paired pre-therapeutic and post-therapeutic images to be scanned at the same location. OCT images were section-matched based on the retinal microstructure, including the position of the fovea and retinal vessels. OCT images of different layers obtained from the same patient with macular edema were included in the study to ensure optimal use of the image resources of patients with RVO (Supplementary Figure S1). To prepare OCT image pairs for GAN model training, every pre-therapeutic OCT image was paired with the corresponding post-therapeutic OCT image of the same patient. For convenience of model training, image pre-processing was conducted to resize the images. OCT images with an original resolution of 1,264 × 596 pixels were cropped to obtain images of 760 × 490 pixels and further resized into 512 × 512 pixels, the unified format for input during model training.
To ensure that the data of the training set and validation set were not duplicated, we divided the training set and validation set by date. The total number of B-scan OCT image pairs was 583; 515 pairs collected from May 2017 to October 2020 were attributed to the training set for model training, and the remaining 68 OCT image pairs from October 2020 to June 2021 were used as the validation set for model evaluation.
Image synthesis
The generative adversarial network (GAN)-based algorithms were successfully applied in the model training process to establish a deep learning model capable of generating post-therapeutic OCT images based on pre-therapeutic ones (Li et al., 2020; Tschuchnig et al., 2020). As one of the most widely used algorithmic paradigms in deep learning, GAN-based algorithms involve an iterative training process to generate almost realistic data. It has been established that the overall framework of GAN mainly includes two deep neural networks as players: a generator network and a discriminator network. While the generator net is designed to learn mapping from pre-therapeutic images to post-therapeutic ones, the discriminator net distinguishes between real post-therapeutic images and generated post-therapeutic ones. These two networks are trained simultaneously in an adversarial learning process: the generator net iteratively updates itself to generate near-realistic images that are difficult to distinguish by the discriminator net, while the discriminator net constantly updates itself to ensure that near-realistic images can be distinguished from the real ones. After this game-playing process is terminated, an equilibrium is achieved, and the final generator net is expected to generate OCT images almost close to real post-therapeutic ones. During the training process in our study, Adam was used as the optimizer and the momentum term of Adam was set to 0.5. The learning rate was set to 0.0002, the number of iterations to 150, and the number of iterations to linearly decay the learning rate to zero to 150. During model training, we implemented pix2pixHD using Python and Pytorch on Ubuntu 16.04 LTS with GeForce GTX 2080 Ti. The training process of pix2pixHD is shown in Figure 1. The overall training process is displayed in Figure 2.
[image: Figure 1]FIGURE 1 | The training process of pix2pixHD. Illustration of the pix2pixHD-based solution used in this study for predicting post-therapeutic OCT images from pre-therapeutic OCT images. OCT, optical coherence tomography.
[image: Figure 2]FIGURE 2 | Illustration of generating post-therapeutic OCT from pre-therapeutic OCT by the GAN-based algorithm. OCT, optical coherence tomography; GAN, generative adversarial networks; RVO, retinal vein occlusion.
During model training, the parameter settings were set as follows. For the deep neural network optimizer, we used Adam (Adaptive Moment Estimation, a widely accepted improvement of SGD (Stochastic Gradient Descent) for deep neural network optimizing) as the optimizer for parameter updating. Furthermore, we used the decay learning rate setting, in which the number of iterations for the linear decay of the learning rate to zero was set to 150, the forgetting factor stochastic gradients to 0.5, and the second moment of the stochastic gradient to 0.999.
Evaluation of post-therapeutic optical coherence tomography prediction models
To evaluate the performance of the pix2pixHD model, the quality and similarity of synthetic OCT images were evaluated by a screening experiment independently. The screening experiment evaluated the similarity of synthetic post-therapeutic OCT images of patients with RVO. All synthetic images and corresponding real OCT images were presented to two retinal ophthalmologists (Fabao Xu and Xuechen Yu), who independently answered two questions: 1) Is the synthetic image suitable for clinical interpretation; and 2) Can you identify the synthetic image? Only synthetic images of sufficient quality that were difficult to distinguish from the original ones were further analyzed in the evaluation experiment.
To quantitatively evaluate the model performance, we applied two evaluation indicators. First, we measured the CMT of both synthetic OCT images and the real ones. Then we used the mean absolute error (MAE) as the evaluation metric. The MAE is calculated as the average value of the absolute error of the prediction results, directly reflecting the deviation of the predicted values from the actual values. The formula for the MAE is as follows:
[image: image]
The evaluation processes are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Workflow of evaluating the model performance. OCT, optical coherence tomography; RVO, retinal vein occlusion; GAN, generative adversarial networks; CMT, central macular edema.
RESULTS
Demographic data of training and validation data
515 pairs of OCT images from 64 patients were assigned to the training set, and 68 pairs of OCT images from 18 patients to the validation set. 51.56% of eyes in the training group from female patients with a mean age of 53.86 (±13.78) years. In contrast, in the validation set, 55.56% were eyes from female patients with a mean age of 54.16 (±12.54) years. More baseline clinical and demographic data are shown in Table 1. There were no significant differences in age, gender, VA, classification of RVO, Anti-VEGF agent, and injection phase between the training and validation sets. 68 synthetic post-therapeutic images were generated based on pre-therapeutic OCT images of patients with RVO in the validation set.
TABLE 1 | Patient demographics.
[image: Table 1]Screening experiment of synthetic images
A total of 68 synthetic OCT images were generated based on pre-therapeutic OCT images by GAN models. The post-therapeutic OCT images predicted by the pix2pixHD model were compared with the ground truth data. During the screening experiment, 3 pairs of synthetic images considered inadequate by ophthalmologist 1 (Fabao Xu) were found adequate by ophthalmologist 2 (Xuechen Yu). Finally, the third specialist (Ying Zhang) was consulted, and one pair was considered inadequate and excluded from the subsequent experiments. In the following experiment designed to distinguish the synthetic OCT images from the real images (ground truth), ophthalmologist 1 accurately identified 5 pairs of synthetic images, while ophthalmologist 2 accurately identified 3 pairs (overlapped with the image identified by ophthalmologist 1) of synthetic OCT images. Most synthetic images (63/68) were challenging to identify by retinal ophthalmologists. Synthetic images that could not be identified were further analyzed in the following evaluation experiment. Examples of inadequate and easily distinguishable synthetic images deleted in the screening experiment are shown in Supplementary Figure S1.
Evaluation experiment of adequate synthetic images
During the evaluation experiment, two retinal specialists (Ying Zhang and Jiawei Wang) measured the CMT of all synthetic post-therapeutic OCT images independently. The mean values of the two measurements were calculated for further analysis. The evaluation experiment included 63 synthetic images from the pix2pixHD algorithm, with an MAE of 26.33 ± 15.81 μm. Illustrations of the synthetic post-therapeutic OCT images with different types of macular edema are shown in Figure 4. In the subgroup analysis of different classifications of RVO-related macular edema, the MAEs of post-therapeutic OCT images from patients with CRVO and BRVO were 28.55 ± 17.32 and 24.21 ± 14.82 μm. Further subgroup analysis based on anti-VEGF agents showed the MAEs of post-therapeutic OCT images from patients treated with Ranibizumab and Conbercep were 25.91 ± 18.22 and 26.33 ± 13.94 μm. In addition, during the subgroup analysis of the injection phase, the MAEs of post-therapeutic OCT images from patients in the loading and PRN phases were 21.76 ± 12.35 μm and 28.56 ± 18.93 μm. Finally, the MAEs of post-therapeutic OCT images from patients with and without laser photocoagulation were 33.30 ± 21.02 and 24.80 ± 13.12 μm. Details of MAEs between synthetic OCT images and ground truth data are shown in Table 2.
[image: Figure 4]FIGURE 4 | Illustration of the synthetic OCT images with different types of macular edema. The images in the right column are synthetic post-therapeutic images generated by pix2pixHD. The images in the middle column are the real images.
TABLE 2 | Accuracy of the synthetic post-therapeutic OCT images of RVO in the evaluating experiment.
[image: Table 2]DISCUSSION
Herein, we presented and evaluated the ability of a GAN-based algorithm to generate synthetic post-therapeutic OCT images to predict the structural prognosis after anti-VEGF therapy for RVO-related macular edema. Our results demonstrated that 91.18% of the synthetic OCT images were of sufficient quality for clinical interpretation, with an MAE of 26.33 ± 15.81 μm in predicting the CMT. Subgroup analysis substantiated that the anti-VEGF agents (Ranibizumab or Conbercept) had little influence on model performance. The prediction efficiency of OCT images in BRVO-related macular edema was comparable to the real ones, unlike CRVO-related macular edema. In addition, the predictions in the PRN phase were better than in the loading phase.
Macular edema is the leading cause of vision loss in RVO patients (Wong and Scott, 2010; Fogli et al., 2018; Korobelnik et al., 2021). At present, intravitreal injection of anti-VECF is established as the first-line therapy to promote structural and functional recovery of patients with RVO (Campa et al., 2016; Paciullo et al., 2021). During clinical practice, loss to follow-up is common, given the high costs of anti-VEGF therapy, the need for repeated treatment and the uncertainty of prognosis. In a cohort study carried out for 7 years, researchers found that patients with CRVO required an average of 10.70 ± 4.76 doses of anti-VEGF therapy, while patients with BRVO required 9.80 ± 5.39 doses of anti-VEGF therapy (Arrigo et al., 2021). Moreover, a study by Yang et al. showed that 41.2% of patients with RVO who discontinued follow-up for more than 6 months developed complications associated with retinal neovascularization, while all patients experienced more severe macular edema than baseline, with an average CMT of 738.7 ± 143.6 μm. Moreover, the visual acuity significantly decreased compared with the baseline. In another retrospective cohort study, patients lost to follow-up for more than 6 months lost nearly 3 Best Corrected Visual Acuity (BCVA) lines of vision, and their vision was not restored after anti-VEGF therapy (Salabati et al., 2021). In the present study, our model accurately predicted the prognosis of anti-VEGF therapy based on the pre-therapeutic OCT images. In the real world, the treatment effect of most patients is satisfactory and can relieve the psychological burden of patients, improve their follow-up compliance, reduce the possibility of treatment interruption, and thus reduce the risks of irreversible visual impairment in patients with RVO.
Prediction and evaluation of the short-term efficacy of anti-VEGF therapy are essential for clinical follow-up and management of patients with RVO. In recent years, scholars have carried out exploratory studies to bridge this knowledge gap (Ting et al., 2021). Liu et al. (2020a) successfully used pre-therapeutic OCT images to predict OCT images after anti-VEGF of patients of nAMD based on GAN, with an accuracy of 85% for predicting macular state after treatment. However, they mainly conducted a quantitative evaluation of macular types, lacking objective quantitative results of CMT. More recently, Lee et al. (2021b) developed a deep learning model to generate post-therapeutic OCT images of nAMD based on OCT, FFA, and Indocyanine Green Angiography collected at baseline, which yielded an acceptable accuracy and specificity (range: 77.0–91.9 and 94.1–95.1, respectively). However, FFA and indocyanine green angiography are widely acknowledged as invasive examinations with high equipment and technician expertise requirements. Despite their limitations, these attempts also substantiated the potential application of GAN-based algorithms in predicting the structural prognosis of ocular fundus diseases. In this study, the pix2pixHD algorithm was used to predict the effect of anti-VEGF therapy on RVO-related macular edema based on pre-therapeutic OCT images. Meanwhile, a structural assessment was carried out to evaluate post-therapeutic images qualitatively and quantitatively. Importantly, the pix2pixHD algorithm could predict the short-term response of anti-VEGF therapy with high accuracy, which could help improve the treatment compliance of RVO patients and identify patients with poor responses to treatment to optimize the treatment plan.
In this study, the anti-VEGF agents adopted were Conbercept and Lucentis. Lucentis is a 48 kDa recombinant humanized immunoglobulin G1κ isotype monoclonal antibody fragment (Fab) that binds to VEGF-A and avoids interactions with VEGFR1 and VEGFR2. Conbercept is a recombinant human IgG fusion protein composed of the second Ig domain of VEGFR1 and the third and fourth Ig domains of VEGFR2 (Fogli et al., 2018; Porta and Striglia, 2020). Overwhelming evidence suggests that Conbercept yields a better effect than Lucentis, especially in improving BCVA (Liu et al., 2020b). However, in our study, there was no significant difference in the efficacy and predicted performance between Conbercept and Lucentis. This discrepancy may be attributed to the relatively small sample size and short follow-up period. Indeed, this study focused on predicting post-therapeutic OCT images and CMT evaluation without BCVA and other functional indicators in the prediction tasks due to the insufficient sample size and the lack of feature extraction for machine learning and modality fusion. This is also a shortcoming of our model that emphasizes the need for further improvements.
Several limitations were present in this study. First, the sample size in this study was limited, which may influence the predicted performance of patients with RVO. Greater sample sizes are warranted to improve the stability of the model. Moreover, we included post-therapeutic B-scans for short-term outcomes as the follow-up visit of the enrolled patients was scheduled at 1 month ± 7 days, which limited the established model’s ability to conduct long-term predictions. However, RVO patients often require multiple types of treatment. Accordingly, the long-term outcome is what ophthalmologists and patients are most concerned about.
In conclusion, the GAN-based prediction model yielded promising results and successfully demonstrated its potential for predicting the prognosis of RVO-related macular edema. Predicting therapeutic response to anti-VEGF treatment remains challenging in clinical practice. Our pix2pixHD algorithm could accurately predict post-therapeutic OCT images 1 month after anti-VEGF therapy, providing the postoperative OCT morphology and more prognostic information, potentially improving treatment adherence and the prognosis of this patient population. Indeed, our prediction model could assist physicians in identifying patients with poor responses to treatment and optimizing the drug regimen.
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This paper takes the supply chain alliance under the decoupling of the front and back of the all-for-one tourism as the research object. Considering the three behavior stimuli of self-benefit, altruism, and invariance, this article resets the attributes such as environmental stimuli and response threshold of ants based on the characteristics of the all-for-one tourism supply chain with shared services as the core under the decoupling of the front and back. Moreover, it introduces dual intervention factors to coordinate the benefit distribution process of different member companies, takes fairness as the main goal of benefit distribution, introduces relative deprivation as the measure index of fairness, and establishes a dynamic all-for-one tourism supply chain alliance benefit distribution model. The experimental results show that the extended model has good flexibility of benefit distribution and realizes the fair distribution of supply chain benefits.
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1 INTRODUCTION
In recent years, rural tourism has become an important model of China’s tourism industry under the support of the rural revitalization strategy (Zeng and Zhuo, 2018). Nowadays, with the wide application of new technologies such as cloud computing, big data, and the Internet of Things, the smart service system has gradually improved and the smart tourism industry has gradually emerged. The rural tourism model supported by the countryside has risen to an all-for-one tourism in which cities, scenic spots, and communities are fully integrated. all-for-one tourism is a new mode of tourism which conforms to the requirement of space panorama. It aims to realize the linkage of the tourism industry with all elements, all directions, and the whole industry through the optimization and integration of comprehensive tourism resources, public service resources, and cultural resources in a certain region. As a new type of tourism, all-for-one tourism has broken through the narrow regional boundaries of the traditional scenic tourism model and has become a powerful promoter of the overall development of tourism and economic society. However, while providing the sharing service mechanism, all-for-one tourism also faces the problem that the cooperation and benefit distribution mechanisms have not been formed yet. A large number of survey results show that more than half of the strategic alliances of the tourism supply chain were forced to disintegrate because they failed to achieve the expected goals. It was found that in addition to internal and external reasons, such as strategic mistakes, insufficient technical support, and adverse market conditions, the relationship between alliances members is often mentioned by researchers. As the core of all economic activities, the establishment of an effective profit distribution mechanism has practical significance that cannot be underestimated.
In recent years, among the methods of studying the allocation problem, the swarm intelligence method with biological dynamic flexibility has attracted scholars’ extensive attention. Swarm intelligence refers to the macroscopic intelligent behaviors of social organisms such as ants, bees, and birds that have social characteristics when performing certain specific activities. It is an emergence phenomenon of simple subjects through microscopic interactions (Xiao, 2006; Xiao and Tao, 2007). Different individuals in the same social organization perform different tasks. This phenomenon is called division of labor (Waibel et al., 2006). As one of the basic models of the swarm intelligent division of labor, the ant colony labor division has been widely used in daily production and life because of its strong adaptive ability. Xiao et al. (2012a); Xiao et al. (2012b); Xiao and Wang (2016) applied the ant colony labor division model to the organization model of virtual enterprises, the multi-project scheduling of enterprise production management, and the distribution of group benefits, showing that the ant colony labor division had good adaptive distribution flexibility. Aiming at the deficiencies of the basic labor division model, Ju and Chen (2014) proposed an extended ant colony labor division model based on ability evaluation and profit-driven and applied it to the allocation of dynamic tasks. Lope et al. (2013); Castello et al. (2014); Yasuda et al. (2014) applied the ant colony labor division model to the swarm robot system, and the results showed that the ant colony labor division could achieve good self-organization. Kim et al. (2014) proposed a distributed method of the probabilistic decision-making mechanism based on the response threshold model and applied it to the search planning and task assignment of unmanned aerial vehicle (UAV) teams. In the fields of logistics, transportation, and engineering, the distribution problem based on the ant colony labor division model is to study the placement of multiple objects of different shapes and sizes in the container with the highest utilization rate (Lodi et al., 2002). Based on the ant colony labor division model, Wang et al. (2018) studied the space allocation method in polygon packaging problems, which showed good robustness of the ant division of labor. Aiming at the problem of unequal circle packing with non-deterministic polynomial difficulty, Wang and Zhang (2019) proposed a new idea of space allocation based on the group intelligence division of labor. The simulation results showed that under the stimulation–response principle of the group intelligence division of labor, the round object could choose the appropriate action to complete the adaptive space allocation task. Aiming at the traffic signal timing problem, Hu et al. (2019a); Hu et al. (2019b) designed the bee colony labor division signal timing algorithm and the bee colony dual suppression labor division algorithm. The research results showed that the excitation–suppression algorithm is effective and the double-inhibition algorithm is dynamic. All the aforementioned results showed that the distribution method based on the ant colony labor division model could better match various generalized distribution problems. However, most current literature explores the best strategies for the coordination mechanism in the tourism supply chain from the perspective of constructing different coordination models or game theory, but most models lack dynamics and are difficult to adapt to the rapidly changing market environment. Therefore, this paper considers introducing the method of group intelligence division of labor with flexible characteristics to conduct further quantitative research on the coordination of the all-for-one tourism supply chain.
2 DECOUPLING STRATEGY OF FRONT AND BACK OF THE ALL-FOR-ONE TOURISM SUPPLY CHAIN
With the rapid development of information technology, transportation and storage, customer contact, and other related technologies, the mobility of backstage functions in all-for-one tourism attractions is getting stronger and stronger. Therefore, from the perspective of the overall process of all-for-one tourism, this paper introduces the separation strategy of the front and back stages in the design of the service process, reshapes its spatial structure based on the decoupling of the back stage, and divides the all-for-one tourism supply chain structure into tourism suppliers, indirect suppliers represented by service sharing centers (SSCs) (Schulz and Brenner, 2010) and public service providers, service function units, travel agents, and tourists. The specific structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Front–background separation structure of the all-for-one tourism supply chain.
The structure is based on decoupling the foreground business and background functions of the service function unit to release the maximum resources and efficiency. The front and back structure is a service system spatial structure design concept adopted by service organizations to deal with customer contact in the process of service provision; that is, the service system is spatially separated into two parts: the front stage and the back stage. The front stage refers to the part of the system that directly faces customers and provides services and can be perceived by customers, while the back stage refers to the part of the system that does not directly contact customers and provides efficient and centralized support work without interference for the front stage business. Therefore, the all-for-one tourism supply chain can be extended to the procedure of suppliers–SSC–service function units–travel agencies–tourists.
The front stage of all-for-one tourism mainly includes catering and accommodation facilities, landscape sightseeing facilities, entertainment and shopping facilities, and other service function units directly facing tourists, mainly providing accommodation and catering, tourist guides, entertainment and souvenir sales, and other types of services that can be perceived by tourists. The back stage of all-for-one tourism mainly includes kitchen facilities, laundry facilities, warehouse facilities, fire-fighting facilities, drainage and sewage treatment systems, and other supportive units that are not directly oriented to tourists. It mainly provides catering semi-finished products and agricultural and sideline products’ processing, linen washing, cargo transportation and storage, fire prevention and disaster warning, emission environmental protection treatment, and other services that cannot or are difficult to be perceived by tourists.
In recent years, research on front and back structures has mainly focused on the mobility of background functions in service systems, which led to a leap from the theory of front–background structure to the theory of front–background decoupling. That is, under the premise of dividing the front stage and back stage structures, the background business is relocated or outsourced, thereby realizing the intensive and industrialized operation of background functions. At present, the front and back structure decoupling theory has been successfully applied to many service industries such as telecommunications, finance, and IT.
3 PROBLEM DESCRIPTION
In the development process of the tourism industry, there are many problems in the operation mode of the traditional supply chain. For a long time, each member enterprise in the tourism supply chain is profitable. When carrying out business activities, it only follows the principle of maximizing its own benefits and rarely considers the overall economic, social, and environmental benefits, and some member enterprises have a serious tendency of opportunism during the peak tourism seasons, which brings great efficiency loss to the whole tourism supply chain. Therefore, how to coordinate the overall benefits of the supply chain and the individual benefits among the member enterprises has become one of the core issues of tourism supply chain management.
Nowadays, with the continuous increase in the uncertainty of the tourism market environment and the change in the perception of member companies, more and more tourism suppliers and tourism operators form strategic alliances to carry out business activities together so as to achieve the goals of complementary advantages, cost reduction, information sharing, and collaborative innovation (Liu and Zhao, 2019). However, the rationality and fairness of benefit distribution in the supply chain alliance will directly affect the stability of the alliance members and are also important to maintain their continuous cooperation. Therefore, how to distribute the benefits of the supply chain alliance more reasonably needs to be solved urgently. The existing literature on the tourism supply chain benefit distribution problem is still insufficient, and the benefit distribution model is mostly a static model and is short of dynamic. Therefore, this paper considers the establishment of a dynamic benefit distribution model for the all-for-one tourism supply chain under the decoupling of front and back stages from the perspective of the alliance of tourism suppliers and tourism operators.
The benefit distribution of the all-for-one tourism supply chain alliance mainly involves three aspects: the attributes of the stakeholders, the perception of fairness by the stakeholders, and different behavior choices under the influence of internal and external conditions. The detailed description is as follows:
(1) The attributes of the stakeholders are determined by their contribution to the total benefit and their profitability. In the same tourism supply chain strategic alliance, the higher the contribution and profitability of the stakeholders, the greater their willingness to increase the benefits, and vice versa.
(2) Due to the characteristics of the tourism supply chain, the benefit distribution mechanism in the tourism supply chain alliance will be affected by the dual influence of tourism resource monopoly factors and time factors, so the benefit imbalance is inevitable in the process of benefit distribution. At this time, the stakeholders’ perception of the fairness of the benefit distribution process determines the stability of the supply chain alliance. The stakeholders’ perception of fairness is embodied by a sense of relative deprivation.
(3) In the case of imbalance of benefits, most of the groups with impaired benefits will actively demand the restoration of their due benefits, while some groups with strong benefits will weaken their tendency to profit out of consideration for the continuous cooperation of the alliance and their own reputation building. At the same time, external policy intervention will also coordinate the distribution of benefits within the alliance.
The dynamic variability of the all-for-one tourism supply chain alliance makes it put forward high requirements for the adaptability of benefit distribution. In view of the adaptive distribution flexibility of the ant colony labor division model, this paper applies the ant colony labor division model to the benefit distribution of alliance members, establishes the mapping relationship between the model and benefit distribution, combines the characteristics of member companies and fairness requirements, and expands the basic ant colony labor division model. On this basis, an extended ant colony labor division model for the benefit distribution problem of the all-for-one tourism supply chain is proposed.
4 CONSTRUCTION OF AN EXTENDED ANT COLONY LABOR DIVISION MODEL OF BENEFIT DISTRIBUTION IN THE ALL-FOR-ONE TOURISM SUPPLY CHAIN
4.1 Fixed response threshold model of the ant colony labor division
The fixed response threshold model (FRTM) of the ant colony labor division was proposed by Bonabeau et al. (1996) on the basis of in-depth observation and the study of the adaptive dynamic task assignment behavior of ant colonies without leadership. The model is briefly described as follows: In the form of stimulus–response, each specific task in the environment has a corresponding stimulus value s. The urgency of the task is proportional to the magnitude of the stimulus value. The more urgent the task, the higher the stimulus value; otherwise, the lower it is. Similarly, according to whether its own ability is sufficient to solve the task, each ant has a fixed response threshold θ corresponding to the task, and the response threshold is a fixed value in the FRTM. The response threshold level of the individual ant reflects the actual difference in behavioral response; that is, the threshold determines the response state of the individual ant to a task. When the stimulus intensity of a task in the environment exceeds the response threshold of an ant, the probability of it engaging in the task is high; on the contrary, it has a low probability of performing the task. In addition, the stimulus intensity of the task will vary with the number and efficiency of performing ants. When the task is not executed by the ants, the stimulus value of the task will increase to stimulate more ants. When the ants performing a specific task withdraw from task execution, the intensity of the environmental stimulus corresponding to the task will increase until it reaches the level of ants with a higher response threshold, thereby inspiring these ants to start the task.
(1) The environmental stimulus value s varies with time
Environmental stimulus is a direct factor of the individual’s response to a task. When a task appears, the environment will produce a stimulus value to affect the individual’s state. The environmental stimulus value is proportional to the task amount. The larger the task amount, the greater the stimulus value, and vice versa.
The task will be completed gradually with the addition of the individual and the corresponding environmental stimulus will be gradually weakened. However, as long as the task is not completely completed, the environmental stimulus will keep increasing with the duration of the task, thus stimulating more individuals to participate in the task. The rules for increasing environmental stimuli are as follows:
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where t is a discrete time variable, s (t) represents the environmental stimulus value at time t, δ represents the increase in unit time of the environmental stimulus, φ represents the amount of tasks completed by ants in unit time, and nact represents the number of ants performing this task in unit time.
(2) Responses of non-performing ants to environmental stimuli
Once the task appears, the environment will give the ant a stimulus value and the ant i will determine the probability of participating in the task based on its own attribute characteristics.
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where si represents the activity state of individual ant i and si = 1 represents the ant participating in performing a task. si = 0 indicates that the ant does not participate in the task. P (Si = 0→Si = 1) represents the probability that ant i, who has not performed the task, is affected by the environmental stimulus and changes from the non-executing state to the executing state, and θi is the response threshold of individual ant i. In the model proposed by Bonabeau et al. (1996), the index n is a constant controlling the curve shape of the threshold function, and in general, n = 2. It can be seen from Formula 2 that when θi is constant, the larger the s is, the larger the P is. This shows that the stronger the environmental stimulus is, the greater the probability of the ants responding to the task are, and when s is constant, the larger the θi is, the smaller the P is, indicating that the higher the threshold of the ant is, the smaller the probability of the individual responding to the task is.
(3) The probability that the performing ant quits the task
When ant i participates in task execution, after every period of time, it will decide whether to quit or not according to the following probability:
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In the formula, P (Si = 1→Si = 0) represents the probability that the status of ant i performing the task changes from 1 to 0, that is, the probability of quitting the task. To simplify the model, p is generally a constant. In the FRTM, the probability of an ant participating in a task and the probability of quitting a task are independent of each other.
4.2 Similarity analysis between the supply chain alliance and ant colony labor division model
4.2.1 Mapping relationship between the supply chain alliance and ant colony labor division model
In the entire operation process of the all-for-one tourism scenic spot, member companies can be divided into tourism operators represented by travel agencies and tourism suppliers represented by service function units (hotels, restaurants, and entertainment places) and service sharing centers (SSCs) according to the different structures and scales. In order to maximize their efficiency, travel agencies usually outsource their business to local travel agencies at the destination. At this time, travel agencies can be divided into group travel agencies and ground travel agencies. Therefore, the membership in the supply chain alliance is shown in Figure 2. Among them, the close connection among travel agencies, service functional units, and SSCs makes any one of them only follow the principle of maximizing its own benefits without considering the coordination of the whole supply chain, which will cause certain losses to other subjects in the supply chain.
[image: Figure 2]FIGURE 2 | Membership of the tourism supply chain.
The mapping relationship between the benefit distribution of the all-for-one tourism supply chain and the ant colony labor division model can be summarized as follows:
(1) The member enterprises in the tourism destination supply chain are defined as ants, including service sharing centers, group travel agencies, and ground travel agencies
(2) The profitability of member enterprises is defined as the response threshold of ants to tasks
(3) The member enterprises' perception of benefit distributive justice is defined as environmental stimulus
(4) Both ants and members of the supply chain alliance decide whether to join the execution of the task or not according to the task and their actual ability
(5) Whether individuals and companies participate or not is spontaneous, and there is no mandatory contribution/membership/activity
(6) The characteristics of environmental stimulus changes over time in the ant colony labor division model are similar to the changes in perceptions of fairness by member companies in the all-for-one tourism supply chain alliance
The aforementioned analysis and explanation on the similarities between the two are aimed at demonstrating and clarifying the feasibility of research ideas in this article.
4.2.2 Model extension ideas
The basic ant colony labor division FRTM is relatively simple, and the attributes of individual ant such as stimulus and threshold are simple too. If it is directly used in the modeling and simulation of tourism supply chain alliance benefit distribution, it will be difficult to reflect the complex relationship between the supply chain and the member enterprises. Therefore, this paper redesigned the basic attributes, response behavior, and benefit adjustment rules of ants. By comparing with the characteristics of tourism supply chain alliance, the basic ant colony labor division model was extended from the following aspects:
(1) In the basic ant colony labor division model, the threshold of ants remains fixed once determined, which obviously cannot fully fit the complex benefit distribution process. In this paper, the inhibition factor and the government subsidy factor are considered to coordinate the benefit distribution process of the supply chain alliance so that the response threshold of member enterprises will change in the changing environment, and then, it is more in line with the market benefit coordination mechanism.
(2) In the basic ant colony labor division model, the environmental stimulus value of the task is determined by the corresponding task quantity. However, in the tourism supply chain alliance, because the contribution size, perception of fairness, and requirements for the stability of the alliance of different member enterprises are different, it is necessary to consider that different member enterprises have different incentives to increase or decrease the benefit behavior.
(3) In the basic ant colony labor division model, there are only two states of ant joining and exiting, and the probability of ant quitting is usually a preset value, which does not meet the actual requirements. In the benefit distribution of the tourism supply chain alliance, it is necessary to consider the three situations of increasing, decreasing, and unchanged benefit of member enterprises, and the corresponding probability model should be constructed.
4.3 Benefits and its expressions
4.3.1 Contribution
Different social roles and capabilities of enterprises lead to great differences in their contribution levels they make in the process of creating total social benefits. Their contribution can be measured by their investment in transportation, labor, facilities, equipment, technology, environmental protection, and other indicators in the process of creating the total benefits of the tourism supply chain. The contribution rate of member enterprise i can be expressed as
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where Ci represents the contribution of member i in the supply chain and N represents the number of members in the alliance.
4.3.2 Expression of benefit
Member enterprise i generates the expected value Qi for the distribution of total benefit according to its contribution in transportation, labor, facilities, equipment, technology, environmental protection, and other aspects, and Qi = ci·G (G represents the total benefit and Gi represents the actual benefit of member enterprise i). When Gi = Qi, the expected benefit of member enterprise i matches the actual benefit, which is the most fair and reasonable distribution method. When Gi < Qi, the actual benefit of some member enterprises is lower than the expected benefit. Since the total benefit is fixed, that is, G = ∑Gi = ∑Qi, it can be known that the actual benefit of some member enterprises must be higher than the expected benefit, that is, Gi > Qi. As a result, the distribution of benefits is not balanced, which causes the dissatisfaction of member enterprises and then affects the service level and tourist experience of the all-for-one tourism scenic spot.
The gap between the actual benefit and the expected benefit of member enterprise i is defined as the degree of realization of the expected benefit Di; then,
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The total degree of realization of the expected benefit is
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4.3.3 Relative deprivation
Relative deprivation is a social psychological theory about group behavior, which was proposed by sociologist Stouffer (Smith et al., 2012; Flippen, 2013; Pettigrew, 2015) in 1949. This theory holds that some individuals will form a perception of their inferior status relative to the reference group after comparing themselves with the reference group and then produce negative emotions of “anger, resentment, and dissatisfaction.” These unbalanced psychological feelings are the main factors that trigger social unrest.
Drawing on the research of Xiao and Wang (2016) on the quantitative calculation formula of relative deprivation under the group benefit, the relative sense of deprivation generated by member enterprise i after comparing the realization degree of its expected benefits with the reference group is defined as
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where AD (Di) represents the sum of the parts in the reference group whose expected benefit degree value is higher than Di. N represents the number of members in the supply chain alliance.
4.4 Construction of the model of expanding the ant colony labor division
According to the applicability and defects of the ant colony labor division FRTM applied to the aforementioned benefit distribution of the tourism supply chain alliance, this paper proposes a new dynamic threshold model applied to the benefit distribution problem. The specific derivation process is as follows:
(1) Environmental stimulus
Environmental stimulus values reflect the response of ants to different tasks. The stronger the task stimulates, the more likely the ant is to engage in the task, and the weaker the task stimulates, the less likely the ant is to engage in the task. In the benefit distribution of the all-for-one tourism supply chain, the member enterprises have three behavioral choices, namely, increase in benefit, decrease in benefit, and unchanged benefit, which correspond to three behavioral stimuli, respectively. As the total benefit is fixed, the benefit of some member enterprises increases, which will inevitably lead to the benefit reduction of some other member enterprises. When the member enterprises' contribution is greater than their benefit and their sense of relative deprivation is high, they have a greater tendency to pursue benefit increase. At the same time, member enterprises sometimes choose to reduce their benefits based on their long-term development or establishing a good reputation. The change of member enterprises' selection tendency is related to the change of benefit and the factors of inhibition and subsidy.
The environmental incentives for member enterprises to increase their benefits are as follows:
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where Ci is the contribution of member enterprise i in the supply chain and Gi is the actual benefit of member enterprise i at time t. It can be seen from Formula 8 that under the condition that the contribution level of a member enterprise remains unchanged, the higher its actual benefit, the smaller the incentive to increase the benefit, and the lower the actual benefit, the greater the incentive to increase the benefit. Under the circumstance that the actual benefit of a member enterprise remains unchanged, the higher its initial contribution level, the greater the incentive to choose the behavior of increasing benefit, and the lower its initial contribution level, the less the incentive to choose the behavior of increasing benefit.
In order to create a healthy tourism environment under the reasonable profit-making competition mechanism and the individual consideration that some subjects emphasize win–win cooperation over independent profit, some member enterprises will also have a tendency to reduce their benefits. The corresponding environmental incentives to reduce their benefits are
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It can be seen from Formula 9 that under the condition that the actual benefit of a member enterprise remains unchanged, the higher its contribution level, the smaller the incentive to reduce benefits; conversely, the greater the incentive to reduce benefits. Under the circumstance that the contribution level of a member enterprise remains unchanged, the higher the actual benefit, the greater the incentive to choose the behavior of benefit reduction; on the contrary, the less the incentive to choose the behavior of benefit reduction. The stimulus of increased and decreased benefits collectively reflects the negative correlation between profit and contribution of member firms.
(2) Stimulus s changes over time
In the basic ant colony labor division model, when the task is not fully completed, the environmental stimulus value will increase by a constant at every moment so as to stimulate more ants to participate in the task. With the continuous addition of ant individuals, the task is gradually decomposed and completed, and the environmental stimulus of the task will gradually weaken until it disappears. In the process of benefit distribution, in general, when the actual benefit is greater than the expected benefit, the willingness of member enterprises to continue to increase the benefit will be weakened, and the willingness to reduce the benefit will be relatively enhanced. However, when the actual benefit is lesser than the expected benefit, the willingness of member enterprises to continue to reduce the benefit will be weakened, and the willingness to increase the benefit will be relatively enhanced. The target task of each member enterprise is defined as the actual benefit equals to the expected benefit, that is, Di = 1. When Di > 1, the process of environmental stimulus of member enterprises over time is as follows:
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When Di < 1, the process of environmental stimulus of member enterprises over time is as follows:
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where δ is the independent variable of environmental stimulus.
(3) Dynamic response threshold
The response threshold is an internal factor that determines whether member enterprises respond to stimulus s and make behavioral choices. The higher the response threshold of a member enterprise to increase its benefits, the lower its probability of taking benefit-increasing behaviors. Similarly, the higher the response threshold of a member enterprise’s benefit-reducing behavior, the lower its probability of taking benefit-reducing behaviors. The response threshold of member enterprises is determined by their profitability. In this paper, the functional relationship between the profitability of member enterprises and the response threshold is established. The response threshold of member enterprises to increase their benefits is
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where λ is the threshold control coefficient to ensure the comparability between the threshold and the stimulus. EGCi indicates the profitability of member enterprise i in the current all-for-one tourist attractions, which is determined by factors such as the size of the member enterprises, the social division of labor undertaken, and the degree of dependence on the season. κ(n) is an inhibitory factor, used to weaken the benefit realization ability of member enterprises that continues to increase benefits when Di is greater than 1, and chooses benefit reduction behaviors for n consecutive times but Di is still greater than 1. Taking into account the timeliness of benefit distribution, n is 3 here. ρ represents the number of times that Di is still greater than 1 when it chooses the benefit reduction behavior for n consecutive times. N is the number of members in the supply chain alliance.
The response threshold of member enterprises to reduce benefits is
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where ω(n) is an enhancement factor, which is used to enhance the benefit realization ability of member enterprises that continues to reduce benefits when Di is less than 1 and choose the behavior of increasing benefits for n consecutive times but Di is still less than 1. Similarly, n = 3, and υ refers to the number of times when Di is still less than 1 when it chooses the behavior of increasing benefits for n consecutive times.
(4) Probability of behavioral choice
In the basic ant colony labor division model, ants perceive all environmental stimuli with equal probability. The sum of the selection probabilities of the ants that have not performed the task to participate in the task and the non-participation of the task is 1, and the sum of the selection probabilities of the ants that perform the task to exit the task and continue to perform the task is 1. In the model of this article, there are three different options: increase in benefit, decrease in benefit, and unchanged benefit. We define the probability of profit increase as P+, the probability of profit decrease as P−, and the probability of unchanged profit as P*, and then, P++ P− + P* = 1.
The probability that member enterprise i responds to the increase in benefit is
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The probability that member enterprise i responds to the decrease in benefit is
[image: image]
The probability that member enterprise i responds to the unchanged benefit is
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(5) Change in benefit
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In Formulas 19, 20, H1, H2, and H3 are all decision variables. H1 = 1 and H2 and H3 = 0 when the member enterprise is not coordinated by the inhibitory factor κ and the enhancement factor ω. H2 = 1 and H1 and H3 = 0 when member enterprises are coordinated by the inhibitory factor κ. H3 = 1 and H1 and H2 = 0 when member enterprises are coordinated by the enhancement factor ω. EGCi*κ and EGCi *ω reflect the benefit realization ability of member enterprise i under its self-inhibition and external intervention. τ1 is the average value of increased profits of member enterprises, and rand (τ1) stands for a random number between 0 and τ1. τ2 is the average value of reduction profit of member enterprises, and rand (τ2) stands for a random number between 0 and τ2 (Xiao and Wang, 2016). As shown in Formula 19, the stronger the incentive for a member enterprise to increase its benefits, the stronger the ability to realize its benefits and the greater the increase in its benefits. As shown in Formula 20, the stronger the incentive for a member enterprise to reduce its benefits, the weaker the ability to realize its benefits and the greater the reduction in its benefits.
Correspondingly, the benefits of member enterprises after increasing and decreasing benefits are
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4.5 Algorithm implementation
Step 1. The initial discrete simulation time variable T = 0 and Tmax as the maximum number of runs are set. The total benefit G is set, and the actual benefit Gi of member enterprise i, environmental stimulus independent variable δ, profitability EGCi, threshold control factor λ, inhibitory factor κ (n), and government subsidy factor ω (n) are initialized.
Step 2. The contribution rate of member enterprise i is calculated according to Formula 4. According to Formulas 5ormulas –Formulas 7, the degree of realization of expected benefits and relative deprivation is calculated.
Step 3. The environmental stimulus value and response threshold are calculated according to Formulas 8, 9, 14, 15.
Step 4. The individual behavior selection probability P+, P−, and P* are calculated according to Formulas 16ormulas –Formulas 18.
Step 5. The individual benefit Gi is updated according to Formulas 19ormulas –Formulas 22.
Step 6. The expected benefit realization degree Di, TDi, and the relative deprivation RDi are updated according to Formulas 5ormulas –Formulas 7.
Step 7. The individual environmental stimulus value s (t + 1) is updated according to Formulas 10ormulas –Formulas 13. If TDi =N, go to Step 8; otherwise, go to Step 3.
Step 8. Statistics and output the simulation results.
4.6 Simulation experiment and result analysis
4.6.1 Problem background and parameter settings
City R is a national tourism demonstration zone city. In response to the call of the local government to deepen all-for-one tourism and accelerate the development of tourism, as well as the self-requirement of promoting the upgrading and transformation of the local tourism industry, City R has completed the comprehensive upgrading of the tourism supply chain, transforming the traditional independent node relationship of profitability into a win–win alliance relationship. Under the goal of sustainable development of tourism destinations, a new SSC node is added to the supply chain. The tourism supply chain alliance is generally composed of tourism operators and tourism suppliers. At present, a total of four enterprises have established alliance partnerships with one SSC, two travel suppliers represented by service function units, and one travel operator represented by travel agencies, which are, respectively, represented by Agent 1, Agent 2(a), Agent 2(b), and Agent 3.
This paper takes the benefit distribution of 10 tourism supply chain alliances as an example to verify the feasibility of the model. The total benefit and initial benefit of the 10 alliances are given in Table 1. Meanwhile, the expected benefit and relative sense of deprivation of the four enterprises in the initial state can be calculated. Other parameters are set as follows: The maximum number of runs Tmax = 100 times, the environmental stimulus variable δ = 0.1, the contributions of the three groups are 68, 75, and 57, and the profitability EGCi is 10, 7, and 3, respectively. The inhibitory factor κ = 0.4, and the enhancement factor ω = 1.1.
TABLE 1 | 10 groups of benefit distribution of four companies in the initial state.
[image: Table 1]4.6.2 Analysis of simulation results
MATLAB programming was carried out according to the established model, and the running results are shown in Table 2; Figures 3–9.
TABLE 2 | 10 groups of benefit distribution based on the extended ant colony labor division.
[image: Table 2][image: Figure 3]FIGURE 3 | Changes in the benefits of Agent 1.
[image: Figure 4]FIGURE 4 | Changes in the benefits of Agent 2.
[image: Figure 5]FIGURE 5 | Changes in the benefits of Agent 3.
[image: Figure 6]FIGURE 6 | Average degree of the expected realization of member enterprises.
[image: Figure 7]FIGURE 7 | Total relative deprivation of member enterprises.
[image: Figure 8]FIGURE 8 | Impact of inhibitory factors on the actual benefits.
[image: Figure 9]FIGURE 9 | Impact of enhancement factors on the actual benefits.
Table 2 shows the benefit distribution of the four enterprises in the 10 groups of experiments under the extended model. Compared with the benefit in the initial state in Table 1, the benefit gap of the alliance members with the ant colony labor division model has been significantly reduced. Taking the first set of experiments as an example, Figures 3–5 show the benefit changes of Agent 1, Agent 2(a), Agent 2(b), and Agent 3, respectively. It can be seen from Table 1 that the expected benefits of the four enterprises are 45, 20, 20, and 15, respectively. Combined with Figures 3–5, it can be seen that when the initial benefit of agents is relatively high, they still have the tendency to increase their benefit, and when the initial benefit of agents is relatively low, they still have the tendency to reduce their benefit due to the influence of their own capabilities. However, no matter whether the initial benefit of agents is high or low, in the process of program running, their benefit will be close to the expected benefit under the influence of their contributions. This phenomenon shows that under the effect of the benefit distribution model of expanded division of labor in ant colony, no matter what reasons the member enterprises gain or lose benefits at the early stage, they will finally realize the fair distribution of benefits under the demand of seeking the long-term stable development of the supply chain alliance.
Every change in the benefits of member enterprises is a game similar to bargaining. In the case of constant total benefit, member enterprises are inclined to increase their benefit as much as possible on the basis of maintaining the overall stable cooperation of the supply chain. With the increase in the number of games, the fluctuation of the benefits of the four enterprises gradually weakened. Taking Figure 3 as an example, the rising curve indicates that Agent 1 is willing to continuously increase its own benefit under the influence of environmental stimuli. However, as time increased, the inhibitory factors began to take effect, and Agent 1 slowly turns from increasing benefit to decreasing benefit. When the actual return falls below the expected return, Agent 1 turns to increase its own benefit. However, due to the great impact from the stimulation of reduced benefit in the previous moments, Agent 1 cannot achieve the balance between its expected benefit and actual benefit at one time, so it will adjust its return slowly and continuously according to environmental stimuli and external factors, and the cycle will not stop until its actual return is roughly equal to the expected return.
The moments X = 7, 22, 50, and 53 in the figure are taken as examples. When X = 7, Agent 1 reaches the maximum value of benefit under the action of its own will. In order to maintain stable cooperation in the supply chain, the inhibiting factor starts to work. It can be seen from the figure that after the inhibitory factor takes effect, the first time, the benefit of Agent 1 drops to the lowest point 42.02 and the last time, the benefit drops to the lowest point 43.91. It shows that as the number of games increases, the stimulus for Agent 1 to reduce its benefit becomes smaller each time, and the manifestation is that the reduction is getting smaller. The return of Agent 1 at the first time increase to the maximum point is 60.76, and the return at the last time increase to the maximum point is 46.79, indicating that with the increase in the number of games, the incentive for Agent 1 to increase the return each time will become smaller, which is manifested in the smaller increase range. In the cyclical game of increasing and decreasing benefit, Agent 1 gradually achieves the balance between expected benefit and actual benefit, which shows that as the number of iterations increases, the model runs better.
Figures 6 and 7, respectively, show the average expected realization degree and the overall relative deprivation of member enterprises. It can be seen from Figure 6 that, as the number of games increases, the average expected realization degree of member enterprises gradually approaches 1, that is, the distribution of benefits in the alliance gradually takes the contribution of member enterprises as the distribution standard. At the same time, it can be seen from Figure 7 that the relative deprivation of member enterprises in the initial state is relatively high and fluctuates between 0.5 and 0.85 in all 10 groups of experiments, indicating that the fairness of benefit distribution in the tourism supply chain alliance is low. However, in the benefit distribution based on the extended ant colony labor division model, the overall relative deprivation is greatly reduced, indicating that the tourism supply chain alliance gradually realizes the equitable distribution of benefits under the effect of the expanded model. The aforementioned analysis reflects the feasibility of the model and the superiority of solving the problem of benefit distribution.
In the game process of benefit increase and decrease, the member enterprises are jointly affected by the internal effects of the environmental stimulus and the external effects of inhibiting factors and enhancement factors, which is manifested in the different incentives to increase or decrease benefits with the change of their own actual benefits and expected degree of realization. When the benefit increases, the member enterprises have the willingness to reduce the benefit; and when the benefit decreases, the member enterprises have the willingness to increase the benefit. On the other hand, in order to maintain the long-term stable cooperation of the tourism supply chain alliance, apart from relying on the self-adjustment of the alliance members, a certain form of benefit distribution mechanism can also be established within the alliance.
Considering the supervision role of the government and public departments in the all-for-one tourism supply chain, the model in this paper introduces inhibiting factors and enhancing factors to conduct some external intervention in the benefit distribution process. Taking the changes in the benefits of Agent 1 and Agent 3 as an example, Figure 8 shows the inhibitory effect of inhibitory factors on the powerful benefit distribution group Agent 1. Among them, the dotted line is the benefit variation process of Agent 1 without the intervention of inhibitors, while the solid line is the benefit variation process of Agent 1 with the intervention of inhibitors. It can be seen from Figure 8 that the inhibitory factor takes effect at the seventh moment. Under the intervention of the inhibitory factor, Agent 1 can quickly reduce its benefit to near the expected return. Then, as shown in Figure 3, Agent 1 starts to fluctuate up and down based on the expected return, while without the intervention of inhibitory factors, the powerful group attribute of Agent 1 would lead to its continuous increase in returns. Although the benefit begins to decrease at about the eleventh moment, the reduction speed is very slow and the reduction range is very small, which has little impact on the benefit distribution of the whole supply chain.
Figure 9 shows the enhancement effect of enhancement factors on the benefit-impaired group Agent 2(b). Among them, the dotted line is the benefit variation process of Agent 2(b) without the intervention of enhancement, while the solid line is the benefit variation process of Agent 2(b) with the intervention of enhancement. It can be seen from Figure 9 that under the intervention of enhancement factor, Agent 2(b) rapidly increases the benefit to near the expected return, and then, as shown in Figure 4, Agent 2(b) also starts to fluctuate up and down based on the expected return, while without the intervention of enhancement factors, the benefits of Agent 2(b) are exploited by other powerful groups, resulting in a continuous decrease in its benefits. Although Agent 2(b) will also have a tendency to increase benefit under the effect of the environmental stimulus, the same is that the growth rate is relatively weak. In the long run, the distribution of benefits in the supply chain will be in an unbalanced state.
The aforementioned analysis shows that the inhibitory factors and enhancement factors set by the model in this paper have a good effect on the pursuit of fairness and efficiency in the benefit distribution process.
5 CONCLUSION
In the all-for-one tourism supply chain, the most fair and ideal state is to distribute benefits according to the respective contributions of member enterprises. However, in the actual situation, the influence of the off-peak season, the degree of cooperation between the upstream and downstream of the supply chain, the social status of member enterprises, and the widespread speculation in the tourism supply chain are all likely to affect the final actual benefit. If a fair and reasonable benefit distribution mechanism is not established, it is likely to form a situation in the supply chain where the strong becomes stronger and the weak becomes weaker, which will cause an imbalance of benefit distribution in the whole supply chain and seriously affect the stability of the supply chain. In this paper, a benefit distribution model of the extended ant colony division of labor for all-for-one tourism supply chain alliance is established by introducing inhibitory factors and enhancement factors and taking the expected realization degree of member enterprises as the criterion of fairness. The results show the following:
(1) In several experiments with different initial benefits, the model in this paper can realize the fair distribution of benefits by setting the fairness criteria and double factors.
(2) Based on their own capabilities, there are groups with strong interests, intermediate groups, and disadvantaged groups in the alliance. In the absence of the benefit distribution mechanism, the strong groups always tend to increase their profits, while the weak groups can only choose to continue to reduce their profits in the exploitation. The unfair distribution of benefits can easily damage the stability of the alliance.
(3) Considering the long-term stable development of the alliance, some powerful groups will have the intention to reduce their own benefits, but the effect is not significant in the initial stage of benefit distribution of the whole alliance, but will become the main factor to maintain the stability in the later stages.
(4) The extended model considers the introduction of inhibitory factors and enhancement factors to act on the benefit distribution process, and the setting of this dual factor can quantitatively explain the intervention effect of regulatory authorities in reality. With a certain degree of intervention by the regulatory authorities, the fair and just distribution of benefits in the supply chain alliance can be realized quickly and efficiently.
(5) In order to facilitate the study, the model in this paper is based on the determination of demand and information symmetry in all aspects of the global tourism supply chain. Further research is needed on the specific effects of enhancing factors and inhibiting factors.
Based on the aforementioned analysis, this paper believes that the supply chain alliance can adopt the extended ant colony labor division model to distribute the overall benefits.
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Parameter Explanation Value

« The importance of the pheromone trail Eq.38
B The importance of the heuristic information 3 for solving a MTSP (3 for solving a TSP)
rho The pheromone evaporation rate 0.8 for solving a MTSP (0.8 for a solving TSP)
s The number of salps the number of cities for MTSP (TSP)
e The adaptive factor of « 0.5 for solving a MTSP (0.6 for solving a TSP)
fitness The fitness of a salp Eq. 3.14
Tsteps The total steps of iteration 150 for solving a MTSP (300 for solving a TSP)
r ‘The initial amount of pheromone in each road N/A
D The matrix of distance N/A
m The number of MCVS 4
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Test DSSACS ACO A-PSO- Tabu  PSO FOGS- DSMO
ACO search ACO (Saenphon
(Yelmewad (Giindiiz et al,
et al,, et al, 2014)
2019) 2015)
ATT48 (33,523.7)  Best result 33,523.7 34587 34498 33786 34292 - 335610 —
Average 3378354 35370 34717 34322 37437 — 34,2050 -
Standard 219.27 10413 27378 299.22 115788  — 28209 -
deviation
AVR 078 230 063 159 9.17 — 192 —
EIL51 (426) Best result 426 44819 43701 426 4552 45052 43174 428.86
Average 43233 47855 44660 43821 49813 46785  — —
Standard 294 19.85 468 5.00 17.59 2019 - -
deviation
AVR 148 677 219 287 11.81 385 — —
BERLIN 52 (7,542)  Best result 7,544.37 828958  7,647.56 754437 797360 815739 7,54437 7,544.37
Average 7,631.52 840017 7,69630 759188 831591 828844 — -
Standard 142,58 12875 7470 5313 174.99 13660 — —
deviation
AVR 116 133 0.64 063 43 161 — —
ST70 (677.11) Best result 677.11 71281 69756 679.60 70342 71898 6845 677.11
Average 689.94 74512 70892 70022 75818 76808  — —
Standard 6.85 3271 636 1224 39.90 3736 — —
deviation
AVR 1.89 453 163 3.03 7.78 683 — —
EIL76 (538) Best result 544.86 56618 56566 53639 57489 57136  — -
Average 553.88 56727 56630  557.67 57820 57277 — -
Standard 6.04 2572 7.84 653 3136 3247 — —
deviation
AVR 1.66 037 011 023 058 024 — —
RD100 (7,910) Best result 7,911.3 8,138 8,258 - 8,171 8,295 - -
Average 7,992.16 841856 845318  — 844267 860486 — —
Standard 8225 21763 10901 — 25402 23483 — —
deviation
AVR 1.02 345 236 — 332 374 — —
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1 Set the needed simulation parameters and randomly generate an initialize swarm

2 while k < Kooy do

3 for m = 1: N, do

4 Calculate the fitness value of particle m based on Eq. 6

5 Update the velocity information of particie m based on Eq. 8

6 Update the position information of particle m based on Eq. 9

7 Moy the position vector of particle m based on the saturation strategy given by Eq. 10
8 Update pbesté, of particle m

9 end for

10 Update the global best solution gbest* of the swarm and send gbest* to the lower level optimizer
1 Increase the iteration number k by 1

12 end while

13 Output gbest“™ as the optimized weighting parameters
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A Vehicle parameters No Wheel thread, tire radius, deceleration ratio

B Driver mode! No Total diive torque, steering angle

c Two-degrees-of-freedom Front wheel average turing angle, speed Desired yaw rate, desired sidesip angle
reference model
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model moment driving torque
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Subtype The common benign® The common malignant” The rare® Total

PTC 0 270 13 283
Other TC 0 5 0 5

TAL 0 0 72 72
TFCN 0 0 45 45
Other BTL 20 0 5 25
NG 326 0 9 334
Total 345 275 144 764

*The common benign and malignant represented the types correctly classified by patch-UNet, for the benign (NG) and malignant (PTC) types, respectively. The rare represented the
misclassified PTC. other TC. hard determined NG, other BTL. and the intermediate WSis.
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"Test 1 simulates the dataset for research. Test 2 simulates the real-world dataset in

clinical practice.
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Patients (Female) 64 (33) 18 (10) N/A
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Paired OCT images 515 68 N/A
VA baseline 0723 +0215 0718 + 0208 0.821
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Classification of RVO 0.989
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Anti-VEGE agent (%) 0771
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Number of benefit distribution

Total revenue (10,000 Yuan)

Initial revenue (10,000 Yuan) Agent 1 53 77 55 39 88 61 83 72 51 92
Agent 2(a) 26 39 41 17 36 33 46 39 23 49
Agent 2(b) 14 18 2 11 58 15 24 18 1 28
| Agent 3 7 16 12 3 18 1 17 16 5 16
Expected revenue (Q;) Agent 1 45 67.5 58.5 315 90 54 765 65.25 405 83.25
Agent 2(a) 20 30 26 14 40 2 34 29 18 37
Agent 2(b) 20 30 2 14 40 2 34 29 18 37
Agent 3 15 25 195 105 30 18 255 2175 135 27.75
Degree of expected realization (D) | Agent 1 118 114 0.94 124 0.98 113 1.08 110 1.26 L1
Agent 2(a) 130 130 158 121 0.90 138 135 134 128 132
Agent 2(b) 070 0.60 0.85 079 145 063 071 062 0.61 076
Agent 3 047 071 0.62 029 0.60 061 067 074 037 058
Relative deprivation RD (D;) Agent 1 003 0.04 0.16 0.00 0.12 0.06 007 0.06 0.00 0.05
Agent 2(a) 0.00 0.00 0.00 001 0.16 0.00 0.00 0.00 0.00 0.00
Agent 2(b) 027 034 0.04 022 0.00 031 026 033 033 023
Agent 3 044 025 0.32 0.60 0.38 032 029 024 051 036
| Total relative deprivation 074 063 0.52 082 0.66 070 061 0.64 0.84 0.65
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Total revenue (10,000 Yuan)

Expected revenue (Q)

Revenue after distribution (10,000 Yuan)

Degree of expected realization (D;)

Relative deprivation RD (D;)

Total relative deprivation

Agent 1 a5 67.5 585 315 90 54 76.5 6525 405 83.25
Agent 2(a) 20 30 26 14 40 24 34 29 18 37
Agent 2(b) 20 30 26 14 40 24 34 29 18 37

Agent 3 15 25 195 105 30 | 18 255 2175 135 27.75

Agent 1 4506 | 6823 | 5771 2948 | 9104 | 5223 | 7512 | 6413 | 3983 8471
Agent 2(a) 1955 | 2984 | 27.04 1552 3969 | 2371 3583 3022 1702 3859
Agent 2(b) | 2008 3106 263 1371 4127 | 2644 3228 | 2848 1949 3624

Agent 3 1531 2087 1895 1129 28 1762 | 2677 | 2217 1366 | 2546

Agent 1 1.00 101 099 094 101 097 098 098 098 1.02
Agent 2(a) 0.98 099 104 111 099 0.99 105 104 095 104
Agent 2(b) 1.00 1.04 101 098 103 110 095 098 108 0.98

Agent 3 1.02 093 097 1.08 093 0.98 105 102 101 0.92

Agent 1 0.01 001 002 0.09 001 0.04 0.03 0.02 003 0.01
Agent 2(a) 0.02 001 0.00 0.00 001 0.03 0.00 0.00 0.06 0.00

Agent 2(b) 0.01 0.00 001 0.06 0.00 0.00 0.06 002 0.00 0.03

Agent 3 [ 0.00 0.06 003 001 024 0.03 0.00 001 0.02 0.07

0.04 0.08 0.06 015 026 0.10 0.10 005 011 0.10
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Dataset Images Train Validation Test

Kvasir-SEG 1,000 715 104 189
CVC-ClinicDB 612 429 60 123
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Results on the Kvasir-SEG Dataset.
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Results on the Kvasir-SEG Dataset

Network Dilated Convolution Settings RF Dice (%) ASSD (pix) mloU (%)
Dilation Rate Kernel Size
Baseline \ \ \ 92.06 (+4.74) 051 (£0.20) 85.92 (+4.63)
Baseline + GHDC 2 [1,2,5,7] [3,3,3,5] 45 92.43(£4.31) 0.48(£0.67) 86.34(+4.69)
Baseline + HDC [1,2,59] (3333] 35 92.25 (£3.14) 0.49 (£0.50) 86.31 (£5.23)
Baseline + GHDC 1 [1,2,5,7,9] [3,3,3,5,5) 81 92.97(+3.86) 0.46(+0.42) 86.60(+5.53)
Baseline + HDC [1,259] [3333] 35 92.54 (£4.30) 048 (£0.22) 86.59 (£6.02)
Baseline + GHDC 2 + GHDC 1 = - B 93.53(+3.66) 0.42(0.17) 87.24(+4.03)
Baseline + HDC + HDC - - - 92,97 (+451) 045 (£0.29) 8691 (£4.60)
Results on the CVC-ClinicDB Dataset
Network Dilated Convolution Settings RF Dice (%) ASSD (pix) mloU (%)
Dilation Rate Kernel Size
Baseline \ \ \ 95.15 (22.01) 0.32 (20.40) 9063 (+2.96)
Baseline + GHDC 2 [1,2,5,7] [3,3,3,5] 45 95.83(£2.42) 027(:0.33) 91.16(26.61)
Baseline + HDC [1,259] (3333 35 95.71 (£3.30) 028 (£0.44) 9109 (£8.30)
Baseline + GHDC 1 [1,2,5,7,9] [3,3,3,5,5] 81 96.02(£5.28) 0.26(0.27) 91.32(4.72)
Baseline + HDC [1,259] [3333] 35 95.94 (£6.01) 027 (£045) 9124 (+6.66)
Baseline + GHDC 2 + GHDC 1 - - - 96.46(+5.00) 021(£0.09) 92.89(+6.25)
Baseline + HDC + HDC - - - 96.17 (+4.68) 022 (£0.34) 9279 (£7.05)
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Results on the Kvasir-SEG Dataset.

Network Parameter Size Dice (%) ASSD (pix) mloU (%)
U-Net 394M 87.10 (21.84) 082 (£0.15) 7841 (22.71)
U-Net++ 72M 88.16 (£3.72) 0.78 (£0.18) 80.12 (+5.40)
Attention U-Net 345 M 88.60 (+237) 081 (031) 80.60 (+3.39)
U-Net+++ 270 M 89.20 (£3.01) 30) 8151 (+4.65)
CA-Net 444 M 89.58 (£3.40) 44) 8217 (5.19)
TransU-Net 1334 M 91.84 (£3.44) 0.52 (+0.84) 85.71 (+5.41)
OCR-Net 704 M 92.24 (22.85) 0.46 (£0.47) 8626 (+4.52)
DeeplabV3+ 396 M 94.07(£1.73) 0.39(£0.22) 89.08(22.85)
N-Net 206 M 94.45(1.48) 0.38(£0.21) 89.80(+2.56)
Results on the CVC-ClinicDB Dataset.

Network Parameter Size Dice (%) ASSD (pix) mloU (%)
U-Net 394M 9158 (£199) 0.68 (£0.16) 8529 (+3.04)
U-Net++ 72M 91.64 (£163) 071 (£0.25) 85.78 (+2.44)
Attention U-Net 345M 93.53 (£1.78) 0.70 (£0.28) 8839 (+2.88)
U-Nets++ 270M 94.70 (£131) 047 (£028) 9030 (+2.16)
CA-Net 444M 94,58 (£251) 047 (£043) 90.20 (+4.15)
TransU-Net 1334M 94.98 (£1.43) 033 (£0.15) 9027 (+2.35)
OCR-Net 704 M 95.35 (+1.44) 039 (+0.19) 91.42 (+2.46)
DeeplabV3+ 396 M 96.87(+0.75) 0.19(£0.06) 94.14(£1.36)
N-Net 206M 97.03(:0.82) 0.16(£0.06) 9435(1.49)
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Parameters

Total gas flow rate
Liquid flow rate

MEA concentration

Inlet GO, loading

CO, content in feed gas
CO; removal efficiency
Liquid temperature

Gas temperature
Pressure

Units

m°h
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kmol/m®
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mol%

%
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Values

1,100,000
100
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42
28
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PSP(ResNeSt14) 63.97 54.70 78.08
Unet(ResNeSt14) 67.69 56.95 80.73
FPN(ResNeSt14) 68.92 58.35 81.60
FPN(ResNeSt50) 7218 61.49 83.84
DF-ResNeSt50-V1 75.89 65.03 86.29
DF-ResNeSt50-v2 7745 65.87 87.10

Bold values indicates the highest values.
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Except for DF-ResNeSt50-V2, the hyperparameters of other networks are al trained in

accordance with Set up—V1, in Table 3.
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Dataset 12

Ecoli0147vs2356 0.8879 + 0.0641
Ecoli01vs235 0.9024 + 0.0599
Ecoli0267vs35 0.9451 + 0.0290
Yeast1vs7 0.6386 + 0.0884
Yeast3 0.8886 + 0.0414
Yeast6 0.7485 + 0.0454

The bold values mean the best results.

10

0.7467 + 0.1766
0.9467 + 0.0149
0.9363 + 0.0413
0.7562 + 0.0663
0.9364 + 0.0228
0.8855 + 0.0640

8

0.90083 + 0.0754
0.9353 + 0.0440
0.9855 + 0.0044
0.7298 + 0.1079
0.9429 + 0.0223
0.7556 + 0.0923

6

0.9303 + 0.0521
0.9394 + 0.0413
0.9067 + 0.0508
0.7232 + 0.0987
0.9373 + 0.0220
0.6590 + 0.0688

4

0.8156 + 0.0916
0.9370 + 0.0605
0.9533 + 0.0421
0.6409 + 0.1111
0.8978 + 0.0333
0.8522 + 0.0864

2

0.7442 + 0.0918
0.9151 + 0.0446
0.8874 + 0.0976
0.7362 + 0.1286
0.9461 + 0.0217
0.7045 + 0.0848
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Dataset 12

Ecoli0147vs2356 0.7110 + 0.1244
Ecoli01vs235 0.7721 + 0.0889
Ecoli0267vs35 0.7196 + 0.1114
Yeast1vs7 0.2817 + 0.0769
Yeast3 0.6403 + 0.0580
Yeast6 0.3611 + 0.0415

The bold values mean the best results

10

0.3966 + 0.1425
0.6922 + 0.1053
0.6994 + 0.1006
0.3352 + 0.0799
0.6837 + 0.0440
0.4005 + 0.0596

8

0.7116 + 0.1055
0.8068 + 0.0603
0.7271 + 0.1246
0.3037 + 0.1077
0.7000 + 0.0469
0.2980 + 0.0927

6

0.4622 + 0.1293
0.6703 + 0.0877
0.6795 + 0.0836
0.2417 £ 0.0775
0.6832 + 0.0394
0.3535 + 0.0668

4

0.3637 + 0.1157
0.7139 + 0.0848
0.6521 + 0.1422
0.2412 + 0.0665
0.7516 + 0.0402
0.3776 + 0.0646

2

0.4010 + 0.0858
0.7903 + 0.0886
0.6118 + 0.1266
0.1067 + 0.0675
0.5284 + 0.0727
0.3295 + 0.0635
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Dataset 12

Ecoli0147vs2356 0.8339 + 0.0561
Ecoli01vs235 0.7964 + 0.0763
Ecoli0267vs35 0.7585 + 0.0948
Yeast1vs7 0.5690 + 0.0669
Yeast3 0.8058 + 0.0417
Yeast6 0.5893 + 0.0505

The bold values mean the best results.

10

0.7289 + 0.2079
0.8186 + 0.0688
0.7370 + 0.0810
0.6145 + 0.0730
0.8378 + 0.0285
0.8022 + 0.0589

8

0.8434 + 0.0691
0.8738 + 0.0579
0.9150 + 0.0119
0.6106 + 0.1270
0.8700 + 0.0291
0.6220 + 0.1238

6

0.8490 + 0.0623
0.7892 + 0.0693
0.7902 + 0.0622
0.6969 + 0.0776
0.8883 + 0.0240
0.5678 + 0.0811

4

0.7968 + 0.0697
0.8233 + 0.0610
0.8626 + 0.0871
0.6026 + 0.0648
0.8977 + 0.0301
0.7786 + 0.0024

2

0.7419 + 0.0807
0.8626 + 0.0372
0.7655 + 0.0882
0.6062 + 0.2919
0.8855 + 0.0272
0.6239 + 0.0877
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Dataset Ecoli0147vs2356 Ecoli01vs235

Measure G-mean F-measure AuC G-mean F-measure AuC
SMOTE 0.7273 + 0.0456 0.6363 + 0.1203 0.8354 + 0.0379 0.8384 + 0.0461 0.7368 + 0.0972 0.9321 + 0.0691
B-SMOTE 0.7323 + 0.0771 0.5517 + 0.1605 0.9017 + 0.0278 0.8752 + 0.0895 0.6956 + 0.1396 0.9627 + 0.0133
SOMO 0.7911 + 0.1964 0.6823 + 0.1817 0.9167 + 0.0336 0.8719 + 0.0502 0.6778 + 0.0896 0.9616 + 0.0216
KmeansSMOTE 0.8129 + 0.1817 0.6933 + 0.2175 0.9203 + 0.0435 0.8913 + 0.0548 0.7320 + 0.0861 0.9271 + 0.0498
DFSVM 0.8260 + 0.0490 0.7060 + 0.0836 0.9284 + 0.0502 0.8687 + 0.0950 0.7628 + 0.1594. 0.9334 + 0.0363
Dataset Ecoli0267vs35 Yeastivs7

Measure G-mean F-measure Auc G-mean F-measure AuC
SMOTE 0.8665 + 0.0064 0.7125 + 0.1219 0.9528 + 0.0366 0.4941 + 0.1579 0.3363 + 0.0838 0.6857 + 0.1466
B-SMOTE 0.8244 + 0.0994 0.4516 + 0.1251 0.8029 + 0.0352 0.5135 + 0.1213 0.3533 + 0.1079 0.7308 + 0.0669
SOMO 0.8620 + 0.0142 0.6897 + 0.1330 0.9729 + 0.0074 0.5811 + 0.1708 04242 + 0.1174 0.6723 + 0.0681
KmeansSMOTE 0.8967 + 0.1108 0.7181 + 0.1567 0.9611 + 0.0350 0.5261 + 0.1961 0.2285 + 0.0734 0.6652 + 0.0693
DFSVM 0.9187 + 0.0647 0.7412 £ 0.1162 0.9814 + 0.0191 0.6705 + 0.0862 0.4539 + 0.1453 0.7508 + 0.0538

The bold values mean the best rnasults.
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Evaluation metrics G-mean F-measure AuC

Dataset FSVM svm FSVM sVM FSVM svm
Ecoi0147vs2356 08260 + 0.0490 0.8082 + 0.0748 0.7060 + 0.0836 0.6868 + 0.1072 0.9284 + 0.0502 09178 + 0.0351
Ecoli01vs235 0.8687 + 0.0950 0.8163 + 0.1152 0.7628 + 0.1594 0.5200 +0.1618 09334 +0.0353 0.9545 + 0.0215
ECoi0267vs35 0.9187 + 0.0647 0.7986 + 0.0883 0.7412 + 0.1162 0.7270 +0.1109 0.9814 + 0.0191 0.9698 + 0.0305
Glass1 0.6971 + 0.0463 0.6667 + 0.0622 0.6134 + 0.0591 0.5818 +0.0787 0.7699 + 0.0421 0.7446 + 0.0544
Yeastivs7 0.6705 + 0.0862 05029 + 0.1372 0.4539 + 0.1453 0.2630 +0.1013 0.7508 + 0.0538 0.6655 + 0.0921

The bold values mean the best results.
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Method

SMOTE
B-SMOTE
SOMO
KmeansSMOTE
FSVM-CEN
FSVM-HYP
FSVM-WD
FSVM-BD
ACFSVM
DFSVM

Average rank

7.67
7.00
7.50
517
5.50
5.67
6.75
5.08
333
1.33

Difference

6.34
5.67
6.17
3.84
417
4.34
5.42
3.75
2.00
N/A
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Dataset Cargood ClevelandOvs4

Measure G-mean F-measure AuC G-mean F-measure AUC
SMOTE 0.851 + 0.027 0.716 + 0.021 0.995 + 0.001 0.373 + 0.066 0.349 + 0.063 0.962 + 0.003
B-SMOTE 0.839 + 0.007 0.693 + 0.010 0.994 + 0.000 0.420 + 0.001 0.393 + 0.000 0.963 + 0.004
SOMO 0.864 + 0.010 0.649 + 0.035 0.988 + 0.002 0.640 + 0.087 0.553 + 0.084 0.972 + 0.012
KmeansSMOTE 0.881 + 0.015 0.758 + 0.033 0.993 + 0.003 0.665 + 0.169 0.549 +0.155 0.967 + 0.007
FSVM-CEN 0.875 + 0.023 0.616 + 0.009 0.991 + 0.003 0.778 + 0.087 0.574 + 0.051 0.982 + 0.002
FSVM-HYP 0.886 + 0.033 0.662 + 0.011 0.991 + 0.003 0.677 + 0.058 0.541 + 0.034 0.973 + 0.001
FSVM-WD 0.776 + 0.012 0.586 + 0.039 0.993 + 0.000 0.728 + 0.055 0.615 + 0.027 0.976 + 0.002
FSVM-BD 0.848 + 0.000 0.687 + 0.000 0.997 + 0.000 0.743 £ 0.003 0.662 + 0.015 0.933 + 0.003
ACFSVM 0.919 + 0.011 0.774 + 0.015 0.996 + 0.001 0.816 + 0.048 0.819 + 0.022 0.985 + 0.003
DFSVM 0.940 + 0.041 0.834 + 0.050 0.985 + 0019 0.939 + 0.028 0.824 + 0.210 0.987 + 0.005
Dataset Ecoli0147vs2356 Ecoli01vs235

Measure G-mean F-measure AuUC G-mean F-measure AUC
SMOTE 0.607 + 0.038 0.469 + 0.062 0.792 + 0019 0.834 + 0.006 0.674 + 0.020 0.927 + 0.005
B-SMOTE 0.710 + 0.005 0.622 + 0.006 0.856 + 0.013 0.867 + 0.011 0.739 + 0.017 0.963 + 0.003
SOMO 0.762 + 0.035 0.676 + 0.024 0.898 + 0.032 0.781 + 0.011 0.690 + 0.026 0.955 + 0.009
KmeansSMOTE 0.743 + 0.043 0.647 + 0.033 0914 £ 0018 0.873 + 0.008 0.741 £ 0.013 0.963 + 0.013
FSVM-CEN 0.747 + 0.029 0.597 + 0.011 0.845 + 0.056 0.787 + 0.028 0.601 + 0.046 0.932 + 0.018
FSVM-HYP 0.654 + 0.055 0.591 + 0.031 0.829 + 0018 0.820 + 0.004 0.711 £ 0.009 0.952 + 0.005
FSVM-WD 0.683 + 0.000 0.463 + 0.000 0.801 + 0.006 0.801 + 0.007 0.634 + 0.014 0.910 + 0.011
FSVM-BD 0.686 + 0.008 0.531 £ 0.011 0.799 + 0.003 0.825 + 0.023 0.576 + 0.049 0.925 + 0.005
ACFSVM 0.782 + 0.024 0.533 £ 0.010 0.839 + 0013 0.817 £ 0.028 0.654 + 0.037 0.924 + 0.008
DFSVM 0.852 + 0.062 0.716 + 0.029 0.930 + 0.052 0.874 + 0.058 0.809 + 0.060 0.955 + 0.044
Dataset Ecoli0267vs35 Glass1

Measure G-mean F-measure AUC G-mean F-measure AUC
SMOTE 0.807 + 0.025 0.621 £ 0.024 0.937 + 0014 0.682 + 0.008 0.634 +0.010 0.734 + 0.020
B-SMOTE 0.771 £ 0.028 0.641 +0.027 0.915 + 0027 0.702 + 0.008 0.606 + 0.011 0.790 + 0.016
SOMO 0.825 + 0.012 0.735 £ 0.012 0.929 + 0.021 0.678 + 0.003 0.612 + 0.002 0.713 + 0.010
KmeansSMOTE 0.855 + 0.021 0.702 + 0.010 0.949 + 0.005 0.755 + 0.012 0.689 + 0.017 0.759 + 0.015
FSVM-CEN 0.765 + 0.037 0.611 +0.007 0.906 + 0.025 0.611 + 0.011 0.583 + 0.005 0.707 + 0.033
FSVM-HYP 0.822 + 0.004 0.676 + 0.017 0.922 + 0.032 0.643 £ 0.016 0.588 + 0.018 0.708 + 0.015
FSVM-WD 0.848 + 0.018 0.615 £ 0.016 0.939 + 0.005 0.598 + 0.046 0.575 £ 0.020 0.732 + 0.009
FSVM-BD 0.836 + 0.010 0.647 + 0.020 0.939 + 0012 0.638 + 0.025 0.584 + 0.030 0.706 + 0.007
ACFSVM 0.869 + 0.011 0.711 + 0.005 0.923 + 0.029 0.661 + 0.006 0.636 + 0.005 0.683 + 0.015
DFSVM 0.922 + 0.012 0.764 + 0.069 0.988 + 0.004 0.692 + 0.059 0.629 + 0.032 0.792 + 0.026
Dataset Glass6 Pageblocks0

Measure G-mean F-measure AUC G-mean F-measure AUC
SMOTE 0.901 + 0.014 0.808 + 0.025 0.974 + 0.002 0.890 + 0.003 0.735 + 0.011 0.960 + 0.001
B-SMOTE 0.884 + 0.033 0.818 + 0.045 0.983 + 0.006 0.903 + 0.001 0.754 + 0.002 0.963 + 0.001
SOMO 0.861 + 0.018 0.747 +0.019 0.969 + 0.003 0.852 + 0.003 0.746 + 0.017 0.959 + 0.005
KmeansSMOTE 0.878 + 0.021 0.808 + 0.022 0.967 + 0.011 0.903 + 0.009 0.815 £ 0.014 0.971 + 0.001
FSVM-CEN 0.862 + 0.017 0.760 + 0.031 0.971 + 0.005 0.908 + 0.004 0.711 + 0.001 0.960 + 0.007
FSVM-HYP 0.910 + 0.012 0.823 + 0.009 0.982 + 0.004 0.898 + 0.001 0.746 + 0.003 0.975 + 0.002
FSVM-WD 0.892 + 0.010 0.810 +0.018 0.978 + 0.001 0.874 + 0.001 0.485 + 0.001 0.962 + 0.002
FSVM-BD 0.891 + 0.016 0.810 + 0.006 0.983 + 0.009 0.916 + 0.003 0.587 + 0.004 0.970 + 0.010
ACFSVM 0.904 + 0.011 0.777 + 0.034 0.950 + 0.007 0.917 + 0.001 0.782 + 0.001 0.961 + 0.001
DFSVM 0.939 + 0.044 0.831 £ 0.044 0.989 + 0.009 0.915 + 0.021 0.805 + 0.023 0.960 + 0.016
Dataset Vehicle3 Yeastivs7

Measure G-mean F-measure AUC G-mean F-measure AuC
SMOTE 0.741 £ 0.001 0.631 + 0.001 0.863 + 0.001 0.418 + 0.024 0.223 £ 0.013 0.697 + 0.010
B-SMOTE 0.746 + 0.016 0.634 + 0.024 0.865 + 0017 0.435 + 0.005 0.244 +0.012 0.717 + 0.006
SOMO 0.766 + 0.010 0.676 + 0.013 0.899 + 0.008 0.509 + 0.120 0.433 +0.101 0.745 + 0.010
KmeansSMOTE 0.787 + 0.006 0.694 +0.010 0.903 + 0.007 0.565 + 0.054 0.466 + 0.045 0.748 + 0.003
FSVM-CEN 0.831 + 0.007 0.712 £ 0.009 0.906 + 0.003 0.611 £ 0.042 0.359 + 0.028 0.817 + 0.022
FSVM-HYP 0.804 + 0.004 0.699 + 0.004 0.904 + 0.003 0.668 + 0.041 0.449 + 0.017 0.816 + 0.004
FSVM-WD 0.761 + 0.002 0.622 + 0.003 0.852 + 0.003 0.627 + 0.000 0.258 + 0.000 0.740 + 0.000
FSVM-BD 0.774 + 0.020 0.638 + 0.018 0.862 + 0.014 0.662 + 0.011 0.286 + 0.007 0.776 + 0.006
ACFSVM 0.821 + 0.008 0.725 £ 0.012 0.934 + 0.004 0.659 + 0.009 0.333 + 0.005 0.763 + 0.012
DFSVM 0.846 + 0.026 0.737 + 0.034 0.884 + 0.026 0.697 + 0.077 0.476 + 0.028 0.819 £ 0.074
Dataset Yeast3 Yeast6

Measure G-mean F-measure AuUC G-mean F-measure Auc
SMOTE 0.837 + 0.004 0.683 + 0.001 0.933 + 0.006 0.625 + 0.001 0.342 £ 0.011 0.880 + 0.003
B-SMOTE 0.831 + 0.002 0.672 + 0.001 0.932 + 0.002 0.703 + 0.056 0.529 + 0.051 0.911 + 0.001
SOMO 0.851 + 0.000 0.775 £ 0.001 0.970 + 0.002 0.593 + 0.053 0.451 £ 0.047 0.857 + 0.012
KmeansSMOTE 0.863 + 0.015 0.749 + 0.027 0.964 + 0.004 0.655 + 0.014 0.443 + 0.021 0.726 + 0.015
FSVM-CEN 0.905 + 0.006 0.720 + 0.003 0.964 + 0.003 0.849 + 0.027 0.374 + 0.025 0.921 + 0.002
FSVM-HYP 0.896 + 0.006 0.720 + 0.002 0.959 + 0.001 0.593 + 0.016 0.365 + 0.021 0.905 + 0.004
FSVM-WD 0.891 + 0.000 0.622 + 0.000 0.957 + 0.000 0.813 £ 0.001 0.287 + 0.000 0.915 + 0.001
FSVM-BD 0.910 + 0.001 0.762 + 0.002 0.974 + 0.001 0.801 £ 0.072 0.339 + 0.005 0.922 + 0.005
ACFSVM 0.901 + 0.003 0.778 + 0.005 0.945 + 0.003 0.805 + 0.001 0.412 + 0.007 0.917 + 0.001
DFSVM 0.917 + 0.030 0.781 + 0.040 0.968 + 0.033 0.856 + 0.058 0.501 + 0.059 0.935 + 0.064

The bold values mean the best results.
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Data set Size

Stock
10

20

30

Sarcos
700

1,400

2,100

MTSL-SCRBN MTSL-SCSGM MTSL-SCTANH MTSL-SCReLU
training test training test training test training test
00796 0.1105 00819 0.1566 00814 0.1586 00858 0.1424
(0.0039) (0.0040) (0.0048) (0.0057) (0.0036) (0.0036) (0.0035) (0.0055)
00661 0.0904 00766 0.1231 00758 0.1242 00759 0.1194
(0.0050) (0.0069) (0.0032) (0.0098) (0.0034) (0.0076) (0.0028) (0.0051)
00542 00793 00671 0.1128 0.0665 0.1037 0.0678 0.1009
(0.0054) (0.0078) (0.0020) (0.0061) (0.0021) (0.0076) (0.0012) (0.0046)
23021 3.6667 33670 5.1386 3.2588 49160 3.1868 55491
(0.0221) (0.0364) (0.0263) (0.0868) (0.0308) (0.0746) (0.0140) (0.0824)
22732 31740 31829 4.0958 3.0747 4.1529 2.9880 41854
(0.0250) 0.0179) (0.0161) 0.0713) 0.0178) (0.0598) (0.0112) (0.0767)
21128 29291 2.9860 3.8698 2.8853 3.8420 28539 38211
(0.0255) (0.0392) (0.0136) (0.0764) (0.0127) (0.0494) (0.0705) (0.0506)

The resufts with the minimum test errors are marked in botd.





OPS/images/fbioe-10-890132/fbioe-10-890132-t007.jpg
Models

MTSL-SCRBN
MTSL-SCSGM
MTSL-SCTANH
MTSL-SCRelLU

Parameters

RBF scale o

Internal weight parameters w, b,
Internal weight parameters w, b,
Internal weight parameters w, b

Parameters’ Range

o~ U[0, Q), Q€ (0, 100]

(W, b) e ~U*'[ - @, @], ® € {1, 5,15, 30, 50, 100, 150, 200}
W, b) € ~ U*'[ - ®, 0], € {1, 5, 15, 30, 50, 100, 150, 200}

W, b) ~ U1

-0, 9], ®ell,5, 15, 30, 50, 100, 150, 200}
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Size MTSL-SCRBN DMTRL MMoE GAMTL AUTOMTL
training test training test training test training test training test
92.00% 67.14% 91.80.00% 64.67% 94.16% 62.22% 69.47% 57.01% 93.26% 60.78%
50 (0.0065) (0.0067) ©0111) (0.0099) (0.0077) (0.0086) (0.0303) (0.0124) (0.0231) 0.0212)
96.15% 72.25% 95.90% 70.793% 95.92% 68.15% 84.62% 68.51% 94.56% 70.45%
100 (0.0067) (0.0066) ©0117) (0.0101) (0.0084) (0.0061) 0.0144) (0.0158) (0.0128) (0.0094)
97.27% 82.49% 97.97% 80.05% 97.04% 74.61% 95.52% 78.89% 96.87% 79.34%
150 (0.0099) (0.0064) (0.0082) (0.0097) (0.0081) (0.0063) 0.0119) (0.0087) (0.0097) (0.0084)

The resufts with the minimum test errors are marked in botd.
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Data Size MTSL-SCRBN MTL MTEN DMTRL MMoE GAMTL
hek training test training test training test training test training test training test
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po~ U (1,5)
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Pre =15
=20

p.~ N (15, 1)
T=f

Description

Total time siots
The total number of VMs of the edge node

The normal distribution of the number of VMs requested by the user
The normal distribution of the computing duration requested by the user
Standby cost of one VM in the edge node

Computing cost of one VM in the edge node

The uniform distribution of the computing cost of private cloud

Unit price of on-demand instance in public cloud

Customization price of reserved instances in public cloud

Unit price of reserved instance in public cloud

Reserved duration of reserved instance in pubiic cloud

Normal distribution of unit price of spot instance

Maximum service duration of spot instance

Discount factor

Soft update parameters of target network

Learning rate of Actor

Learning rate of Critic

Size of experience pool

Size of the batch sample in the experience pool
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Description

Total time slots
Demand information submitted by the user in time slot ¢
Number of VMs requested of D;

Computing time duration of D;

The total number of VMs of the edge node

The number of remaining VMs of edge node in time siot
Number of VMs provided by edge node

Number of VMs provided by cloud node

Resource allocation record for D,

Number of VMs released by edge nodes in time siot t
Standby cost of one VM in the edge node

Computing cost of one VM in the edge node

Unit cost of VMs in private cloud

Customization price of reserved instance in public cloud
Unit cost of on-demand instance in public cloud

Unit cost of reserved instance in public cloud

Unit cost of spot instance in public cloud in time slot
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Number Angle () Diameter (mm)

Vision Manually Vision Manually

1 87.053 86.55 1.042 104
2 87.835 8745 1.046 104
3 87.356 87.05 1.064 1.04
4 87.533 86.55 1.052 1.06
5 87.782 88.50 1.065 1.06
6 87.158 87.20 1.052 1.06
7 87.355 87.85 1.055 1.04
8 87.442 87.30 1.050 104
9 87.556 8640 1.047 104
10 87.753 87.80 1.051 1.04
Mean 87.482 87.265 1.052 1.046
Variance 0.0687 0.4456 5.404e-05 9.333¢-05

SD 0.2622 0.6675 0.0074 0.0097
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Character granularity Siamese network removed -0.2% -0.5% -0.9%
Attention feature extraction removed -0.1% -1.5% +0.6%
Shallow semantic matching block removed +0.6% +0.6% -1.6%
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Char
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Word
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Training set
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091
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077
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059
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083
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Test set

0.63
077
0.79
072
077
0.79
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Word vector dimension

Perceptron dimension

LSTM hidden state dimension

LSTM Circulation layer Dropout
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Maximum length of word input

Maximum length of character input

Word Siamese LSTM hidden state dimension
Maximum number of iterations

Value

300
128
128
05
0.5
20
40
32
16
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Data Positive sample size  Negative sample size  Total

Training set 138,574 100,192 238,766
Validation set 4,402 4,400 8,802
Test set 6,250 6,250 12,500
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Parameter

Depth field of view
Depth stream output resolution/frame rate
Depth range

RGB sensor resolution/frame rate

RGB sensor FOV/

Camera size

Connector

Specification

852 x 94 X587+ 3)
highest1280 x 720/90fps
01-10m

1920 x 1,080/30fps
69.4° x 88 "x42.5°( £ 3)
90 x 25x25 (mm)

USB 3.0 Type-C
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Light source

LED light
Fluorescent lamp
Halogen lamp

Xenon lamp

Colour

Red/yellow/green/white/blue
White, light green
White, light yellow

Blue white

‘Working life/h

6000-10000 h
50007000 h
5000-7000 h
3000-7000 h

Luminance

Lighter
Bright
Highlight
Bright

Characteristic

Solid, multi profile
Hot, cheap
Low cost and low luminous rate

Hot
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Date

Camera Parameters

Camera Pose

Cell Width (Sx)
Cell Height (Sy)
Focal Length

Kappa

Center Column (Cx)
Center Row (Cy)
Image Width

Image Height

X

o'

z

Rotation X

Rotation Y

Rotation Z

7.68037 pm
83 um
122837 mm
620769 1/ m?
249.752 piels
353.746 pixels
1,280 pixels
720 pixels
147.055 mm
-4.32128 mm
354113 mm
0.136,939°
356.56"
303543
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Initial Conditions

DH parameter

Initial position and Euler angles

Given the postion and the Euler angle

Algorithm parameter

PN

Joint i ai1 (%) a1 (m)
1 0 0
2 —pi/2 0
3 o 04318
4 —pi/2 0.0203
5 pir2 0
6 -pif2 0
Initial position of the end-effector
Xo(m) Yo (m) 2(m)
0452 0.149 -0.433
Position of end impact point
Oxg (m) Oy (m) Oxe (m)
0.1,527,529 03,001,222 02,861,892
0.04,577,256 02,597,535 01,975,715
-008576,319 031616 0.154,809
-0.1,647,316 04,121,032 02,377,258
Parameters This paper
3 14
e 14
Omax 09
rin 07

Bo and By -

di(m) 0(%) Range of
6 (°)
0 0;(9) -160-160
0.1491 0:(9) -110-110
0 05(9) -135-135
0.4331 0:(9) -266-266
0 05(9) -100-100
0 05(9) -266-266
Initial Euler angles of the end-effector
ag (rad) By (rad) 1 (rad)
0 0 -0.0175
Euler angles of end impact point
Oy (m) Oxg (m) Oy (m)
-2.706,829 07,287,091 06,650,095
-2.895,429 04,328,479 1,501,387
-2.797,244 117,431 2215,782
-2.513,781 -0.06,674,747 2.950,499
PSO APSO QPsO
1.4 12 -
14 12 -
09 09 -
- 07 -
- - 05and 1
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Datasets

Art |
Art I
Iris.
Glass
Wine
Cancer
CMC
Seeds
Heart
Survival

MFO
Mean

2.1549E+03
5.1390E+02
9.8798E+01
2.7702E+02
1.6332E+04
2.9819E+03
5.6509E+03
3.1926E+02
1.0848E+04
2.5684E+03

Std.

3.5595E+02
1.9986E-06
4.3183E+00
1.6129€+01
5.3271E+01
2.6386E+01
1.1345E+02
1.3420E+01
24114E+01
6.1684E+00

QMFO1
Mean

1.9008E+03
5.1390E+02
9.7550E+01
2.6647E+02
1.6317E+04
2.9690E+03
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