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Crystallographic texture is related to the anisotropy or isotropy of material physical properties, including mechanical performance. The crystallographic effect in micromachining is more significant than that in macro-processing owing to that the depth of the cut and the grain size are in the same order. It is of great significance to model the crystallographic texture evolution induced by mechanical and thermal load during micro-machining to investigate the surface integrity and performance of the finished product. This study performed hot deformation experiments of Al alloy 7075 (AA7075) under various input parameters, including the temperature, temperature rate, stain rate, and strain, which was designed using the Taguchi method. Following that, crystallographic orientation of the samples before and after the deformation was tested using electron back-scattered diffraction (EBSD). Then, the crystallographic texture evolution was modeled with the parameters obtained by fitting a part of the experimental data. The crystallographic texture evolution of AA7075 under different levels of input parameters is studied and analyzed. Finally, the sensitivity of crystallographic orientation evolution to the process parameter is analyzed. The results indicate that these four input parameters have a significant impact on some crystallographic texture of the specimens. The proposed model is instructive in the future investigation of micromachining and microstructure evolution.
Keywords: hot deformation, crystallographic texture, mechanical load, thermal load, EBSD
INTRODUCTION
Aluminum is the most abundant metal material in the Earth’s crust. It is easy to process and has high corrosion resistance, electrical conductivity, and thermal conductivity. Alloying aluminum with other elements can obtain better mechanical properties. Alloy aluminum 7075 (AA7075) is used as the main structural material for aviation applications and has been the first choice for the aircraft industry for decades (Yasakau et al., 2014). AA7075, which has high strength-to-density ratio, high ductility, light weight, corrosion resistance, and superior mechanical properties, is widely used in the automotive and aerospace industries (Puchicabrera et al., 2006).
The microstructure of the material includes grain orientation, grain size, dislocation density, and phase transition. During micromachining, the quality of the workpiece will be affected by the microstructure of the workpiece material (Wu et al., 2019). The machining surface quality has an important impact on the performance of the part, and many scholars have done some research around the machining surface quality (Ding et al., 2021). Guo et al. (2021) proposed a new surface roughness prediction system with good prediction performance, which has certain feasibility and practicality. Li et al. (2021) found that grinding assisted by graphene oxide coolant could improve the surface quality of grinding. The influence mechanism of surface generation and the generation mechanism of residual stress in the grinding process have attracted the attention of many researchers (Li et al., 2019; Ding et al., 2020; Sun et al., 2021; Xiao et al., 2021). For the surface quality requirements of precision machining of complex parts, robotic grinding is also used as a method to control the surface integrity (Lv et al., 2020; Xie et al., 2020; Zhu et al., 2020). The grain orientation is a key parameter in the analysis of the microstructure effect. The study of the evolution of the grain orientation during processing is of great significance for obtaining better machining quality.
The importance of texture in materials science stems from “anisotropy”. The properties of single crystals such as mechanical, thermal, magnetic, optical, and chemical can be very different in different crystallographic directions. For example, rotation of the axis of loading can result in a 15% increase in the Young’s modulus of commercial pure aluminum from 63 to 72 GPa. Simoneau et al. (2007) through the orthogonal micromachining of normalized AISI 1045 steel and refined AISI 1045 steel found that the small grain size will reduce the maximum plastic strain during chip formation. If the orientation of the grain boundary is not parallel to the shear surface, it can reduce the size of the pits on the processed surface. Cho et al. (2004) studied the effect of initial crystallographic orientation on the microstructure evolution of Ni-30 Fe alloy and found that the development of the deformed microstructure will be affected to a certain extent by the initial grains. Wu et al. (2015) found through copper microcutting experiments that the grain orientation has a great influence on the cutting force and the formation of burrs. The movement direction of the dislocation is obliquely forward of the cutting direction, which is beneficial to reduce the cutting force and the formation of burrs. Lin and Shiu (2016) used molecular dynamics methods to study the nanogrooving of single-crystal copper, and the results showed that the grain orientation has a significant effect on the cutting force and groove morphology. As a typical micro-part processing technology, microgrinding will be significantly influenced by the microstructure effect of the workpiece material. Min et al. (2006) used the tool at different angles relative to the workpiece direction to micro grind face centered cubic (FCC) single crystal materials and found that due to different crystal grain orientations, the activated slip system is different, which will have a significant effect on the surface and edges. Zhao et al. (2021) found that the grain orientation has a significant effect on the residual stress of microgrinding. Aicheler (2010) found that [111] surface grains produced much greater damage and roughness than the oriented surface grains in [100] through surface thermal fatigue experiments of polycrystalline copper. This is because the grains of the two orientations of <111> and <100> had different evolution during the thermal fatigue test of polycrystalline copper, and the surface with a grain orientation of <111> was severely deformed, while the surface with a grain orientation of <100> remained almost unchanged (Aicheler et al., 2011).
The texture evolution of aluminum alloys is mainly caused by the rotation of the operating slip system towards the direction of the applied external force. Also, twinning is considered to contribute to the texture evolution of AA7075 (Tabei 2015). Zhang and Li (2008) studied the grain orientation evolution of extruded magnesium alloy AZ31B sheets under uniaxial stretching at room temperature and found that the twin behavior is also different due to different initial orientations of the grains. Fang et al. (2011) carried out tensile tests on high manganese TWIP steel at different temperatures and found that temperature has a certain effect on the grain orientation evolution and twinning. Chen et al. (2018) studied the effect of strain rate and temperature caused by friction during high-speed sliding on the evolution of copper microstructure, and the results showed that the deformation is dominated by dislocation movement and twinning at lower or higher strain rates. Peng et al. (2018) conducted a uniaxial tensile test on a pure copper sample. In the experiment, with the increase of strain, the crystal grains with orientation <110> gradually rotated to the <111> orientation, and finally found that there were three main grain orientations. The ratio of <111> oriented grains increased significantly, the ratio of <110> oriented grains decreased significantly, and the ratio of <100> oriented grains hardly changed. Sun et al. (2019) studied the Cu-Sn low-temperature TLP-bonding solder joints and observed the grain orientation of the samples at 235, 250, and 265°C reflow and found that [image: image] and [image: image] grains showed the preferential orientations of [001] and [100]. Parajuli et al. (2018) found that after annealing the gold film along the <111> direction, the grain orientation changed significantly. The proportion of <111> oriented grains increased from 50 to 70% because <111> is the preferred orientation of the gold film under certain conditions.
Zhang et al. (2018) conducted stress fracture experiments on Waspaloy alloy and found that the grain orientation evolution behavior is related to the initial grain size of the sample. Zhang et al. (2021) conducted cold rolling experiments on ultra-thin grain-oriented silicon steel and found that changing the shear distribution during the rolling process would change the evolution of grain orientation. Wang et al. (2021) combined the VPSC model and the finite element cutting simulation model to study the texture changes during Ti-6Al-4V processing and found that the slip system plays an important role in the formation of shear texture. Gong et al. (2017) studied the effect of microgrinding parameters on the ground surface and microstructure through a nickel-based single-crystal superalloy microgrinding experiment. Riyad et al. (2021) established a simulation framework based on multilevel crystal plasticity to study the texture evolution of Ti-6Al-4V in tension and compression. Tang et al. (2019) considered thermo-mechanical effects and established a viscoplastic self-consistent model based on dislocation density and introduced it into the hot extrusion process of magnesium alloy bars to analyze the changes in the microstructure. Roatta et al. (2021) used a polycrystalline plastic viscoplastic self-consistent (VPSC) model based on an affine linearization procedure to analyze the crystallographic texture evolution of Zn–Cu–Ti alloy sheets under simple shear and uniaxial tension.
Researchers concur that crystallographic texture evolutions are important microstructural evolutions occurring in the processing of materials. The above literature mentioned several experimental observations of the abovementioned phenomena. To the best of my belief, the predictive model of crystallographic texture evolution is not presented, which takes the effect of strain rate, strain, temperature, and temperature rate induced by the thermal-mechanical load in machining of different types of metals and alloys. This work focused on analytically modeling the crystallographic texture evolution in microgrinding of AA7075 and developed an empirical model considering the effect of the strain rate, strain, temperature, and temperature rate with the parameters obtained by fitting the experimental data.
CRYSTALLOGRAPHIC TEXTURE EVOLUTION MODELING
Representation of Crystallographic Texture
AA7075 is a FCC metal, and there is no phase transformation in the microgrinding process. The texture research of materials is mainly focused on microtexture analysis. Electron backscatter diffraction (EBSD) is the main tool for microtexture analysis.
Euler angles are about Cartesian axes of the rotation required, and it can be obtained in the desired direction from a reference direction. The work follows Bunge’s notation; the Euler angles are represented by [image: image], Ф, and [image: image]. The definition of Bunge’s notation is shown in Figure 1. In order to get to the desired orientation, [image: image] is rotated around the z axis. Ф is rotated around the x axis that has already been rotated, as shown by [image: image] in Figure 1. [image: image] is the rotation about the [image: image] axis (the z axis after the first two rotations).
[image: Figure 1]FIGURE 1 | Schematic illustration of Euler angles defined by Bunge’s notation.
Each crystallite’s orientation coordinates are called the “crystal” frame. In Bunge’s notation of Euler angles, the range of [image: image] and [image: image] is [0, 2π] while the range of Ф is [0, π].
Modeling of Crystallographic Texture Evolution
Experimental results show that twinning is mostly suppressed in FCC metals such as aluminum, and the major mechanism of inelastic deformation is slip (Barlat et al., 1997). The reason for the change of the crystallographic orientation in slip deformation is explained by Schmid’s law (Schmid and Boas 1950). From the perspective of thermodynamics, the direction of the normal slip plane (n) of the crystal should be consistent with the direction of the externally applied load(s). The activation of any slip system requires that the shear stress acting on the slip system to reach a critical value, the so-called “critical resolved shear stress” or [image: image]. Eshelby proposed the strain and rotation fields in the ellipsoidal grain (Eshelby 1957). Therefore, the rotation of each grain can be determined. Following that, “self-consistent” approaches were introduced to solve the crystal plasticity problem (Hutchinson 1970). The spin (rotation rate) [image: image] of the crystal explains that the crystallographic texture evolution can be found using the following formula:
[image: image]
where S is the fourth-order Eshelby tensor that is only a function of the shape of the ellipsoid particle, and ∏ is the skew-symmetric fourth-order Eshelby tensor (Eshelby 1957). [image: image] is the strain rate in the crystal; the overline denotes the value of the medium. The self-consistent approach leads to the following (Molinari et al., 1987):
[image: image]
where [image: image] is the secant modulus associated with the rate.
Feng et al. (2018) used the modified Johnson–Cook flow stress law to calculate the cutting and plowing forces considering the grain size and proposed an analytical model for predicting the milling temperature of Inconel 718 considering the effect of dynamic recrystallization. In this study, we consider only the effect of grain orientation. In this process, the hardening behavior of the material is taken into account and is used to update [image: image]. The Johnson–Cook model can be used to obtain the constitutive behavior of AA7075 at each temperature.
[image: image]
where A, B, C, m, n, and [image: image] are material constants, ε is the plastic strain, [image: image] is the plastic strain rate, [image: image] is the workpiece temperature, [image: image] is the ambient temperature, and [image: image] is the material melting temperature. The values of Johnson–Cook model parameters are from Flores-Johnson et al. (2014) in Table1.
TABLE 1 | Johnson–Cook model parameters for Al Alloy 7075.
[image: Table 1]From the theoretical analysis, it is captured that crystallographic texture evolution is related to the strain rate, strain, temperature, and temperature rate. Therefore, the empirical model can be expressed as follows:
[image: image]
For polycrystalline material, crystallographic texture is represented by COs and the corresponding orientation distribution functions (ODFs). Crystallographic texture evolution can be represented by the ODF variation of main COs, as follows:
[image: image]
where [image: image] is the constant and exponents.
To convert the nonlinear model to a linear model, logarithmic transformation is used.
[image: image]
For model simplification, Eq. (6) can be given as follows:
[image: image]
where y is logarithmic transformations of the measured surface roughness, and [image: image] and [image: image] are temperature, temperature rate, strain rate, and strain on a logarithmic scale, respectively; [image: image] etc., are coefficients to be estimated by the least squares method, and δ is the randomly distributed error terms.
EXPERIMENTS METHOD
Hot Compression Test
In the research process, AA7075 is used as the experimental material. The dimension of samples is a diameter of 8 mm and the height of 12 mm as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Samples before and after the hot compression test.
In order to simulate the microgrinding process and study the flow behavior and crystallographic texture evolution of AA7075, the isothermal compression test was carried out on the G1eeble-3800 thermo-mechanical simulator as shown in Figure 3, and each parameter was set to 3 levels, respectively; the temperature was 350, 400, and 450°C, and the temperature rate was 1, 10, and 100°C/s; the strain rate was 0.01, 0.1, and 1 s-1, and the strain was 0.5, 0.6, and 0.7. The hot compression tests were designed according to the Taguchi method, as shown in Table 2.
[image: Figure 3]FIGURE 3 | G1eeble-3800 compression test setup.
TABLE 2 | Parameter details in the hot compression test.
[image: Table 2]The G1eeble-3800 thermo-mechanical simulator is composed of a computer control system, mechanical control system, and thermal control system, which can simulate various thermal-mechanical processes, such as thermal tension, thermal compression, and plane deformation. For the hot compression test, each sample was heated to the target temperature according to the respective set temperature rate in Table 1 and then held for 2 min, after which the specimens were compressed according to the respective corresponding strain rate and strain.
The details of the hot compression process are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Hot compression test procedure.
Microstructure Observation
To study the microstructure evolution during hot compression, the microstructure of the samples before and after the test was observed by EBSD. The surface of the compressed sample was polished before the EBSD examination. EBSD data were taken from the center of the polished surface. The samples were polished and tested as depicted in Figure 5.
[image: Figure 5]FIGURE 5 | Initial microstructure of AA7075.
RESULTS AND DISCUSSION
EBSD Measurement Result
Inverse pole diagrams (IPFs) of nine samples were obtained from EBSD, as shown in Figure 6, which can be used as a qualitative description of microtexture.
[image: Figure 6]FIGURE 6 | Inverse pole figures of AA7075.
The COs and the corresponding distributions of the nine samples were analyzed by TSL OIM Data Collection 5 software and depicted by the OIM micrographs, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | The COs and the corresponding distributions.
The ODF is a preferred orientation representation of the three-dimensional spatial distribution of a crystal and represents the odds of a particular crystal orientation defined by the Euler angles. The COs and the corresponding ODFs of the nine samples were obtained by EBSD tests. The top 11 ODFs and COs are listed in Table 3.
TABLE 3 | The COs and the corresponding ODFs of specimens.
[image: Table 3]For comparing the variance of microtexture intuitively, the ODFs of nine specimens are described in Figure 8.
[image: Figure 8]FIGURE 8 | The ODF of specimens after hot deformation.
Form Figure 8, it is found that the ODFs of specimens are completely different, which indicates that crystallographic texture evolution is conspicuous.
The Linear Regression Analysis
In the research process, the crystallographic texture evolution is represented by the main COs evolution of specimens. To determine the main COs, the calculated method was developed. In the method, the ODF variation of each CO is obtained by calculating the difference value between the specimens before and after hot deformation. Then, the sum for ODF variation of each CO was calculated, and the top three variations represent COs evolution. The ODF variation of each specimen is listed in Table 4.
TABLE 4 | The ODF variation of each specimen.
[image: Table 4]It is found that the top three COs are (270.0, 35.3, and 45.0), (35.3, 90.0, and 45.0), and (270.0, 25.2, and 45.0). To connect the crystallographic texture evolution to the process parameters of hot deformation intuitively, the process parameters and ODF variation of the top three COs are listed in Table 5.
TABLE 5 | The process parameters and ODF variation of the top three COs.
[image: Table 5]The coefficients of the three CO evolutions are determined by fitting predictions with 9 groups of experimental data, with the R-squares of 0.8460, 0.9575, and 0.7064, respectively.
[image: image]
Sensitive Analysis
The sensitivity analysis of crystallographic orientation evolution to the parameters of the hot deformation process was carried out to investigate the significance of input parameters. Four input parameters were selected for sensitivity analysis, including temperature, temperature rate, strain rate, and strain. The influence of each main input on the three crystallographic orientations (270.0, 35.3, 45.0), (35.3, 90.0, 45.0), and (270.0, 25.2, 45.0) was shown in Figure 9.
[image: Figure 9]FIGURE 9 | Sensitivity analysis of the main effects on (A) (270.0, 35.3, 45.0), (B) (35.3, 90.0, 45.0), and (C) (270.0, 25.2, 45.0) orientations.
The results show that the process parameters have a greater impact on the crystallographic orientation evolution within the scope of the experimental exploration. The three crystallographic orientations (270.0, 35.3, 45.0), (35.3, 90.0, 45.0), and (270.0, 25.2, 45.0) have negative correlation with temperature, temperature rate, and strain. The grain orientations of (270.0, 35.3, 45.0) and (35.3, 90.0, 45.0) also show negative correlation with the strain rate, while grain orientations of (270.0, 25.2, and 45.0) are positively correlated with the strain rate. Therefore, to obtain the two crystallographic orientations (270.0, 35.3, 45.0) and (35.3, 90.0, 45.0), lower temperature, temperature rate, strain rate, and the strain are required. To obtain crystallographic orientation of (270.0, 25.2, 45.0), low temperature, small temperature rate, small strain, and large strain rate are required. At the same time, it can be seen that the effect of temperature on the evolution of grain orientation is almost linear, and as the strain rate increases, the rate of grain orientation evolution slows down.
CONCLUSION
This article mainly studies the crystallographic orientation evolution of Al alloy 7075 under mechanical and thermal loads. The Taguchi method was used to conduct hot compression tests on Al alloy 7075 samples at different temperatures, temperature rates, strains, and strain rates, and the COs and the corresponding ODFs are measured by the EBSD tests. The crystallographic texture evolution was modeled using the parameters obtained by the fitting part of the experimental data. The model linked the crystallographic texture evolution with the hot deformation process parameters to study the crystallographic texture evolution of Al Alloy 7075 under force-thermal loading. The following conclusions are drawn from this study:
1) The surface of Al Alloy 7075 sample had different crystallographic texture evolutions under the hot compression test with four different levels of parameter combination.
2) For the top three crystallographic orientations of the ODF variation, with the increase of temperature, temperature rate, strain rate, and strain, the grain orientations of (270.0, 35.3, 45.0) and (35.3, 90.0, 45.0) decrease, and oriented grains of (270.0, 25.2, 45.0) decrease with the increase of temperature, temperature rate, and strain, but there is a positive correlation with the strain rate.
3) The effect of temperature on the evolution of grain orientation is almost linear, and as the strain rate increases, the rate of grain orientation evolution slows down.
4) The thermo-mechanical load in micromachining is closely related to the process parameters. This study will be instructive for the crystallographic texture evolution in micromachining. This paper focuses on crystallographic orientation evolution under the thermo-mechanical load, and it is important to examine the evolution of other material microstructures evolution such as grain size and recrystallization in future studies.
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Machine parts made of nickel-based alloys usually work in high-temperature service environments such as aircraft turbines. The mechanical properties and antioxidant properties of materials tend to be reduced at high temperatures. Therefore, it is of great practical significance to reveal the wear mechanisms of materials at different temperatures. In the present investigation, the tribological behaviour of an Inconel 718 superalloy at different temperatures was investigated. First, the coefficient of friction curves obtained under different test conditions were analysed in detail to illustrate the dynamic change process of friction at high temperature. Next, the morphology of the wear surface, surface morphology of friction pairs and material transfer during friction were analysed via scanning electron microscopy 3D morphology and energy dispersive spectroscopy measurements to reveal the wear mechanisms of materials in a high-temperature environment. Finally, the microstructure of the cross section of the wear tracks was analysed by using optical microscopy electron back-scattered diffraction etc., to clarify the mechanisms of crack initiation and material removal. The results show that the friction properties of the Inconel 718 superalloy have differences at different test temperatures. Although increasing the test temperature does not necessarily aggravate the wear of the material, the oxidation of the wear surface during the friction process significantly increases. In addition, when the contact load increases, the thickness of the oxide layer and wear of the material simultaneously increase.
Keywords: Inconel 718 superalloy, friction behaviours, wear mechanism, elevated temperature, EBSD
INTRODUCTION
High-temperature alloys are materials with excellent strength, creep resistance and fatigue resistance at working temperatures above 600°C (Reed, 2008). A nickel-based superalloy is a preferred material with excellent mechanical capability and mechanical performance when it needs long service in harsh environments such as high-temperature and high-pressure situations (Pollock and Tin, 2006; González-Fernández et al., 2012; Zheng et al., 2012). However, because the material has long been serving under high temperature and harsh conditions, the actual service life of components is much lower than the design life in practical engineering applications (Mazur et al., 2005; Vardar and Ekerim, 2007). In addition, the material surface damage caused by friction, especially the wear damage under high temperature conditions, causes the early failure of components (Laguna-Camacho et al., 2016). The early fracture and failure of these components seriously restrict the service safety of the equipment. For example, when an aero engine serves in a high-temperature environment for a long time, the turbine and blades of the engine are prone to damage due to fretting wear and fretting fatigue (Lavella and Botto, 2019). Thus, accidents and exposed hidden dangers can hinder passenger safety and the development of the national economy. Therefore, it has great practical significance to reveal the wear mechanisms of materials at different temperatures. In previous studies, many researchers have investigated the mechanical properties of nickel-based superalloys, e.g., the influence of high temperature on the microstructure of materials (Lu et al., 2013; Deng et al., 2015; An et al., 2019; Gao et al., 2019). Liu (Lu et al., 2013) studied the microstructure, tension and stress rupture properties of GH4169 superalloys after long-term thermal exposure. These authors found that the tensile strength at room temperature and 650°C slowly decreased and the stress rupture life remarkably decreased with increasing thermal exposure time. An (An et al., 2019) investigated the evolution of the microstructures and properties of a GH4169 superalloy during high-temperature processing. These researchers found that superalloys decreased the tensile strength and yield strength and increased the ductility with increasing temperature and time. Due to strengthening, precipitates such as the γ′ and γ″ phases in the grains and carbides in the grain boundaries gradually dissolve in the matrix. Other researchers have studied the fatigue and mechanical properties of superalloys from the viewpoint of high-temperature creep (Lund and Nix, 1976; Yeh et al., 2011; Chen et al., 2016; Long et al., 2019). Chen et al. (2016) studied the low cycle fatigue and creep-fatigue interaction behaviour of the nickel-base superalloy GH4169 at an elevated temperature of 650°C. They concluded that creep and oxidation at high temperatures greatly affected the fatigue life, especially for long holding periods. The effect of temperature on the wear mechanism of materials is also a focus of researchers (Günen, 2020; Li et al., 2020; Döleker et al., 2021). Zhen (Döleker et al., 2021) studied the influence of the test temperature on the tribological properties of nickel-based alloys. Through observation and analysis, the mechanism of friction wear was discussed. These scholars found that the composite had a good lubrication effect in a wide temperature range of 25–800°C. Ali Günen (2020) used a ball-on-disk tribometer under dry sliding conditions at temperatures of 25°C, 400°C, and 750°C, and the high-temperature dry sliding wear mechanism of Inconel 718 was investigated. These investigators thought that two-body abrasion was the effective wear mechanism in the superalloy, and the wear increased when the temperature increased. However, fewer researchers have investigated the effects of temperature on its wear mechanism from the viewpoint of microstructural evolution.
Inconel 718 is a precipitation-reinforced superalloy (Li et al., 2019) that is widely used in aerospace applications, the nuclear power industry and national defence technology due to its good high-temperature structural stability, oxidation resistance, and excellent fatigue and creep resistance (Chen et al., 2015; Lin et al., 2015). Therefore, the microstructure evolution was examined to explore the effect of temperature on the wear properties of the Inconel 718 superalloy. This approach can effectively reveal the wear mechanism of materials in different temperature environments and ultimately provide scientific guidance to improve their service life at high temperatures.
MATERIAL AND METHODS
In the present study, the blades of assembled turbines are often coated with ceramic coatings. The primary chemical compositions of the Inconel 718 superalloy are listed in Table 1. The chemical compositions of the material are within the standard. The metallurgical structure of the material is shown in Figure 1. The preparation of test materials and the test methods are described in Ref. (Xu et al., 2021). Namely, the high-temperature friction tests were examined on a rotating tribo-tester system (Bruker, UMT-TriboLab, United States) via a ball-to-plate contact mode. The testing device are shown in Figure 2A. By rotating the disk, motion between friction pairs can be realized. Friction tests were conducted for 15 min at test temperatures of 500°C and 700°C. A high-temperature friction test schematic diagram is shown in Figure 2B. The Inconel 718 superalloy specimen included a round plate with a diameter and height of Φ20 and 5 mm, respectively. A Si3N4 ball with a diameter of 9 mm was selected. In the tests, the wear track diameter is Φ10 mm. The rate of rotation (ω) was selected to be 200 rpm. The normal loads were selected to be 3 and 5 N, which corresponded to maximum contact stresses of 801 and 950 MPa, respectively.
TABLE 1 | The primary chemical compositions of Inconel 718 (wt%).
[image: Table 1][image: Figure 1]FIGURE 1 | Metallurgical structure of Inconel718: (A) 100X; (B) 500X.
[image: Figure 2]FIGURE 2 | Testing device: (A) UMT-TriboLab; (B) schematic diagram.
RESULTS AND DISCUSSION
Tribological Behaviours
In the high-temperature friction test, the coefficient of friction (COF) curve during the test was recorded in real time. An analysis of the value and change in COF can reveal the mechanism of friction and wear. The COF curves under different test conditions are shown in Figure 3. From Figure 3A, the COF curve progresses through three typical stages: 1) In the initial stage, the COF curve sharply rises. With the beginning of the high-temperature friction test, the contact pair is in direct contact with the matrix, and the typical two-body contact causes a sharp increase in friction coefficient. 2) In the decreasing stage, when the test continues, the oxidized debris produced by friction and wear enters the contact zone. The two-body contact model becomes a typical three-body contact model. The oxidized debris plays the role of lubrication and effectively improves the state of dry friction. Thus, the COF slowly decreases. 3) In the stabilization stage, the COF value is stable, and the friction experiment enters a stable period. Figure 3A also shows that the COF curve requires a shorter time to enter the stabilization stage at 700°C. A possible reason is that compared with those at 500°C, the mechanical properties of the material were reduced, and it was easier to yield at 700°C. In other words, it was easier to produce oxidized debris in the process of friction and wear when the material became soft. Therefore, the friction experiment can more quickly transition from the second stage to the third stage. Combined with Figures 3(A,B) , the average COF in the friction process is lower when the temperature is higher. This phenomenon occurred in the friction tests regardless of the normal load at 3 and 5 N. In addition, at the same temperature, a high normal load, which corresponded to a lower average COF, was observed. These phenomena will be discussed in the analysis of surface wear tracks. Further analysis will be combined with the COF and evolution of surface wear to reveal the wear mechanism of the 718 alloy at different temperatures.
[image: Figure 3]FIGURE 3 | The coefficient of frictional curves and average friction coefficient under different conditions during the tribological tests: (A) coefficient of friction curves; (B) average friction coefficient.
Analysis of Worn Surfaces
After the high-temperature friction experiments, the morphology and 3D profile of the wear surface are shown in Figure 4. The wear surface of the Inconel 718 alloy at 500°C was more irregular than that at 700°C. However, under identical test temperature conditions, the wear of the material increased with increasing normal load. By more intuitively comparing the wear tracks under different conditions, Figure 5 shows the 2D profile of the wear surface. As shown in Figure 5, both depth and width of the wear tracks were larger at 500°C than at 700°C under identical normal load conditions. Thus, the wear of the material is more serious at 500°C. Combined with the results of Figure 4 and Figure 5, the damage states of the wear surface at the two temperatures were not identical. At 500°C, the main worn mechanisms were abrasive wear, stripping and oxidative wear. At 700°C, there was mainly adhesive wear, oxidative wear and thermal creep of the materials. Therefore, the wear was more serious, and the wear tracks were more irregular when the temperature was 500°C.
[image: Figure 4]FIGURE 4 | 3D morphology and 2D profile of worm surface: (A), (a1):Fn = 3N, T = 500°C; (B), (b1): Fn = 3N, T = 700°C; (C), (c1): Fn = 5N, T = 500°C; (D), (d1): Fn = 5N, T = 700°C.
[image: Figure 5]FIGURE 5 | 2D profile of worn surface.
To reveal the wear mechanisms, after the friction test, the worn surface was observed by scanning electron microscopy (SEM), as shown in Figure 6. In Figures 6A,B, the wear surface of the specimens was irregular at 500°C. The wear damage of tracks was also uneven. As shown in Figure 6(A-1) and Figure 6(B-1), some areas have severe spalling, and other areas show the characteristics of abrasive wear. Figure 6(A-1) also presents the characteristics of adhesive wear. Therefore, with an increase in normal load from 3 to 5 N, the adhesive wear in the wear mechanism is more obvious.
[image: Figure 6]FIGURE 6 | SEM picture of worn surface: (A): Fn = 3N, T = 500°C; (B): Fn = 5N, T = 500°C; (C): Fn = 3N, T = 700°C; (D): Fn = 5N, T = 700°C.
The energy dispersive spectroscopy (EDS) testing results in Figure 6A show that O was present on the surface, as shown in Figure 6E. This result indicates that oxidation wear occurred during friction, and the peeling debris was oxidized. However, the width of the wear tracks decreased but was more well distributed at 700°C. The wear surface also exhibited abrasive wear, but the main wear mechanism was adhesive wear. The EDS testing results showed that the oxidation reaction also occurred on the worn surface, as shown in Figure 6F. Moreover, the surface of the material shows high-temperature creep under the action of a contact load. Comparing the two-dimensional depth in Figure 5, the depth of the wear marks is deeper at 500°C than that under identical conditions at 700°C. The main reason for this difference may be temperature. The hardness of the material decreases at 700°C compared to that at 500°C. The softer material has better plastic deformation, and it is more difficult to produce cracks and surface peeling during friction. Moreover, the abrasive wear of the material is more serious at 500°C, which leads to an increase in wear. As a result, when the friction test was conducted at 700°C, the wear of the material slowed compared to that at 500°C. The EDS test results show that Si was found at the wear surface at both temperatures, which indicates material transfer between the sample and the friction pairs. A further analysis of the material transfer will be presented in the next section.
Figure 7 shows the wear morphology of the friction pairs under different test conditions. Due to the point contact mode between the friction pairs and the test sample, the wear spot of the friction ball presents an irregular ellipse. As shown in Figure 7, the morphology of the wear spot is typical of dry friction. Thus, there is an obvious phenomenon of material transfer on the surface. Accordingly, the EDS results also demonstrate that the alloy material was transferred to the surface of the friction pairs during the friction process. In addition, the results show that the normal load has no obvious effect on the size of the wear spot. However, the temperature directly affects the wear spot size of the friction ball. At 500°C, there is a larger area of wear spot for the friction pairs. However, the material transfer in the wear spot is more dispersed. This is not like a phenomenon of bulk accumulation at 700°C. The main reason is that the hardness of the matrix material at 500°C is high. The main wear mechanism is abrasive wear. Abrasive wear leads to the dispersion of minute wear debris. At 700°C, the matrix material becomes soft. The abrasion wear decreases with increasing adhesion wear. Therefore, the morphology of wear spots mainly shows characteristics of adhesion wear.
[image: Figure 7]FIGURE 7 | SEM images and EDS analysis of the wear scars on the counterpart Si3N4 ball under different conditions: (A): 3N, 500°C; (B): 5N, 500°C; (C): 3N, 700°C; (D): 5N, 700°C; (E) (F): the element content map of EDS.
Analysis of the Cross Section
The analysis of the cross section of wear tracks mainly clarifies the microstructure evolution and crack initiation mechanism during friction. At 500°C, the morphology of the cross section under different contact loads is shown in Figure 8. In Figures 8(A–D), the groove formed by wear can be found on the surface layer of the sample. Some cracks can also be found in the surface layer. The cracks were distributed at different depths on the surface layer of the sample, as shown in Figure 8C. The EDS tests were performed on different depth surface layers of the sample in Figure 8(C), which shows that the presence of O elements was detected in the surface layer that formed the crack. Thus, it can be speculated that the crack layer is an oxide layer that formed on the sample surface during high-temperature friction. The metallurgical structure of the cross section was prepared using a corrosion solution (copper sulfate pentahydrate + hydrochloric acid + alcohol), as shown in Figures 8B,D. The metallurgical image results verified the previous calculation that the sample surface contained an oxide layer. The surface of the material was subjected to the combined action of the normal stress and friction shear stress, which initiated and propagated microcracks. Simultaneously, oxidation of the sample surface occurred due to the high temperature and dry friction action. When the cracks propagated and connected with one another, the oxidation layer stripped the sample surface and eventually formed oxidation debris. The oxidation layer thickened with increasing normal loads. Thus, the thickness of the oxidation layer is affected by the normal loads. The high normal load acts on the sample surface and produces a higher contact stress and a deeper influence depth. The sample surface has a thicker oxidation layer.
[image: Figure 8]FIGURE 8 | SEM picture of the cross-section (T = 500°C): (A),(B) Fn = 3N; (C),(D) Fn = 5N; (E) eds-point.
These phenomena can also be found at 700°C. The difference is that the thickness of the oxidation layer significantly increases at higher temperatures, as shown in Figure 9, possibly because the rate of oxidation is faster on the material surface. Therefore, the material surface oxidation increases during the same friction time. Another reason is that the material becomes softer at 700°C than at 500°C, and the depth affected by the contact stress increases, which thickens the oxidation layer of the sample surface. The EDS map analysis results of the cross section are shown in Figure 9(E). The Ni, Fe, and Cr contents are higher in the matrix material. There is hardly any O present. However, a large amount of O can be found on the surface of the sample. This result validates the previous inference that oxide layers appeared on the surface.
[image: Figure 9]FIGURE 9 | SEM picture of the cross-section (T = 700°C): (A), (B) Fn = 3N; (C),(D) Fn = 5N; (E) eds-maps.
EBSD Analyses
The EBSD results of the cross section at different temperatures are shown in Figure 10 and Figure 11. Figure 10 shows the cross section of the wear track when the contact load Fn = 5 N and the test temperature is 500°C. Many grains are observed in Figure 10(A) with dislocation accumulation at the grain boundaries. Additionally, some twins were found in the grain. The appearance of twins indicates the stress concentration in the contact area. This result was mainly caused by the stress deformation of the material. Figure 10(B) shows that in the region of the cross section, high-angle grain boundaries (HAGBs) and angles greater than 10° (the yellow lines) dominate. Low-angle grain boundaries (LAGBs, with angles of 0–10°) form the subgrain boundaries by dislocation pile-up near the HAGBs. Geometrically necessary dislocations (GNDs) also confirm that dislocations accumulate near the grain boundaries. In Figure 10D, the GND value at the grain boundary is higher, especially at the location where the LAGB was formed. When the test temperature increases to 700°C, the EBSD result of the cross section is shown in Figure 11. Many dislocation cell structures were formed due to the generation and accumulation of dislocations, as seen in the subgrains in Figure 11A. The LAGB significantly increases at 500 °C, as shown in Figure 11B. Significant recrystallization occurs in the microstructure of the material at higher temperatures. The phenomena correspond to the previous results of wear analysis. Although the test temperature increases, the wear of the material does not increase. The main reason is that the material is softer at higher temperatures, so the material deforms more at identical contact loads. Finally, severe recrystallization occurs at 700°C. Thus, the recrystallization of the material is mainly affected by the temperature. The action of contact stress mainly produces twin crystals and dislocations. The dislocations accumulate near the HAGBs, forming LAGBs (subgrain boundaries). The properties change due to the formation of cell structures in the microstructures of the material. Finally, the material effectively reduces wear damage through deformation.
[image: Figure 10]FIGURE 10 | The EBSD results of cross section of worn surface at 500°C: (Fn = 5N: (A) (B) EBSD band contrast and phase map; (C) Inverse pole figure (IPF) map; (D) Geometrically necessary dislocation (GND) map).
[image: Figure 11]FIGURE 11 | The EBSD results of cross section of worn surface at 700°C.
(Fn = 5N:(a) (b) EBSD band contrast and phase map; (c) Inverse pole figure (IPF) map; 4) Geometrically necessary dislocation (GND) map;
CONCLUSION
In this study, the wear mechanisms and tribological behaviours of Inconel 718 against Si3N4 balls at different temperatures were investigated in detail. The conclusions are summarized as follows:
1. The wear mechanisms of the Inconel 718 superalloy materials are different at elevated temperatures. The wear mechanisms mainly include abrasive wear, oxidation wear and delamination wear at 500°C. However, the adhesive wear and oxidation wear became dominant in the wear mechanisms at 700°C. An oxide layer with a lubricating function appeared on the surface of the material under high-temperature conditions. Therefore, when the test temperature increases, the wear of the material decreases.
2. With increasing test temperature, the oxide layer significantly thickened. With increasing normal load, the oxide layer at identical test temperatures also thickened.
3. The microstructure of the material presents different changes under identical contact stress at different temperatures. At 500°C, the microstructure consists mainly of a twin structure and HAGBs. At 700°C, it mainly consists of the dislocation structure of LAGBs and dislocation cells.
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Dental health is closely related with people’s quality of life. Teeth are subject to different problems and risks over time. Therefore, studying the influence of age on mechanical properties of tooth enamel is of considerable importance. In this study, the collected human teeth were divided into four groups: deciduous (aged 6–12 years), juvenile permanent (aged 14–20 years), young adult permanent (aged 25–45 years), and older adult permanent (aged over 60 years) teeth. The mechanical properties of tooth enamel of all age groups were evaluated using a microhardness tester and laser confocal microscope. The results revealed that hardness of the deciduous teeth was much lower than that of permanent teeth. Hardness of young adult permanent teeth was the highest, followed by that of the older adult and juvenile permanent teeth. Deciduous teeth enamel had the highest fracture toughness, followed by that of young adult, juvenile, and older adult permanent teeth. The different chemical compositions and microstructures of enamel at different age groups resulted in the significant differences in mechanical properties. This research accords with the strategic requirement of improving peoples’ dental health, and its results are noteworthy in developing specific protocols for dental hygiene and clinical prevention.
Keywords: age, dental enamel, fracture toughness, mechanical propertie, biomaterials
INTRODUCTION
Teeth are among the most critical oral organs in the human body. In addition to cutting, biting, and chewing food to provide energy, they also ensure correct enunciation and good appearance. If the teeth do not develop or are not maintained properly, tooth loss due to decay occurs, which affects food intake and causes the lips and cheeks to lose support and sag, deforming the face. Thus, dental health is closely related to people’s quality of life.
The teeth are mainly constituted of dentine, with the outer layer comprising enamel (in the crown part) and cementum (in the root part). The enamel covers the outer layer of the crown and protects the inner dentine and pulp against damage from external loads. However, as an individual advances in age, the mechanical properties of enamel can change due to long-term exposure to the complex oral environment. Therefore, studying the influence of ageing on the mechanical properties of enamel for clinical treatment is of great importance.
Tooth enamel is the hardest mineralized substance in the human body. It has excellent mechanical properties and plays a key long-term role in the complex oral environment. Enamel is composed of 96–97% inorganic minerals and a small proportion of organic matter and water. The inorganic materials are mainly hydroxyapatite crystals but also contain a small amount of calcium fluoride and calcium phosphate (Robinson et al., 2000; Simmer and Hu, 2001; Beniash et al., 2009). Nanoscale hexagonal hydroxyapatite crystals are the basic constituent units of enamel. These long strips of hydroxyapatite particles are bonded with proteins to form the glaze column and interstitial glaze by employing numerous arrangements and orientations (He and Swain, 2008; Pan et al., 2008; Moradian-Oldak, 2012). The column is shaped like a keychain, and the hydroxyapatite particles that constitute the enamel pillar are arranged longitudinally, perpendicular to the enamel occlusal surface. The hydroxyapatite particles in the enamel interstitial region are deflected in orientation, which leads to a discontinuity of the enamel pillar and interstitium, thus forming a gap. This gap is called as enamel sheath and is rich in sheathlin known as ameloblastin and amelogenin (Zeichner-David et al., 1997). Moreover, the orientation of hydroxyapatite crystals on the occlusal surface and tooth enamel section differs as does the arrangement of inner and outer enamel, which results in a complex microscopic structure of tooth enamel and differences in the mechanical properties of tooth enamel at distinct positions (Cui and Ge, 2007; Shieh et al., 2011; Niu et al., 2017; Shen et al., 2020).
The mechanical properties and biological functions of enamel are not only attributed to its excellent structure but also to the effective combination of inorganic minerals and organic proteins. General materials will produce plastic damage close to atomic scale when impacted, thus showing very low fracture toughness (Li et al.,2022). According to the pull-shear chain model of proteins, under tensile stress, hard inorganic mineral crystals mainly bear tensile stress along the long axis, whereas soft organic protein layers mainly bear shear force (Ji and Gao, 2004). Tooth enamel wear entails the destruction of the interfacial protein bonds between hydroxyapatite crystals in nanofibers, which consumes considerable energy (Lei et al., 2020). Protein removal results in a reduction in fracture toughness of approximately 40% compared with a complete protein control. The loss of organic content reduces protein contribution to total fracture energy by more than 80%. This degradation manifests in the embrittlement of the unfractured bridging ligament and a subsequent reduction in fracture closure stress. Although the organic content of enamel is low, it is essential to enhance strength by promoting the formation of unbroken ligaments and enhancing enamel resilience (Yahyazadehfar and Dwayne, 2015). Concentrations of Mg and other minor ions on the surface of the microcrystalline layer (and adjacent media) also change systematically during the formation of human tooth enamel. This may affect the mineral phases and interactions of enamel matrix proteins and their degradation products with each other (Derocher et al., 2020). The water content in enamel can improve its fracture toughness and protect the surface from impact wear (Zheng et al., 2016). Compared with dehydrated enamel, hydrated enamel demonstrates superior wear resistance despite its lower hardness and higher coefficient of friction and sliding (Hua et al., 2019).
The mechanical properties of enamel, in addition to its microstructure and chemical composition, are also influenced by oral environmental factors such as pH and salivary lubrication (Galbany et al., 2014; Adhani, 2015; Antoine and Hillson, 2015).
After 1 min of adsorption in saliva, tooth enamel forms a dense protein membrane, which is the initial membrane of the tooth enamel surface and can effectively reduce tooth enamel wear (Zhang et al., 2013; Steiger-Ronay et al., 2020). The enamel wears more rapidly in citrate media than in artificial saliva. In conditions of citric acid erosion, the enamel surface forms a softened layer, and the enamel surface wear mechanism mainly manifests as adhesion peeling. The enamel surface is mainly ploughed and accompanied by peeling in the artificial saliva medium (Zheng et al., 2011). The hardness and elastic modulus of the enamel also decrease with pH (Barbour et al., 2010).
The oral environment as well as the microstructure and chemical components of the enamel change with age, which may lead to changes in their mechanical properties. However, most studies on the teeth of individuals from distinct age groups have focused on the correlation between age and dentine. Montoya et al., 2015 investigated the effects of age on dentine microstructure, hardness, and chemical composition, observing no significant difference in the tooth tube density or diameter, with the major difference exhibited in the occlusion rate of the dental tubule. Older dentine has a higher rate of dental tubule occlusion, thus leading to a higher mineral–collagen ratio. Thus, older dentine has higher hardness than younger dentine because of its higher mineral–collagen ratio. Mandra et al., 2020 discovered that the strength of the microshear bond between the dentine surface and composite resin adhesive decreased with age under different bonding systems, indicating a significant negative effect of ageing on the bonding strength of the dentine surface. Ryou et al. (2015) studied the effect of ageing on the mechanical properties of dentine, noting that the maximum bending stress and fracture energy of dentine decreased with age. The fracture toughness and fatigue strength of dentine in older adults was nearly 70% lower than in younger adults.
To date, few studies have investigated the age-related properties and the effects of age on enamel materials. Tooth and enamel rod sheath colours vary with age, and studies have revealed that the crystal gap and enamel rod sheath inhibit the reflection of lower dentin colour, with a tendency to scatter light from the surface to the deep layer. Young dental enamel rods are clear, but the number of crystal gaps and enamel rods decrease rapidly with age. The colour of the dentine is thus strongly reflected, resulting in a darker appearance (Miake et al., 2016). The thickness of enamel also begins to decrease from age 50 years onwards, and after 65 years, the amount of enamel is approximately one third less than that in younger people’s teeth (Carvalho and Lussi, 2017). These reports have not discussed the effect of age on the mechanical properties of enamel or fully analysed the changes in the mechanical properties of human enamel throughout its life cycle.
In the present study, the mechanical properties of human enamel throughout its life cycle were examined. In accordance with human enamel’s growth characteristics, its life cycle was divided into four parts: 1) the deciduous teeth group (aged 6–12 years), 2) juvenile permanent teeth group (aged 14–20 years), 3) young adult permanent teeth group (aged 25–45 years), and 4) older permanent teeth group (aged over 60 years). We investigated the mechanical properties of dental enamel at distinct ages. By using a microhardness tester and laser confocal scanning microscope and examining the Vickers hardness of the enamel surfaces at different ages, we studied the influence of age on enamel mechanical properties, providing strong support for further analysis of the connection between enamel microstructures and material performance.
MATERIAL AND METHODS
Sixteen molar teeth extracted from patients at Zhenjiang Stomatological Hospital were divided into deciduous teeth (aged 9–12 years), juvenile permanent teeth (aged 14–20 years), young adult permanent teeth (aged 25–45 years), and older adult permanent teeth (aged over 60 years) groups, with four teeth in each group. The collected teeth were soaked in deionised water and stored in a refrigerator at 4°C.
The dental inclusion criteria were as follows: 1) the teeth were third molars extracted due to orthodontics, periodontal disease, or trauma, or retained second deciduous molars and 2) crown was normal without caries. Written informed consent was obtained from all of the patients and their guardians.
For sample preparation, plaque and stones were first removed by sonication, and then the roots were partially removed (with the crown portion retained) using a handheld saw blade. Then, each sample was embedded in a soft plastic mould (25 mm × 18 mm) with resin, with the teeth occlusal surface faced downward. After solidification, the samples were polished successively with 400-, 800-, 1,500-, and 2,000-grit sandpapers in water cooling conditions and then polished successively with 5, 2.5, 1, and 0.5 μm water-soluble diamond polishing paste in water cooling conditions until the average surface roughness (Ra) was ≤0.1 μm. In order to reduce the influence of enamel thickness on the experimental results, the thickness of enamel polishing was controlled between 0.2 and 0.3 mm.
First, a microhardness tester (HVS-1000AT/EOS100B, China) was used to load each sample surface with different loads (0.1, 0.5, 1, 2, 5, and 10 N). The loading time for each load was 15 s and the ambient temperature was 25°C. Next, their Vickers hardness was measured based on the indentation morphology. At each load, 2 values were measured for each of the 16 samples, yielding a total of 192 values. Data relating to the same age group and load were averaged.
After the Vickers hardness measurement was completed, the indentation morphology of each sample was observed using a laser confocal scanning microscope (LCSM, XK-X1000, KEYENCE, Japan), and the indentation depth was measured. The process of measuring enamel indentation depth were depicted (see Figure 1).
[image: Figure 1]FIGURE 1 | Indentation depth measurement process of dental enamel. (A) Indentation topography; (B) Indentation depth measurement; (C) Indentation depth.
The crack length of each indentation was then measured (see Figure 2). The fracture toughness of the enamel was calculated using Eq. 1 (Rivera et al., 2013):
[image: image]
Where E is the elastic modulus of the enamel (with E = 7.27 × 1,010 Pa), HV is the Vickers hardness of the enamel, c is the average length of four cracks, F is the normal load, and L is the average length of the indentation diagonal. The Chinese units are all the basic units of the international unit system.
[image: Figure 2]FIGURE 2 | Indentation topography diagram.
Finally, the Ca and P elements in enamel of all ages were analyzed using X-ray energy spectrometer (Zeiss Crossbeam 540).
RESULTS
Vickers Hardness
As illustrated by Figure 3, the relationship curve of the enamel surface Vickers hardness varied with normal loading among the age groups. The results suggest that at the same load, the young adult permanent teeth group exhibited the highest Vickers hardness of tooth enamel, followed successively by the older adult permanent, juvenile permanent, and deciduous teeth groups. Although the vickers hardness of enamel in different age groups decreased with the increase of loading. But under the same load, the size relationship between them is still quite obvious. The results of microhardness test revealed that when the normal load was 0.1 N, the enamel hardness values (HV’s) of the young adult permanent, older permanent, juvenile permanent, and deciduous teeth were approximately 567, 548, 527, and 469, respectively. With an increase in the normal load, the Vickers hardness of the enamel of all four groups decreased. When the normal load was increased to 10 N, the Vickers HV’s of the young adult permanent, older permanent, juvenile permanent, and deciduous tooth enamel decreased to approximately 330, 327, 323, and 313, respectively, (see Figure 3). In addition, as depicted in Figure 3, Nonetheless, the Vickers hardness of enamel of the permanent teeth of all ages did not differ markedly, whereas that of the deciduous tooth enamel was substantially lower than that of the permanent tooth enamel (of all ages). Therefore, from the perspective of Vickers hardness, the mechanical properties of the tooth enamel materials of different age groups differ considerably.
[image: Figure 3]FIGURE 3 | Detection of hardness–load curves of tooth enamel at different age.
Depth of the Indentation
Figures 4, 5 present and compare the tooth enamel indentation depth for each age group at a load of 5 N. The depth of enamel indentation was the highest in the deciduous teeth group, followed by the juvenile, older adult, and young adult permanent teeth groups (in that order). From the Angle of indentation depth, there are significant differences in the compressive ability of enamel materials in different ages.
[image: Figure 4]FIGURE 4 | Comparisons of mean indentation depth of tooth enamel at different age at a load of 5 N.
[image: Figure 5]FIGURE 5 | Detection of indentation depth of tooth enamel at different age at a load of 5 N.
Fracture Toughness
As illustrated in Figure 6, the enamel surface indentation topography with a load of 5 N varies by age group, with the shortest crack propagation observed in the enamel of the young adult permanent teeth, followed successively by that of the juvenile permanent, deciduous, and older adult permanent teeth. Table 1 shows the mean crack propagation length of enamel indentation at different ages.
[image: Figure 6]FIGURE 6 | Topography of the enamel surface of different age groups at a load of 5 N. (A) Deciduous teeth group. (B) Juvenile permanent teeth group. (C) Young adult permanent teeth group. (D) Older adult permanent teeth group.
TABLE 1 | The mean crack propagation length of enamel indentation at different ages.
[image: Table 1]Figure 7 displays the relationship curves of enamel fracture toughness and normal load, which varied among the age groups. Within the test range (0.1–10 N), the fracture toughness of the enamel in all age groups presented a trend of increase with an increase in load. The fracture toughness values for the enamel in the older adult permanent, juvenile permanent, young adult permanent, and deciduous teeth were 0.457–0.597, 0.489–0.612, 0.507–0.643, and 0.526–0.682 MPa m0.5 (see Figure 7), respectively. Thus, the enamel surface fracture toughness values were the lowest in the older adult permanent teeth group, followed by the juvenile permanent, young adult permanent, and deciduous teeth groups.
[image: Figure 7]FIGURE 7 | Detection of fracture toughness–load curves of different age groups’ tooth enamel.
Surface Topography
As illustrated in Figure 8, the surface topography of enamel changes with age. Compared with permanent teeth, the diameter of enamel rod of deciduous teeth is smaller and the arrangement is relatively scattered. The inter rod enamel of deciduous teeth is much wider. Water and protein are mainly stored in the inter rod enamel, so deciduous teeth have a lower hardness. The diameter of enamel rod of Juvenile permanent teeth is a litter smaller than young adult permanent teeth, they showed a more regular round shape. As the number of chewing increases, the enamel rod of older adult permanent teeth is flattened into an oval shape.
[image: Figure 8]FIGURE 8 | LCSM topography of enamel surface of different age groups after slight acid etching. (A) Deciduous teeth group. (B) Juvenile permanent teeth group. (C) Young adult permanent teeth group. (D) Older adult permanent teeth group.
EDS Results
Table 2 shows the Ca/P values of enamel surfaces at different ages. And what we can see is, we can see that the young adult group has the highest Ca/P, followed by the older adult permanent, juvenile permanent, and deciduous teeth groups. This is consistent with the law of Vickers hardness in different age groups.
TABLE 2 | Ca/P values of enamel surface at different ages.
[image: Table 2]DISCUSSION
Studying the mechanical properties of tooth enamel is a crucial scientific venture. Due to the complex microstructure of tooth enamel and substantial limitations of quasistatic and dynamic testing methods, the use of the traditional indentation method is feasible (Xu et al., 2017). Microhardness testing indicated that at the same load, the Vickers hardness of the deciduous teeth was much lower than that of the permanent teeth. Although differences in Vickers hardness among the three age-based permanent teeth groups was not as obvious as that between the deciduous and permanent teeth, increasing age also altered the Vickers hardness in permanent teeth. This was possibly because of the lower enamel thickness, lower mineralisation, and higher organic content of deciduous teeth than of permanent teeth, which leads to the lower Vickers hardness in deciduous tooth enamel than in permanent tooth enamel. After an individual initially develops permanent teeth, the degree of mineralisation of the teeth increases as they grow. Zaichick and Zaichick, 2016 observed that the content of Ca, Cl, K, Mg and P in the teeth of people aged 25–35 years were the highest, and the content decreased with increasing age. In addition, the content of the minerals Ca and P in enamel determined changes in enamel hardness (Qiu et al., 2003; Zajcev et al., 2003). We noted that the changes in the Vickers hardness of enamel across ages coincide with the changes in Ca/P.
Fracture toughness is a measure of a material’s ability to resist crack propagation. For many ceramics, it depends on the phase composition as well as microstructure (e.g., crystal size and shape, distribution of glass and secondary crystal phases, closed porosity) (Medvedovski, 2001). The distinct chemical compositions and microstructures of tooth enamel at different ages also contribute to the differences in fracture toughness. Studies have revealed that when tooth enamel is subjected to an external load, the protein undergoes shear deformation (Li and Swain, 2007), and the enamel dissipates energy during chewing through this protein microdamage behaviour, thus increasing the toughness of the tooth enamel. Proteins are essential for the development of nanobridged ligaments, and their mechanisms include crack deflection, branching, and mineralised crack bridges. Removal of protein reduces the fracture toughness of the longitudinal and transverse directions of crack growth by approximately 40% (Yahyazadehfar and Dwayne, 2015). The protein content of the enamel in mature deciduous teeth was also noted to be nearly twice that in permanent teeth (Chen et al., 1988). The fracture toughness of deciduous tooth enamel is much higher than that of permanent tooth enamel, which may be related to the substantial difference in protein content between deciduous and permanent tooth enamel. At the same time, the protein content of permanent teeth of different ages is not different, but with the increase of age, the mineralization degree of enamel of permanent teeth is deepening, and the enamel column keeps growing, the enamel glaze column is arranged more closely. The microporous structure of the enamel is greatly reduced in young adults, it could promote the constant fang enamel fracture toughness increases in young adults. The enamel of older adult permanent teeth is exposed to the complex oral environment for a long time. Over time, a large amount of fluoride ions in the oral cavity erodes the hydroxyapatite crystals on the surface of the enamel, transforming those crystals and the microscopic structure of the tooth enamel (Brudevold et al., 1982; Leventouri et al., 2009). Furthermore, the thickness of older adult permanent tooth enamel is also one third less than that of young permanent tooth enamel because of the complex oral environment (Carvalho and Lussi, 2017). All of these factors potentially reduce the fracture toughness in older adults’ permanent tooth enamel.
The mechanical properties of deciduous and permanent teeth differ considerably, as do those of young and older adult permanent teeth and those of young adult and juvenile permanent teeth. However, Vickers hardness and fracture toughness can, notably, only indicate the mechanical properties of human tooth enamel in distinct ages from certain dimensions. The two are not directly related to one another and cannot completely represent the mechanical properties of human tooth enamel in different age groups.
CONCLUSION
In this paper, the surface mechanical properties of human tooth enamel of different age groups were characterised using a microhardness instrument and a laser confocal microscope to study the Vickers hardness, indentation depth, and fracture toughness. The results suggest the following conclusions.
(1) At the same load, the young adult permanent teeth group exhibited the highest Vickers hardness of enamel, followed successively by the older age permanent, juvenile permanent, and deciduous teeth groups. Nevertheless, the Vickers hardness of the enamel of the permanent teeth (of all ages) did not markedly differ, whereas the Vickers hardness of the deciduous tooth enamel was far less than that of the permanent tooth enamel.
(2) At the same load, the enamel indentation depth of the deciduous teeth was the highest, followed by that of the juvenile, older adult, and young adult permanent teeth.
(3) At the same load, the fracture toughness of the deciduous tooth enamel was the highest, followed by that of the young adult, juvenile, and older adult permanent tooth enamel.
(4) The different chemical compositions and microstructures of enamel at different age groups resulted in the significant differences in mechanical properties.
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Currently, micro-abrasive water jet machining has the problem of insufficient processing capacity in the central area. To assist with improving the processing efficiency, ultrasonic vibration is introduced. First, based on the computational fluid dynamics method, the mathematical model of the three-dimensional shape prediction of micro-holes is established using a mixed model, standard k-ε model, discrete phase model, and dynamic mesh model. The effects of the ultrasonic vibration on the static pressure, jet velocity field, abrasive particle motion state, and material erosion rate in the stagnation zone are studied. Then the accuracy of the prediction model is verified by comparing the two-dimensional section of the experimental data and the simulated data and calculating the three-dimensional mean square deviation. The established prediction model is used to further analyze the optimal frequency of the ultrasonic vibration and the specific influence of the optimal amplitude on the machining effect in micro-abrasive water jet machining. The above research results have profound guiding significance for determining how to use ultrasonic vibration in micro-abrasive water jet machining.
Keywords: abrasive water jet, ultrasonic vibration, jet velocity field, root mean square, static pressure distribution
INTRODUCTION
In recent years, with the rapid development of high-tech fields such as electrical and electronic engineering, optics, and biomedicine, the demand for microfluidic chips has continued to increase (Yeo et al., 2011; Espulgar et al., 2015; Chen et al., 2021; Ji et al., 2022). Currently, the main substrate materials used in microfluidic chips are hard and brittle materials such as silicon, glass, and ceramics. Hard and brittle materials have the characteristics of high hardness, high brittleness, wear resistance, and oxidation resistance. At the same time, these materials are easily affected by heat, so processing is difficult. K9 glass is a type of typical hard and brittle material. It has the advantages of high transparency, good optical uniformity, and stable chemical and physical properties. Hence, it is widely used in electronics, electrical engineering, and other fields (Hu et al., 2022; Qi et al., 2022).
Compared with laser beam machining, electric discharge machining, and chemical machining, the micro-abrasive water jet technology has the advantages of no thermal damage, high flexibility, and a fast cutting speed (Nguyen et al., 2018; Zhu et al., 2019; Li et al., 2021). It provides an efficient means of processing tiny geometric shapes. Although water jet processing is not selective in terms of materials, it can be used to machine tiny structures of almost any material, including ductile materials and brittle materials, and it is often used in processing hard and brittle materials and other difficult-to-process materials. In the process of micro-abrasive water jet machining, the grinding material is sprayed from the nozzle and then hits the workpiece, forming plastic deformation or a brittle fracture to achieve the purpose of material removal. When processing micro-channels, a high-pressure water jet is likely to cause a chip break. It has been found that when using a low-pressure abrasive water jet to process hard and brittle materials, high flexibility, easy control, and good surface processing quality can be obtained. However, the bottom surface of the micro-holes processed by a micro-abrasive water jet usually presents a “W” shape. The material at the center of the hole is difficult to remove, which affects the processing efficiency.
Due to the insufficient pressure and the characteristics of a stagnant zone, in the processing of micro-abrasive water jet technology, there has always been a phenomenon of insufficient processing capacity in the center area. To improve the processing effect of the micro-abrasive water jet technology, some auxiliary methods have been used. Researchers are continuously attempting to use different methods such as electrochemical-assisted micro-abrasive water jet machining (Liu et al., 2015), magnetorheological field-assisted micro-abrasive water jet machining (Lee et al., 2015), cavitation-assisted micro-abrasive water jet machining (Beaucamp et al., 2018), and ultrasonic vibration-assisted abrasive water jet processing. Among these methods, ultrasonic-assisted micro-abrasive water jet processing technology has been proven to improve the material removal rate of a workpiece, but its mechanism of action needs to be further studied.
Narayanan analyzed the formation mechanism of an abrasive water jet, analyzed the coupling mechanism between the liquid-gas-solid phase, and established a detailed mathematical model that could predict the energy of abrasive particles when they left the outlet of a polymer tube (Narayanan et al., 2013). The actual experimental results were consistent to a certain extent, but the establishment of the mathematical model was slightly too complicated. Li et al. simulated the multiple particle impact process based on FEM and used the Monte Carlo method to generate a random flow of impact particles, and they considered the heat exchange during the entire impact process (Li et al., 2014). The study found that the fracture caused by inertia was the vertical impact of the jet. The main material removal mechanism at the time and the destruction driven by thermal instability caused a higher material removal rate when the jet was tilted and impacted. Qi et al. used computational fluid dynamics (CFD) software to simulate the process of a micro-abrasive water jet eroding a workpiece with a two-dimensional model, and they analyzed the static pressure distribution in the jet field, the fluid velocity and the motion state of the abrasive particles, and the simulation results The experimental results could be successfully explained (Qi et al., 2016). Anwar et al. used an FE model to simulate the abrasive water jet milling process of titanium alloys in which the impact particles involved in the abrasive flow were modeled in layers to reduce the calculation time. These layers were very close to each other, making the particles impact. The interval was close to that of the actual abrasive water jet cutting process, and the results showed that the model could accurately predict the jet trajectory and material erosion rate (Anwar et al., 2013). Huang et al. used computational fluid dynamics software with the three-dimensional model of an abrasive water jet nozzle to numerically simulate the internal flow field of the liquid-solid two-phase flow and obtained the velocity distribution in the nozzle and the mixing chamber in all directions, as well as the relationship between the water flow velocity and the abrasive velocity (Huang et al., 2007).
In recent years, researchers have gradually discovered that the application of ultrasonic vibration can effectively increase processing efficiency and improve the processing effect. However, few people have effectively combined a model with an experiment to obtain a better prediction model of abrasive water-jet machining assisted by ultrasonic vibration, let alone further analyzed the optimal frequency of ultrasonic-assisted machining and the influence of the amplitude on the machining effect. The effectiveness of ultrasonic-assisted processing has always been a vague concept. A mathematical model that can effectively predict ultrasonic vibration-assisted abrasive water jet processing is of great significance for improving processing efficiency and guiding future abrasive water jet processing.
In this study, a mathematical model based on the CFD method is established to predict the three-dimensional shape of micro-holes. The effects of the ultrasonic vibration on the static pressure, jet velocity field, abrasive particle motion state, and material erosion rate in the stagnation zone are studied. After an experiment, the accuracy of the prediction model is verified by a two-dimensional section comparison and a three-dimensional mean square difference calculation. Using the established prediction model, we further analyze the optimal frequency of ultrasonic-assisted machining and the influence of the amplitude on the machining effect. Guidance for the vibration assistance used in the subsequent micro-abrasive water jet machining is also proposed.
Numerical Modeling
Fluent has rich physical models. Fluent can be used to solve anything that involves a fluid. When using Fluent for the numerical simulation of the ultrasonic-assisted micro-abrasive water jet erosion process, the multiphase flow model, turbulence model, discrete phase model, and dynamic mesh are mainly used. For this research, the mesh model is established with ICEM and imported into Fluent. The water flow uses the standard k-ε model, and the DPM model is used to track the movement state and the trajectory of the particles. Since the air, water, and particles enter the nozzle at the same time, the mixture model can be used as the multiphase flow model in the ultrasonic-assisted micro-abrasive water jet simulation model. Considering the influence of ultrasonic vibration on the abrasive water jet machining process, a dynamic mesh is introduced into the model to make the workpiece move periodically during the simulation process. The workpiece is K9 glass, and the abrasive is composed of alumina particles. The geometric model of the micro-abrasive water jet flow field is shown in the figure below. The diameter of the nozzle is 0.125 mm (D1) and the length is 10.5 mm (L1). According to nozzle design, this nozzle aspect (length to diameter) ratio allowed the contraction coefficient of the jet to be considered as unity (Mccarthy and Molloy, 1974). Considering the external flow field distribution, simulation calculation time, and small jet impact area, the outer flow field area of the nozzle uses a cylinder with a diameter of 1 mm (D2) and a height of 2 mm (Sd), The distance of the nozzle outlet to the surface of the workpiece is Sd = 2 mm, as shown in Figure 1. For the other parameters used in the simulation, please refer to our previously published studies (Qi et al., 2016; Qi et al., 2017).
[image: Figure 1]FIGURE 1 | Geometry model of the flow field.
Influence of Ultrasonic Vibration on Static Pressure in Stagnation Zone of Workpiece Surface
In the process of micro-abrasive water jet erosion, a stagnation zone with large static pressure forms on the surface of a workpiece, which hinders the abrasive particles from impacting the workpiece vertically, results in the decrease of the abrasive particle velocity and the deflection of the direction. Therefore, ultrasonic vibration is introduced. Figures 2A–C show the distribution of the static pressure on the workpiece surface along the radial direction before and after the introduction of ultrasonic vibration when the nozzle inlet pressures are 4 MPa, 6 MPa, and 8 MPa.
[image: Figure 2]FIGURE 2 | The distribution of the static pressure on the surface of the workpiece in the radial direction. (A) P = 4 MPa, (B) P = 6 MPa, (C) P = 8 MPa.
Figure 2 shows four representative moments in a vibration cycle: t = T, t = 3T/4, t = T/2, and t = T/4. It can be seen from the figure that before and after the introduction of ultrasonic vibration, the static pressure changes on both sides of the workpiece surface are not obvious. After the ultrasonic vibration is introduced into the center of the workpiece, the static pressure on the surface of the workpiece in the four stagnation zones is on the order of T > 3T/4 > T/4 > T/2. In time T, the workpiece moves towards the direction close to the nozzle at the maximum speed in the middle position, and at time T/2, the workpiece moves away from the nozzle at the maximum speed in the middle position. The velocity of the workpiece at T/4 and 3T/4 is 0. At T/4, the acceleration of the workpiece in the y-direction is negative and reaches the maximum. The acceleration of the workpiece in the y-direction at 3T/4 time is positive and reaches the maximum value. The analysis shows that the static pressure on the surface of the workpiece in the stagnation zone may be related to the velocity and acceleration of the workpiece vibration, and the influence of the velocity is greater than that of the acceleration. After the introduction of ultrasonic vibration, the static pressure in the stagnation zone of the jet is generally smaller than that without ultrasonic vibration. This may be due to the oscillation of the flow field near the workpiece during the vibration process, and the external energy is applied to the stagnation zone to break the original balance, thereby reducing the static pressure value and facilitating the removal of materials.
Effect of Ultrasonic Vibration on the Jet Velocity Field
Based on results of previous studies (Qi et al., 2016; Qi et al., 2017), we analyze the change of the water jet velocity after adding an ultrasonic vibration field. Figure 3 shows the vector diagram of the velocity field of the water jet without ultrasonic vibration. It can be seen that when the vertical water jet reaches the vicinity of the workpiece surface, the velocity Vy in the vertical direction decreases sharply, and the velocity Vx in the horizontal direction increases rapidly from the center to the surrounding. At the same time, due to the existence of the stagnation zone, the streamline in the central region of the water jet is not perpendicular to the workpiece surface, but rather deflects a certain angle.
[image: Figure 3]FIGURE 3 | The vector diagram of the water jet velocity field without ultrasonic vibration (P = 4 MPa). (A) Horizontal component, (B) Vertical component.
Taking the surface of the workpiece as the reference system, the water flow velocities at 20 μm, 60 μm, and 100 μm from the surface of the workpiece are selected as the research object. When the nozzle inlet pressures are 4 MPa, 6 MPa, and 8 MPa, the changes of the velocity components Vx and Vy at four moments in a cycle without ultrasonic vibration and after ultrasonic vibration is introduced are analyzed, as shown in Figures 4A–I and Figures 5A–I.
[image: Figure 4]FIGURE 4 | The horizontal component of the jet velocity near the surface of the workpiece. (A) y = 20 μm, P = 4 MPa, (B) y = 60 μm, P = 4 MPa, (C) y = 100 μm, P = 4 MPa, (D) y = 20 μm, P = 6 MPa, (E) y = 60 μm, P = 6 MPa, (F) y = 100 μm, P = 6 MPa, (G) y = 20 μm, P = 8 MPa, (H) y = 60 μm, P = 8 MPa, and (I) y = 100 μm, P = 8 MPa.
[image: Figure 5]FIGURE 5 | The vertical component of the jet velocity near the surface of the workpiece. (A) y = 20 μm, P = 4 MPa, (B) y = 60 μm, P = 4 MPa, (C) y = 100 μm, P = 4 MPa, (D) y = 20 μm, P = 6 MPa, (E) y = 60 μm, P = 6 MPa, (F) y = 100 μm, P = 6 MPa, (G) y = 20 μm, P = 8 MPa, (H) y = 60 μm, P = 8 MPa, (I) y = 100 μm, P = 8 MPa.
As displayed in Figure 4, after the introduction of the ultrasonic vibration, the horizontal component of the flow velocity shows a periodic change, which is slightly lower than that without ultrasonic vibration. The velocity components at time T and time T/4 are relatively close, and the velocity components at time T/2 and time 3T/4 are relatively close. In the region near the jet center, the horizontal component of the flow velocity changes linearly with the position, and the magnitude is almost independent of the ultrasonic vibration.
Figure 5 shows that when y = 20 μm, near the center of the jet, the vertical component of the flow velocity at T/4, 3T/4, and T in one period of ultrasonic vibration is smaller than that without ultrasonic vibration, and the vertical component of velocity at T is the smallest, while that at T/2 it is slightly larger than that without ultrasonic vibration. In the external flow field area far from the jet center, for the times T/4, 3T/4, and T without ultrasonic vibration, the direction of the vertical component of the velocity reverses. After the reverse, the velocity component at time T is the largest, and the velocity component is the smallest without ultrasonic vibration, close to 0. From Figure 5, it can also be found that in terms of the influence of the jet pressure on the vertical component of the flow velocity near the workpiece surface, the flow velocity in the central area of jet erosion increases obviously with the increase of the jet pressure, while the vertical component of the flow velocity at the periphery does not change obviously.
Motion of Abrasive Particles in the Jet Flow Field
Effect of Particle Size on Particle Motion
In the simulation, we study the variation of the velocities of 5 and 10 μm Al2O3 abrasive particles with the length of the moving path in the flow field, as shown in Figures 6A–F. We extract six of the particles as the research objects, of which the No. One abrasive particle is at the edge and the No. Six abrasive particle is in the middle. The abrasive particles with two sizes reach a stable velocity in the nozzle, and the velocity is independent of the particle size. When approaching the workpiece, the abrasive particle velocity decreases rapidly, but the abrasive particle velocity with a large particle size decreases more slowly.
[image: Figure 6]FIGURE 6 | Velocity changes of abrasive particles of different sizes in the flow field along the movement path. (A) P = 4 MPa, dp = 5 μm, (B) P = 4 MPa, dp = 10 μm, (C) P = 6 MPa, dp = 5 μm, (D) P = 6 MPa, dp = 10 μm, (E) P = 8 MPa, dp = 5 μm, (F) P = 8 MPa, dp = 10 μm.
Figures 7, 8 show the velocities and angles of the No. one to six abrasive particles when they first collide with the workpiece in the jet field when the particle sizes are 5 and 10 μm. It can be seen from Figures 7, 8, that the initial impact velocity of the abrasive particles with a particle size of 5 μm gradually decreases from the edge of the jet to the center of the jet. When the abrasive particles first exit the nozzle, the velocity of the abrasive particles at the center of the jet is larger than that at the edge, indicating that the 5 μm abrasive particles lose a large amount of energy when passing through the stagnation zone of the jet, and the closer it is to the center, the greater the loss is. The collision angle increases gradually from the edge to the center, which is caused by the following effect of the abrasive particles on the fluid motion. When the particle size is 10 μm, the initial collision velocity of the abrasive particles is almost the same from the edge to the center, indicating that when the 10 μm abrasive particles pass through the stagnation zone, the velocity loss is not as large as that when the particle size is 5 μm. The collision angle also increases gradually from the edge to the center, but the change is relatively small. Comparing the impact velocities and angles of the 5 and 10 μm abrasive particles, it can be found that the impact velocity of the 10 μm abrasive particles is significantly greater than that of 5 μm abrasive particles for the same conditions, which is also consistent with the calculation results of the kinetic energy formula. It can be seen from Figure 8 that the maximum collision angle of the 10 μm abrasive particles reaches 88.31°, which is close to the vertical collision. Therefore, the 10 μm abrasive particles are more likely to cause the removal of brittle mode materials on the workpiece surface than the 5 μm abrasive particles.
[image: Figure 7]FIGURE 7 | Collision speed of abrasive particles of two sizes.
[image: Figure 8]FIGURE 8 | Collision angle of abrasive particles of two sizes.
Effect of Ultrasonic Vibration on Impact Angle Change of Abrasive Particles
Figures 9A–C reflect the changes of the angle of 5 μm abrasive particles before and after the introduction of ultrasonic vibration in the jet field with inlet pressures of 4 MPa, 6 MPa, and 8 MPa.
[image: Figure 9]FIGURE 9 | Effect of ultrasonic vibration on the collision angle of the abrasive particles in the jet field. (A) P = 4 MPa, dp = 5 μm, (B) P = 6 MPa, dp = 5 μm, (C) P = 8 MPa, dp = 5 μm.
From Figures 9A–C, it can be found that the initial impact angle of the abrasive particles is the smallest at time T and the largest at time T/2. At the same time, the initial impact angle of each abrasive particle at T/2 is larger than that without ultrasonic vibration, which has a positive effect on improving the “W” bottom morphology formed by micro-abrasive water jet erosion.
Effect of Ultrasonic Vibration on Erosion Rate of Workpiece Surface Materials
Comparing Figures 10A–C,D–F, it can be found that when the 10 μm abrasive particles are used, the material erosion rate in the stagnation zone is not much different from that around. When 5 μm abrasive particles are used, the material erosion rate in the central region is significantly lower than that in the surrounding area. It can also be found from the figure that the maximum material erosion rate of the workpiece surface caused by 10 μm abrasive particles is significantly greater than that caused by 5 μm abrasive particles, but the erosion area is smaller than that caused by 5 μm abrasive particles. This is because, in the jet field, the 10 μm abrasive particles can maintain a large impact angle and velocity, and the distribution of the abrasive particle angles and velocities at different radial positions of the jet is more uniform, so it is more prone to material removal in the brittle mode. Through the calculation of momentum equilibration numbers, we find that the small abrasive particles with the average diameter of 5 μm are more likely to follow the fluid flow streamlines and these particles deflect larger angle when impacting workpiece surface. While the average diameter of 10 μm under same experimental conditions are more likely to keep the original state of motion and impact the workpiece in a vertical direction. It is theoretically explained that the holes processed by abrasives with smaller sizes have larger diameters.
[image: Figure 10]FIGURE 10 | Cloud map of material erosion rate on the workpiece surface. (A) P = 4 MPa, dp = 10 μm, without ultrasonic vibration, (B) P = 6 MPa, dp = 10 μm, without ultrasonic vibration, (C) P = 8 MPa, dp = 10 μm, without ultrasonic vibration, (D) P = 4 MPa, dp = 5 μm, without ultrasonic vibration, (E) P = 6 MPa, dp = 5 μm, without ultrasonic vibration, (F) P = 8 MPa, dp = 5 μm, without ultrasonic vibration, (G) P = 4 MPa, dp = 5 μm, with ultrasonic vibration, (H) P = 6 MPa, dp = 5 μm, with ultrasonic vibration, (I) P = 8 MPa, dp = 5 μm, with ultrasonic vibration.
Figures 10 D–F,G–I illustrate the fact that when 5 μm abrasive particles are applied to the workpiece, the material erosion rate in the direct impact area of the jet is significantly increased compared with that without ultrasonic vibration. The maximum erosion rate increases most obviously when the inlet pressure is 8 MPa. After calculation, it is determined that the increase is up to 37%, and the distribution of erosion is more uniform. However, the diameter of the erosion area caused by the abrasive particles on the surface of the workpiece is significantly reduced, which also indicates that the erosion of the workpiece by the jet is more concentrated after the ultrasonic vibration is applied.
Experimental Work
To achieve higher precision for the abrasive water jet processing of micro-holes, the corresponding processing device is designed and built independently, as shown in Figure 11. The device is composed of an abrasive water jet generating device, an ultrasonic vibration platform, and a three-dimensional motion platform. The pressurized equipment of this device is a diaphragm metering pump (LDB1/M910S) purchased from Germany. To carry out long-term stable processing and correct the pressure pulse fluctuation state of the metering pump at the same time, we install a pulse damper at the outlet of the pump. The nozzle connected with the hose is loaded on a three-dimensional motion platform with a fixture. The platform can achieve 0.001 mm precision control in the three directions of x, y, and z, which is convenient for adjusting the target distance between the nozzle and the workpiece. The workpiece is clamped on the ultrasonic vibration platform below the nozzle. The ultrasonic vibration platform has a vibration frequency of 20 kHz and the amplitude can be adjusted by itself. In all experiments, the ultrasonic vibration platform maintains an amplitude of 20 μm, and the distance between the workpiece and the nozzle is 2 mm. The remaining experimental parameters, including the jet pressure, and processing time are attached in Tables 1, 2.
[image: Figure 11]FIGURE 11 | (A) Abrasive water jet integral device and (B) ultrasonic vibration device.
TABLE 1 | Material properties of K9 glass for experiment.
[image: Table 1]TABLE 2 | Experimental process parameters and values.
[image: Table 2]The experimental design is explained as follows. Using alumina abrasive with an average particle size of five microns, the experimental processing time is divided into 20, 40, and 60 s. The water jet pressures are 4 MPa, 6 MPa, and 8 MPa. There are nine combinations. Then these nine combinations are tested independently with and without ultrasonic vibration. For the tests with these 18 conditions, each experiment needs to be repeated at least five times. The data obtained in each experiment is tested with a KEYENCE three-dimensional laser measuring microscope and the average value is taken, including the cross-section and bottom morphologies of the micropores, for further comparison and analysis.
RESULTS AND DISCUSSION
Based on the selected three sets of experimental photographs shown in Figure 12 (images taken with a KEYENCE VHX-600E ultra-depth-of-field 3D microscope), it can be seen that the depth of the micro-hole increases significantly after the ultrasonic vibration is added, especially when the jet pressure is 8 MPa and the processing time is 60 s, and the depth increases by 52.4%. It can be seen from Figure 13 that for the selected case of 8 MPa and 60 s with vibration, there is a good agreement between the simulation data and the experimental data in the two-dimensional section. In addition, to more intuitively analyze the proximity of the prediction model, a three-dimensional diagram of the deviation between the prediction model and the experimental data is created, and the mean square deviation is marked in the figure. After completing the experiment of an ultrasonic-assisted micro-abrasive water jet impacting K9 glass, we determine whether non-ultrasonic vibration and the changing of the amplitude have a better effect on the machining process, and a series of simulation calculations are carried out with our proposed prediction model.
[image: Figure 12]FIGURE 12 | Machining performance of micro-holes under experimental conditions: (A) P = 4 MPa; t = 60 s and without ultrasonic vibration; (B) P = 4 MPa; t = 60 s and with ultrasonic vibration; (C) P = 6 MPa; t = 40 s and without ultrasonic vibration; (D) P = 6 MPa; t = 40 s and with ultrasonic vibration; (E) P = 8 MPa; t = 60 s and without ultrasonic vibration; (F) P = 8 MPa; t = 60 s and with ultrasonic vibration.
[image: Figure 13]FIGURE 13 | Two-dimensional cross-sections of the simulation data and the experimental data under the experimental conditions of 8 MPa and 60 s with vibration.
In Figure 12, it can be seen that when 5 μm abrasive is used to impact the workpiece, the cross-sections of the micro-holes at 4 MPa, 6 MPa, and 8 MPa all show a “W” shape. However, it can also be found that for the same experimental conditions, the addition of ultrasonic vibration to the workpiece not only increases the depth of the micro-holes but also improves the quality and morphology of the bottom surface. More of the material at the center of the micro-holes is removed to form a flatter “W”-shaped profile. In the experiment, we calculate the energy threshold to judge the material removal mechanism. With the change of pressure, the change of abrasive particle size and the introduction of ultrasonic vibration, the material removal mechanism also changed correspondingly. According to our research, the ultrasonic vibration velocity is far less than the abrasive impact velocity, so it has little effect on the kinetic energy. Ultrasonic vibration has more influence on particle trajectory (Qi et al., 2021). In the experiment, due to inevitable factors such as the particle-to-particle collision and particle size, the prediction model often has large deviations. After our further improvement of the various conditions, in Figure 14, as shown for the nine groups experimental data, the deviation value from the simulation data, the variance value relative to the depth and diameter of the micro-holes, the deviation value, and the root-mean-square value of each group of experiments are kept within a good range. Therefore, the prediction model can predict the experiment well.
[image: Figure 14]FIGURE 14 | Experimental data and simulation deviation values for nine combinations and root-mean-square values.
After obtaining a high-quality prediction model, we change the dynamic mesh motion frequency of the prediction model while keeping the processing conditions such as the amplitude, pressure, and incident angle unchanged. Through the cross-sectional section shown in Figure 15, the vibration frequency can be found. For the cases of the low frequencies of 0.5, 1, and 10 kHz, the depth and the morphology of the workpiece are consistent with the results of the ultrasonic vibrations at 20 and 40 kHz.
[image: Figure 15]FIGURE 15 | Comparison of cross-section profiles with respect to different vibrational frequencies.
As shown in Figure 16, we adjust the amplitude of the moving mesh while keeping the other conditions unchanged. It can be seen from the figure that the removal rate of the W-shaped middle convex part at the bottom of the workpiece is increased, and the bottom processing efficiency has an amplitude of 60 μm. The processing efficiency of the bottom bump with an amplitude of 10 μm is increased by about 41%. In micro-abrasive water jet processing, Qi et al. introduced a vivid term in the w-shaped middle protrusion, called a hump peak (Qi et al., 2021). The ratio of the hump peak to the depth of the micro-holes decreased, which meant that the material removal rate increased, and the bottom surface of the micro-holes became flatter. This factor plays an important role in obtaining better-processed micro-holes.
[image: Figure 16]FIGURE 16 | Comparison of cross-section profiles with respect to different vibrational amplitudes.
Based on the above analysis, it is obvious that the prediction model we designed has extremely high accuracy. It can be used to guide future experiments. The impact of the vibration frequency and amplitude changes obtained with the prediction model on the processing effect could allow researchers to have a more effective and reliable plan for the selection of the vibration frequency and amplitude of auxiliary processing for the same type of micro-abrasive water jet processing in the future.
CONCLUSION
To effectively predict the machining of hard and brittle materials with an ultrasonic vibration-assisted micro-abrasive water jet, a mixture model, standard k-ε model, discrete phase model, and dynamic mesh model are used to analyze the effects of the ultrasonic vibration on the static pressure, jet velocity field, abrasive particle motion state, and material erosion rate in the stagnation zone. Through the mathematical model established, we find ultrasonic vibration has a significant influence on the jet velocity field, abrasive particle motion state, and the static pressure in the stagnation zone of the jet is generally smaller than that without ultrasonic vibration. At the same time, the erosion rate increased significantly. By comparing the experimental data with the simulation data, the mean square difference is calculated to confirm the accuracy of the model. Next, the model was used to further analyze the optimal frequency of ultrasonic-assisted machining and the influence of the amplitude on the machining effect. The simulation results showed that in the experiment, the increase in amplitude could effectively increase the machining efficiency and improve the bottom flatness. However, the results were favorable when the vibration frequency was lower. These conclusions could provide effective guidance for future similar ultrasonic vibration-assisted machining experiments.
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In order to realize the uniform distribution in the abrasive flow polishing of the titanium alloy workpiece with curved surface, a novel method based on the liquid metal-abrasive flow machining technology is proposed in this study. Based on the SST k-ω model, Preston model and fluid flow particle tracking model, the COMSOL software is employed to study the dynamic characteristics of liquid metal-abrasive flow under different AC electric field conditions, and the two-phase flow field is used to simulate the liquid state, the movement of liquid metal particles on the surface of the workpiece and the varitation of the Pv value in the near-wall region. It is found from numerical simulation results that the average Pv value in the strong flow field is 23,718.8 W/m2, and that in the weak flow field is 5,427.3 W/m2. By the assistance of the electric filed with the voltage of AC 36 V, the average Pv value of the liquid metal particles in the weak flow field is found to be 10,948.6 W/m2 with an increase of 101.7%. Therefore, to properly control the electric field strength, the movement of liquid metal in the flow field can be found to be controlled, and hence improving the uniformity of the turbulent kinetic energy on the workpiece surface and improving the processing quality.
Keywords: curved surface, abrasive flow polishing, gallium-based liquid metal, weak flow field, polishing uniformity
INTRODUCTION
With the development of aerospace science and technology, the performance requirements of aero-engine has been greatly improved. As one of the core components in aero-engine, aviation blades play an important role in improving the overall performance of the engine (Huang et al., 2021). The profile accuracy of the blade has an important impact on its aerodynamic performance, and the aero-engine blade with poor profile accuracy would result in its fatigue failure, deformation or fracture under high-temperature and high-pressure environments (Huai et al., 2017; Yao et al., 2020).
To ensure the stability of the airflow field and reduce the energy loss of airflow, the aero-engine blade has a gradually increasing twist angle from the blade root to the blade tip, which makes the curvature of blade surface and is a typical non-uniform curvature surface part. The workpiece with non-uniform curvature surface mainly has special characteristics, such as a certain curvature with the concavity and convexity. At present, the workpiece with non-uniform curvature surfaces is mainly processed by manual polishing, grinding wheel polishing, and belt polishing. Manual polishing has disadvantages of low efficiency, high labor intensity and unstable machining quality (Zhu et al., 2021). However, the processing accessibility of the grinding wheel for the complex inner surface is not suitable, and in the grinding wheel polishing process, the grinding heat will be generated in the contact area and the thermal damage will often occur on the target surface (He et al., 2018; Huai et al., 2019; Xian et al., 2020). Moreover, due to the elastic contact between the belt grinding and workpiece, there are many factors affecting the material removal process, and hence leading to the difficulty in controlling the material removal rate by belt grinding (Luo et al., 2020).
Abrasive flow polishing is an effective surface processing method, which has the good profiling properties and is suitable for processing the non-uniform curvature surface. However, under the strong action of the abrasive flow, the machined surface will leave processing stripes with obvious directionality, and it will also cause the workpiece to be deformed (Hu et al., 2022; Qi et al., 2022). In addition, the non-uniform curvature of the workpiece makes the flow field to be uneven on the target surface, which would result in the insufficient-polishing at the weak flow field surface while the over-polishing at the strong flow field, and hence affecting the quality of the machined surface (Wang et al., 2018).
To improve the uniformity of the abrasive flow polishing process, Zhai et al. combined the vibration with the chemical mechanical polishing for improving the polishing uniformity of silicon wafer during the chemical mechanical polishing process (Zhai et al., 2017). By adding the ultrasonic vibration into the abrasive flow, Beaucamp et al. increased the turbulence intensity of the flow field for improving the surface polishing quality (Beaucamp et al., 2018). Moreover, Liu proposed the electrochemical assisted abrasive flow polishing method, which used electrochemical dissolution to improve the polishing efficiency and uniformity (Liu, 2018). Zhu proposed a novel abrasive flow polishing method by using the magnetic particles, and it could use the effective magnetic field control to determine the movement of magnetic particles and then improving the polishing uniformity (Zhu, 2020).
In this paper, a novel liquid metal-abrasive flow polishing method which consists of the gallium-based liquid metal, weak viscous fluid and abrasive particles is proposed to overcome the difficulties in polishing non-uniform curvature surfaces of titanium alloy. A liquid metal-abrasive flow model is first developed, and then the dynamic characteristics of liquid metal under the action of the flow field and electric field are tracked and analyzed numerically, by which the mechanism of liquid metal-abrasive flow polishing process can be further investigated. Gallium-based liquid metal has been widely used due to its good fluidity, high chemical stability, excellent electrical conductivity and non-toxicity (Daeneke et al., 2018). Gallium-based liquid metal is a liquid at room temperature, which has a small cutting effect on the target surface, and its driving characteristics under the action of the electric field can be used to realize the controlled flow of liquid metal particles, so as to increase the kinetic energy of abrasive particles and improve the uniformity of the overall polishing.
PRINCIPLE OF LIQUID METAL-ABRASIVE FLOW POLISHING
In the abrasive flow polishing process, due to the characteristics of the curved surface, the flow field on the target surface is not uniform, which could result in a certain difference in terms of the turbulent kinetic energy at different regions of the workpiece, and the average of turbulent kinetic energy [image: image] can be defined as follows:
[image: image]
where N is the number of workpiece surface elements and [image: image] is the turbulent kinetic energy at the unit surface of the workpiece. When the average turbulent kinetic energy of a certain area on the target surface is less than the average turbulent kinetic energy on the entire target surface, this certain area is defined as a weak flow field. Due to the turbulent kinetic energy difference between the weak flow field and the strong flow field, the cutting performance of the abrasive particles in these two regions is different as well, and hence affecting the overall surface polishing uniformity.
Liquid metal-abrasive flow machining combines the gallium-based liquid metal particles with the abrasive flow. By applying an electric field at the weak flow field, it would enhance the movement of abrasive particles in the weak flow field and improve their cutting performance. The abrasive particles could move randomly under the action of the liquid carrier in the turbulent flow channel, and perform the random cutting actions on the target surface, thereby realizing the polishing of the target surface. The principle of liquid metal-abrasive flow polishing is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Principle of liquid metal-abrasive flow polishing: 1-Abrasive particle, 2-Electrode, 3-Liquid metal particle, 4-Workpiece, a-Inactive area, b-Buffer area, c-Active area.
According to the influence of electric field on liquid metal particles, three areas can be divided as shown in Figure 1, i.e., inactive area, buffer area and active area. In the inactive area, the effect of the electric field on liquid metal particles is weak, which can be considered as particles only affected by the flow field. When the liquid metal particles are close to the electric field, that is, entering the buffer area these particles begin to be affected by the electric field, and the interactions between the liquid metal particles and the abrasive particles become frequently, which can increase the kinetic energy of the abrasive particles. The, when the liquid metal particles enter the active area, the effect of the electric field on these particles is significantly enhanced, and a large number of collisions occur between the liquid metal particles and abrasive particles, which makes the impacts of abrasive particles on the target surface more frequently, thereby further improving their cutting performance.
MATERIAL REMOVAL MODEL OF LIQUID METAL-ABRASIVE FLOW POLISHING
Modelling of Force Caused by the Liquid Metal Under the Electric Field
The gallium-based liquid metal reacts slowly with NaOH to produce [Ga(OH)4]- ions, which carries a large amount of negative charge on the surface of liquid metal droplets. These charges will form an electric double layer corresponding to the free ions. When there is no voltage applied externally, these negative ions are uniformly distributed on the surface of the liquid metal droplet, where the surface tension of the liquid metal droplet is symmetric. When the external electric field is applied, the surface charge of the liquid metal is redistributed due to the good conductivity of the liquid metal, and the electric equilibrium state can be reached according to the Lippmann equation:
[image: image]
Where [image: image], c, and V are, respectively, the surface tension, the capacitance and the potential difference across the electrical double layer. [image: image] is the maximum surface tension when V = 0. Thus, it can be found that the driving force of liquid metal particles is the resultant force of the driving force on the unit surface, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Schematic of the electric field force of liquid metal particles.
The electric field driving force [image: image] can be expressed as:
[image: image]
where n is the number of surface units with the same area and capacitance divided by the surface of liquid metal particles, S is the surface area of liquid metal particles, [image: image] is the surface pressure difference of surface element k, and the direction points to the curvature center of the surface element. According to the Young–Laplace equation it can obtain that:
[image: image]
where R is the radius of curvature, [image: image] is the change of the potential difference between the two ends of the electric double layer on the surface element k under the action of an external electric field, [image: image] is the initial potential of the electric double layer Its value is the ratio of charge to capacitance in the electric double layer (Yang et al., 2016; Li et al., 2019). Since an AC electric field is applied externally, the surface of the liquid metal is an induced electric double layer, and its potential difference changes can be taken from:
[image: image]
where [image: image] is the surface capacitance ratio, [image: image] is the AC potential outside the electric double layer, [image: image] is the liquid metal body potential, and [image: image] is the AC signal frequency.
Material Removal Modelling of the Liquid Metal-Abrasive Flow Polishing Process
The Preston equation is an empirical formula widely used in developing the material removal model in the abrasive machining technology, which can be taken from:
[image: image]
where [image: image] is the amount of material removal, [image: image] includes some factors related to the properties of the abrasive, p is the contact pressure of abrasive particles in the near-wall region and v is the relative velocity of abrasive particles in the near-wall region (Ji et al., 2011).
In the liquid metal-abrasive flow polishing process, both the liquid metal particle size and the abrasive particle size will have a certain influence on kp. When the liquid metal particles are too large, they will be deposited at the bottom of the flow field, and the driving effect of the abrasive particles in the weak flow field decrease, thereby reducing the material removal amount. If the diameter of the liquid metal particles is too small, the driving force for the abrasive particles is small and the control effect seems not good. The liquid metal-abrasive flow polishing method mainly uses the solid-liquid two-phase flow in a turbulent state to produce abrasive cutting actions on the target surface. During this process, when the diameter of the abrasive particles is large, the force on the target surface is large, but it is not conducive to the formation of turbulent flow with large abrasive particles, so that the abrasive particles should be of appropriate size.
When the abrasive particles contact with the target surface, the abrasive particles will squeeze the contact point and generate the contact pressure, which can be expressed as:
[image: image]
where [image: image] is the elastic contact modulus between the target surface and the abrasive particles, [image: image] is the normal force acting on the abrasive particles (Dong, 2012). In the weak flow field, the force between the liquid metal particles and the abrasive particles is weak, so that the force of liquid metal particles on the abrasive particles is mainly considered.
Since the hardness of liquid metal particles is much less than the hardness of abrasive particles, so that when these two particles collide with each other, the liquid metal particles will be deformed. The physical model of soft collision is equivalent to a set of spring-damper-slider, which considers the elastic effect, buffering effect, friction slip, rolling and locking of solid particles during the collision. In the soft collision model, it is assumed that the shape of particles remains unchanged during the collision, but overlaps with each other, as shown in Figure 3, in which [image: image] is the superimposed amount of particles and abrasive particles.
[image: Figure 3]FIGURE 3 | Schematic of normal superposition in the soft collision.
In the soft collision process, the normal force received by the abrasive particle consists of two parts which are spring force and damping force. Combined with Hertzian contact theory, the normal force received by the abrasive particle is expressed as:
[image: image]
Where [image: image] is the normal elasticity coefficient, [image: image] is the normal superposition between particles, [image: image] is the relative velocities of the two particles, [image: image] is the normal damping coefficient, and [image: image] is the collision angle.
During the liquid metal-abrasive flow polishing process, the velocity of abrasive particle is affected by multiple forces, as shown in Figure 4, and it can be expressed as:
[image: image]
Where G is gravity, [image: image] is the force of liquid metal particles on abrasive particles, [image: image] is fluid force, and [image: image] is the mass of a single particle.
[image: Figure 4]FIGURE 4 | Mechanical model of abrasive particle.
In the liquid metal-abrasive flow polishing process, the collision between the liquid metal particles and abrasive particles can change the relative velocity of the abrasive particles in the near-wall area. The schematic of the collision between the liquid metal particles and the abrasive particles is shown in Figure 5, where [image: image] and [image: image] are the motion velocities of liquid metal particles and abrasive particles, respectively, and [image: image] and [image: image] are the rotation speed of liquid metal particles and abrasive particles, respectively.
[image: Figure 5]FIGURE 5 | Collision of liquid metal particles and abrasive particles.
The velocity S of the liquid metal particles relative to the abrasive particles is:
[image: image]
The normal unit vector n when the liquid metal particle collides with the abrasive particle is:
[image: image]
Where [image: image] and [image: image] are the centroid position vector of the liquid metal particle and the abrasive particle respectively. The normal vector [image: image] and tangential vector [image: image] of the relative velocity are:
[image: image]
[image: image]
Assuming that the liquid metal particles and abrasive particles do not rotate during the collision, and the tangential vector before and after the collision remains unchanged, then there is:
[image: image]
The velocity after the normal collision is:
[image: image]
Thus, it can be concluded that the velocity of the abrasive particles after the collision is:
[image: image]
Where [image: image] is the effective mass, e is the coefficient of restitution and [image: image] is the mass of abrasive particles.
In summary, the material removal model of the liquid metal-abrasive flow polishing process under the electric field is taken from:
[image: image]
Where [image: image] is the abrasive factor, [image: image] is the elastic contact modulus between the machined surface and the abrasive particles, n is the number of surface units with the same area and capacitance divided by the surface of liquid metal particles, [image: image] is the maximum surface tension when V = 0, C is the capacitance per unit area, R is the radius of curvature, [image: image] is the surface capacitance ratio, [image: image] is the AC potential outside the electric double layer, [image: image] is the liquid metal body potential, [image: image] is the AC signal frequency., [image: image] is the initial potential of the electric double layer, S is the surface area of liquid metal particles, [image: image] is the collision angle, [image: image] is the velocity of abrasive particles before impact, [image: image] is the effective mass; e is the coefficient of restitution; [image: image] is the mass of abrasive grains, S is the relative velocities of the two particles, n is the normal unit vector when the liquid metal particle collides with the abrasive particle.
NUMERICAL SIMULATION AND ANALYSIS
Model Development and Boundary Conditions
In the liquid metal-abrasive flow polishing process, the fluid is considered as the carrier to take the abrasive particles and the liquid metal particles. Based on the characteristics of liquid metal-abrasive flow, the SST k-ω turbulence model is selected in COMSOL software to simulate the flow field in this study. Further, the simulation in this paper is composed of upper and lower electrodes, thin-walled curved parts and abrasive flow channels. In order to study the processing of non-uniform curvature surfaces by liquid metal-abrasive flow polishing, the minimum structural unit of non-uniform curvature surface with the same curvature and concave-convex properties is selected, and the thickness of the surface structure is 2 mm. The upper surface of the workpiece is divided into region I and region II, as shown in Figure 6, and the parameters of model geometry are given in Table 1. According to previous simulation and calculated algorithm related to the abrasive flow machining process (Zhang et al., 2019; Xie et al., 2021; Ji et al., 2022), in this simulation the simulation parameters are given in Table 2.
[image: Figure 6]FIGURE 6 | (A) Flow channel meshing in simulation, (B) Titanium alloy workpiece, (C) Schematic representation of inside flow channel: 1-Flow field entrance, 2- Electrode, 3- Titanium alloy thin-walled curved parts, and 4- Flow field exit.
TABLE 1 | Parameters of model geometry.
[image: Table 1]TABLE 2 | Simulation parameters.
[image: Table 2]Flow Field Analysis
The workpiece to be polished is with a non-uniform curvature surface, when the abrasive flow contacts with the target surface the relative velocity and pressure of the abrasive particles on the surface are different. As shown in Figure 7, the arrow direction indicates the direction of the flow field, and it can be seen from the figure that due to the structural characteristics of the workpiece, the turbulent flow energy in region II is less than that in region I. According to Preston equation, the amount of material removal is positively proportional to the relative velocity, v, and pressure, P, thus, in order to present the surface characteristics of the workpiece more clearly, the Pv value curve is calculated by considering the velocity and pressure values on the target surface, as shown in Figure 8, which is used to evaluate the polishing performance of surface in simulation.
[image: Figure 7]FIGURE 7 | Flow field characteristics: (A) Velocity distribution at inlet 1 m/s, (B) Velocity distribution at inlet 3 m/s, (C) Velocity distribution at inlet 5 m/s, (D) Pressure distribution at inlet 1 m/s, (E) Pressure distribution at inlet 3 m/s, (F) Pressure distribution at inlet 5 m/s.
[image: Figure 8]FIGURE 8 | Pv value of flow field on the target surface.
Particle Trajectory Induced by Liquid Metal
In the liquid metal-abrasive flow polishing process, the electric field is mainly used to affect the liquid metal, thereby driving the abrasive particles to impact the target surface. The electric field has a gradual effect on the liquid metal particles, and its trajectory is affected by the flow field and the AC electric field as well. Figure 9 shows the trajectories of liquid metal particles under different voltages.
[image: Figure 9]FIGURE 9 | Trajectories of liquid metal particles under different voltages. (A) 0 V, (B) 6 V, (C) 12 V, (D) 24 V, (E) 36 V.
When there is no electric field applied, the liquid metal particles are not affected by the force induced by the electric field, and the trajectories of the liquid metal particles are only affected by the turbulence of flow field, as shown in Figure 9A. When the AC electric field is applied, the liquid metal particles are significantly affected, and it is found from Figure 9 that with an increase of the voltage the liquid metal particles would diverge in more directions when passing through the electric field.
Then, a quantitative analysis on the Pv values under different conditions has been conducted, as shown in Figure 10, where Pv1, Pv2, Pv3 are the average Pv values of pure flow field region I, pure flow field region II and region II under the with the liquid metal. It can be found from Figure 10 that Pv1 value is 23,718.8 W/m2, Pv2 value is 5,427.3 W/m2 and Pv3 value is 10,948.6 W/m2, which indicates that with the assistance of the liquid metal the average Pv value at the weak flow field increases by about 101.7%, and thus, according to the simulation results that the effect of liquid metal particles can significantly improve the polishing uniformity of the entire workpiece surface.
[image: Figure 10]FIGURE 10 | Comparison of Pv values under different conditions.
CONCLUSION
A novel liquid metal-abrasive flow polishing method was proposed in this study, and the material removal model of the liquid metal-abrasive flow polishing process has been theoretically developed. Then, according to the SST k-ω model, Preston model and fluid flow particle tracking model, the numerical investigation has been carried out in COMSOL to study the dynamic characteristics of liquid metal-abrasive flow under different AC electric field conditions, and the two-phase flow field has been used to simulate the liquid state, the movement of metal particles on the surface of the workpiece and the change of the Pv value in the near-wall area during the movement. It is found from numerical simulation results that the average Pv value in the strong flow field is 23,718.8 W/m2, and that in the weak flow field is 5,427.3 W/m2. By the assistance of the electric filed with the voltage of AC 36 V, the average Pv value of the liquid metal particles in the weak flow field is found to be 10,948.6 W/m2 with an increase of 101.7%. By adjusting the magnitude of the electric field strength, the movement of liquid metal in the flow field can be found to be controlled, and hence improving the uniformity of the turbulent kinetic energy on the workpiece surface and improving the processing quality. The related research work in this study could provide a good reference for the abrasive flow polishing of curved surface.
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Silicon-based materials still dominate the current semiconductor industry for the foreseeable years such that it is needed in continuously developing the related advanced manufacturing technologies. For the abrasive precision lapping of single-crystal silicon wafers, the surface form accuracy is very important which can significantly improve its efficiency and reduce the cost in the following ultra-precision polishing process. In this study, a novel driving system is proposed in the single-side planetary lapping process that could realize the irrational rotation speed ratio of the lapping plate to the workpiece, and it is found from the numerical qualitative and quantitative analysis that the uniformity of the particle trajectories moving on the target surface has been significantly improved using the irrational rotation speed ratio and hence resulting in the higher surface form accuracy than that driven by the rational rotation speed ratio. Moreover, an in-house developed irrational rotation speed ratio driving system has been designed for the experimental study, and it is found that the effect of the rational and irrational rotation speed ratios on surface roughness is not significant, while all the five essential values related to the surface form accuracy are better under the rotation speed ratio of i = 1.0772… than that under the rotation speed ratio of i = 1, which demonstrates that the irrational rotation speed ratio driving system has the advantage of being able to obtain a good surface form accuracy and agrees well with the numerical simulation results.
Keywords: surface form accuracy, single-side planetary lapping, irrational rotation speed ratio, particle trajectories, uniform distribution
1 INTRODUCTION
Silicon carbide, gallium nitride, and aluminum nitride with excellent properties are considered as the third-generation semiconductor materials which will be the future of the semiconductor industry (Burk et al., 1999), but silicon-based materials, such as single-crystal silicon, still dominate the current semiconductor industry for the foreseeable years such that it is needed in continuously developing the advanced manufacturing technologies for these silicon-based materials (Niitsu and Yan, 2020; Bu et al., 2022).
Currently, the single-crystal silicon wafer is one of the commonly used materials in fabricating substrates of chips, and the surface quality of these substrates plays an important role in affecting their performance and service life (Zhao et al., 2020). Abrasive machining technologies are often used for the precision machining of high-performance parts in the information technology, aerospace engineering, and civil engineering (Hu et al., 2022; Li et al., 2022; Qi et al., 2022). For example, the abrasive flow machining technology is usually employed to fabricate and polish the micro-structures on different kinds of materials with high quality and efficiency (Cheng et al., 2022; Ji et al., 2022; Zhang et al., 2022), while the abrasive lapping technology can be used to machine the hard-brittle substrates with a good surface finish (Belkhir et al., 2009; Wen et al., 2016; Li et al., 2019). However, the distribution of the particle trajectories moving on the target surface in the abrasive lapping process could affect the surface form accuracy and hence decreasing its efficiency and increasing the cost in the following ultra-precision polishing process (Yuan et al., 2015; Fang et al., 2018).
The particle trajectories moving on the target surface in the abrasive lapping process have a great influence on the uniformity of the material removal rate and the surface form accuracy (Sanchez et al., 2011; Yang et al., 2019). Tam et al. numerically investigated the effects of four different fractal particle trajectories on the lapping uniformity, and they found that the material removal rate and the distribution of the surface texture were significantly different (Tam and Cheng, 2010). Lu et al. established a model between the material removal rate and the random distribution of abrasive particles in the lapping process and found that selecting reasonable geometric and kinematic parameters can improve the machining efficiency and surface form accuracy (Lu et al., 2014). Zhang et al. carried out the kinematic simulation of the double-side planetary lapping process, and the curves of relative displacement, velocity, and acceleration were obtained with respect to the time that can be used to optimize the rotation speed ratio of gear ring and sun gear (Zhang et al., 2015). Wen et al. proposed a method to evaluate the uniformity of particle trajectories moving on the target surface by using the number and standard deviation of trajectory points per unit area in the single-side planetary lapping process, and it was found that the influence of the processing parameters, that is, the rotation speed ratio and eccentricity, on the uniformity of the particle trajectories was essential (Wen et al., 2016). According to the aforementioned analysis, it is found that most of the research practices on the particle trajectories in the abrasive lapping process are based on the kinematic mechanisms and associated numerical simulations, but limited research has been conducted to explore the novel driving system to realize the uniformity of particle trajectories with the effective and convenient way.
In this study, a novel driving system will be proposed in the single-side planetary lapping process to realize the irrational rotation speed ratio of the lapping plate to the workpiece, and its working mechanism is then theoretically analyzed. The numerical study is also conducted to evaluate the lapping uniformity by employing this novel driving system, and finally, the experimental study is carried out to explore the surface form accuracy and verify the numerical simulation results.
2 FUNDAMENTALS OF THE IRRATIONAL DRIVING SYSTEM
2.1 Mechanism of the Driving System to Realize the Irrational Rotation Speed Ratio
The planetary moving structure is a conventional and widely used design in driving the abrasive lapping process with advantages of stability and convenience (Uhlmann et al., 2018). In this study, a planetary gear train using a pair of bevel gears with oblique engagement and planetary motion is designed to achieve the irrational ratio of output to input. The novel driving system to realize the irrational rotation speed ratio is the in-house developed driving system in Figure 1, which includes two bevel gears with a tooth number of 30 and planetary carrier with Σ = 60°, as shown in Figures 1Bi,ii. Because the shaft of the two bevel gears is not parallel to each other, it is necessary to calculate the rotation speed of the bevel gear 2, ω2, by analyzing the angular velocity polygon given in Figure 1Bii, where δ can be taken from the following equation:
[image: image]
[image: Figure 1]FIGURE 1 | (A)Single-side planetary lapping machine with an irrational rotation speed ratio of the lapping plate to workpiece, (Bi) novel driving system design with planetary gear train and (Bii) its working mechanism; (Ci) single-side planetary lapping device and (Cii) its working mechanism.
It can also be seen from Figure 1Bii that in Δabc there are ba//OOH, ac//OO2, and bc//OP; thus, the relation between the input rotation speed, ωH, and the rotation speed of the bevel gear 2, ω2, can be obtained from the following equation:
[image: image]
By substituting Σ and δ into Eq. 2, the ratio of ω2 to ωH can be calculated as follows:
[image: image]
Therefore, the novel driving system designed in this study can be used to realize the irrational rotation speed ratio output, ω2, with respect to the input rotation speed, ωH.
2.2 Uniformity Evaluation of Particle Trajectories on Target
In order to evaluate the lapping uniformity of the irrational rotation speed ratio driving system, the trajectory of any point P (rp, θp) fixed on the lapping plate moving along the target surface can be calculated according to the kinematics in Figure 1Cii which is given as follows:
[image: image]
Eq. 4 indicates that particle trajectories on the target surface are related to the rotation speed of the lapping plate, wp and the workpiece, ww, and the eccentric distance between O1 and O2, e. Thus, considering the experiment later in this study, the processing parameters in MATLAB are given in Table 1 to numerically investigate the distribution of particle trajectories on the target surface.
TABLE 1 | Processing parameters in simulation.
[image: Table 1]As shown in Figure 2, 100 abrasive particles are randomly distributed on the lapping plate with a diameter of 610 mm, and their trajectories moving on the target surface have been numerically analyzed by considering the rational and irrational rotation speed ratios of the lapping plate to the workpiece, i, of 1:2 and [image: image], respectively, and the simulation results are shown in Figures 3, 4.
[image: Figure 2]FIGURE 2 | Random distribution of abrasive particles on the lapping plate.
[image: Figure 3]FIGURE 3 | Distribution of particle trajectories on the target surface under i = 1:2. (A) [image: image]. (B) [image: image]. (C) [image: image]. (D) [image: image]
[image: Figure 4]FIGURE 4 | Distribution of particle trajectories on the target surface under [image: image] (A) [image: image]. (B) [image: image]. (C) [image: image]. (D) [image: image]
It can be found from Figure 3 that there is almost no variation in the distribution of particle trajectories on the target surface when the lapping time is from 6 to 24 s, which indicates that the particle trajectories generated by the rational rotation speed ratio, i = 1:2, should be periodically superposed with the increase in the lapping time. In contrast, it is noted from Figure 4 that with an increase in the lapping time, the coverage of particle trajectories on the target surface increases as well by employing the irrational rotation ratio, [image: image], which demonstrates that the particle trajectories would cover the whole target surface by further increasing the lapping time because of the non-periodic characteristics. Thus, by comparing Figures 3, 4, it can be found that the uniformity of the particle trajectories on the target surface has been significantly improved using the irrational rotation speed ratio and hence resulting in the higher surface form accuracy than that driven by the rational rotation speed ratio.
Furthermore, the uniformity of particle trajectories on the target surface has also been quantitatively evaluated by considering the additional i of 1:1, 1:3, 2:3, 2:1, 3:1, [image: image], [image: image], [image: image], [image: image], and [image: image], respectively, according to the following steps. First, all the positions of the trajectories on the target surface as similar to Figure 4 can be numerically obtained. Then, the target surface is divided into Cartesian grids with small and same squares, and the number of trajectories passing over each square can be calculated with the standard deviation. Thus, by comparing the values of the coefficient of variance (CV) obtained according to the aforementioned analysis and calculation under different values of i, the quantitative evaluation on the uniformity of particle trajectories on the target surface can be concluded from Figure 5. It is found that under the rational rotation speed ratios, the values of CV converge quickly and tend to be constant after the certain lapping time, and the overall values of CV are large and different from each other under the rational rotation speed ratios. It indicates that within a certain range of the lapping time, the uniformity of the particle trajectories on the target surface can be improved, but with the further increase in the lapping time, the variation of the uniformity seems to be insignificant. In contrast, it is interesting to note that under the irrational rotation speed ratios, all the values of CV present the decreasing function of the lapping time, and the values of CV under different rational rotation speed ratios are close to each other. It demonstrates that with an increase of the lapping time, the uniformity of particle trajectories on the target surface is increasingly improved, and hence, the advantage of realizing the uniform particle trajectories on the target surface using the irrational rotation speed ratio in the lapping process can be quantitatively analyzed.
[image: Figure 5]FIGURE 5 | Comparison of CV under different values of i.
3 EXPERIMENTS
3.1 Experimental Work
An in-house developed driving system based on the design in Section 2.1 has been designed to realize the irrational rotation speed ratio, and it is fixed in the YR610X single-side planetary lapping machine with the lapping plate diameter of 610 mm and the maximum lapping rotation speed of 300 r/min, as shown in Figure 6, where the traditional driving system to realize the rational rotation speed is also fixed in this machine to have a comparison in terms of surface form accuracy under the same processing parameters except the rotation speed ratio. Moreover, the single-crystal silicon wafer was selected as the workpiece with a diameter of 100 mm and thickness of 0.55 mm, and the processing parameters used in the experiment are given in Table 2. The workpiece was first roughly lapped using a P600 sandpaper (average diameter of 26 μm) for 10 min, and then, Al2O3 slurries with a concentration of 20% by mass and sizes of W14 (10–14 μm), W7 (5–7 μm), W3.5 (3–3.5 μm), W1.5 (1–1.5 μm), and W1 (0.5–1 μm) were used to conduct the precise lapping of the workpiece for 20, 20, 20, 10, and 10 min, respectively. After each test, the workpiece was measured with the assistance of the surface roughness measuring instrument Form Talysurf i60 and the wafer surface flatness measuring instrument ADE7200, and the values of total thickness variation (TTV), total indicated reading (TIR), site total indicated reading (STIR), curvature of the wafer (BOW), and warping deformation of the wafer (WARP) were obtained to evaluate the surface form accuracy.
[image: Figure 6]FIGURE 6 | Experimental setup.
TABLE 2 | Processing parameters in the experiment.
[image: Table 2]3.2 Evaluation on the Surface Form Accuracy
The overall surface morphology of the single-crystal silicon wafer after the abrasive lapping process is shown in Figure 7. By the qualitative comparison of surface morphology under the rotation speed ratios of i = 1 and i = 1.0772…, it is found from the resolution of the reflecting words on the target surface that there is no evident difference between i = 1 and i = 1.0772…, and a quantitative analysis on the average surface roughness by measuring 10 different positions on the target surface with respect to i = 1 and i = 1.0772… can be obtained using the surface roughness measuring instrument Form Talysurf i60, which are 11.2 and 7.62 nm, respectively. Thus, it can be deduced that the effect of the rational and irrational rotation speed ratios on the surface roughness is not significant, but its effect on the surface form accuracy that is related to the distribution of particle trajectories on the target surface still needs to be explored.
[image: Figure 7]FIGURE 7 | Comparison of surface morphology under different rotation speed ratios. (A) i=1 (B) i=1.0772…
Figure 8 shows the values of partial surface flatness, STIR, in the area of 15 mm × 15 mm under the rotation speed ratios of i = 1 and i = 1.0772…, respectively. It can be seen from Figure 7A that the maximum value of STIR is 9.02 μm under the rotation speed ratio of i = 1, while under the rotation speed ratio of i = 1.0772… the maximum value of STIR significantly reduces to be about 2.49 μm (Figure 8B), and its distribution on the target surface is more uniform than that with the rotation speed ratio of i = 1, which is well agreed with the simulation results, as discussed in Section 2.2.
[image: Figure 8]FIGURE 8 | Distribution of partial surface flatness on the target surface under different rotation speed ratios. (A) i=1 (B) i=1.0772…
Furthermore, five essential values of TTV, TIR, STIR, BOW, and WARP, which are usually employed to evaluate the surface form accuracy (Satake et al., 2020) on the whole target surface are given in Table 3 under different conditions. In general, all the five essential values are better under the rotation speed ratio of i = 1.0772… than those under the rotation speed ratio of i = 1, which demonstrates that the irrational rotation speed of the ratio driving system has the advantage of being able to obtain a good surface form accuracy. It is also noticed that the variations of BOW and WARP are limited as compared between the original target surface and the lapping target surface, but the other values of TTV, TIR, and STIR present the significant change after the lapping process. Therefore, the surface form accuracy has been significantly improved by using the irrational rotation speed ratio realized by the novel driving system design in this study.
TABLE 3 | Comparisons of surface form accuracy under different conditions.
[image: Table 3]4 CONCLUSION
Single-crystal silicon wafer is one of the commonly used materials in fabricating substrates of chips, and the surface quality of these substrates plays an important role in affecting their performance and service life. Thus, in this study, a novel driving system has been proposed to improve the uniformity of the particle trajectories moving on the target surface in the single-side planetary lapping process, and the main contributions are concluded as follows:
1) A novel driving system that consists of two bevel gears and a planetary carrier has been designed to realize the irrational rotation speed ratio, and its working mechanism has also been theoretically analyzed in detail.
2) It is found from numerically qualitative and quantitative studies that the particle trajectories generated by the rational rotation speed ratio are periodically superposed with the increase in the lapping time. In contrast, by employing the irrational rotation speed ratio, the particle trajectories would cover the whole target surface with the further increase in the lapping time because of the non-periodic characteristics. It indicates that the uniformity of the particle trajectories on the target surface can be significantly improved using the irrational rotation speed ratio and hence resulting in the higher surface form accuracy as well.
3) An in-house developed irrational rotation speed ratio driving system has been designed for the experimental study. It is found that the effect of the rational and irrational rotation speed ratios on the surface roughness is not significant, but all the five essential values related to the surface form accuracy are better under the rotation speed ratio than those under the rotation speed ratio, which demonstrates that the irrational rotation speed ratio driving system has the advantage of being able to obtain a good surface form accuracy and agrees well with the numerical simulation results.
Therefore, the novel driving system designed in this study to realize the irrational rotation speed ratio would provide good reference for the development of the abrasive lapping technology.
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Metal is the primary substrate for fabricating flexible sensors, and its surface quality has a significant effect on the performance of these sensors. The traditional lapping-polishing technology has the disadvantages of being time-consuming and presenting difficulty in controlling the uniformity. In this paper, a liquid metal lapping-polishing plate with a self-shaping function is proposed and developed, which can realize high quality and low surface damage in the processing of the metallic substrate. It is found from the fundaments of the liquid metal lapping-polishing plate that the temperature generated by the friction between the workpiece and plate plays an important role in affecting the processing performance, and then a numerical study of the temperature field on the liquid metal lapping-polishing plate surface has been carried out, and it is found that the temperature increase with the increment of the pressure and rotation speed of the lapping-polishing plate on the target surface. Finally, it is found from experiments that the experimental results have shown to be in good agreement with the corresponding experimental data for the highest temperature under specific conditions and the processing performance has been significantly improved as well.
Keywords: liquid metal lapping-polishing plate, metallic substrate, temperature field, bismuth-based alloy, processing performance
1 INTRODUCTION
With the increasing demand for sensors in some extreme environments, the requirements for range, accuracy, and stability are increasingly strict, such that sensors with the desirable characteristics of being flexible, freely bending, foldable, and wearable have attracted many researchers to investigate this field (Elashery et al., 2022; Maciel et al., 2022). Currently, there are a large number of materials being considered as the substrates of flexible sensors, such as metal, ultra-thin glass, and organic polymer substrates (Ren et al., 2020; Sayginer et al., 2021). The ultra-thin glass and organic polymer substrates have disadvantages of poor resistance to high temperatures, and poor water and oxygen barrier ability (Garner et al., 2019; Guan et al., 2022), while the metal substrates possess advantages of good high-temperature resistance, low coefficient of thermal expansion, and exemplary performance in heat resistance (Li et al., 2020; Liu et al., 2021; Goswami and Gupta, 2022).
However, the surface quality of the metal substrate has an essential effect on the performance of flexible sensors (Khalid and Chang, 2022). Abrasive machining technology has been extensively used in the precision and ultra-precision machining of almost any materials with high efficiency and quality (Qi et al., 2021; Cheng et al., 2022; Hu et al., 2022; Qi et al., 2022). Efforts have been contributed by many scholars to improve the abrasive lapping-polishing performance (Li et al., 2019; Jin et al., 2020). Kim et al. prepared self-corrected polishing pads, which were mainly composed of a mixture of alumina abrasive particles and hydrophilic polymers, and compared with the traditional polishing pads, possesses good viscoelasticity and can extend the processing time, thus improving the processing quality (Kim et al., 2004). Zhao et al. proposed a semi-solid abrasive polishing method, which mainly employed the trap effect to reduce the defects caused by the large abrasive particles impacting the target surface during the polishing process and improve the processing quality (Zhao et al., 2011). Choi and Jeong used UV light to treat the hydrophilic polymers, by which they developed a polishing pad with self-healing and hydrophilic functions, and three types of the diamond abrasive polishing pads were fabricated to polish the die steel, which eventually reduced the surface roughness to be about 15.1 nm (Choi and Jeong, 2004). The above abrasive machining methods could realize the precision polishing of substrates with good surface quality, but the efficiency should be considered as well. In general, the abrasive lapping process is used to realize the fast thinning of the substrate, and the abrasive polishing process is employed to realize the high surface finishing of the substrate (Jin et al., 2020; Zhao et al., 2020). The liquid metal with characteristics of high electrical conductivity, low viscosity, and large tension has shown good performance in jet printing or carrying the abrasive particles to realize the machining of complicated structures (Wang et al., 2018; Zhang et al., 2022).
Thus, in this paper, the processing method of the metallic substrate using a liquid metal lapping-polishing plate is proposed to realize the combination of the abrasive lapping and polishing processes. The fundaments of the liquid metal lapping-polishing process are first analyzed, and the numerical study of the temperature field on the liquid metal lapping-polishing plate surface is then conducted to explore the effect of processing parameters on the distribution of the temperature. Finally, the corresponding experiments have been carried out to verify the numerical model and explore the processing performance.
2 FUNDAMENTALS OF THE LIQUID METAL LAPPING-POLISHING PROCESS
A liquid metal lapping-polishing plate with the self-shaping function is first proposed and analyzed, as shown in Figure 1, where the liquid metal lapping-polishing plate consists of the binder, abrasive particles, and liquid metal whose hardness varies with respect to the temperature. During the lapping-polishing process, heat can be generated due to the mechanical friction between the lapping-polishing plate and the target surface, and this heat could result in the increase of temperature in the lapping-polishing plate which in turn decreases the harness of liquid metal, such that the surface shape of the liquid metal lapping-polishing plate would be changed.
[image: Figure 1]FIGURE 1 | Schematic of the liquid metal lapping-polishing plate. (A) Original plate, (B) Temperature increased plate.
To be specific, the liquid metal lapping-polishing plate possesses originally high hardness due to the addition of liquid metal where the large abrasive particle is higher than the small abrasive particle that may cause the large surface damage on the target surface, as shown in Figure 1A, but during the lapping-polishing process, the hardness of liquid metal reduces with the increase of temperature, so that the large abrasive particle could recede to a certain depth under the pressure of workpiece (Li et al., 2016; Shrivastava et al., 2021). When the height of the large abrasive particle is equal to other small abrasive particles, the pressure of the workpiece is uniformly distributed by the abrasive particles on the surface of the lapping-polishing plate, as shown in Figure 1B, so that in this way the liquid metal lapping-polishing plate could realize the combination of the abrasive lapping and polishing processes due to its self-shaping function, and hence, significantly reducing the surface damage caused by the large abrasive particle, enhancing the surface form accuracy and improving the processing efficiency.
3 NUMERICAL STUDY OF TEMPERATURE FIELD ON THE LIQUID METAL LAPPING-POLISHING PLATE SURFACE
3.1 Model development
In the lapping-polishing process, the variation of temperature on the surface of the lapping-polishing plate would have an essential effect on the hardness of the liquid metal, hence, affect the processing quality. The heat mainly comes from the mechanical friction between the workpiece and the lapping-polishing plate, and the temperature field on the surface of the lapping-polishing plate is mainly affected by various processing parameters, such as the lapping-polishing pressure and the rotation speed of the lapping-polishing plate. Thus, it is necessary to get an insight into the distribution of temperature field on the liquid metal lapping-polishing plate surface, such that the related numerical simulation has been first conducted in ANSYS to explore the underlying sciences, as detailed below.
To consider the experimental work that has been stated in Section 4.1 where the single-side planetary lapping-polishing machine is used to carry out the experiments, and the associated model geometry in simulation is shown in Figure 2. The stainless steel is selected as the workpiece with a radius of 18 mm and thickness of 1.5 mm, and a Bismuth-based alloy with a melting point of 40°C is selected as the liquid metal that is used to model the lapping-polishing plate with a radius of 50 mm and thickness of 7.8 mm. Moreover, the major material properties used in the simulation are given in Table 1 according to the corresponding experimental measurements, and the processing parameters considered in the simulation are as follows: four levels of the lapping-polishing pressure (P) at 6, 9, 12, 15 KPa are considered, four levels of rotation speed of the lapping-polishing plate (rp) at 70, 100, 130, 160 r/min are selected, the rotation speed of workpiece (rw) is set to be 130 r/min, and all the experiments are carried out at room temperature. Thus, by using a full factorial design 16 simulation test conditions can be considered for further analysis (Xie et al., 2021).
[image: Figure 2]FIGURE 2 | Model geometry and meshing generation.
TABLE 1 | Material properties in simulation.
[image: Table 1]3.2 Results and Discussion
3.2.1 Overall Observation of the Temperature Field
Figure 3 presents the typical distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different processing times, t, at p = 12 kPa, rp = 130 r/min, and rw = 130 r/min. It can be seen from Figure 3A that the temperature increases quickly at the beginning of the lapping-polishing process and presents an obvious track on the surface of the lapping-polishing plate. With the further increase in the processing time the temperature shows a gradual increase due to the frictional heat consumption in the air convection, heat conduction in the lapping-polishing plate, and the radiation to the outside environment (Lee et al., 2013; Totolin et al., 2016), as can be seen from Figures 3B–D. Additionally, it is also noticed from Figure 3 that the distribution of the temperature on the lapping-polishing plate shows a ring shape, in which the temperature shows a gradually increasing trend from the center to the outer. It is attributed to the fact that the heat dissipation and transfer near the center of the lapping-polishing plate are faster, while in the outer area the temperature is higher because of the relatively higher linear speed.
[image: Figure 3]FIGURE 3 | Distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different processing time. (A) t=5 s, (B) t=10 s, (C) t=15 s, (D) t=20 s.
A quantitative analysis of the variation of the temperature on the fixed-point A (see Figure 3A) on the lapping-polishing plate, which is the center of the workpiece, with respect to the processing time has been conducted. It can be seen from Figure 4 that the mechanical friction occurs between the workpiece and the lapping-polishing plate in the early stage of the lapping-polishing process, which makes the heat continuously accumulated and to be transferred into the lapping-polishing plate, thus resulting in the fast increase of the temperature on the surface of the lapping-polishing plate. However, with the further increment of the processing time, the generation of the heat from the mechanical fraction and the consumption of the heat by the air convection, heat conduction in the lapping-polishing plate, and the radiation to the outside environment would achieve a dynamic balance, so that the variation of the temperature tends to be stable as shown in Figure 4.
[image: Figure 4]FIGURE 4 | The relationship between the temperature and processing time.
3.2.2 The Effect of Processing Parameters on the Temperature Field
Since the lapping-polishing pressure would affect the contact force resultant fraction between the workpiece and the lapping-polishing plate which may induce the variation of the temperature in the lapping-polishing process, it is necessary to investigate the effect of pressure on the temperature field. Figure 5 shows the distribution of the temperature field on the lapping-polishing plate with respect to different pressures at rp = 130 r/min, rw = 130 r/min, and t = 20 s. It can be seen from Figure 5 that after the processing time of 20 s, the distribution of the temperature field on the lapping-polishing plate seems to be stable, and with the increase of pressure, the average temperature on the surface of the lapping-polishing plate gradually increases while along the radial direction of the lapping-polishing plate the temperature gradually decreases. It is also found from the simulation that the temperature in the region between the outer ring of the workpiece and the lapping-polishing plate is a little higher than in the other regions, which is attributed to the reason that there is more relative friction between the outer ring and the workpiece in unit time as compared with the inner ring. However, the overall distribution of the temperature in the processing region is relatively uniform. Figure 6 shows the quantitative analysis of the relation between the pressure and temperature on the lapping-polishing plate, and it is found that the highest temperature on the surface of the lapping-polishing plate reached about 38.671°C, 40.907°C, 42.489°C, and 44.545°C at the corresponding pressure of 6, 9, 12, 15 kPa, respectively.
[image: Figure 5]FIGURE 5 | Distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different pressures in simulation. (A) P=6 KPa, (B) P=9 KPa, (C) P=12 KPa, (D) P=15 KPa.
[image: Figure 6]FIGURE 6 | The relationship between temperature and pressure.
Furthermore, the effect of the rotational speed of the lapping-polishing plate on the temperature has been also qualitatively and quantitatively analyzed according to the simulation results. Figure 7 shows the distribution of the temperature field on the lapping-polishing plate with respect to different rotation speeds of the lapping-polishing plate at p = 12 kPa, rw = 130 r/min, and t = 20 s. It can be seen from this figure that in general the overall temperature on the surface of the lapping-polishing plate increases with an increment of the rotation speed of the lapping-polishing plate, and it is due to the fact that increasing the rotation speed of the lapping-polishing plate the relative speed between the workpiece and the lapping-polishing plate increase as well, which results in the increase of the heat generation by the mechanical fraction. Similarity, it can be found from the quantitative analysis of the relation between the rotation speed of the lapping-polishing plate and temperature showing that the highest temperature on the surface of the lapping-polishing plate reached about 36.734°C, 40.114°C, 43.635°C, 48.186°C at the corresponding rotation speed of 70, 100, 130, 160 r/min, respectively.
[image: Figure 7]FIGURE 7 | Distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different rotation speeds in simulation. (A) rp=70 r/min, (B) rp=100 r/min, (C) rp=130 r/min, (D) rp=160 r/min.
4 EXPERIMENTAL STUDY
4.1 Experiments
The in-house developed liquid metal lapping-polishing plate which consists of the Bismuth-based alloy with the melting point of 40°C and SiC abrasive particles with a size of 3,000 mesh is fixed in the MP-1B lapping-polishing machine to realize the single-side planetary lapping-polishing of the stainless steel substrate, as shown in Figure 8, and the rotation speed of the lapping-polishing plate can be exactly controlled in the range of 50–1,000 r/min. Thus, the processing parameters considered in the experiment are similar to that in simulation, where four levels of P at 6, 9, 12, 15 KPa are selected, four levels of rp at 70, 100, 130, 160 r/min are considered, rw is set to be 130 r/min and all the experiments are carried out at room temperature. Again, a full factorial design is considered for P and rp and it results in 16 tests in the experiment. In order to verify the numerical model and explore the processing performance, the temperature is real-time measured by using Fluke Tix640 Infrared Camera and the surface morphology is observed by using Keyence 3D Microscope VHX600.
[image: Figure 8]FIGURE 8 | Experimental setup.
4.2 Results and Discussion
Figure 9; Figure 10 present the real-time measurement of temperature on the surface of the lapping-polishing plate with respect to different P and rp at t = 20 s, and the highest temperature point on the surface is measured for each condition in units of ℉, so that the comparison between the simulating and experimental results can be obtained as shown in Figure 11. It can be seen from Figures 9, 10 that with the increase of P and rp, the temperature on the surface of the lapping-polishing plate increases as well, which indicates similar trends to the numerical results. It is also found from Figure 9A that the processing area shows a typical ring temperature and the temperature decreases to both sides of the processing area, which is also agreed with the numerical findings in Section 3.2. In addition, the quantitative comparison in Figure 11 shows that the simulating trends of the temperature with respect to different P and rp are similar to that in the experiment, and the model predictions have shown to be in good agreement with the corresponding experimental data for the highest temperature under specific conditions. Therefore, it may be deduced that the numerical model has been correctly developed for use to simulate the temperature field on the liquid metal lapping-polishing plate surface.
[image: Figure 9]FIGURE 9 | Distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different pressures in the experiment. (A) P=6 KPa, (B) P=9 KPa, (C) P=12 KPa, (D) P=15 KPa.
[image: Figure 10]FIGURE 10 | Distribution of the temperature field on the liquid metal lapping-polishing plate with respect to the different rotation speeds in the experiment. (A) rp=70 r/min, (B) rp=100 r/min, (C) rp=130 r/min, (D) rp=160 r/min.
[image: Figure 11]FIGURE 11 | Comparison of simulating and experimental results. (A) Under different lapping-polishing pressures, (B) Under different lapping-polishing rotation speed.
The processing performance has also been analyzed by using the developed liquid metal lapping-polishing plate in this study. The original surface morphology of the stainless steel substrate is shown in Figure 12A with a surface roughness of about 0.132 μm, and large scratches can be obviously observed on the target surface. After the lapping-polishing process at p = 12 kPa, rp = 70 r/min, and t = 20 min, the surface morphology of the target surface is shown in Figure 12B, in which the surface roughness has been reduced to about 0.038 μm and the scale of the scratches on the target surface has been significantly reduced as well. Thus, the developed liquid metal lapping-polishing plate can be used to improve the abrasive lapping-polishing performance, and future work will be focused on the optimized design of the processing parameters during the liquid metal lapping-polishing process.
[image: Figure 12]FIGURE 12 | Comparison of surface morphologies before and after liquid metal lapping-polishing. (A) Original target surface, (B) Surface morphology after liquid metal lapping-polishing.
5 CONCLUSION
In this paper, the liquid metal lapping-polishing method has been proposed by using the lapping-polishing plate with the self-shaping function to realize the high quality and low surface damage in the processing of the metallic substrate. The underlying science of this method has been fundamentally explored and it is found that the temperature generated by the friction between the workpiece and plate plays an essential role in affecting the hardness of the liquid metal which could affect the distribution of abrasive particles on the surface of the plate and hence affecting the processing performance. Then, the effect of the processing parameters, including the lapping-polishing pressure and the rotation speed of the lapping-polishing plate, on the temperature field on the liquid metal lapping-polishing plate surface has been numerically carried out, and it is found from both qualitative and quantitative analysis that the temperature increases with the increment of the pressure and rotation speed of the lapping-polishing plate on the target surface. Finally, the in-house developed liquid metal lapping-polishing plate which consists of the Bismuth-based alloy with the melting point of 40°C and SiC abrasive particles with a size of 3,000 mesh is fixed in the MP-1B lapping-polishing machine to realize the single-side planetary lapping-polishing of the stainless steel substrate, and it is found from experiments that the experimental results have shown to be in good agreement with the corresponding experimental data for the highest temperature under specific conditions and the processing performance has been significantly improved as well. Therefore, the liquid metal lapping-polishing method proposed in this study could provide a reference for the development of the abrasive lapping-polishing process.
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The nanoindentation test is extensively used to obtain the mechanics performance of different kinds of materials. In this study, the general process in the lapping and polishing of Q235 steel samples for nanoindentation has been analyzed by considering the pressure (P), rotation speed of the lapping and polishing plate (rp), flow rate of abrasive slurry (Qa), and the processing time (t). It is found from the lapping experiments with a full factorial design that the optimized processing parameters are rp of 200 r/min, P of 30 N, and t of 4 min considered in this study by considering the material removal rate and subsurface damage. The central composite design method has been used to design the polishing experiments, and the support vector machine (SVM) method has been used to deal with these experimental results, and it is found that the developed SVM model can accurately predict the surface roughness under different processing parameters. Then, based on the SVM model, the genetic algorithm (GA) method is used to obtain the optimized processing parameters in the polishing process, and it is found from the SVM-GA study that the optimized processing parameters in the lapping process are rp of 108 r/min, P of 33 N, Qa of 20 ml/min, and t of 3 min. Finally, a set of nanoindentation tests have been conducted to evaluate the lapping and polishing performance, and it is found that the surface integrity has been significantly improved after the optimization of the lapping and polishing parameters by using the SVM-GA method considered in this study.
Keywords: lapping and polishing process, processing parameter optimization, nanoindentation, SVM-GA, Q235 steel
INTRODUCTION
With the fast development in the fabrication of structures on the functional materials used in aerospace engineering, renewable energy engineering, and microelectronics engineering, the characterization of material properties at the microscale and nanoscale levels must be accurately obtained (Reggente et al., 2020; Hossain et al., 2022). Currently, nanoindentation is considered a powerful technique used to quantitatively characterize the mechanical properties of different kinds of materials (Das et al., 2022), and by fitting the appropriate models to the curve of force with respect to displacement obtained from the test, the major material properties, such as the elastic modulus, hardness, and fracture toughness can be measured at the microscale and nanoscale (Isik et al., 2022; Song et al., 2022). Since the indentation depths are in the order of nanometers, the surface quality of the sample has an essential effect on the nanoindentation test (Chen et al., 2014). Therefore, it is necessary to investigate the preparation of samples with good surface integrity.
Abrasive machining technology, as one of the non-traditional machining technologies, has been extensively used to produce complicated structures and smooth surfaces with high efficiency and accuracy (Ge J. et al., 2021; Cheng et al., 2022; Zhang et al., 2022), by which the material removal is made by the successive impacts of abrasive particles on the target surface (Hu et al., 2022; Qi et al., 2022). The abrasive lapping and polishing techniques are often used to realize the high surface finish of the flat target surface (Ge J. Q. et al., 2021; Ji et al., 2022). Li et al. conducted the investigation on the fixed-abrasive planetary lapping technology according to a generic model, and the lapping uniformity has been improved due to the uniform distribution of the particle trajectories moving on the target surface (Li et al., 2019). By analyzing the kinematics and trajectory in the fixed-abrasive planetary lapping process, Wen et al. explored the effect of the rotation speed ratio of the work piece to the lapping plate on the distribution of the particle trajectories in the machining of interdigitated micro-channels on bipolar plates, and it is found that the surface integrity has been enhanced (Wen et al., 2016). Chen et al. designed a novel driving system which was fixed on the single-side planetary abrasive lapping machine to realize the irrational rotation speed ratio of the work piece to the lapping plate which can improve the surface quality in terms of the surface form uniformity (Chen et al., 2021). In addition, in the abrasive polishing process, the abrasive slurry is usually used to conduct the precision and ultra-precision polishing of the target surface with free abrasive particles. Strey and Scandian studied the effect of the abrasive polishing load on the surface roughness and material removal rate of hard-brittle materials, and it is found that the related processing parameters have significant effects on the surface finish (Strey and Scandian, 2021). By designing the ice-bonded abrasive polishing tool, Nayak and Ramesh Babu investigated the influence of the tool and work piece interface temperature rise on the life of the polishing process, and this type of polishing plate could be used to improve the polishing life and the surface quality (Nayak and Ramesh Babu, 2020).
According to the aforementioned analysis, to improve the surface integrity in the lapping and polishing process, the novel designs of the lapping or polishing plate with different driving systems are generally used; however, limited research has been contributed to the optimization of the processing parameters involved in the lapping and polishing process for the improvement of the surface quality, which is the most convenient and effective way with the lowest cost as well. Thus, in this study, the optimization in the lapping and polishing of steel samples for nanoindentation will be investigated by using the support vector machine and genetic algorithm methods.
EXPERIMENTAL WORK
Experimental Setup
As shown in Figure 1, in the experiment, a GP-1000 A automatic lapping and polishing machine is used, including the abrasive slurry feeding system, rotation speed control system, lapping and polishing plate, work piece fixture, and pressure loading system, in which the range of the pressure (P) is from 5 to 60 N, and the range of the rotation speed of the lapping and polishing plate (rp) is from 0 to 1,000 r/min. In general, both the lapping and polishing processes are necessary for the preparation of samples for the nanoindentation tests with high surface integrity, and the lapping and polishing processes considered in this study are shown in Figure 2. In the lapping process, the sandpapers with relatively large sizes of abrasive particles are fixed on the lapping and polishing plates to achieve a high material removal rate from the target within a given processing time (t). In the polishing process, free abrasive particles with relatively small sizes are formed between the work piece and the lapping and polishing plates by using the abrasive slurry feeding system with a given flow rate (Qa) to realize the high surface integrity on the target.
[image: Figure 1]FIGURE 1 | Automatic lapping and polishing machine.
[image: Figure 2]FIGURE 2 | Schematic representation of the lapping and polishing of steel samples for nanoindentation.
In this study, the Q235 steel is selected as the work piece, with dimensions of 15 mm × 15 mm×5 mm, whose density is 7.85 g/cm3, elastic modulus is 210 GPa, and its original Ra and SSD are about 300–500 nm and 9–12 μm, respectively. Moreover, the PSA Silicon Carbide sandpapers with different sizes of P800 (average diameter of 22 µm), P1200 (average diameter of 15 µm), P2400 (average diameter of 10 µm), and P4000 (average diameter of 5 µm) are employed in the lapping process, while in the polishing process, the diamond and silicon dioxide abrasives with different sizes (see Figure 2) are used from the rough polishing process to the final polishing process. Since P, rp, Qa, and t are the major processing parameters that could affect the performance of the lapping and polishing processes, it is required to explore the optimized design of these processing parameters.
Experimental Design
In the lapping process, according to the previous studies, P and rp are the essential factors that would affect the lapping performance in terms of the material removal rate (MRR) and subsurface damage (SSD), and it is found that when the processing time for each lapping process shown in Figure 2 is more than 3 min, both of the MRR and SSD seems to be stable. Thus, in the lapping process, three levels of P at 20, 30, and 40 N and three levels of rp at 100, 150, and 200 r/min are considered with a full factorial design under t = 4 min, which results in a total of nine tests (Xie et al., 2021).
In the polishing process, P, rp, Qa, and t are found to be the important factors affecting the polishing performance in terms of surface roughness (Ra) so that three levels of P at 20, 30, and 40 N, three levels of rp at 100, 150, and 200 r/min, three levels of Qa at 10, 15, and 20 ml/min, and three levels of t at 1.5, 2, and 2.5 min are used in this study. Because of the many processing parameters considered previously, the traditional full factorial design would result in a large number of tests which is not suitable for this study. The central composite design (CCD) has been extensively used to optimize the experimental design with the least number of tests (Imanian and Biglari, 2022), which can not only evaluate the linear and interaction terms but can also estimate the high-order effects. Thus, the experimental design in the polishing process is determined by the CCD method which results in a total of 31 tests.
Experimental Measurement
The MRR, SSD, and Ra are the three essential factors that can be used to evaluate the lapping and polishing performance. The MRR can be calculated by measuring the mass of the work piece with an accuracy of 0.01 mg before and after the lapping process within the given processing time, whereas it is hard to obtain the MRR by measuring the mass loss before and after the polishing process because of the little material removal in this process. The SSD can be measured after the lapping process by using the Nano Indenter G200 with an accuracy of 0.01 nm and maximum depth of 500 μm, and again, this is hard to be obtained after the polishing process because the limited SSD can be observed. Ra can be measured after both the lapping and polishing processes with the assistance of the SuperView White Light Interferometer with an accuracy of 0.002 nm. Thus, these three significant factors are considered in this study to quantitatively evaluate the lapping and polishing performance.
RESULTS AND DISCUSSION
Optimization of Processing Parameters in the Lapping Process
The experimental results in the lapping process are shown in Table 1. When P is 30 N, the depth of the SSD is the smallest under the same rp, and the depth of the SSD increases sharply from 30 to 40 N, which agrees well with the existing research results. It is attributed to the reason that the variation of pressure in this range results in an increase in the thermal effect, thus causing large damage to the target. It is also found from Table 1 that rp is positively correlated with the depth of the SSD, which indicates that within the range of 100–200 r/min, the lower the rotation speed, the better the depth of the SSD will be. In addition, rp and P are found to be positively correlated with the MRR, and the MRR is maximum when P is 40 N and rp is 200 r/min. Since the results of the full factorial experiment can be directly compared from Table 1, the combination of the optimal levels of each factor is the optimized combination of processing parameters without considering the interactions. From the perspective of the SSD and MRR, the optimized processing parameters in the lapping process are found to be rp of 200 r/min, P of 30 N, and t of 4 min considered in this study.
TABLE 1 | Experimental results in the lapping process.
[image: Table 1]Optimization of Processing Parameters in the Polishing Process
According to the optimized processing parameters in the lapping process, the original samples of the Q235 steel have been first lapped with these optimized processing parameters, and then, they are polished under different conditions, as shown in Table 2, where the experimental results in the polishing process are given. Since many combinations of the processing parameters are considered by using the CCD method, in this study, a support vector machine (SVM) is proposed to deal with these experimental results. The SVM is a supervised machine learning model that uses classification algorithms for two-group classification problems. After giving an SVM model sets of labeled training data for each category, it can categorize new data (Fayed and Atiya, 2021; Liang et al., 2022). Thus, by using MATLAB software, 31 experimental data in terms of Ra are trained with the SVM method to obtain the fitness function, which can be used to predict the Ra under different processing parameters. To evaluate the predicting capacity of the SVM method, additional five tests have been conducted, and the results are shown in Table 3.
TABLE 2 | Experimental results in the polishing process.
[image: Table 2]TABLE 3 | Additional experimental results in the polishing process.
[image: Table 3]Figure 3A shows the evaluation of the predicting accuracy of the SVM, where the red dots represent the training data based on the 31 experimental results, and the blue dots represent the predicting data according to the processing parameters given in Table 3, and it can be seen from this figure that the value of R2 is 0.99415 which indicates that by using the developed SVM model, it can accurately predict Ra under different processing parameters considered in this study. It can be also seen from Figure 3B that the quantitative comparison between the SVM predicting results and experimental results show a good agreement.
[image: Figure 3]FIGURE 3 | (A) Evaluation of the predicting accuracy of the SVM and (B) quantitative comparison between the SVM predicting results and experimental results.
Furthermore, according to the SVM fitness function, the genetic algorithm (GA) is used in this study to obtain the optimized processing parameters in the polishing process (Jeyaranjani and Devaraj, 2022), and it is found from the SVM-GA study that the optimized processing parameters in the lapping process are rp of 108 r/min, P of 33 N, Qa of 20 ml/min, and t of 3 min considered in this study, and the predicting value of Ra is 1.07 nm under this condition. The corresponding experiments have also been carried out to verify the accuracy of the SVM-GA method, and the surface morphology of the Q235 steel sample is shown in Figure 4, where the Ra is about 1 nm, so that it may be deduced that the SVM-GA method has been correctly developed for use to predict and optimize the polishing process.
[image: Figure 4]FIGURE 4 | Surface morphology of the Q235 steel sample after the lapping and polishing processes at rp = 108 r/min, P = 33 N, Qa = 20 ml/min, and t = 3 min.
Evaluation of the Lapping and Polishing Performance for Nanoindentation
To evaluate the lapping and polishing performance after the optimization of the processing parameters considered in this study, a set of nanoindentation tests have been conducted to measure the elastic modulus and hardness of the Q235 steel samples. The elastic modulus test results are shown in Figure 5. Indentation points 1 and 2 are taken from the Q235 steel sample without the optimization of the lapping and polishing parameters, and the remaining points are taken from the same work piece after the optimization of processing parameters. It can be seen from Figure 5 that with the increase of depth from the target surface, the elastic modulus gradually reduces to be stable. To be specific, the decreasing trend of the elastic modulus from points 1 and 2 is lower than other test points, and the overall values of the elastic modulus from points 1 and 2 are larger than other test points. It indicates that although the surface hardening phenomenon of the work piece could not be eliminated by the lapping and polishing processes, this surface hardening phenomenon could be improved by the optimization of the processing parameters to control the surface integrity (Qi et al., 2018).
[image: Figure 5]FIGURE 5 | Elastic modulus test results.
In addition, Figure 6 shows the comparison of the hardness test results before and after the optimization of the lapping and polishing parameters. Nine different points are selected for each sample, and it can be seen from Figure 6A that the curves of hardness are relatively scattered without the optimization of the lapping and polishing parameters, which indicates that the differences in the nine curves of hardness are mainly caused by the non-uniform surface integrity. It is noticed from Figure 6B that the nine curves of hardness are similar after the optimization of the processing parameters, and the errors between each curve are small which demonstrates that the surface integrity has been significantly improved after the optimization of the lapping and polishing parameters by using the SVM-GA method considered in this study.
[image: Figure 6]FIGURE 6 | (A) Hardness test results without optimization and (B) hardness test results after optimization.
CONCLUSION
The nanoindentation test is extensively used to obtain the mechanics performance of different kinds of materials, and to accurately measure these values of mechanics, the sample is required to have good surface integrity in terms of surface roughness and subsurface damage. The abrasive lapping and polishing processes are often used to prepare the sample for nanoindentation with a good surface finish; however, many processing parameters are related to the lapping and polishing processes. It is necessary to optimize these parameters to perform good machining ability with high efficiency and accuracy. In this study, the general process in lapping and polishing of steel samples for nanoindentation has been analyzed, and an in-house developed automatic lapping and polishing machine has been used to conduct the lapping and polishing tests on Q235 steel samples by considering the major processing parameters, including the pressure, rotation speed of the lapping and polishing plate, flow rate of abrasive slurry, and processing time. It is found from the lapping experiments with a full factorial design that the optimized processing parameters are rp of 200 r/min, P of 30 N, and t of 4 min considered in this study by considering the MRR and SSD. The CCD method has been used to design the polishing experiments, and the SVM method has been used to deal with these experimental results, and it is found that the developed SVM model can accurately predict Ra under the different processing parameters considered in this study. Then, based on the SVM model, the GA method is used to obtain the optimized processing parameters in the polishing process, and it is found from the SVM-GA study that the optimized processing parameters in the lapping process are rp of 108 r/min, P of 33 N, Qa of 20 ml/min, and t of 3 min. Finally, a set of nanoindentation tests have been conducted to evaluate the lapping and polishing performance, and it is found that the surface integrity has been significantly improved after the optimization of the lapping and polishing parameters by using the SVM-GA method considered in this study.
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Abrasive belt grinding has unique advantages in avoiding machining defects and improving surface integrity while grinding hard materials such as superalloys. However, the random distribution of abrasive particles on the abrasive belt surface is uncontrollable, and chatter and machining errors accompany the machining process, leading to unclear mapping relationship between process parameters and surface roughness, which brings great challenges to the prediction of surface roughness of superalloy. Traditional empirical equations are highly dependent on empirical knowledge and the development of scientific theories and can only solve problems with relatively simple and clear mechanisms, but cannot effectively solve complex and mutually coupled problems. The method based on data-driven patterns has a better idea for mining the implicit mapping relationship and eliminating the uncertainty of complex problems. This study presents a data-driven roughness prediction method for GH4169 superalloy. First, a superalloy grinding platform is built. According to the grinding empirical equation, the mapping relationship between process parameters and surface roughness is analyzed, and a prediction model is established based on the error back propagation (BP) algorithm. Second, genetic algorithm (GA) and particle swarm optimization (PSO) algorithm are used to optimize the weights and thresholds of the neural network, and the global optimal solution is obtained. Finally, the prediction performance of different algorithms is compared. The results show that the non-uniform absolute errors of the BP algorithm, GA-BP algorithm, and PSO-BP algorithm are 0.12, 0.085, and 0.078, respectively. The results show that the roughness prediction algorithm based on PSO-BP is more suitable for GH4169 superalloy.
Keywords: belt grinding, GH4169 superalloy, roughness prediction, data driven, intelligent algorithm
INTRODUCTION
High-temperature alloys have been widely used in the aerospace field due to their high strength and good oxidation resistance. At present, the high-temperature alloy materials are mainly processed by die forging and precision milling, while this processing method inevitably has defects such as thermal stress concentration and large plastic deformation, which also leads to tool adhesion and chatter. In turn, it is easy for the large force to cause some surface defects such as burns, micro-cracks, and tensile stress on the surface of the workpiece, which makes it difficult to ensure the surface integrity of the parts (Zhu et al., 2020). Abrasive belt grinding can effectively improve the surface quality of superalloy materials with the advantages of low temperature and strong vibration absorption performance, so it has been widely applied in aeronautic and astronautic fields (Huang et al., 2016; Xiao et al., 2021; Xiao et al., 2022; Zhou et al., 2022).
Since the surface integrity of components has an important impact on their fatigue life, it can improve the surface integrity and performance of the workpiece (Li et al., 2022; Gao et al., 2021). The surface topography after grinding has an important influence on the service performance (Cui et al., 2021). Among them, the surface roughness has an important influence on the surface properties of the workpiece after processing (Zhang et al., 2020). Obtaining surface roughness is the main unfavorable factor affecting the fatigue life of the workpiece. By analyzing the surface roughness, topography characteristics, and residual stress distribution of the workpiece, the influence of surface integrity characteristics on fatigue life is studied. At the same time, a method to improve fatigue life by optimizing process parameters is proposed (Wang et al., 2020). Considering the stress concentration on the surface of the external load and the residual stress of shot peening, the position of the dangerous section after processing was calculated, and experimental verification is also conducted. In the above research, it is found that better surface quality can improve the service life of the workpiece. The prediction of the surface integrity characteristics can ensure that the workpiece can be replaced in time, minimize the loss of resources, and achieve sustainability development.
However, due to the uneven distribution of abrasives, there is inherently weak rigidity, as well as the high degree of nonlinearity and coupling in the grinding process parameters and surface roughness, resulting in unstable surface characteristics after grinding. At present, there are two kinds of main predictions for the roughness of the ground surface.
The traditional surface roughness prediction method is to use online monitoring and surface inspection after grinding to analyze the grinding mechanism and then build a physical model of the surface roughness after grinding. A force-based temperature modeling method is proposed to predict the surface integrity of nickel-based alloy broaching (Klocke et al., 2014). Theoretical and experimental research studies are carried out on the polishing mechanism of complex curved parts, and the roughness prediction model is obtained (Slatineanu et al., 2010; Huang et al., 2020; Huang et al., 2018). A preliminary analysis of the weak stiffness characteristics of the system is carried out, and the vibration mechanism of the system is revealed from the perspective of dynamic analysis. On the basis of the theoretical model, the stable conditions and factors affecting the processing stability are put forward by analyzing the influence of important factors. According to the adjustment of the grinding parameters, the optimization of the surface roughness is realized. Using numerical simulation and advanced measurement methods to study the surface characteristics and formation process of the method of micro-stiffener belt polishing (MSBP) titanium alloys has become a new method (Xiao and Huang, 2019). In addition, different surface characteristics can be obtained by adjusting the feed velocity and pressure. The surface contour line is obtained through the contour map, and the surface roughness distribution is obtained according to the contour line. The experimental results show that the surface characteristics, surface morphology, surface roughness, and residual stress all meet the given requirements. However, this method still has some limitations. The prediction accuracy, the generalization ability, and the transferability of the method are relatively low, so it is difficult to adapt to the complex grinding conditions.
With the development of artificial intelligence, many domestic and foreign researchers have applied the intelligent algorithms to the processing predictions. These intelligent algorithms have incomparable advantages in dealing with nonlinear, fuzzy, and unclear pattern features and high coupling problems. At the same time, these algorithms can also achieve accurate prediction of processing results. The input features of the algorithm are very important for predicting the results, and the selection of features can currently rely on sensor and machine data to build a multi-feature hybrid input model. Input features are selected by analyzing the correlation between input features and surface roughness, as well as hardware and time costs (Guo et al., 2021). A sequential deep learning framework long and short-term memory (LSTM) network was used to predict surface roughness. The convergence of the GA is relatively high, and the self-adaptive characteristics of the GA can be used to predict the surface roughness after processing (Cao et al., 2020). Experiments proved that this method could effectively improve grinding efficiency and obtain better surface roughness. By taking the grinding wheel velocity, workpiece velocity, cutting depth, and grinding wheel material as the research objects, production cost, production rate, and surface roughness are taken as the optimization goals. In the actual machining process, the influence of tool wear on the surface roughness is very important, and it has become the main trend to properly consider the real-time state of the tool in the algorithm (Xu et al., 2020). With the breakthrough of deep learning theory, the prediction method of grinding roughness based on the deep learning algorithm can effectively improve the prediction accuracy (Alavijeh and Amirabadi, 2019). In recent years, error back propagation (BP) has been used to predict tool life, and the radial basis function (RBF) network model are excellent in approximation ability, learning rate, and so on (Ding et al., 2010). At present, surface roughness prediction based on BP neural network algorithm is the key direction (Wu, 2007). Many experts at home and abroad have adopted the RBF network model to solve complex engineering problems. At the same time, other evolutionary algorithms are used to optimize the original model, and the model parameter values are dynamically optimized to improve the performance of the model (Gu et al., 2021; Zhang et al., 2012). The sensor is used to monitor the processing process in real time, process and analyze the detection signal, and propose the signal characteristics. The constructed roughness prediction model can further expand the application prospect (Pandiyan et al., 2018). Chang et al. used the experimental data as the training parameters of the SVM model by using bearings as materials for belt grinding experiments (Chang et al., 2019). This model could effectively shorten the grinding process optimization time and obtain the global optimal solution of the grinding surface integrity. However, the adjustment range of the radial basis center and other parameters was small during the correction process, and it was easy to fall into the local optimal solution, which restricted the generalization ability of RBF. The research shows that the improved particle swarm algorithm and the GA with excellent search performance are used to optimize the RBF parameters, search the optimal parameters in a wider range, and improve the prediction performance of the model (Golbabai and Mohebianfar, 2017).
GRINDING SYSTEM MODEL OF SUPERALLOY MATERIAL BELT
Belt Grinding System
The abrasive belt is a particular form of a coated belt, which is intensified by a tensioning mechanism and a driven wheel to make it move at a high velocity. It can achieve grinding by the workpiece’s shape, processing requirements, the shape of the workpiece, and processing requirements. Besides, belt grinding is widely known as precision machining because of its high material removal precision (the highest accuracy can reach 0.1 µm), flexible machining, and other characteristics. It has significant advantages for the precision machining of some typical difficult-to-machine materials.
Figure 1 is the material removal model of belt grinding. The abrasive belt attached to the driving wheel moves with the rotation of the wheel. Abrasive particles perform micro-cutting and removal of material on the surface of the workpiece material. The results show that the grinding parameters such as belt linear velocity, feed velocity, grinding pressure, and grinding depth have great influence on the surface integrity of the workpiece.
[image: Figure 1]FIGURE 1 | Belt grinding system.
Effect of Process Parameters on Roughness
The scholars in the previous research study have constructed the mathematical model of process parameters and surface roughness, as shown in Eq. 1:
[image: image]
where Ra is the surface roughness, vs is the linear belt velocity, vf is the feed velocity, Fn is the grinding pressure, ds is the grinding depth, P1 is the constant, and m, n, p, and q are relevant indexes. According to empirical Eq. 1, Ra is related to vs, vf, Fn, and ds, and the four parameters are highly nonlinear and highly coupled.
BP ALGORITHM AND OPTIMIZATION METHOD
BP Neural Network Algorithm
Due to the characteristics of abrasive grains and the influence of processing, there are significant problems in constructing the mathematical model between process parameters and Ra. The prediction accuracy has always restricted the development of roughness prediction. However, the traditional back propagation (BP) algorithm causes some iterations to fall into the optimal local solution due to the influence of the characteristics of the algorithm. The PSO algorithm and GA are introduced to optimize the BP algorithm’s initial weight and threshold to avoid the optimal local solution and obtain the optimal global solution. Simultaneously, the predicted results error after grinding is controlled within 5.00% to make the predicted value as accurate as possible. According to previous studies, linear belt velocity, feed velocity, grinding pressure, and grinding depth are the main factors that affect the surface roughness of the workpiece. The prediction model will give the surface roughness values obtained under the same grinding environment and grinding time for these four parameters. The grinding process parameters vs, vf, Fn, and ds are taken as the input of the neural network, and the surface roughness was taken as the output.
Figure 2 shows the topology of the neural network. According to the principle of the neural network algorithm, the number of neurons in the hidden layer p is determined by the following empirical function:
[image: image]
[image: image]
where p is the number of neurons in the hidden layer, n represents the number of input layers, and a represents a random value. For the convenience of calculation, the value is 10. According to the empirical Eq. 2, we choose 12 neurons in the hidden layer. x is the input vector, y is the output vector, w is the connection weight vector, b is the bias of the neural network, and f(x) is the activation function. f1(x) = tanhx and f2(x) = x are taken as activation functions of the hidden layer and the output layer, respectively.
[image: Figure 2]FIGURE 2 | Propagation process diagram of the neural network.
Propagation of Neural Networks
For a given training set D = {(xk, yk): xk = [xk1, xk2,⋯, xkn ]T, y = [yk1, yk2, ⋯, ykm]T, k = 1, 2, ⋯, N}, and for a training sample (xj, yj)∈D. Neural network forward propagation method. Input layer: xj = [xj1, xj2, ⋯, xjn]T. Hidden layer: input vector x as the input vector. The neuron in the kth hidden layer has the connection weight w1k = [w1k1, w1k2, ⋯, w1kp] and the offset b2k. The output hk is given by Eq. 4:
[image: image]
Use the output value of all neurons hj = [hj1, hj2, ⋯, hjp]T as the output vector of the entire network. The first k of output layer neurons has the right to connect w2k = [w2k1, w2k2, ⋯, w2kp] and offset b2k, output [image: image] given by (5):
[image: image]
For a training case, the prediction accuracy of the training cases is evaluated as an index of Eq. 6:
[image: image]
Ej represents the loss function, [image: image] represents the predicted value, and y represents the actual value.
For the whole training example, the prediction accuracy is measured by the mean square error (MSE):
[image: image]
GA and PSO Optimization Methods
Before the neural network algorithm is trained, all the connection weights and thresholds are usually generated randomly by using the normal distribution. This makes the training effect of a simple BP neural network unstable. In order to improve the training effect of the algorithm, GA and PSO can be used to optimize the initial weight and threshold value of the neural network algorithm to the neural network, so that the iterative process is at a better starting point and many local optimal solutions can be avoided before the training iteration (Figure 3). The neural network iteration converges to a better local optimal solution or optimal global solution. Therefore, surface roughness can achieve higher accuracy and prediction accuracy based on the current data.
[image: Figure 3]FIGURE 3 | Flow chart of BP neural network optimization algorithm.
PSO algorithm is applied to construct a new vector because of BP algorithm connection weights and thresholds:
[image: image]
where µi represents the moving speed of each particle, and U represents the set of moving speeds of all particles. According to the principle of the algorithm, the computer randomly generates the initial position and speed according to the normal distribution. In particle motion, it is assumed that the ith particle’s proven optimal solution is pi, and all particles’ proven global optimal solution is G.
During the iteration of the algorithm, the velocity change of the ith particle is closely related to the particle’s current position. Using the optimization method of the PSO algorithm, the optimal global solution of particles is obtained as follows:
[image: image]
where w is the weight of the particle, c1 is the individual learning factor, c2 is the group learning factor, and a1 and a2 are random numbers. After the particle velocity vector is iteratively updated, the particle moves immediately. The new position of the particle is shown in Eq. 10:
[image: image]
After several iterations, all particles tend to move toward the optimal global solution. Simultaneously, the GA can be used for the optimization of complex systems and has better robustness. Compared with the traditional optimization method, it can directly take fitness as the search information, uses the search information of multiple points, and has implicit parallelism characteristics.
The GA optimizes the initial weights and thresholds. Using the characteristics of GA to optimize the initial parameters of BP algorithm can avoid the problem of local optimum caused by random parameters.
It comprises five parts: the input layers and the hidden layers, weight, threshold, and output layer. The difference between the predicted value and the expected value of the sample is selected as the error value, the obtained error value is formed into an error matrix, and the norm of the matrix is used as the objective function. The fitness function adopts the sorting of the appropriate allocation function. The selection operator simulates the “survival of the fittest,” selects highly adaptable individuals, increases relevant weights, and inherits these individuals to the next generation.
The basic steps of the GA algorithm are as follows:
1) In this study, the fitness function uses training data to train the BP neural network, and the prediction error of training data is regarded as the individual fitness value.
2) The selection operation uses roulette to select individuals with good fitness from the population to form a new population.
3) In crossover operation, two individuals are selected from the population and a new individual is obtained by crossing at a certain intersection.
4) Mutation operation selects an individual randomly from the population and obtains a new individual according to a certain probability of mutation.
On the contrary, particles with poor adaptability will be given a smaller weight and will not be inherited by the next generation during the training process. In this study, the roulette selection method is chosen. ΣFi represents the sum of the population’s fitness function, and fi represents the fitness value of the ith chromosome of the people. The ratio of fitness to offspring is fi/ΣFi.
EXPERIMENTAL AND RESULT ANALYSIS
Experimental and Simulation
Figure 4 is the test equipment and surface roughness detection diagram. A seven-axis six-link abrasive belt grinder is used to grind the workpiece, and a roughness profiler is used to detect the workpiece. The grinding surface under different process parameters was detected by using a testing instrument, and the surface roughness of the workpiece was obtained, which is used as training data of the algorithm. The experimental material is a GH4169 superalloy sheet, and its size is 170 × 100 × 2 mm. vs, Fn, vf, and ds are selected as experimental variables and also as the input of the algorithm simulation. The experimental data obtained in the experiment is used as the input parameter of the algorithm. The 600 sets of experimental data obtained are used as the data for the algorithm, 500 sets are used as the algorithm training data, and 100 sets are used as the data for the algorithm test.
[image: Figure 4]FIGURE 4 | Experimental equipment and testing equipment. (A) Seven-axis six-linkage CNC belt grinding machine. (B) Abrasive belt grinding process. (C) Roughness detection of superalloy.
In order to select the corresponding parameter range, exploratory experiments were carried out in the early stage of the experiment, and the corresponding smaller grinding parameters and larger grinding parameters were selected for the experiment. When the grinding parameters are too small, there are empty grinding and owe grinding on the grinding surface, as shown in Figure 5A. When the grinding parameters are too large, there are surface defects and surface burns on the machined surface, as shown in Figure 5B. In order to ensure the integrity of the processing surface and improve the accuracy of the algorithm application, the parameters of the experiment are specified. The linear belt velocity is 12–26 m/s, the feed velocity is distributed in the range of 0.01–0.05 m/min, the grinding pressure is distributed in the range of 10–30 N, and the grinding depth is distributed in the range of 0.2–1 mm.
[image: Figure 5]FIGURE 5 | Experimental equipment and testing equipment. (A) Machined surface with small grinding parameters. (B) Machined surface with grinding parameters.
Experimental Results and Analysis
The predicted surface roughness under different models is obtained by MATLAB simulation. The predicted value calculated by the algorithm is compared with the parameter value used in the experiment, and the error of the experiment is analyzed, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Comparison of actual roughness and roughness predicted by different algorithms. (A) BP and GA-BP prediction results analysis. (B) BP and PSO-BP prediction results analysis.
Comparing the prediction results of surface roughness by the BP algorithm, PSO-BP algorithm, and GA-BP algorithm, the results show that the predicted value of the BP algorithm is quite different from the actual value. The error value of the prediction effect is large, the precision is relatively low, and the local prediction value is different. The expected values of the GA-BP and PSO-BP algorithms are in good agreement with the actual values (Figure 6). The mean absolute error (MAE) is introduced to evaluate the algorithm’s stability, and the mean error value of different algorithms is tested according to the absolute error theory (Manuela et al., 2021). The MAEs of the BP, GA-BP, and PSO-BP algorithms are 0.120, 0.085, and 0.079, respectively. It can be known from the above analysis that the MAE value of the PSO-BP algorithm is relatively small, and the algorithm has better prediction results and higher accuracy. By comparing the effects of different algorithms, the expected value and actual value of the expected result of the PSO-BP algorithm have a minor error and a great fit.
GA and PSO are both bionic intelligent algorithms and have good effects on local optimal solutions. The principle of the bionic algorithm is to search for high-performance parts in the solution space and assign better values to greater weights. The optimization algorithm can effectively avoid local optimization, so the prediction effect is better than the BP algorithm. It can be known that all the particles generated in the PSO algorithm have better memory and can well inherit the training results. But the memory in the GA algorithm is not so good, because the related memory will be destroyed during the training process, and the genetic performance is relatively poor. Therefore, the theoretical prediction result of PSO-BP is better than that of GA-BP.
The error values of the BP algorithm, the GA-BP algorithm, and the PSO-BP algorithm are drawn into an error curve (Figure 7). The error generated by the BP algorithm is relatively large. Compared with the BP algorithm, the GA-BP and PSO-BP algorithms have smaller errors, which also proves that the bionic algorithm has optimized the BP algorithm to a certain extent. Error autocorrelation function and partial correlation function are introduced to measure the quality of the algorithm.
[image: Figure 7]FIGURE 7 | Error surface diagram of different optimization methods’ error. (A) Standard BP neural network error surface. (B) GA-BP neural network error surface. (C) PSO-BP neural network error surface.
Figure 8A is the error autocorrelation graph and partial correlation graph predicted by the BP algorithm. In the autocorrelation graph, it can be known that the correlation coefficient value is located on the zero axes for a long time to have a monotonic trend and a normal distribution. It does not have a periodic change trend. It is a non-stationary sequence, indicating that the possibility of autocorrelation is very high. So in the prediction process, the error generated is random and uncontrollable. Simultaneously, the partial correlation graph of samples can know the tailing structure, and some error values exceed the confidence interval. The standard BP neural network algorithm is not so useful for the prediction of the multivariate input model.
[image: Figure 8]FIGURE 8 | Autocorrelation and partial correlation of prediction errors of different algorithms. (A) Autocorrelation and partial correlation of standard BP neural network. (B) Autocorrelation and partial correlation of GA-BP neural network. (C) Autocorrelation and partial correlation of PSO-BP neural network.
Figure 8B is the error autocorrelation graph and partial correlation graph obtained by the GA-BP algorithm. It can be seen that the error autocorrelation graph of the optimized algorithm presents apparent sinusoidal fluctuations, and the autocorrelation coefficient is evenly distributed between positive and negative values. There is individual volatility, indicating that the error fluctuates around a specific value. It can be known that the error value is within a certain range and is controllable. Simultaneously, commemorating the partial correlation diagram of samples can know the tailing structure. All the values do not exceed the confidence interval, indicating that the roughness prediction algorithm has a better prediction effect.
Figure 8C is the error autocorrelation and partial correlation diagram of the PSO-BP algorithm. It can be seen that the algorithm has apparent sinusoidal fluctuations. The autocorrelation value is relatively small (less than the value produced by GA-BP), and there is large volatility, indicating that the error is around a certain one. The value fluctuates, showing that the predicted error value fluctuates within a specific range. The amplitude of the fluctuation is relatively small. Simultaneously, we can know the tailing structure by observing the partial correlation diagram of the samples. All the values do not exceed the confidence interval, indicating that the PSO-BP prediction algorithm’s prediction effect is better than the GA-BP prediction algorithm’s.
The algorithm iteration process of the BP algorithm, GA-BP algorithm, and PSO-BP algorithm is shown (Figure 9). The green, red, and blue lines represent the iterative process graphs for the validation set, test set, and training set, respectively. The BP algorithm meets the requirements of the 32nd generation iteration and is within the error requirements, but after the iteration, the error between the three lines is still relatively large, and the convergence performance is poor. It can be explained that there is an overfitting phenomenon, and the prediction model is not stable. The training results of the GA-BP neural network algorithm meet the requirements of the 13th generation. In the subsequent 6 iterations, the gap is small and the prediction model is very stable, effectively avoiding the phenomenon of overfitting. The predictions work well. Iterative flowchart of the PSO-BP algorithm. The training value can meet the requirements before and after the 31st generation, and the experimental data can also achieve sufficient training, and the error value is relatively small in the subsequent 6 iterations. The mean square error is introduced to measure the stability of different algorithms. After calculation, the MSE values ​​of BP, GA-BP, and PSO-BP algorithms are 0.0213, 0.099, and 0.098, respectively. Therefore, the dataset in the PSO-BP algorithm can be fully trained to avoid overfitting imagination and have better prediction results.
[image: Figure 9]FIGURE 9 | Training results of different algorithms. (A) Training result of the BP neural network algorithm. (B) Training result of the GA-BP neural network algorithm. (C) Training result of the PSO-BP neural network algorithm.
To further evaluate the algorithm, the relationship between the training parameters and the number of iterations is plotted (Figure 10). It can be observed that the BP algorithm reaches a minimum value at the 26th iteration and does not change for 6 consecutive iterations. The GA-BP algorithm shows that the optimal solution can be reached when the number of iterations is 13, but a local optimal solution will appear during the training process. The PSO-BP algorithm shows that the optimal solution is obtained after 31 iterations, and there are also some optimal solutions.
[image: Figure 10]FIGURE 10 | Relation diagram of training parameters and iteration times. (A) Relation of BP neural network algorithm. (B) Relation of GA-BP neural network algorithm. (C) Relation of PSO-BP neural network algorithm.
A simple regression analysis was used to evaluate the network training. The closer the R value was to 1 in the regression analysis, the better the effect of the algorithm. The regression analysis of the BP algorithm, the GA-BP algorithm, and the PSO-BP algorithm was carried out (Figure 11). During the training process of the standard BP neural network, the overall fitting value R was 0.946, the overall fitting degree of the GA-BP algorithm was 0.990, and the GA- The overall fitting degree of the BP algorithm is 0.994, and the results show that the PSO-BP algorithm has a good fitting effect.
[image: Figure 11]FIGURE 11 | Schematic diagram of fitting of different prediction models. (A) Fitting diagram of BP. (B) Fitting diagram of GA-BP. (C) Fitting diagram of PSO-BP.
CONCLUSION
In this study, a data-driven surface roughness prediction model is proposed. The mapping relationship between processing parameters and surface roughness is established, which avoids the shortcomings of traditional models such as large interference and weak generalization ability and has a broader application prospect. The main conclusions of the article are as follows:
First, based on the BP algorithm model, GA and PSO algorithms are used to optimize the weights and thresholds of the network topology. A surface roughness prediction model for the belt grinding of the GH4169 superalloy is constructed.
Second, the simulation and comparison of BP, GA-BP, and PSO-BP algorithms are conducted by using experimental data as input. The expected values of the different algorithms are compared, which are 0.120, 0.085, and 0.079, respectively. The analysis shows that the prediction accuracy of the PSO-BP algorithm is higher, and it is more suitable for surface roughness prediction in belt grinding of GH4169 superalloy.
Finally, the pros and cons of the proposed algorithm are further analyzed, the error surface graphs of different algorithms are established, and the prediction errors are analyzed. The training process of the algorithm before and after optimization is also analyzed, and the PSO-BP algorithm can fully train the experimental parameters. In addition, the fitting degree of different algorithms is also analyzed in-depth, and the fitting degree of the PSO-BP algorithm can reach 0.993. It shows that the proposed algorithm is more applicable to the grinding of GH4169 superalloy.
However, the exploration of the algorithm principle in this study is relatively simple, and the improvement of the accuracy of the algorithm needs to be further improved. The amount of data in this study is still relatively small, and the training of the model needs to be further improved. For future research, a predictive model for multi-information fusion of multi-sensor inputs can be constructed.
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Shot peening technology is usually employed to improve the ability of mechanical parts to resist failure due to fatigue and wear. It is often used to strengthen the surface of a target, but the induced residual stress and its distribution with respect to the coverage can affect the performance of the shot peening process. In this study, a comprehensive numerical and experimental study was conducted to overcome these issues. Using numerical simulation we found that both the surface and subsurface residual stress increases with the increase of the coverage before stabilizing. Quantitative analysis using the Entropy Method indicates that under the shot peening parameters considered in the simulation coverage of 200% is best for the shot peening of ZGMn13 High Manganese Steel. The following experimental study agreed with the corresponding numerical data for the residual stresses at varied depths from surface to subsurface with errors of less than 25%. Thus, the related research outcomes can guide the shot peening process to obtain the optimized surface strengthening of the target.
Keywords: shot peening, residual stress, reasonable coverage, entropy method, ZGMn13
INTRODUCTION
Advanced manufacturing technologies, including traditional and non-traditional machining technologies (Ji et al., 2022; Zhang et al., 2022), have been extensively employed to fabricate structures on the different kinds of functional materials used in aerospace engineering, information engineering, and microelectronics engineering (Cheng et al., 2022; Hu et al., 2022; Qi et al., 2022). High Manganese Steel possessing excellent wear-resistant performance has been widely used in the industry, but fatigue may occur in the main load-bearing structures under alternating loads during service (Prysyazhnyuk et al., 2022). As such, it is particularly important to improve the fatigue performance of High Manganese Steel by surface strengthening treatment (Syed et al., 2021).
Shot peening technology is a surface strengthening technology that can effectively enhance the ability of mechanical parts to resist fatigue failure and wear failure. It has been widely used in the aerospace automobile industries as well as other fields (Balbaa et al., 2022; Unal et al., 2022; Zhao et al., 2022). Menezes et al. found that the wear resistance of AISI316L steel after shot peening was improved due to the formation of a certain thickness hardening layer on its surface (Menezes et al., 2017). Li et al. found that the shot peening technique can significantly improve the fatigue strength of gear made of 20CrMnMo, thereby increasing its service life (Li and Liu, 2018). Moreover, the shot peening treatment of 17CrNiMo6 steel can introduce higher residual compressive stress and refine the target surface grain, which could improve the target fatigue life. It has also been found that secondary shot peening can further improve the residual compressive stress field, microstructure and surface morphology on the basis of the first shot peening process, to further improve its fatigue life (Sun et al., 2016). Yan et al. found that a certain thickness of the nanocrystalline layer was formed on the surface of ZGMn13 steel after the shot peening treatment, and the grain was refined and the surface was strengthened. After a certain period of shot peening, the wear resistance of ZGMn13 steel is significantly improved. However, if the shot peening time was too long, the wear resistance can decrease due to the formation of microcracks (Yan et al., 2007). According to the above analysis, the fundaments of the shot peening technology are properly investigated.
Shot peening coverage is another important factor affecting the effect of shot peening. Insufficient shot peening coverage cannot achieve the strengthening effect of the workpiece, while excessive shot peening coverage causes burrs on the surface of the workpiece and microcracks (Maleki and Unal, 2018). Furthermore, the influence of shot peening coverage on the evolution of residual stress and surface morphology is not fully clear (Wu et al., 2020; Qin et al., 2022). It is therefore necessary to conduct in-depth research on reasonable shot peening coverage, and to further understanding of the relation between induced residual stress by shot peening and the failure of the target materials. Generally, the surface residual compressive stress (σs), the maximum residual compressive stress (σm), the depth of maximum residual compressive stress (Zm). and the depth of residual compressive stress layer (Z0), as shown in Figure 1, are the four essential factors that affect the performance of the shot peening process. However, further exploration of the best way to comprehensively consider the coupling effects of these values on the shot peening performance with respect to its coverage is needed.
[image: Figure 1]FIGURE 1 | Evaluation of shot peening performance based on distribution of residual stress on target.
In this paper numerical and experimental studies were performed to explore the reasonable coverage of shot peening on ZGMn13 High Manganese Steel. Firstly, a numerical model was developed in ABAQUS to consider the random shot peening process and observe the residual stress both on the surface and subsurface. Then the Entropy Method was employed to evaluate the shot peening performance based on these numerical results. Finally, corresponding experiments were carried out to verify the numerical results and explore the reasonable coverage of shot peening on ZGMn13 High Manganese Steel.
NUMERICAL STUDY
Model Development
This study used ABAQUS Software to conduct the numerical study. The geometry of the target is modelled as shown in Figure 2A with the dimensions 5 mm × 5 mm × 2.4 mm. Zone I is the coarsening mesh and Zone II is the refined mesh used for the shot peening. The mesh independence test was conducted in the Zone II with mesh sizes of 0.04, 0.03 and, 0.02 mm, respectively. We found that the difference of numerical results between adjacent mesh densities is less than 3.2%. A mesh size of 0.04 mm in Zone II with dimensions of 2 mm × 2 mm × 2.4 mm was selected for the model to achieve an accurate solution and reduce the computation time.
[image: Figure 2]FIGURE 2 | Model geometry and boundary conditions. (A) Target model, (B) Multiple balls impact model.
The balls used for the shot peening in the simulation can be randomly generated up Zone II by defining the related functions in ABAQUS. The constitutive model for the target, ZGMn13 High Manganese Steel, is Johnson-Cook model and its parameters are shown in Table 1. In the simulation, the ZGMn13 high manganese steel was considered as the target material, whose density is 7.98 × 10−6 kg/mm3, Elastic Modulus is 210 GPa and Poisson ratio is 0.3, and the Steel Cut Wire Shot, with density of 7.8 × 10−6 kg/mm3, Elastic Modulus of 210 GPa and Poisson ratio of 0.3, was used to model the shot peening ball. The boundary conditions are as follows: the top face of the target is set free, which is impacted by the shot peening balls, while the other five exterior faces of the target are set at zero freedom in both translational and angular velocities. This paper used a shot peening ball size of 0.6 mm, and the its impact speed and angle were 80 m/s and 90°, respectively.
TABLE 1 | J-C model parameters of ZGMn13 High Manganese Steel (Teng, 2011).
[image: Table 1]The coverage of shot peening was defined as the ratio of the total area of the impacting ball on the target to the whole area of the target. According to previous studies, the ratio needs to be changed often by using different numbers of shot peening balls, but it is hard to quantitatively obtain the relation between the number of balls and coverage. In this study this relationship was quantitatively given as follows: firstly, the pit diameter of the shot peening ball on the target was calculated by modeling the single ball impact on the target with the above-mentioned parameters, as shown in Figure 3A. This value can be measured as 0.3 mm, seen in Figure 3B. Then, inside the impact area with dimensions of 1.6 mm × 1.6 mm, the random circles with a diameter of 0.3 mm were generated by responding to the number of balls, as shown in Figure 3C, and the coverage was also taken. Finally, by repeating this calculation more than 1,000 times, the relation between the number of balls and the coverage was calculated, as shown in Table 2. The numerical work was carried out according to the parameters in Table 2, and the effect of the coverage on the target residual stress was analyzed to explore the reasonable coverage of shot peening of ZGMn13 High Manganese Steel.
[image: Figure 3]FIGURE 3 | Calculation of the pit diameter of the shot peening ball on the target. (A) Simulation of single ball impacts, (B) Measurement of pit diameter, (C) Calculation of coverage with respect to the number of balls.
TABLE 2 | The relation between the number of balls and coverage.
[image: Table 2]Results and Discussion
A typical distribution of residual stress on target is shown in Figure 4 under the coverage of 100%. It can be seen from this figure that the shot peening process mainly induces the residual compressive stress on the target, and a layer of residual compressive stress may be formed due to the impact of many balls, where the maximum residual compressive stress can be found in the subsurface of the target. It is also interesting to notice from the target surface that the residual tensile stress is observed due to the interaction of shot peening balls, and in the target subsurface, the residual tensile stress was also found to achieve a balance.
[image: Figure 4]FIGURE 4 | Distribution of residual stress on target after shot peening with coverage of 100%.
Figure 5 shows the different distributions of the surface residual stress for coverage from 23 to 250%. We found that the surface residual stress increases with the increase of the coverage from 23 to 100%. When the coverage is more than 100% there is almost no variation of surface residual stress, which indicates that this value was stable. Moreover, it is noteworthy that the surface residual tensile stress had a coverage of 100%, and can be reduced by further increasing the coverage.
[image: Figure 5]FIGURE 5 | Distributions of the surface residual stress for coverage from 23 to 250%. (A) 23%, (B) 40%, (C) 64%, (D) 87%, (E) 100%, (F) 150%, (G) 200%, (H) 250%.
Figure 6 shows the different distributions of subsurface residual stress concerning coverage from 23 to 250%. In general, a layer of residual compressive stress was generated under the impact zone. To be specific, the subsurface residual compressive stress increases with the increase of coverage from 23 to 100%, while when the coverage is more than 100% there is almost no variation of subsurface residual compressive stress that demonstrates that this value was stable. The subsurface residual tensile stress increases with an increase of the coverage up to 100%, but this trend stabilizes when the coverage is more than 100%. Furthermore, by comparing Figures 6A–H it is interesting to note that all the maximum residual compressive stress occurs in the subsurface of the target, except the condition with coverage of 250%, where its maximum residual compressive stress is found to be at the target surface. This indicates that further increasing the coverage could result in the failure of the target material, which is not expected in shot peening.
[image: Figure 6]FIGURE 6 | Distribution of subsurface residual stress with respect to coverage from 23 to 250%. (A) 23%, (B) 40%, (C) 64%, (D) 87%, (E) 100%, (F) 150%, (G) 200%, (H) 250%
The surface residual compressive stress (σs), the maximum residual compressive stress (σm), the depth of the maximum residual compressive stress (Zm), and the depth of the residual compressive stress layer (Z0) are the four essential factors that affect the performance of the shot peening process. As mentioned in the introduction, their relations concerning coverage can be numerically summarized, as shown in Figure 7. This figure shows that the surface residual compressive stress, the maximum residual compressive stress, and the depth of the residual compressive stress layer all increase by increasing the coverage. To be specific, the variation of the maximum residual compressive stress and the depth of the residual compressive stress layer is larger when the coverage is less than 100%. While the depth of the maximum residual compressive stress gradually increases from 0.119 to 0.121 mm concerning the coverage from 23 to 100%. It then gradually reduces to 0 when the coverage is 250%. This demonstrates that with an increase in coverage, the position of the maximum residual compressive stress could move to the target surface gently and that further increasing coverage may induce the surface damage and result in the failure of the target.
[image: Figure 7]FIGURE 7 | Effects of the shot peening coverage on the (A) σs, (B) σm, (C) Zm, and (D) Z0.
To assess the performance of the shot peening process considered in this study, further quantitative analysis is conducted based on the distribution of the residual compressive stress concerning the corresponding coverage. The original simulation results of the σs, σm, Zm, and Z0 can be obtained as shown in Table 3. These data are then treated as dimensionless values (see Table 4), which are convenient for the following comparisons. The Entropy Method is a commonly used weighting method that measures value dispersion in decision-making. The greater the degree of dispersion, the greater the degree of differentiation, meaning more information can be derived. Meanwhile, higher weight should be given to the index, and vice versa (Zhu et al., 2020). Thus, it is employed to process these dimensionless values to evaluate the weight of the residual compressive stress for different corresponding coverages (Li et al., 2022), the scores are given in Table 5. According to the rule of the Entropy Method the higher the score the better the performance. Under the shot peening parameters considered in the simulation, the coverage of 200% is found to be best for the shot peening of ZGMn13 High Manganese Steel.
TABLE 3 | Original simulation results.
[image: Table 3]TABLE 4 | Dimensionless values.
[image: Table 4]TABLE 5 | Scores from entropy method.
[image: Table 5]EXPERIMENTAL STUDY
Experiment Work
ZGMn13 High Manganese Steel with dimensions of 5 mm × 5 mm × 6 mm is selected as the target, that is, fixed in the central impact zone (20 mm × 20 mm) as shown in Figure 8, and the major material properties of the target are given in Table 6. In the experiment, all tests were carried out on a pneumatic shot peening machine (SP1200-V20/1/2X) with the procedure shown in Figure 9. In terms of the performance of this shot peening machine, the processing parameter settings considered in the experiment are given in Table 7, which corresponds to the numerical study in this paper.
[image: Figure 8]FIGURE 8 | Schematic of the position of the shot peening target in the experiment.
TABLE 6 | Material properties of ZGMn13 High Manganese Steel (by mass%) (Teng, 2011).
[image: Table 6][image: Figure 9]FIGURE 9 | Experimental machine and procedure.
TABLE 7 | Experimental processing parameters.
[image: Table 7]After each test, the surface and subsurface residual stress were measured using X-ray diffraction (XRD), which is one of the most extensively used techniques for the evaluation of residual stress due to its accurate, effective, and non-destructive measurement (Alhumaidan et al., 2015). In this study, the GNR EDGE Residual Stress-Retained Austenite XRD was used to measure the residual stress. However, the penetrability of this machine into the ZGMn13 High Manganese Steel is limited, and the surface residual stress alone cannot reflect the distribution of the residual stress for the thickness. Electrolytic polishing etching was needed to treat the target surface layer by layer since this process does not induce the mechanical force, which means it does not induce new residual stress and that it cannot affect the measurement results. Therefore, under different coverages, i.e., 100, 150, 200, and 250%, the residual stresses were measured at 0, 30, 60, 90, 120, 240, and 360 μM from surface to the subsurface, respectively.
Results and Discussion
The overall observations of the target surface morphologies after the shot peening process are shown in Figure 10. When the coverage is 100%, the distribution of the pits caused by the impacts seems to be uniform without obvious uplift and depression. With an increase in coverage, the uplift and depression become more obvious, which induces larger plastic deformations. A comparison between Figures 10C,D indicates that when the coverage reaches approximately 200% the surface morphology seems to be stable even by further increasing the coverage as per the numerical results.
[image: Figure 10]FIGURE 10 | The overall observations of target surface morphologies under different coverages. (A) 100%, (B) 150%, (C) 200%, (D) 250%.
A quantitative comparison was then carried out. Table 8 shows that the experimental results are in general in agreement with corresponding numerical data for the residual stresses at varied depths from surface to subsurface with errors of less than 25%. It is also interesting to notice that some errors are larger than 100%. These were mainly caused by the experimental measurements and these results have not been considered in further analysis. As can be seen from Figure 11, for each coverage the overall residual compressive stress increases with an increase of the depth from the surface until reaching the maximum value, and then it gradually reduces. The surface residual compressive stress and the maximum residual compressive stress show an increasing trend with the increase of the coverage. It can therefore be deduced that the depth of the residual compressive stress layer should have a similar trend. Moreover, the depth of the maximum residual compressive stress first increases in terms of coverage to 150% before then reducing gradually. These findings show the overall trend with corresponding numerical results. Figure 11 also indicates 11 that when the coverage is 100% the overall value of the residual compressive stress from the surface to the subsurface is larger than that with other coverages, which indicates that in this situation further increasing the coverage can increase the shot peening performance. However, when the coverage is more than 150% the overall values of the residual compressive stress from the surface to the subsurface are similar, which demonstrates that in this situation further increasing the coverage may not improve the shot peening performance but induce the failure of the target. Therefore, considering the processing parameters in this study and its effect on the distribution of the residual compressive stress, it can be that reasonable coverage in the shot peening of ZGMn13 High Manganese Steel is between 150 and 200%, which agrees with the numerical study.
TABLE 8 | Comparison of experimental results and numerical data.
[image: Table 8][image: Figure 11]FIGURE 11 | Relations between residual stress and depth from the surface to subsurface under different coverages.
CONCLUSION
Shot peening technology is a surface strengthening technology that can effectively enhance the ability of mechanical parts to resist fatigue failure and wear failure, but the influence of shot peening coverage on the evolution of residual stress and surface morphology is not fully clear. In this study, a comprehensive numerical and experimental study were conducted to explore the reasonable coverage of shot peening on ZGMn13 High Manganese Steel. The quantitative relation between the number of balls and the coverage were obtained in simulation and from the numerical study, indicating that both the surface and subsurface residual stress increases with the increase of the coverage before stabilizing. By using the Entropy Method the quantitative analysis has been conducted to explore the effects of the surface residual compressive stress, the maximum residual compressive stress, the depth of the maximum residual compressive stress, and the depth of the residual compressive stress layer on the performance of the shot peening process, which indicates that under the shot peening parameters considered in simulation the coverage of 200% is found to be best for the shot peening of ZGMn13 High Manganese Steel. Finally, a corresponding experimental study was carried out to verify the numerical results, and the results agreed well with the corresponding numerical data for the residual stresses at varied depths from the surface to the subsurface with errors of less than 25%. These research outcomes provide guidance on the shot peening process in obtaining the optimized surface strengthening of the target.
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Variables

Abrasive mass concentration (%)
Standolff distance (mm)

Uttrasonic vibration frequency (kHz)
Amplitude of ultrasonic vibration (um)
Average size of particle (um)
Pressure (MPa)

Processing time (s)

Value

€
2
20
10
5
4,6,8
20, 40, 60
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Material Density (kg/m?) Young’s modulus (GPa) Hardness (GPa) Fracture Toughness (MPa.m'/?)

K9 glass 2,520 82 i 0.82
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min)

0.05
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0.05
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0.05
0.05
0.05
0.05
0.06
0.05
0.06
0.05
0.06
0.06
0.05
0.06
0.05
0.06
0.05
0.06
0.05
0.06
0.05
001
0.01

Vs

(m/s)

12
12
12
14
14
14
14
14
16
16
16
16
16
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18
18
18
18
20
20
20
20
20
12
12

ds

(mm)

0.6
0.8

0.2
0.4
0.6
0.8

0.2
04
0.6
0.8

0.2
04
0.6
0.8

0.2
0.4
08
0.8

0.2
0.4

Ra (um)

Point

0.226
0.227
0.269
0.234
0.229
0.217
0.216
0.234
0.269
0.234
0.229
0.217
0.216
0.209
0.218
0.198
0.229
0.217
0.216
0.209
0.218
0.198
0.184
0.483
0.468

Point

0.226
0.216
0.234
0.236
0.218
0.226
0.245
0.234
0.234
0.236
0218
0.226
0.245
0.226
0.227
0.194
0218
0.226
0.245
0.226
0.227
0.194
0.188
0512
0.457

Point

0227
0.234
0229
0.238
0.226
0.227
0.269
0229
0229
0.238
0.226
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0.269
0227
0216
0.201
0226
0227
0.269
0227
0216
0201
0.186
0.468
0.469

Point

0.269
0.229
0217
0.209
0.226
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0.234
0217
8217
0.209
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0.269
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0.226
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0178
0.186
0.457
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Point

0.234
0.217
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0.234
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0.216
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0.448
0.461

Point

0.229
0.264
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0.269
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Point

0217
0.245
0218
0.234
0234
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0218
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0217
0216
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0217
0.264
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0465
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Point

0.216
0.226
0.245
0.229
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0.264
0.200
0.238
0.245
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0.264
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0.224
0216
0.206
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0.264
0.209
0.224
0.216
0.206
0.182
0.457
0.465

Point

0.227
0.269
0.234
0.229
0217
0.216
0218
0.226
0.234
0.229
0217
0.216
0.218
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0.234
0.247
0217
0.216
0.218
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0.234
0.247
0.185
0.448
0.457

Mean
value

0.230
0.236
0.230
0.227
0.231
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0.228
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0.230
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0.228
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0.228
0.200
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0.467
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Simulation parameters

Thin-walled curved workpiece material

fiid density p,/kg - m=3

conductivity S/m

Abrasive particle density p,/kg -m™3

The average diameter of abrasive particles d/um
Abrasive particle volume fraction /%

The volume fraction of liquid metal particles V2/%
Liquid metal particle density

Flow channel voltage Va/V/

The average diameter of liquid metal particles D/mm
Fluid inflow conditions

Fluid outlet conditions

Value

Ti-BAI-4V titanium alloy
1000

97

3200

50

10

5

6400

36 V alternating current with frequency of 50 Hz
1

1,3 and 5 m/s

p=0
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Parameters Length, m Width, n Curvature, R Total height, H Total length, L Inflow length, d Inflow width,

Value (mm) 50 40 20 30 140 10 18





OPS/images/fmats-09-896341/fmats-09-896341-t003.jpg
No. rp (r/min) P (N) Q, (mi/min) t (min) Ra (nm)

1 100 40 20 15 291
3 100 30 20 1 3.00
3 150 20 10 15 245
4 150 40 20 2 1.70
5 200 30 15 3 2.57
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No. rp (r/min) P(N) Q, (ml/min) t (min) Ra (nm)

1 150 30 15 20 1741
2 200 40 20 15 3518
3 200 20 10 25 3.264
4 150 30 25 20 1.664
5 100 20 10 15 3.845
6 200 40 10 25 2744
7 200 40 20 25 2738
8 150 30 15 20 1.690
9 200 40 10 15 2515
10 100 20 20 15 3.113
il 200 20 20 15 1.798
12 150 30 15 20 1.645
13 100 40 20 25 1.674
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26 250 30 15 20 3.564
27 150 30 15 20 1.528
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30 200 20 20 25 1916

31 100 40 20 15 2105
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Pressure 052 MPa

Flow rate 3-5 kg/min

Number of shot peening gun 1

Distance between gun and target surface 160 mm

Coverage 100, 150, 200, 250%

Pieces of target 8 (Each group 4)
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