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Despite multiple therapeutic approaches, the presence of liver metastases carries a guarded prognosis, urgently necessitating further clinical and scientific research to develop curative interventions. The liver is an immunoprivileged organ that suppresses the effectiveness of immunotherapies in patients with hepatic metastases. Cancer immunotherapies have been successfully bolstered by low-dose radiotherapy (LDRT), which is capable of reprogramming the tumor microenvironment (TME) from an immunosuppressive to an immunostimulatory one. Likewise, LDRT may be able to revoke the immune privilege enjoyed by the liver, permitting successful immunotherapies there. Here, we first review challenges that face the treatment of liver metastases. We next outline emerging preclinical and clinical evidence supporting enhanced systemic tumor control of LDRT in the context of cancer immunotherapy. Finally, we will discuss the rationale of combining liver-directed LDRT with immunostimulatory strategies to overcome immune resistance and achieve better clinical response. This notion is supported by a recent case study in which a patient who had progressed following T cell therapy experienced a complete response after LDRT to the liver.
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Introduction

Most cancers in the liver develop from colonizing metastases, rather than primary malignancies. Up to 50% of patients with various cancer diagnoses develop liver metastasis during the course of their disease (1). This is partly because the liver is associated with a unique “dual vascular supply”, comprising venous supply from abdominal tissue, as well as systemic arterial supply originating from extra-abdominal tissues. Of the numerous possible locations throughout the body for cancer to metastasize, it has been estimated that the liver accounts for roughly a quarter (2). Indeed, liver metastases are common for multiple solid tumors, and rates of liver metastases can vary from one tumor to another. For example, rates of liver metastases are high for uveal melanoma (~50%) (3, 4), colorectal cancer (30-50%), pancreatic adenocarcinoma (30-40%), and neuroendocrine tumors (20-46%); whereas cutaneous melanoma (10-20%), lung (4-17%), breast (6-38%), and gastrointestinal stromal tumors (5-40%) (1, 5) have more variable and generally lower rates of liver metastases.

A multitude of therapeutic approaches have been levied in attempt to improve the outcomes of liver metastasis patients. Recently, several preclinical and clinical studies (6–11) reported the outstanding safety, efficacy, and/or relating mechanisms of a novel non-ablative treatment termed low-dose radiotherapy (LDRT), which is defined as radiotherapy of 0.5-2 Gray (Gy) per fraction for up to 1-10 Gy total. These promising findings provide the rationale for the development of LDRT as a potential treatment alternative for patients with liver metastases.



Clinical Treatment of Liver Metastases

In an effort to address multiple ongoing questions regarding therapy for liver metastases, we have summarized the results of a systematic search of clinicaltrials.gov for enrolling randomized trials for patients with liver metastases (Supplementary Table 1). For oligometastases in the liver (up to 3 lesions) (12), others have also evaluated a variety of local therapy options (1, 13, 14). These include but are not limited to: surgical resection; embolization by means of chemotherapy (e.g. trans-arterial chemoembolization [TACE]) or radionuclides (e.g. yttrium-90); hepatic artery chemotherapy infusion; immune embolization techniques; fractionated or stereotactic external beam radiotherapy (SBRT); or other ablative procedures (e.g. radiofrequency, microwave, or cryoablation). However, once the cancer reaches a polymetastatic state, such aggressive local therapeutic techniques can no longer be employed due to the damage they cause to the liver at that scale. Whole-liver RT or partial-liver RT has been shown to effectively palliate such patients, thereby improving quality of life (15–17), but may often lead to radiation-induced liver disease and may generate an unfurling hydra of complications that are difficult to manage (18).

Although checkpoint inhibition (CPI), adoptive cell therapy (ACT), and other immunotherapies have shown significant clinical benefit in patients with extrahepatic tumors, patients with metastases to the liver had been historically identified to respond poorly to immunotherapy (19, 20). For example, a sub-analysis of two phase-III trials, demonstrated decreased overall survival (OS) in non-small cell lung cancer (NSCLC) patients with liver metastases treated with nivolumab compared to the overall pooled population treated with nivolumab (3-year OS: 17% vs. 8%; median OS: 11.1 vs. 6.8 months, respectively) (21). In a phase-II trial conducted at MD Anderson Cancer Center, we found that response rates in non-irradiated tumors were 31% for lung versus 14% for liver metastases (P<0.061) (22). Similarly, an unpublished post-hoc analysis of a randomized phase II trial (23) showed that patients with liver metastases had significantly worse clinical response rates to treatment (either pembrolizumab alone or pembrolizumab + RT) than patients without liver metastases (Supplementary Figure 1).

Collectively, liver metastasis bodes poorly for patient survival or treatment response. Existing therapeutic regiments have proven ineffective, and new strategies are therefore needed to improve antitumor immunity and increase response rates in patients with liver metastases.



Low-Dose Radiotherapy (LDRT)

Similar to immune-oncology agents, LDRT is capable of reprogramming the tumor microenvironment (TME), facilitating the infiltration of effector immune cells, and modulating the stroma in favor of tumor eradication. This has been borne out by a growing number of studies over the past decade, prompting much interest in the increasingly evident benefits of LDRT in the context of cancer immunotherapy (6–11, 24). Early evidence in a mouse model of localized neuroendocrine pancreatic tumors suggested that LDRT can remodel the TME in a variety of ways. LDRT has been shown to induce M1 macrophage polarization, leading to the production of cytokines/chemokines, such as IL-12, IFNγ, and RANTES. These attracted effector T cells and induced normalization of the tumor vasculature (24).

Our recent work builds upon the work of Klug and colleagues, confirming that LDRT polarizes pro-tumor M2-macrophages to the antitumor M1-phenotype, enhances the infiltration of CD4+ T cells and NK cells, and downregulates TGF-β inhibitory cytokine (6). In another study, we conducted proteomic analysis to evaluate the upregulation of TME-specific cytokines and stimulatory factors following LDRT. We found upregulation of Granzyme B, MIP1α, and CD137 (4-1BB) in tumor-infiltrating CD4+ T cells, indicating activation and effector functions (11). LDRT further augmented the efficacy of CPIs such as anti-CTLA-4 and anti-PD1 in murine lung adenocarcinoma models, as evidenced by reduced tumor growth and significantly prolonged survival.

Another advantage of LDRT is that it can readily be paired with more conventional high-dose radiotherapy (HDRT). HDRT can be directed to a primary tumor to release neoantigens and prime T cells (25), while LDRT can be administered to secondary metastatic lesions to modulate their stroma and create a welcoming environment for the responding T cells and NK cells, a novel combinatorial modality that we call the RadScopal™ technique (6). The efficacy of this technique is illustrated in another preclinical study, wherein a single-dose of HDRT (22 Gy), followed by four daily LD fractions (4 × 0.5 Gy), so called “postablation modulation (PAM)”, improved both local tumor control and remote lung metastases by reducing Tregs and M2 macrophages, hence enabling the infiltration of effector T cells into lung and breast carcinomas (8). Of note, this novel non-ablative regimen is safe and comes at minimal additional cost to that incurred by HDRT (9). The safety and efficacy of RadScopal™ treatment has been further validated by our recently published phase II trial of HDRT – with or without LDRT – for metastatic disease after progression on immunotherapy (9). This study showed that RadScopal™ therapy increased the response rate to 55%, compared to an 11% abscopal (HDRT alone) response rate, without added toxicity (3% RadScopal vs. 5% HDRT, grade ≥3 toxicity); while the RadScopal™ response rate for checkpoint-resistant liver lesions was even higher at 71% by our (unpublished) post-hoc analysis.

Recently, a randomized phase II trial of combined PD-L1 and CTLA-4 inhibitors with targeted LDRT (0.5 Gy per fraction) or hypofractionated radiation (HFRT, 3 fractions of 24 Gy) in patients with metastatic colorectal cancer revealed that both LDRT and HFRT impacted the local immune microenvironment and systemic immunogenicity (10). Once again, LDRT was found to increase the M1-to-M2 macrophage ratio and was associated with increased CD8+ T cell infiltration. Notably, the favorable enhanced M1/M2 ratio was not found in HFRT patients, illustrating the unique value of LDRT (10). Another elegant study by Herrera and colleagues confirmed our findings and supported the rationale for the combination of LDRT with immunotherapy in metastatic ovarian cancer. In this phase I clinical trial, LDRT paired with immunotherapy promoted CD4+ T cell infiltration, induced de novo inflammation, and promoted tumor regression in an IFNγ-dependent manner (7), thus supporting the rationale for combining LDRT with immunotherapy in tumors with low T cell infiltration.



Low-Dose Radiotherapy (LDRT) for Liver Metastases

The liver is an immune-privileged site, in that it can tolerate foreign antigens without invoking acute inflammatory responses (26). This immune quiescence makes the liver fertile soil for metastatic seeds to take root. Once embedded, tumors begin “terraforming” the liver, making it even more hospitable for them. Crosstalk between tumor and hepatic cells drives fibrosis through pro-fibrogenic interleukins production (IL-6, IL-8), integrin expression, and collagen deposition, which, together, enshroud the tumor in a stiff, protective barrier that shields it from immune surveillance and clearance (27–31). An overview of the immunostimulatory and inhibitory factors that drive outcomes in the hepatic TME is depicted in Figure 1. Specifically, the crosstalk between the hepatic and metastatic environments without LDRT (Left portion) and with LDRT (Right portion) is illustrated.




Figure 1 | Reprogramming the tumor stroma by LDRT in liver metastases. (Left) The efficacy of immunotherapy is limited by unfavorable conditions in liver metastatic tumors such as a dense stroma, a low ratio of M1-to-M2 macrophages, increased TGF-β, vascular endothelial growth factor (VEGF) and cancer associated fibroblasts (CAFs). Liver resident cells, Kupffer cells, monocytic myeloid-derived suppressor cells (mMDSCs), and hepatic stellate cells (HSCs) promote Treg expansion through IL-10 and TGF-β release. (Right) Effect of low-dose radiotherapy (LDRT) on the immunosuppressive tumor microenvironment. LDRT repolarizes macrophages, decreases CAFs, and reduces TGF-β and VEGF. T cells and NK cells infiltrate the tumor through the disrupted stroma and receive positive stimulation from M1 macrophages.



Other liver-resident cells such as Kupffer cells (KCs), hepatic stellate cells (HSCs), monocytic myeloid-derived suppressor cells (mMDSCs), and liver sinusoidal endothelial cells (LSECs) also contribute to T cell inactivation in the liver, as they secrete IL-10 and TGF-β that neutralize T cells and NK cells, promote T regulatory cells (Tregs), and polarize macrophages to pro-tumorigenic M2 phenotype (1). KCs are resident phagocytes of the liver that help protect and clear the liver of bacterial infections (32). However, in the presence of cancer, KCs may help shuttle tumor cells from circulation into the liver (1). The normally quiescent HSCs can be activated by KC factors such as TGF-β (1). Hepatocytes, LSECs, KCs, HSCs and dendritic cells can present antigens to recruited cells. However, antigen presentation by these cells can preferentially lead to immune tolerance rather than activation via expression of PD-L1 and engagement of PD1 on T cells, leading to T cell exhaustion and yet more production of immunosuppressive molecules such as IL-10 or TGF-β (1, 26, 33, 34). The direct impact of LDRT on KCs warrants further investigation.

TGF-β induces M2 macrophage polarization and production of vascular endothelial growth factor (VEGF) to promote tumor angiogenesis (1). Macrophages play a substantial role in driving tumor outcomes. Stromal macrophages limit CD8+ T cell infiltration and migration (35). Recently, it was reported that liver metastases can recruit immunosuppressive macrophages that actively promote apoptosis in antigen-specific T cells, further raising their profile as potential therapeutic targets (36). Accordingly, the same study found that liver-directed RT (8 Gy/1 fraction) decreased intrahepatic myeloid cells, coinciding with reduced CD8+ T cell apoptosis. This, when paired with anti-PD-L1, increased IFNγ production, CD4+ and CD8+ T cell proliferation, tumor regression, and overall survival.

As discussed above, homing of effector immunocytes such as T cells and NK cells to the tumor is increased following LDRT (6). This may partly result from the observed reduction in cancer-associated fibroblasts (CAFs) after LDRT (by >50%) (37). LDRT, by breaking the stroma barrier and modulating the TME, can enhance effector T cells activity and persistence that is required for successful CPI and ACT. A recent study showed that the activation of NK cells can be suppressed by HSCs (38). Thus, an NK cell-stimulating treatment such as IL-15 may further augment the antitumor effect of LDRT to liver metastases. Preliminary post-hoc analysis of our ongoing Phase-II trial (NCT02710253) (9), showed a lesion-specific response rate after LDRT that was higher for liver metastases (71%, n=7) compared to lung metastases (29% in lung, n=17).

We recently reported a representative case to illustrate these observations (11). The patient in the study presented with stage-IV melanoma with multiple metastases in liver, lung, bone and brain, which had progressed 3 months after T cell therapy and 1 month after resuming ipilimumab + nivolumab (Figure 2A). He received 4 fractions of 12.5 Gy (50 Gy in total) to a lung lesion, and 4 fractions of 1.4 Gy (totaling 5.6 Gy) to nearly the entire liver (Figure 2B). Four-months later, the patient achieved a partial response in liver. No changes in liver function or hepatic/pulmonary toxicity were noted. Two years after liver radiation treatment, the patient has no evidence of disease, with a durable and complete response for the liver metastases (Figure 2C).




Figure 2 | Complete Response with LDRT to Liver metastases. (A) CT scanning (9/4/2019) before LDRT showed multiple liver metastases. (B) The patient received 50 Gy/4 fractions to a lung lesion and 5.6 Gy/4 fractions to nearly the entire liver from 10/8/2019 to 10/11/2019. (C) 19 months after LDRT, CT scans (4/19/2020) showed a complete response in the liver.





Conclusion and Future Directions

Pre-clinical and clinical data indicate that the immune suppressive environment in the liver is a major contributor for the lack of response of liver metastases to immunotherapy. Evidence from animal models and in patients with liver metastases support the notion that liver-directed LDRT could convert this environment into an immune-active state by reprogramming the stroma, which subsequently translates into improved responses to CPI. Another potential use of LDRT in liver metastasis disease is the combination with adoptive cell therapy (ACT), such as chimeric antigen receptor T-cell therapy (CAR-T) and engineered T-cell receptor therapy (TCR-T). One hurdle that ACT currently faces is the inhibitory stroma of solid tumors that is rich with immunosuppressive M2 macrophages, TGF-β and CAFs, which together limit cell-therapy infiltration and efficacy. Local delivery of LDRT could induce a higher M1/M2 ratio, decrease TGF-β and reduce CAFs, which results in enhanced T cell penetration and antitumor activity (37). Our ongoing preclinical studies (LDRT in combination with an anti-EGFR CAR-T) and clinical trial (NCT03132922) support the safety and antitumor potency of LDRT plus ACT in multiple solid tumors. More experimental studies based on liver metastatic models are needed to disclose liver-specific mechanisms of LDRT, and randomized clinical trials are required to support this novel strategy to get into common clinic applications.
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Objective

Head and neck squamous cell carcinoma (HNSCC) is one of the most common and lethal malignant tumors. We aimed to investigate the HNSCC cell differentiation trajectories and the corresponding clinical relevance.



Methods

Based on HNSCC cell differentiation-related genes (HDRGs) identified by single-cell sequencing analysis, the molecular subtypes and corresponding immunity, metabolism, and stemness characteristics of 866 HNSCC cases were comprehensively analyzed. Machine-learning strategies were used to develop a HNSCC cell differentiation score (HCDscore) in order to quantify the unique heterogeneity of individual samples. We also assessed the prognostic value and biological characteristics of HCDscore using the multi-omics data.



Results

HNSCCs were stratified into three distinct molecular subtypes based on HDRGs: active stroma (Cluster-A), active metabolism (Cluster-B), and active immune (Cluster-C) types. The three molecular subtypes had different characteristics in terms of biological phenotype, genome and epigenetics, prognosis, immunotherapy and chemotherapy responses. We then demonstrated the correlations between HCDscore and the immune microenvironment, subtypes, carcinogenic biological processes, genetic variation, and prognosis. The low-HCDscore group was characterized by activation of immunity, enhanced response to anti-PD-1/PD-L1 immunotherapy, and better survival compared to the high-HCDscore group. Finally, by integrating the HCDscore with prognostic clinicopathological characteristics, a nomogram with strong predictive performance and high accuracy was constructed.



Conclusions

This study revealed that the cell differentiation trajectories in HNSCC played a nonnegligible role in patient prognosis, biological characteristics, and immune responses. Evaluating cancer cell differentiation will help to develop more effective immunotherapy, metabolic therapy, and chemotherapy strategies.
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Introduction

Head and neck squamous cell carcinomas (HNSCCs) are derived from the mucosal epithelium in the oral cavity, oropharynx, and larynx, and they are mainly associated with tobacco and alcohol consumption (1). HNSCC is the sixth and eighth leading cancer worldwide in terms of incidence rate and mortality rate, respectively, and about two-thirds of HNSCC patients with stage III or IV HNSCC have no evident signs and symptoms (2). There are high recurrence and metastasis rates even after surgical resection due to invasion and metastasis, and the 5-year survival rate of HNSCC patients is only about 40–50%. Chemotherapy, radiation, and combination therapy have been used for the clinical management of HNSCC, but long-term survival rates for most patients with advanced HNSCC remain low. Notably, immunotherapy, such as PD-1 inhibitors and CXCR1/2 inhibitors, has become one of the most promising treatments for HNSCC (3). Studies of HNSCC have shown that the tumor microenvironment (TME) plays an important role in the effects of immunotherapy, as the TME can regulate tumor growth and immune surveillance (4). However, only a minority of HNSCC patients exhibit a positive response to immunotherapy. Multiple factors have been discovered to be involved in the efficacy of PD-1/PD-L1 blockade therapy, such as tumor immunogenicity, T cell function, PD-L1 expression, and intratumor heterogeneity. Thus, more research on molecular subtypes is needed to help accurately determine the heterogeneity subtype of HNSCC patients to identify which patients will respond to immunotherapy (5).

Multiple cells in different developmental states or with distinctly differentiated fates are mixed together when performing bulk RNA-seq, obscuring potential critical molecular events and signals taking place in cell subpopulations. Recent advancements in single-cell RNA sequencing (scRNA-seq) methodologies allow researchers to examine the sequence information from individual cells and have been used to reveal the heterogeneity of cells, dynamic cell differentiation processes, and tumor prognosis (6). Tumor cells exhibit highly heterogeneous, ranging from undifferentiated cells to the cells resembling normal ones. ScRNA-seq method can be used to determine the different states differentiation trajectories of tumor cells to assess how much progress each individual cell has made (7). Recent studies have shown that there is a strong correlation between the cell differentiation trajectories and the heterogeneity of tumor cells in the TME (8). Therefore, the combination of scRNA-seq and bulk-seq technology could help to assess the difference in prognosis between HNSCC patients from the perspective of cell differentiation trajectories. Traditional prognostic indicators include TNM staging and pathological grade, which are mainly based on the clinical pathological characteristics and have limited success in accurately predicting patient prognosis and immunotherapy responses (9). A recent study has shown that molecular subtypes based on TME recognition have provided new insights for customizing immunotherapy regimens for individual cancer patients (10). Thus, it is still necessary to further explore the role of cell differentiation trajectories for predicting immunotherapy responses and survival among HNSCC patients.

In this study, we comprehensively evaluated three distinct molecular subtypes related to cell differentiation trajectories by combining scRNA-seq with bulk RNA-seq, and identified the immune, metabolism, and stemness characteristics among the subtypes. In addition, a prognostic HNSCC cell differentiation score (HCDscore) was developed based on machine-learning models to quantify the differences among individual patients. Our study integrated multi-omics analyses involving genomics, epigenomics, and transcriptomics, which could precisely predict patient prognosis and provide new insights into immunotherapy, metabolic therapy, and chemotherapy.



Methods and Materials


Acquisition and Processing of scRNA-Seq Data

The scRNA-seq expression profiling and clinical data of 18 HNSCC cases including 5902 cells were obtained from the GSE103322 dataset in the Gene Expression Omnibus (GEO, https://www.ncbi.nlm.nih.gov/geo/) database. The “Seurat” R package (11) was used to initially process the scRNA-seq expression data. The percentage of mitochondrial genes was calculated by the PercentageFeatureSet function of the “Seurat” R package, and the relationship between sequencing depth and mitochondrial gene sequences was calculated by correlation analysis. Quality control was performed for cells with a gene number <100, sequencing number <50, and mitochondrial gene content >5%. Log transformations were then used to normalize the scRNA-seq expression data, and the top 1500 genes with high variability were selected by the variableFeatures method.



Dimensionality Reduction and Single-Cell Trajectory Analysis

Significant dimensions with P<0.05 were selected using the principal component analysis (PCA) algorithm, and then the t-distributed stochastic neighbor embedding (t-SNE) algorithm was employed for dimension reduction. The principal components for performing cluster classification analysis across all cells. Differential expression analysis for each cluster with the cutoff criteria of log2[fold change (FC)]>1 and adjusted P-value <0.05 was then performed using the “limma” package (12). The top 10 marker genes with the most significant differences in each cluster were used to create a heatmap. Clusters were determined and annotated using the “SingleR” R package (13) based on the composition patterns of the marker genes.

The functions of “pseudotime” and “trajectory” in the “Monocle” R package (14) were employed to analyze HNSCC cells, with cutoff criteria of log2[fold change (FC)]>1 and adjusted P-value <0.05. Differential expression analysis was performed between branches using the “Monocle” R package, and genes with differential expression levels were designated HDRGs.



Acquisition and Processing HNSCC Datasets of Bulk RNA-Seq Data

Level 4 gene expression data [Fragments Per Kilobase of transcript per Million mapped reads (FPKM)] from TCGA-HNSC samples were downloaded from the UCSC Xena browser (GDC hub: https://gdc.xenahubs.net). GSE65858 and GSE41613 microarray data on HNSCC samples were downloaded from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). The gene expression data of the TCGA-HNSC cohort were transformed into transcripts per kilobase million (TPM) values, which are more comparable to microarray data. Batch effects due to non-biological experimental factors were reduced using the “ComBat” function in the “sva” R package.

We also obtained clinical data of the TCGA-HNSC, GSE65858, and GSE41613 cohorts, including overall survival (OS), age, gender, smoking status, human papillomavirus (HPV) infection status, TNM stage, cancer stage, and histological type from the UCSC Xena browser and GEO database. Genomic mutation data of the TCGA-HNSC cohort including somatic mutation and copy number variation (CNV) were also obtained from the UCSC Xena database. The “maftools” R package (15) was used to visualize the mutation landscape of the HNSCC cases. For CNV analysis, the Genomic Identification of Significant Targets in Cancer (GISTIC) tool was used to identify significant amplifications and deletions. The CNV gain or loss burden was calculated as the total number of genes with CNV at the focal and arm levels using GenePattern (https://cloud.genepattern.org).



Unsupervised Clustering of HNSCC Samples Based on HDRGs

Unsupervised clustering analysis was used to determine each patient’s molecular subtype based on HDRGs. The cases were classed based on k-means, with k from 2 to 9, using the “ConsensusClusterPlus” R package (16), with 1000 repetitions to ensure classification stability. The optimal selection of clusters was determined by the consensus matrix and cumulative distribution function (CDF) curve.



Proportions of Immune Cells Infiltrating in the TME

To quantify the proportions of immune cells in each HNSCC sample, we utilized seven immune cell infiltration estimation algorithms, comprising CIBERSORT (17), MCP-counter (18), EPIC (19), TIMER (20), xCell (21), quanTIseq (22) and IPS (23).

Specifically, CIBERSORT is the most well-recognized method for detecting 22 immune cells based on gene expression by employing linear support vector regression. The microenvironment cell populations (MCP)-counter algorithm evaluated the absolute abundance of eight immune and two stromal cells. The EPIC method detects the fractions of eight immune and cancer cells based on transcriptomic data. The TIMER algorithm provides robust estimation of the infiltration of six immune cells comprising B cells, CD4+ T cells, CD8+ T cells, neutrophils, macrophages, and dendritic cells in the TME. The xCell algorithm is a gene signature-based method that estimates the abundance scores of 28 immune cell types. The quanTIseq method quantifies the absolute fractions of 10 immune cell types based on bulk RNA-seq data. The IPS algorithm assesses the expression of 28 tumor-infiltrating lymphocytes and subpopulations. In addition, the “ESTIMATE” algorithm (24) was used to comprehensively evaluate the TME components, including the ImmuneScore, StromalScore and tumor purity, for each sample.



Gene Set Variation Analysis (GSVA)

GSVA was used to quantify activation of signaling pathways by using the “GSVA” R package (25). We obtained biological signatures from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database, the Hallmark gene set v7.1 from the MSigDB database (https://www.gsea-msigdb.org/gsea/msigdb/), 114 metabolism-related gene signatures from a previous study (26), and a typical tumor-related biological process gene set from the “IMvigor210CoreBiologies” R package (27). Finally, GSVA was performed to calculate patient-specific GSVA scores that quantified the pathways or biological processes.



Gene Function Annotation and Gene Set Enrichment Analysis (GSEA)

Gene function annotation was conducted using the “clusterProfiler” R package (28) with q<0.05 as the cutoff. We also identified gene sets and pathways that were up- and downregulated using GSEA (29). These background gene sets were obtained from the KEGG and MSigDB databases. Upregulated pathways were defined based on enrichment score (ES)>0, while downregulated pathways were defined based on ES<0. Enrichment P values were based on 10,000 permutations and subsequently adjusted using the Benjamini–Hochberg method to control the false discovery rate (FDR).



Analysis of the TME, Prognosis-Related Metabolic Pathways, and Stemness Indices

The cell infiltration regarding 22 immune cell types inferred from the CIBERSORT algorithm in each HNSCC sample was visualized using the “igraph” R package. Regarding metabolic pathways, GSVA was used to determine the scores for 114 metabolic signatures for each HNSCC sample. To select the prognosis-related metabolic pathways, survival data and univariate Cox regression implemented by the “survival” R package were used, with P<0.05 as the cutoff. We further used the randomSurvivalForest (RSF) algorithm to rank the importance of the prognosis-related metabolic pathways (nrep = 100, which indicates that the number of iterations in the Monte Carlo simulation was 100; nstep = 5). A one-class logistic regression (OCLR) algorithm was used to calculate six stemness imndices (mDNAsi, EREG-mDNAsi, DMPsi, ENHsi, mRNAsi, and EREG-mRNAsi) for each sample (30). We analyzed the differences in stemness indices between the clusters to evaluate the tumor dedifferentiation potential.



Weighted Gene Co-Expression Network Analysis (WGCNA)

We used the WGCNA algorithm to identify immunity/metabolism/stemness phenotype-related genes by using the “WGCNA” R package (29). HDRGs were selected and then used for the WGCNA. Biweight midcorrelation was used to assess similarity between samples in the WGCNA. A scale-free network was used to select the most suitable β parameter for converting the adjacency matrix into a scale-free topology (soft threshold power β=5, R2 = 0.90). A soft-thresholding power of 5 was set for network construction and module detection. In a module–trait analysis, the module eigengene was related, with P<0.05 as the cutoff, to the following three phenotype features: Immunity (ImmuneScore), metabolism (most important metabolic pathways selected from RSF analysis), and tumor stemness (mRNAsi index).



Analysis of Genomic and Epigenetic Regulation of HNSCC

DNA methylation data from the TCGA-HNSC cohort, obtained using Illumina Infinium Human Methylation 450K BeadChip technology, were downloaded from the UCSC Genome Browser. β-values ranging from 0 to 1 represent the methylation level of each site. Next, a series of quality control algorithms were implemented. Samples with >70% CpG sites missing were excluded. The k-nearest neighbors imputation procedure was used to impute missing data. CpGs located in sex chromosomes and single-nucleotide polymorphisms were removed. We prioritized CpGs in promotor regions (defined as 2 kb upstream to 0.5 kb downstream of transcription start sites). Thereafter, we identified the differential methylation sites (Padj<0.05 and |log2FC|>0.15) between different molecular subtypes and visualized them using the “limma” and “pheatmap” R packages.

The DNA damage levels were assessed, including homologous recombination deficiency (HRD), intratumor heterogeneity (ITH), loss of heterozygosity (LOH; number of segments with LOH events, and fraction of bases with LOH events), and aneuploidy score (AS) between different subtypes (31). N6-methyladenosine (m6A) methylation is the most common and abundant RNA epigenetic modifications. A total of 18 m6A regulators comprising 7 writers (METTL3, METTL14, RBM15, RBM15B, WTAP, VIRMA, CBLL1, and ZC3H13), 9 readers (YTHDC1, YTHDC2, YTHDF1, YTHDF2, YTHDF3, IGF2BP1, HNRNPA2B1, HNRNPC, FMR1, LRPPRC, and ELAVL1) and 2 erasers (FTO and ALKBH5) were investigated to observe the level of m6A methylation.



Construction of HCDscore Based HDRG Signature

We constructed a scoring system to evaluate the impact of individual HNSCC cell differentiation patterns as follows. First, univariate Cox proportional hazards regression was used to identify the significant HDRGs by using the “survival” R package. Genes with P<0.05 were selected as the candidates, which were subjected to LASSO regression to reduce the numbers of predictors. The minimum value of lambda was selected from 1,000 cross-validations in the LASSO regression analysis. A multivariate Cox regression model was established using prognostic HDRGs selected by LASSO-COX regression analysis. The HCDscore was calculated accurately as follows:   Coefficient ∗ Exp, where Exp is the expression value of each selected gene.

Next, the optimal cutoff was determined using the “survminer” R package based on the correlation between HCDscore and survival. The samples were then divided into high- and low-HCDscore groups.



Immunotherapy Response Prediction

First, we compared the expression of 15 immune checkpoint-related genes, which was used to assess the response potentials to immunotherapy in the HNSCC patients. Next, we used the Tumor Immune Dysfunction and Exclusion (TIDE) algorithm (32) to predict responses to immune checkpoint blockade by integrating the expression signatures of T cell dysfunction and T cell exclusion. Besides, an 18 gene “tumor inflammation signature” (TIS) which quantifies an activated immune response in TME, was used to predict response of anti-PD-1 (33). In general, the lower the TIDE score or the higher the TIS score, the better the immunotherapy response. We compared the difference in TIDE and TIS scores between the high- and low-HCDscore groups and the correlation between HCDscore and TIDE, TIS scores.

We also used the subclass mapping (SubMap) method (34) to analyze the similarities of the expression profiles, comparing the identified molecular subtypes with an independent dataset of 47 anti–PD-1 antibody-treated melanoma patients from a longitudinal cohort treated with sequential immune checkpoint blockade (CTLA-4 blockade followed by PD-1 blockade at progression) (35). The lower the P value, the higher the similarity. The “complexHeatmap” R package was used to depict the results.



Chemotherapy Response Prediction

We predicted the chemotherapy response for each HNSCC sample by training a predictive model on cell line data from the largest publicly available pharmacogenomics database [Genomics of Drug Sensitivity in Cancer (GDSC), https://www.cancerrxgene.org/]. A lower half-maximal inhibitory concentration (IC50), estimated by ridge regression, indicates a better sensitivity to a given drug. The prediction process was performed using the “pRRophetic” R package (36). Specifically, the batch effect was removed using “ComBat”, tissue type was set to “allSoldTumours”, and duplicate gene expression was summarized as the mean value.



Construction of Nomogram and Verification of Hub Proteins

A nomogram was constructed using the “rms” R package and calibration plots were used to assess the prognostic accuracy of the nomogram. The predicted and actual outcomes of the nomogram were presented in a calibration curve, with the diagonal representing perfect prediction. In addition, the calibration of the prediction model refers to the concordance between the predicted and observed probabilities. Moreover, a GiViTI calibration belt (37) was also constructed to test the goodness of fit of the prediction model. 95% CIs were calculated and displayed in a dark gray area in the plot. More precisely, P>0.05 indicates good model fit. The protein expression of the hub genes in HNSCC and normal paracancerous tissues was verified using immunohistochemical data from the Human Protein Atlas (https://www.proteinatlas.org/).



Statistical Analysis

The correlations of the TME-infiltrating immune cells were computed using Spearman correlation analyses. One-way analysis of variance (ANOVA) and the Kruskal–Wallis test were used to compare three or more groups. An alluvial diagram was used to visualize the changes in the attributes of individual patients in different clusters. Survival analysis was performed using the “survival” R package. The predictive value of HCDscore for clinical traits and survival was reflected by an ROC curve and the AUC. All P values were two sided and data processing was conducted in R 4.0.1 software.




Results


Quality Control and Normalization of scRNA-Seq Data

A flow chart was designed to systematically describe the study design (Figure 1A). A single-cell RNA-seq dataset from the GSE103322 was subjected to quality control processing and the normalization to exclude nonconforming cells (Figure 1B). There was no correlation between mitochondrial gene sequences and sequencing depth (Figure 1C). A significant positive correlation between sequencing depth and total intracellular sequences was observed (R=0.93, Figure 1C). Among 23,690 genes, 1,500 genes showing high variation were selected for subsequent analysis (Figure 1D).




Figure 1 | Identification of HDRGs using scRNA-seq analysis. (A) Flow diagram of this study’s systematic analysis and validation. (B) Quality control including the number of unique genes, the number of total molecules, and the percentage of reads that map to the mitochondrial genome. (C) Low correlation of mitochondrial genes across cells and high correlation of gene expression across cells. (D) The variance diagram shows 1500 highly variable genes in HNSCC cells. The red dots represent highly variable genes, and the black dots represent non-variable genes. (E, F) The t-SNE algorithm was applied for dimensionality reduction with the 19 principal components, and 9 cell clusters were annotated. (G, H) Pseudotime and trajectory analysis shows three subsets of HNSCC cells with distinct differentiation patterns. (I) GO and KEGG enrichment analysis of HDRGs.





Identification of HNSCC Cell Trajectory Subsets

PCA method for dimensionality reduction did not lead to clear separations among the HNSCC cells (Figure S1A). The top 15 principal components with P<0.05 were selected for further analysis (Figure S1B). Next, HNSCC cells were classified into 19 distinct clusters based on the t-SNE algorithm (Figure 1E). A total of 5058 marker genes from the 19 clusters were identified by differential analysis, and the top 10% of marker genes in each cluster are shown in a heatmap (Figure S1C). These cell clusters were annotated in Figure 1F. Subsequently, trajectory analysis was used to project all HNSCC cells onto one root and three branches. The results showed that clusters 6/12/14 were in branch I, mainly containing epithelial cells; clusters 2/10/15 were in branch II, consisting of B cells, monocytes and T cells; and clusters 5/7/8 were in branch III, composed of endothelial cells, smooth muscle cells, and tissue stem cells (Figures 1G, H). A total of 811 HNSCC cell differentiation-related genes (HDRGs) were ultimately identified in HNSCC. We further performed functional annotations of the HDRGs from the three distinct cell differentiation branches, and the significantly enriched biological processes are summarized in Figure 1I. Enrichment analysis showed that they are involved in immune processes and tumor metastasis-related signaling, such as PD-L1 expression and the PD-1 checkpoint pathway.



Identification of HDRG-Based Molecular Subtype and Biological Characteristics

We identified 159 prognosis-related HDRGs using univariate cox regression analysis (Table S1). The TCGA-HNSC, GSE65858, and GSE41613 cohorts were employed. The numbers of samples and the clinical baseline and endpoint data of each HNSCC sample are summarized in Table S2. Based on the expression of the prognostic-related HDRGs, three distinct molecular subtypes were identified and designated as Cluster-A, Cluster-B, and Cluster-C (k=3, Figures 2A, B). Figure S2A shows the top10 representative genes in each cluster.




Figure 2 | Unsupervised clustering analyses and biological characteristics of each cluster. (A) The clustering heatmap corresponding to the consensus matrix for k=3 obtained by consensus clustering. (B) CDF plot displays consensus distributions for k=2 to 9. (C) Kaplan-Meier curves with Log-rank test shows survival differences for the three clusters including cluster-A, cluster-B and cluster-C based on TCGA-HNSC, GSE41613 and GSE65858 cohorts. (D) Principal component analysis for the transcriptome profiles of among three clusters. (E) GSVA enrichment analysis shows the activation states of biological pathways among distinct three clusters. The heatmap was used to visualize these biological processes, and yellow represented activated pathways and blue represented inhibited pathways. (F) Differences in immune-related and carcinogenic-related signatures among three distinct clusters. The asterisks represented the statistical p value (*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001; ns, not significant). (G, H) Violin plot shows the difference of ImmuneScore and StromalScore from ESTIMATE algorithms in three clusters. (I) Heatmap for immune cell and stromal cell infiltration based on CIBERSORT, MCPcounter, xCell, EPIC, TIMER, quanTIseq and iPS algorithms among three clusters. (J) The interaction among immune cells. The circle size represented the significance level of P values calculated by Log-rank test. Favorable factors for overall survival are indicated in green, and risk factors indicated in purple. The lines connecting represent immune cells interactions estimated by Spearman correlation analysis, positive correlation is showed in pink and negative correlation in blue. (K) 20 prognosis-related metabolic pathways ranked by RSF algorithm. variables with positive variable importance coefficient (blue bars) and variables with zero or negative variable importance coefficient (red bars) are indicated. The absolute value of these importance coefficients (called the variable relative importance) as the horizontal coordinate. (L) Grouped boxplot shows the levels of stemness indices in three clusters. The asterisks represented the statistical p value (**P < 0.01; ***P < 0.001; ****P < 0.0001; ns, not significant).



Kaplan–Meier survival analysis demonstrated that Cluster-C exhibited the best survival, whereas Cluster-A had the worst prognosis (p<0.001, Figure 2C). In addition, we further verified the effectiveness of unsupervised clustering. First, PCA plot showed that the HNSCC samples were completely distinguished into three clusters (Figure 2D). Second, the TCGA-HNSC, GSE65858, and GSE41613 cohorts (as the validation datasets) were employed to perform the clustering analysis with the same algorithm, respectively. As expected, the same trends occurred, indicated the suitability of k=3 (Figure S2B). Notably, obvious differences in survival among the three molecular subtypes were observed in the TCGA-HNSC, GSE65858, and GSE41613 cohorts, respectively (Figure S2C).

Next, we used the “GSVA” algorithm to explore the biological characteristics of the three distinct molecular subtypes (Figure 2E). Cluster-A was markedly enriched in stromal activation pathways such as extracellular matrix receptor interaction and glycosaminoglycan biosynthesis signaling pathways. Cluster-B was enriched in pathways associated with metabolic activation including the activation of tryptophan metabolism, fatty acid metabolism, and drug metabolism involving cytochrome P450. Cluster-C was prominently related to immune activation, including T cell receptor, B-cell receptor, and Toll-like receptor signaling pathways. Subsequently, comparing carcinogenic-related biological processes and immune signatures among the three clusters (Figure 2F), we found that Cluster-A, as the stromal activation subtype, was markedly enriched in carcinogenic activation pathways related to epithelial–mesenchymal transition (EMT), transforming growth factor-β (TGF-β), and Wnt-target pathways. CD8+ effector T cells, antigen processing machinery, and immune checkpoint were prominently upregulated in Cluster-C, as the immune-activation group. In addition, we found that Cluster-C exhibited the highest levels among the three clusters of the biological processes of ferroptosis and proptosis.



Immunity, Metabolism, and Stemness Characteristics of the Three Clusters

We further explored the molecular changes, including changes in the TME, metabolic processes, and stemness, underlying the three distinct molecular subtypes (Clusters-A, -B, and -C). We used the ESTIMATE algorithm to calculate the overall fraction of immune cells (ImmuneScore) and stromal cells (StromalScore) in the three molecular subtypes. Figures 2G and S2D show that Cluster-C exhibited the highest ImmuneScore and lowest tumor purity among the three clusters. Figure 2H shows that Clusters-A and -C had a higher StromalScore than Cluster-B, which reflected the characteristic of immune activation in Cluster-C and the abundant stromal components in Cluster-A. To investigate the differences in immune cell infiltration among the three clusters, seven TME cell deconvolution algorithms were used. As shown in Figure 2I, Cluster-C had the most abundant anti-tumor immune cell infiltration levels, such as CD8+ T cells, macrophages, Th1 cells, NK cells, dendritic cells (DCs), and Th17 cells. Cluster-A had abundant endothelial cells and fibroblast recruitment. Figure 2J shows that the TME cell network involved a comprehensive landscape of tumor cell and immune cell interactions and cell lineages, and the Figure shows the effects on the OS of patients with HNSCC.

We also determined the prognostic power of various metabolic pathways. First, 20 prognosis-related metabolic pathways were selected and displayed in Table S3. The correlation between those pathways and prognosis was independently analyzed in Cluster-A, Cluster-B, and Cluster-C using the univariate cox regression (Table S4). Subsequently, 20 metabolic pathways were ranked by importance, and the tryptophan metabolic pathway was considered to be the most important prognosis-related metabolic pathway in HNSCC (Figure 2K). ScRNA-seq technology supports the cancer stem cell theory that posits that cancer stem cells are an important factor in the cause of tumor heterogeneity. Thus, survival analysis was performed and showed that the level of stemness had an important prognostic value in HNSCC (Figure S2E). Differences in stemness potential were observed using six stemness indices among the three molecular subtypes (Figure 2L). Notably, compared to the other two clusters, Cluster-B had the highest degree of oncogenic dedifferentiation regarding six stemness indices.



Genomic and Epigenetic Features of Three Clusters Based on HDRGs

To further explore the differences in genome abnormalities among the three distinct molecular subtypes based on HDRGs, somatic mutations, copy number alterations, and CNV burden (BCNV) were analyzed. The top 20 mutated genes were plotted in Figure S3A. The most significant mutation types were missense mutations, nonsense mutations, and frameshift deletions. In addition, C > T was observed most frequently in single-nucleotide variants. TP53, TTN, and FAT1 were identified as the most commonly mutated genes, with mutation rates of 66%, 35%, and 21%, respectively. We further compared the distributions of somatic mutations among the three molecular subtypes, as shown in Figure 3A. Cluster-B had the highest mutation rate (96.26%), followed by Cluster-A (95.09%) and Cluster-C (83.1%). The Tumor Mutation Burden (TMB) quantification analyses showed that Cluster-C was associated with a markedly lower TMB level (Figure S3B).




Figure 3 | Genomic and epigenetic features and predicting response to immunotherapy. (A) The oncoPrint plot shows tumor somatic mutation landscape among three clusters. The upper barplot shows TMB, the number on the right indicated the mutation frequency in each gene. (B) Copy number profiles for three clusters, gains were showed in red and losses in blue. Gene segments are placed according to their location on chromosomes, ranging from chromosome 1 to chromosome 22. (C–E) Detailed cytoband with focal amplification (left) and focal deletion (right) in the Cluster-A (C), Cluster-B (D) and Cluster-C (E), respectively. (F) Distribution of and focal and broad (arm-level) copy number alterations in three clusters. (G) The difference of expression for m6A regulators among three clusters. Wilcoxon test was used to test statistical difference, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001; ns, not significant. (H) Difference of genomic scar signatures including aneuploidy, DNA damage including homologous recombination deficiency (HRD), loss of heterozygosity (LOH; number of segments with LOH events, and fraction of bases with LOH events) and intratumor heterogeneity (ITH) were estimated in among clusters.



We further observed that the three clusters exhibited CNV amplifications and deletions. Figure 3B shows the distribution of the G-score and amplification/deletion frequencies across all chromosomes in the three clusters. Focal amplifications and deletions in various chromosomal regions were detected for Clusters-A (Figure 3C), -B (Figure 3D), and -C (Figure 3E). We further identified significant amplifications at 31 loci and significant deletions at 34 loci in Cluster-A (q<0.05, Table S5), significant amplifications at 32 loci and significant deletions at 32 loci in Cluster-B (q<0.05, Table S6), and significant amplifications at 19 loci and significant deletions at 24 loci in Cluster-C (q<0.05, Table S7). In addition, compared to Clusters-A and -B, Cluster-C had the lowest gain (p<0.05) BCNV both at the arm- and focal-level (Figure 3F).

Epigenetic processes, including DNA methylation and various RNA-mediated processes, influence gene expression at the level of transcription. We mainly focused on DNA methylation and m6A methylation, which is one of the most common RNA modifications. We first identified 1630 differential CpG methylation sites among the three clusters and found that Cluster-C had the highest DNA methylation level (Figure S3C). We also collected 18 m6A modification regulators to assess the m6A methylation modification level, and we found that Cluster-B had lower levels of the m6A regulators (Figure 3G).

As characteristic genomic scar signatures, LOH, HRD, ITH, and AS were analyzed among the three subtypes. We found that LOH, HRD, ITH, and AS were substantially lower in Cluster-C than the others (Figure 3H). In summary, the differences in tumor immunogenicity among the three clusters were significant. Our analysis revealed that certain genomic alterations and epigenetics may drive the differences among the three molecular subtypes.



Responses to Immunotherapy and Chemotherapy Among Three Clusters

Although blocking immune checkpoints, such as PD-1 and PD-L1, represents a promising approach to treating cancer, some patients are resistant to immunotherapy. We determined which subtype was associated with the largest clinical benefit of immunotherapy. First, we investigated the association between the subtypes and the expression of 15 immune checkpoint-related genes. Figure 4A indicates that Cluster-C exhibited higher expression of immune checkpoint genes (except for TBX2) than Clusters-A and -B. Notably, Cluster-C had higher expression of PDCD1, CD274, and CTLA4 than Clusters-A and -B. SubMap algorithm further demonstrated that Cluster-C was more likely to respond to anti-PD-1 antibody treatment (both nominal and Bonferroni-corrected p<0.05) (Figure 4B). We assessed the response of the three clusters to 138 chemotherapeutic drugs. Finally, we identified 32 drugs that may be advantageous in Cluster-A (Figure 4C), 9 in Cluster-B (Figure 4D), and 28 in Cluster-C (Figure 4E).




Figure 4 | Immune checkpoint inhibitor therapy and chemotherapy responses for each cluster (A) Differences in the expression of immune checkpoint genes among three clusters. The statistical difference of clusters was compared using the Wilcoxon test. **P < 0.01; ***P < 0.001; ****P < 0.0001; ns, not significant. (B) Submap analysis shows that Cluster-C group could be more respond to anti-PD-1/PD-L1 treatment (Bonferroni corrected P-value = 0.01). (C–E) Sensitivity analysis of common chemotherapy drugs in Cluster-A (C), Cluster-B (D) and Cluster-C (E) groups.





Identification of Phenotype Related Genes and Clusters

To further investigate the specific phenotype-related genes among the HDRGs, WGCNA was performed to identify biologically relevant modules of highly correlated genes. The clustering dendrograms of samples show the module distribution determined by Dynamic Tree Cut and Merged Dynamic (Figure S4A). The ImmuneScore (based on the ESTIMATE algorithm), tryptophan metabolic pathway (most important metabolic pathway selected from RSF algorithm), and mRNAsi were selected to define the immunity, metabolism and stemness phenotypes. Five modules were obtained and a heatmap showed the modules associated with these specified phenotypes, that is, MEturquoise for immunity, MEyellow for the metabolic processes, and MEblue for stemness (Figure 5A). Ultimately, we identified 310 immune phenotype-related genes, 60 metabolic phenotype-related genes, and 239 stemness phenotype-related genes (Table S8). To explore the underlying biological behaviors of phenotype-related subtypes, a consensus clustering algorithm was used based on the immune, metabolic, and stemness phenotype-related genes to further classify the samples into corresponding subtypes. Like the clustering results regarding the three molecular subtypes based on HDRGs, three distinct phenotypes based on the immune, metabolism, and stemness characteristics, designated Immunity A–C, Metabolism A–C, and Stemness A–C, respectively, were identified (Figure S4B).




Figure 5 | Construction of HDRG signatures and biologic characteristics of HCDscore. (A) Correlations between the six gene modules and three clinical traits. Each cell shows the correlation between the gene module and the clinical traits. (B) The boxplot shows the difference in the level of 28 immune cells infiltration in the three ImmunityClusters. The asterisks represented the statistical p value (*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001; ns, not significant). (C) The boxplot shows the difference of immune-related and carcinogenic-related signatures in the three ImmunityClusters. (D) Violin plot shows differences in mRNAsi stemness indices among three StemnessClusters using Kruskal–Wallis test. The statistical difference of clusters was compared using the Kruskal–Wallis test. (E) LASSO Cox regression model construction. λ selection by 10-fold cross-validation. The partial likelihood deviance with changing of log (λ) was plotted. (F) Heatmap shows that expression levels of 12 hub genes in 19 clusters. (G) The representative protein expression in HNSCC tissue and normal tissue. Data was obtained from the human protein atlas (https://www.proteinatlas.org/). Statistical analysis of these protein expression according to the staining scores of HNSCC and normal tissues. (H) Differences in HCDscore among three clusters in HNSCC cohorts. The Kruskal-Wallis test was used to compare the statistical difference. (I) Correlations between HCDscore and immune cells, immune-related, metabolic-related, carcinogenic-related or tumor cell death-related signaling pathways. (J) The ROC curves comparing the prognostic values of HCDscore and clinical parameters.



We further explored the different characteristics in the three Immunity, Metabolism, and Stemness subtypes, respectively. In terms of Immunity subtypes, the Immunity-C group had strong infiltration of anti-tumor immune cells, including CD8+ T cells, DCs, and Th1 cells (Figure 5B) with better survival (Figure S4C). In contrast, the Immunity-A group had the opposite trend, with weak infiltration of antitumor immune cells and worse survival (Figure S4C). To further investigate the characteristics of the Metabolism A–C subtypes, 114 key metabolism-associated signatures were chosen, based on the results of a previous study (26), and investigated using the GSVA algorithm. Figure S4D shows that the Metabolism-B group had significantly higher metabolic processes (especially in terms of amino acid metabolism and fatty acid degradation) than the Metabolism-A and -C groups, and the Metabolism-B group exhibited higher expression related to stromal-related metabolic processes (glycosaminoglycan biosynthesis and hexosamine biosynthesis).

Next, we explored the differences among the three stemness subtypes in terms of biological characteristics. First, we found that the EMT and pan-fibroblast TGF-β response signaling pathways were prominently upregulated in the Stemness A group, while the Stemness B group exhibited strong enrichment of DNA damage repair, DNA replication, and mismatch repair (Figure 5C). We also observed differences in mRNAsi, with Stemness B group having the highest level of mRNAsi among the three stemness subtypes (Figure 5D). Specifically, the Stemness-A group mainly featured activation of stromal-related processes and the Stemness-B group predominantly featured DNA repair.



Construction of the HCDscore Based on HDRGs

Given the unique heterogeneity among individuals belonging to the three subtypes, a combination of machine-learning algorithm analysis and Cox proportional hazards regression was used to calculate a score for the cell differentiation pattern of each HNSCC patient, which we designated the HCDscore. To establish the HCDscore, 159 prognosis−related HDRGs were regarded as candidate genes for LASSO regression analysis (Figure 5E). Then, 22 HDRGs selected by LASSO regression were used to construct a Cox proportional hazards regression model. Finally, 12 hub genes were identified, and HCDscore were calculated (Table S9). Subsequent analysis further explored the performance of the 12 hub genes. In addition, immunohistochemical staining demonstrated the differences in significant hub HDRGs selected by multivariate Cox analysis between HNSCC and normal tissues (Figure 5F). Figure 5G showed the expression levels of 12 hub HDRGs in 19 clusters identified by scRNA-seq analysis.

Figure 5H reveals significant differences in HCDscore among Clusters-A, B, and C. Cluster-A had the highest HCDscore while Cluster-C had the lowest HCDscore, which indicated that low HCDscore was closely linked to immune activation-related processes. To further elucidate the biological significance of HCDscore, we analyzed the correlations of HCDscore with immune, metabolic, and typical biological processes (Figure 5I). We found that EMT, pan-fibroblast TGF-β signaling pathways, and DNA damage repair processes were prominently positively correlated with HCDscore, while HCDscore had a strong negative correlation with anti-tumor immune activation, angiogenesis, and immune checkpoint signaling pathways. This suggested that HCDscore may be a risk factor for HNSCC patients.

To quantify the capacity of this scoring system to predict survival, a receiver operating characteristic (ROC) curve was used to observe its predictive accuracy. The HCDscore had a higher area under the curve (AUC) value (0.744) than other clinical parameters (age, gender, HPV infection, TMN stage, cancer staging, smoking status, and histological type), which indicated that the HCDscore had the best predictive ability (Figure 5J). We then investigated whether the HCDscore could be used as an independent predictor of HNSCC prognosis by univariate and multivariate Cox regression analyses. As shown in Figure S4E, multivariate Cox regression analysis demonstrated that HCDscore was a robust and independent predictor of patients’ prognosis compared to age, gender, HPV infection, TN stage, cancer staging, smoking status, and histological type.



Identification of the Biological Characteristics of HCDscore

Based on the aforementioned biological processes related to HCDscore, we further determined the clinical outcomes and biological characteristics of patients with different HCDscore levels. First, patients were divided into low- (408 cases) or high- (458 cases) HCDscore groups based on the optimal cutoff value. We found that the low-HCDscore group had better survival (Figure 6A). Concurrently, the prognostic value of the HCDscore was validated in the TCGA-HNSC cohort (P<0.001, Figure S5A), as well as the GSE65858 and GSE41613 cohorts. The distribution of HCDscore, patterns of survival status and OS, and expression of the 12 hub genes are shown in Figure S5B.




Figure 6 | Immunotherapy response prediction and nomogram construction. (A) Survival analyses for the low- and high-HCDscore groups using Kaplan–Meier curve and Log-rank test. (B) GSVA enrichment analysis shows the activation differences of biological pathways in low- and high-HCDscore groups. The heatmap visualized these biological pathways, and red represented activated pathways and blue represented inhibited pathways. (C) GSEA plots show the activated and suppressed gene signatures between the low- and high-HCDscore groups. (D) The boxplot shows the difference of the fraction of TME cells and ImmuneScore in low- and high-HCDscore groups. The statistical difference was compared using the Kruskal–Wallis test. *P < 0.05; **P < 0.01; ***P < 0.001; ns, not significant. (E) Submap analysis shows that low-HCDscore groups could be more sensitive to anti-PD-1/PD-L1 treatment (Bonferroni corrected P-value = 0.04). (F, G) Differences in TIS score and TIDE score between low- and high-HCDscore groups (p < 0.001, Wilcoxon test). (H) The oncoPrint plots show tumor somatic mutation in low- and high-HCDscore groups. (I) The proportion of HNSCC clinical histopathological type in different clusters. (J) A prognostic nomogram predicting 1-, 2-, and 3-year overall survival of HNSCC. (K) The calibration curve shows the probability of HNSCC patients in the train group and validation group.



Next, to explore the differences in biological behaviors between the high- and low-HCDscore groups, we performed GSVA. As shown in Figure 6B, the high-HCDscore group was markedly enriched in stromal and carcinogenic activation pathways such as ECM receptor interaction and glycosaminoglycan biosynthesis. The low-HCDscore group was enriched in pathways associated with metabolism activation. Typical metabolic signatures were further selected to further identify the differences in the metabolic processes between the high- and low-HCDscore groups. The low-HCDscore group was mainly enriched in fat metabolism and amino acid metabolism (Figure S5C). GSEA also indicates gene sets associated with tumor promoting effects enriched in the high-HCDscore group (Figure 6C), including EMT, TGF-β signaling, angiogenesis, and hypoxia. Subsequent analysis of the TME indicated that the low-HCDscore group had a higher ImmuneScore and was remarkably associated with anti-tumor immune cell infiltration such as CD8+ T cells, DCs, and cytotoxic cells (Figure 6D).

Given the difference in immune cell infiltration between the low- and high-HCDscore groups, especially regarding CD8+ T cells, we further investigated whether HCDscore could predict patients’ responses to immunotherapy. Figure 6E shows that the low-HCDscore group was more likely to respond to anti-PD-1 antibody treatment (both nominal and Bonferroni-corrected P=0.04). We found that the low-HCDscore group had a higher TIS score (Figure 6F) and a lower TIDE score (Figure 6G) than the high-HCDscore group. Correspondingly, HCDscore was significantly positively correlated with TIDE score (P<0.01), and negatively correlated with TIS score (Figure S5D).

We next investigated the distributions of somatic alterations in the low- and high-HCDscore groups. By analyzing the mutation annotation files of the TCGA-HNSC cohort, we identified the top 20 mutated genes and displayed them in Figure 6H. The mutational landscapes showed that the high-HCDscore group had higher overall somatic mutation rates than the low-HCDscore group. In addition, the most significantly different mutations are listed in a forestplot (Figure S5E).



Correlation Between HCDscore and Histological Subtype, and Nomogram Construction

The histological subtypes of HNSCC in the TCGA-HNSC, GSE65858, and GSE41613 cohorts mainly included oral squamous cell carcinoma (OSCC, 510 cases), oropharyngeal cancer (150 cases), laryngeal cancers (160 cases), and hypopharyngeal cancer (43 cases). The attribute changes of individual patients were displayed in an alluvial diagram in Figure S5F. Cluster-C was linked to a low HCDscore and was related to a better outcome. Figure 6I showed the distribution of the histological subtypes among Clusters-A, -B, and -C. A stacked column chart also showed the distribution of the histological subtypes in the high- and low-HCDscore groups (Figure S5G). Furthermore, Figure S5H shows significant difference in HCDscore among OSCC, oropharyngeal cancer, laryngeal cancers, or hypopharyngeal cancer. There were 20 patients with metastatic tumors recorded in all of the TCGA-HNSC, GSE65858, and GSE41613 cohorts, comprising 10 cases in Cluster-A, 4 cases in Cluster-B, and 6 cases in Cluster-C (Figure S5I). Kaplan–Meier survival analysis of the four histological subtypes showed no obvious differences (Figure S5J). The low-HCDscore group had a better prognosis in each of the individual histological subtypes, except for hypopharyngeal cancer (potentially due to the limited number, 43, of cases) (Figure S5K).

Patients with complete clinical data were used to establish a prognostic nomogram predicting 1-, 3-, and 5-year OS based on stepwise Cox regression. HCDscore, age, gender, HPV infection status, tumor stage, TN stage, and smoking status were included in the nomogram (Figure 6J). The calibration curves indicated correspondence between the OS predicted by the nomogram and the actual OS of the HNSCC patients (Figure S5L). The 95% confidence intervals (CIs) of a GiViTI calibration belt plot did not cross the diagonal bisecting line (P=0.652 in GiViTI calibration test) (Figure 6K). Therefore, the predicted probability of the model was consistent with the actual probability, which suggested that the prediction model had strong concordance performance.




Discussion

HNSCC is an aggressive and heterogeneous neoplasia primarily involving the oral cavity, tonsils, pharynx, and larynx (2). In the past decade, clinical trials of cancer immunotherapy have made remarkable advances in the treatment of a number of malignancies, especially metastatic cancer. Immunotherapy drugs called immune checkpoint inhibitors improved the prognosis in advanced HNSCC patients. Unfortunately, the overall response rate to PD-1 inhibitors for unselected HNSCC patients is only approximately 15–20% due to the intratumor complexity and tumor heterogeneity (38). Although many molecular subtypes of HNSCC have been proposed in recent years, intratumoral and individuals’ heterogeneity are still the greatest challenges in precision cancer therapy. The development of scRNA-seq technologies provides a cell-based resolution method to reveal the transcriptome characteristics of intratumor cells (7). These technologies also provide the statistical power to determine the diverse cellular populations and cell differentiation of tumors. In this study, HNSCC cells with distinct differentiation trajectories were projected into distinct molecular subtypes by combining the results of scRNA-seq and bulk RNA-seq. This study used multi-omics data and clinical data, including gene expression, CNV, somatic mutation, DNA methylation, to explore the characteristics of three molecular subtypes and develop an HDRG scoring system.

To perform HDRG-based molecular typing for HNSCC, we first identified important HNSCC cell differentiation trajectory-related genes using single-cell differentiation trajectory analysis. The Gene Ontology (GO) and KEGG enrichment analyses suggested that the differences in tumor cell differentiation may involve immune- and metabolic-related processes, especially PD-L1 expression and the PD-1 checkpoint pathway. Next, unsupervised clustering analysis based on these genes comprehensively identified three special phenotypes: active stroma, active metabolic, and active immune subtypes, named Cluster-A, -B, and -C, respectively. Notably, Cluster-C had a higher proportion of infiltrating immune cells compared to the other two groups, which mainly related to higher anti-tumor immune cell infiltration, such as CD8+ T cells, DCs, and NK cells, and lower tumor-promoting immune cell infiltration, such as Tregs and gamma delta T (Tgd) cells. The immune cell infiltration network also reflected the denser immune cell interactions in Cluster-C. The immune cell infiltration characteristics of Cluster-C contributed to better survival. In contrast, Cluster-A involved stromal activation accompanied by an immune desert phenotype. We observed that Cluster-A had higher cancer-associated fibroblast (CAF) cell infiltration, endothelial cell infiltration, and activation of pro-tumor biological processes, such as the TGF-β response, EMT, Wnt, and hypoxia pathways. The suppressive activity of T cells promoted the immune escape and progression of tumors in Cluster-A, which also explained the poorer survival in Cluster-A. In accordance with the abundant immune cell infiltration in Cluster-C, we also found that Cluster-C had higher immune checkpoint-related gene expression levels, such as CD274 and PDCD1 levels. The SubMap algorithm also indicated that Cluster-C had better PD-1 inhibitor responses. However, further clinical trials are needed to assess anti-CTLA4 therapy for Cluster-C patients compared to Cluster-A and -B patients. TGF-β signaling has been shown to play an important role in the EMT pathway and is considered as an important step in tumor progression. We thus speculate that the high activation state of EMT and the TGF-β pathway in Cluster-A weakened the response rate to cancer immunotherapy.

Cluster-B is a unique subtype of HNSCC characterized by high levels of metabolic processes, which mainly included amino acid and lipid metabolic processes. These remarkable metabolic characteristics indicate that patients in Cluster-B may benefit from metabolic therapy. We also noticed that Cluster-B involved an immune desert phenotype characterized by high levels of metabolic processes, unlike Cluster-A characterized by stromal activation. In recent years, studies on metabolic reprogramming of HNSCC during immune escape have shown that cancer cells can evolve and develop compensatory metabolic changes to escape death. In light of this, systemic manipulations to direct the tumor cell metabolic status to the normal cell status may reduce the malignancy (39–41). Studies have shown that metabolic therapy for certain metabolic processes provides an alternative for chemotherapy-resistant patients. Studies have also shown that glucose metabolism plays an important role in the occurrence and development of HNSCC. For example, metformin is associated with the prevention of HNSCC (42, 43). Some important metabolic pathways in our study were tryptophan metabolism, primary bile acid biosynthesis, alpha linoleic acid metabolism, and N-glycan biosynthesis. These pathways were correlated with the survival of HNSCC patients (based on the random survival forest ranking) and may provide new insights for future metabolic therapies.

As tumor heterogeneity is focused on in recent years, researchers have been paying increasing attention to the so-called tumor immunological phenotype. According to the spatial distribution of T-cell infiltration in the TME, tumors were divided into different immune profiles including hot tumor and cold tumors (44). Immune-inflamed tumors, also named hot tumors, are mainly characterized by high CD8+ T cells infiltration and expression of PD-1/PD-L1 (45). Immune-excluded tumors and immune-desert tumors can be described as cold tumors. In immune-excluded tumors, CD8+ T cells localize only at invasion margins and do not efficiently infiltrate the tumor. In immune-desert tumors, CD8+ T cells are absent in the tumor. In addition to poor T-cell infiltration, cold tumors are characterized by low PD-1/PD-L1 expression (45). Hot tumors also have a strong infiltration of pre-existing immune cells (e.g. CD8+, DCs, Natural killer immune cells) that facilitate clearance of tumor cells (46). A clinical trial indicated hot tumors have significantly higher expressions of PD-1 and PD-L1 in comparison to cold tumors, they might be more prone to immune checkpoint inhibitors treatments (47). Our results also confirmed that Cluster-C corresponds to abundant CD8+T cell infiltration and highly expressions of PD-1/PD-L1 compared to Cluster-A and Cluster-B. More importantly, Cluster-C characterized by hot tumors has a higher response rate to immune checkpoint inhibitors treatments.

We also analyzed the genomic and epigenetic alterations in the three subtypes. Cluster-C had a lower somatic mutation rate than the other two groups. A pan-cancer study showed that the prognostic value of TMB varies across different cancer types (48), which is consistent with our study. Cluster-C, which had a lower TMB level, had higher survival and immune cell infiltration than the other two groups. A study also revealed that the KL, CCR7, LGR5, and RORB gene expression is associated with low TMB and a favorable prognosis, while immune cell infiltration is related to mutations in these four hub genes (49). As an epigenetic abnormality that can occur in tumors, DNA methylation is considered to be correlated with tumor immune escape signatures (50). In our study, Cluster-C, which had high DNA methylation levels, had high immune cell infiltration levels, which suggests that high DNA methylation levels may promote the infiltration of immune cells in HNSCC. Studies have shown that BCNV can be an important immunogenic activator that promotes the infiltration of immune cells (51, 52). Our results confirmed that patients in the immune activation group (Cluster-C) had a lower BCNV compared to patients in the immune desert groups (Clusters-A and -B) in HNSCC. Altogether, our results showed different immune phenotypes have different genomic characteristics.

To further explore the immunity/metabolism/stemness phenotype genes associated with cell differentiation trajectories, WGCNA was performed. Three unsupervised clustering analyses showed that the immunity phenotype (ImmuneScore)-, metabolism phenotype (tryptophan metabolism)-, and stemness phenotype (mRNAsi)-related genes clustered into three phenotype subtypes, respectively. Each phenotype subtype had unique immunity/metabolism/stemness features, contributing to different prognoses. This suggested the potential influence of tumor cell differentiation trajectories on immunity, metabolism, and tumor stemness. However, the heterogeneity and complexity of individual patients with different HDRG subtypes can easily be ignored; therefore, we constructed an HDRG scoring system designated HCDscore to quantify the differentiation pattern using a series of machine learning algorithms. As expected, HCDscore had many profound clinical implications. First, it was related to tumorigenesis and progression; specifically, it was significantly negatively correlated with anti-tumor immune processes, and positively related to oncogenic signal pathways, such as EMT, Wnt, and hypoxia signaling pathways. Second, there were significant differences in HCDscore between the different molecular subtypes. Third, HCDscore was an independent prognostic factor and exhibited higher prediction accuracy than other clinical parameters in HNSCC. Fourth, HCDscore as a biomarker for predicting immunotherapy response was indicated by analyses involving the TIDE, TIS, and SubMap algorithms. Additionally, HCDscore could also predict drug sensitivity, so it could be used to guide chemotherapy use. Lastly, we combined HCDscore and clinical variables to construct a prognostic nomogram to provide a visual method for predicting OS in HNSCC patients.

However, this study has several limitations. First, although a series of algorithms were used to reduce the potential batch effects as much as possible, the use of the three largest HNSCC databases inevitably led to the neglect of the existence of heterogeneity in the different cohorts. Second, although verified separately in independent cohorts, the results require further large-scale prospective clinical studies to evaluate the effectiveness and practicality of the HCDscore cutoff value. In the current study, the comprehensive evaluation of the cellular, molecular, and genetic factors associated with TME infiltration patterns has yielded several insights that shed light on how tumors respond to immunotherapies and may guide the development of immunotherapy, metabolism, and other drug strategies.
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Supplementary Figure S2 | Validation of molecular subtypes in multiple cohorts. (A) Heatmap shows a representative top10 genes for Cluster-A, Cluster-B and Cluster-C. (B) Consensus matrix and CDF plots using unsupervised clustering in TCGA-HNSC (left), GSE65858 (middle) and GSE41613 (right) cohorts, respectively. (C) Survival analyses for the three clusters in TCGA-HNSC (left), GSE65858 (middle) and GSE41613 (right) cohorts, respectively. (D) Violin plot shows the difference of tumor purity in three clusters. (E) Kaplan–Meier curves for each type of six stemness indices using the Log-rank test. The high or low level of stemness indices was defined by optimal cut-off using “survminer” R package.

Supplementary Figure S3 | Genomic and epigenetic features. (A) The summary of the overall distribution of mutation in HNSCC including the classification of variants, the types of the variants, the type of nucleotide change, the distribution of the variants and top 20 genes with the highest counts of the variants. (B) Boxplot shows the difference of levels of tumor mutation burden in the three clusters using the Kruskal–Wallis test. (C) CpG sites are displayed for cluster-A, -B and -C. Hypo- and hyper-methylation CpG sites are represented by red and blue bars. 

Supplementary Figure S4 | WGCNA and identifying phenotype-related subtypes. (A) Hierarchical clustering dendrograms of identified co-expressed genes in modules. The branches of the cluster dendrogram correspond to the different gene modules. Five merged modules were identified. (B) The consensus matrix heatmaps for k=3 obtained by consensus clustering. (C) Kaplan–Meier curves using the Log-rank test for Immunitycluster-A, -B and -C. (D) The difference of metabolic pathways among Metabolismcluster-A, -B, -C groups. (E) Forest plot using multivariate cox regression analysis of HCDscore and different clinical feature in HNSCC.

Supplementary Figure S5 | Histological type analysis and verification of the accuracy of the nomogram. (A) Survival analyses for the low- and high-HCDscore groups in TCGA-HNSC, GSE65858 and GSE41613 cohorts, respectively. The optimal cutpoint for the levels of HCDscore was determined by R package “survminer”. (B) Distribution of HCDscore, different clusters of survival status and survival time between the high- and low-HCDscore groups. Heatmap shows the expression levels of the 12 hub genes for HNSCC patients. (C) GSVA enrichment analysis shows the activation states of metabolism-related biological pathways in high- and low-HCDscore groups. (D) The correlation between TIDEscore or TISscore and HCDscore by Spearman correlation analysis. (E) Forest plot of the differentially mutated genes between high- and low-HCDscore groups. (F) Alluvial diagram shows the changes of cluster, histology type, HCDscore level and survival outcomes. (G) The proportion of HNSCC patients with different clinical histopathological type. (H) Boxplot shows differences in HCDscore among different clinical histopathological type in HNSCC patients. The statistical difference of clusters was compared using the Kruskal–Wallis test. (I) Pie chart of the HNSCC patients with metastasis distribution among three clusters. (J) Survival analyses for HNSCC patients with each clinical histopathological phenotype using Kaplan–Meier curve and Log-rank test. (K) Survival analyses for each histology type including in HNSCC patients using Kaplan–Meier curve and Log-rank test. (L) The calibration plot for internal validation of the nomogram.

Supplementary Table S1 | Prognostic analysis of 159 HNSCC cell differentiation-related genes using a univariate Cox regression model. 

Supplementary Table S2 | The clinical baseline and endpoint data of each HNSCC sample in TCGA-HNSC, GSE41613 and GSE65858 cohorts.

Supplementary Table S3 | 20 prognosis-related metabolic pathways selected by the randomSurvivalForest algorithm. 

Supplementary Table S4 | 20 metabolic pathways and prognosis was independently analyzed in Cluster-A, Cluster-B, and Cluster-C using the univariate cox regression.

Supplementary Table S5 | Amplification or deletion genes for copy number profiles in cluster-A group. 

Supplementary Table S6 | Amplification or deletion genes for copy number profiles in cluster-B group. 

Supplementary Table S7 | Amplification or deletion genes for copy number profiles in cluster-C group. 

Supplementary Table S8 | Immune phenotype-related genes, metabolism phenotype-related genes, and stemness phenotype-related genes selected by WGCNA. 

Supplementary Table S9 | Identification of hub cell differentiation-related genes using multivariate Cox regression.
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Background

The early-stage lung adenocarcinoma (LUAD) rate has increased with
heightened public awareness and lung cancer screening implementation. Lipid metabolism abnormalities are associated with lung cancer initiation and progression. However, the comprehensive features and clinical significance of the immunometabolism landscape and lipid metabolism-related genes (LMRGs) in cancer recurrence for early-stage LUAD remain obscure.



Methods

LMRGs were extracted from Gene Set Enrichment Analysis (GSEA) and Kyoto Encyclopedia of Genes and Genomes (KEGG) databases. Samples from The Cancer Genome Atlas (TCGA) were used as training cohort, and samples from four Gene Expression Omnibus (GEO) datasets were used as validation cohorts. The LUAD recurrence-associated LMRG molecular pattern and signature was constructed through unsupervised consensus clustering, time-dependent receiver operating characteristic (ROC), and least absolute shrinkage and selection operator (LASSO) analyses. Kaplan-Meier, ROC, and multivariate Cox regression analyses and prognostic meta-analysis were used to test the suitability and stability of the signature. We used Gene Ontology (GO), KEGG pathway, immune cell infiltration, chemotherapy response analyses, gene set variation analysis (GSVA), and GSEA to explore molecular mechanisms and immune landscapes related to the signature and the potential of the signature to predict immunotherapy or chemotherapy response.



Results

First, two LMRG molecular patterns were established, which showed diverse prognoses and immune infiltration statuses. Then, a 12-gene signature was identified, and a risk model was built. The signature remained an independent prognostic parameter in multivariate Cox regression and prognostic meta-analysis. In addition, this signature stratified patients into high- and low-risk groups with significantly different recurrence rates and was well validated in different clinical subgroups and several independent validation cohorts. The results of GO and KEGG analyses and GSEA showed that there were differences in multiple lipid metabolism, immune response, and drug metabolism pathways between the high- and low-risk groups. Further analyses revealed that the signature-based risk model was related to distinct immune cell proportions, immune checkpoint parameters, and immunotherapy and chemotherapy response, consistent with the GO, KEGG, and GSEA results.



Conclusions

This is the first lipid metabolism-based signature for predicting recurrence, and it could provide vital guidance to achieve optimized antitumor for immunotherapy or chemotherapy for early-stage LUAD.
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Introduction

As the leading cause of cancer-related incidence and mortality, lung cancer accounts for approximately 20% of global cancer-specific deaths (1). Lung adenocarcinoma (LUAD) is the most common pathologic type, accounting for almost 40% of all lung cancer subtypes, and is characterized by rapid progression, severe prognosis, and early recurrence (2). In recent decades, the development of molecular targeted therapy and immune checkpoint inhibitors (ICIs) has to a certain extent improved patient survival in LUAD. However, the overall survival (OS) of LUAD patients remains unfavorable, with a 5-year OS rate of 19% (3). Moreover, even for early-stage LUAD disease, the recurrence rate remains 30–45% within 5 years after surgery (4, 5). The rate of early-stage LUAD has increased rapidly with heightened public awareness and implementation of lung cancer screening (6). Therefore, there is an urgent need to identify those patients with high-risk early-stage LUAD who are likely to experience recurrence to optimize personalized therapeutic strategies and improve patient survival.

As a unique metabolic niche, the tumor microenvironment (TME) contains cellular components (tumor cells, immune cells, and stromal cells) and the tumor interstitial space. Because of high proliferation and inadequate angiogenesis, tumor cells reprogram their energy metabolism in the TME (7, 8). In recent years, lipid metabolism has been reported to be a potential hallmark in multiple malignancies (9–11). Tumor cells are characterized by excess lipid and cholesterol uptake, and upregulated uptake promotes the proliferation and division of tumor cells (12). Moreover, lipid metabolism reprogramming may also act as a potential pathway for drug resistance in antitumor therapy (13). An increasing number of studies have focused on the role of lipid-related phenotypic indices in various cancers. Ding et al. (14) reported that a specific fatty acid metabolism-related gene signature could predict patient survival and response to chemotherapy and immunotherapy in colorectal cancer. Wu et al. (15) also described a lipid metabolism-related phenotype and constructed a lipid metabolic gene signature to predict patient survival in diffuse gliomas. However, the features of lipid metabolism alteration and whether it has the potential to be a biomarker for cancer recurrence and treatment response in early-stage LUAD patients still warrant further exploration.

In this study, a series of bioinformatic methods were applied to analyze the features of lipid metabolism alterations in early-stage LUAD based on transcriptional profiling data from multiple databases. Then, a lipid metabolism-related gene signature for predicting cancer recurrence was established and validated. Moreover, we also investigated the differences in lipid metabolism and immune landscapes between the low- and high-risk groups. Finally, the potential of our signature as a biomarker to predict immunotherapy and chemotherapy response in early-stage LUAD patients was also investigated. Thus, this study will be helpful for promoting individualized treatment and reducing the postoperative recurrence rates of early-stage LUAD patients.



Materials and Methods


Lipid Metabolism-Related Genes

Lipid metabolism-related genes (LMRGs) were selected through the Gene Set Enrichment Analysis (GSEA) database and Kyoto Encyclopedia of Genes and Genomes (KEGG) database. A total of 1133 LMRGs were extracted from 19 lipid metabolism-related gene sets of the GSEA database, and 426 LMRGs were extracted from 16 lipid metabolism-related gene sets of the KEGG database. The detailed gene sets from the GSEA and KEGG databases are shown in Table S1. After removing the duplicate genes, a total of 1189 LMRGs were identified for further investigation.



Patient and mRNA Data

A total of 805 cases of early-stage (stage I-II) LUAD with corresponding recurrence-free survival (RFS) data from five independent cohorts were included for analysis. The clinical characteristics of the five cohorts are shown in Table 1. The 334 LUAD cases from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/) were used as the training cohort, whereas the 471 LUAD cases from four Gene Expression Omnibus (GEO) datasets (http://www.ncbi.nlm.nih.gov/geo) were applied as the validation cohort (including 226 cases from GSE31210, 81 cases from GSE30219, 121 cases from GSE50081, and 43 cases from GSE37745). TCGA RNA-seq data of the enrolled LUAD cases (Illumina HiSeq 2000) with detailed clinical annotations and survival data were acquired. The mRNA expression data from the GEO microarray were first log2 transformed and quantile normalized, and the mean expression was selected if the genes were detected with more than one probe. Patients with low levels of gene expression or less than three months of survival and follow-up time were excluded.


Table 1 | Clinical characteristics of the patients from multiple institutions.





LMRG Molecular Patterns

Univariate Cox regression was applied to identify recurrence-associated LMRGs, and genes with a P value less than 0.05 were selected. Unsupervised consensus clustering was applied to investigate the molecular classification of LUAD according to the recurrence-associated LMRGs by using the “ConsensusClusterPlus” R package (16), with 1000 iterations to improve the stability. Then, comparisons were performed within different clusters for the survival and tumor immune microenvironment (TIM) analyses.



Signature Construction

We also attempted to construct an LMRG-based signature for recurrence prediction in early-stage LUAD patients. Time-dependent receiver operating characteristic (ROC) analysis was used to evaluate the correlation between recurrence-associated LMRGs and RFS, and genes with an area under the curve (AUC) less than 0.60 were removed. We then performed least absolute shrinkage and selection operator (LASSO) analysis to identify significant prognostic LMRGs and create a recurrence risk score model based on the LMRGs. Finally, a risk score model was constructed by taking into account the expression value of optimized genes and the estimated Cox regression correlation coefficients: . All enrolled patients were then classified into high- and low-risk groups according to the median value of the given risk scores calculated from the TCGA cohort. Kaplan-Meier analysis, ROC analysis, multivariate Cox regression analysis, and prognostic meta-analysis were used to test the suitability and stability of the model.



Pathway and Functional Enrichment Analyses

For biological process and pathway enrichment analyses, KEGG and Gene Ontology (GO) analyses were performed by R clusterProfiler package. Gene set enrichment analysis (GSEA) was performed using GSEA software (version 4.1.0).



Tumor Immune Microenvironment Analysis

The CIBERSORT (17) algorithm was employed to quantify the proportions and distributions of tumor-infiltrating immune cells (TIICs) based on the RNA-seq data of TCGA specimens. The LM22 signature algorithm was utilized to calculate the abundances of 22 types of TIICs. We also used the ESTIMATE (18) algorithm to evaluate the immune and stromal scores (reflecting the abundances of immune cells and stromal cells, respectively) for each lung cancer sample.



GSVA

We also performed gene set variation analysis (GSVA) (19) to evaluate the correlation between seven clusters of inflammatory and immune response metagenes and the lipid metabolism-based signature.



Immune Checkpoint Profile Analysis

The somatic mutation data were also downloaded from TCGA database. Tumor mutation burden (TMB), a potential biomarker for immunotherapy response, was calculated based on somatic nonsynonymous mutations. The expression levels of PD-L1 were also extracted and assessed. Both TMB and PD-L1 level are widely used biomarkers for the efficacy evaluation of ICIs (20, 21). Moreover, tumor immune dysfunction and exclusion (TIDE), a computational algorithm that can evaluate the signatures of T cell dysfunction (22), was also applied to predict the clinical response to immunotherapy of LUAD patients based on expression profiles. The TIDE score has been reported to show superior efficiency in the prediction of anti-PD1 or anti-CTLA4 therapy response compared with the biomarkers TMB and PD-L1 level (22). In addition, as another biomarker of immunotherapy response, tumor-specific neoantigen data were also obtained from The Cancer Immunome Atlas (TCIA) and analyzed (23, 24).



Chemotherapeutic Response Prediction

Furthermore, based on the Genomics of Drug Sensitivity in Cancer (GDSC) database, we performed chemotherapeutic response prediction for each LUAD sample. Four commonly used drugs were selected, namely, cisplatin, docetaxel, doxorubicin, and gemcitabine. The R package “pRRophetic” (25) was utilized for calculation, and the half-maximal inhibitory concentration (IC50) was estimated for each of the above drugs.



Statistical Analysis

All data analyses were performed by using R 4.0.3 software, SPSS 26.0, and GraphPad Prism 8. Correlation analysis was performed with Pearson’s correlation test. The Kruskal-Wallis test was used to compare more than two groups, and the Wilcoxon test was used to compare two groups. A two-tailed P-value <0.05 was considered statistically significant.




Results


Recurrence-Associated LMRG Identification and Clustering

The overall workflow of the current study is displayed in Figure S1. Based on 334 early-stage LUAD patients from the TCGA database, we performed univariate Cox regression analysis and found that 83 LMRGs were significantly associated with cancer recurrence (Table S2, p<0.05). Figure 1A shows the heatmap of the expression patterns of the 83 LMRGs. The GO and KEGG biological process and pathway enrichment analyses showed that these significant LMRGs were primarily involved in the fatty acids biosynthetic process and other lipid metabolic pathways (Figures 1B, C). Unsupervised consensus clustering based on the expression patterns of the 83 recurrence-associated LMRGs revealed the optimal number of clusters to be two (k value=2) (Figure 1D). Hence, all 334 LUAD patients were divided into two subsets, cluster 1 (137, 41.0%) and cluster 2 (197, 59.0%). The survival analyses showed that patients in the cluster 2 group showed a significantly inferior RFS and OS rate compared with those in the cluster 1 group (Figure 1E, P<0.001). There were several recurrence-associated LMRGs which were not detected in the validation groups. However, although the number of genes missing from the validation group was small, we still performed this analysis on the validation groups by their optimal k values separately. The results showed that the recurrence-associated LMRGs could divide patients into different gene cluster groups. There were also significant differences in both RFS and OS between different gene cluster groups (FigS2). These results revealed that the recurrence-associated LMRGs were indeed closely related to the recurrence and long-term survival in early-stage LUAD. Through CIBERSORT and ESTIMATE analyses, we quantified the abundance of 22 types of TIICs and the immune and stromal scores in every LUAD sample of the TCGA cohort. Our results showed that resting memory CD4 T cells, regulatory T cells (Tregs), monocytes, resting dendritic cells, and resting mast cells were more abundant in cluster 1 patients (Figure 1G, P<0.05), whereas activated memory CD4 T cells, M0 macrophages, M1 macrophages, and neutrophils were more abundant in cluster 2 patients (Figure 1G, P<0.05). Moreover, the immune score was significantly higher, indicating a higher abundance of infiltrating immune cells, in the patients of cluster 1 (Figure 1G, P<0.05). However, no significant difference in the stromal score between the two subsets was observed.




Figure 1 | Identification of LMRG molecular patterns with distinct prognoses and immune infiltration statuses. (A), Heatmap of the expression patterns of 83 recurrence-associated LMRGs. (B, C), GO and KEGG analyses of the identified genes. (D), Consensus clustering results, in which the optimal cluster number was 2 (k value=2). (E, F), Kaplan–Meier curve survival analysis of patients stratified by cluster subtype. (G), Immune cell infiltration landscapes and the immune and stromal scores of the two cluster subtypes. *, ** and *** represent P < 0.05, P < 0.01, and P < 0.001, respectively. ns indicates not significant.





LMRG-Based Signature Construction

In the subsequent ROC analysis, we calculated the corresponding AUC value of each of the 83 LMRGs to filter them, and 69 genes with an AUC value less than 0.6 were screened out. Finally, we applied LASSO regression analysis to identify the most powerful LMRGs, and a final set of 12 genes (LDHA, NSDHL, TP53INP2, FLT1, IRS1, ELOVL7, AGPS, FHL2, MED6, PLIN3, VDAC1, and SULT2B1) was selected for model construction (Figures 2A–C). The recurrence risk score of each sample was calculated with the following formula: Risk score = (0.269752653768969 * LDHA) + (0.114984371234971 * NSDHL) + (0.0310569577143764 * TP53INP2) + (0.17593670859331 * FLT1) + (0.103773854013971 * IRS1) + (0.133274629300893 * ELOVL7) + (0.0763835280754936 * AGPS) + (0.00688026723004499 * FHL2) + (0.549703365193899 * MED6) + (0.109916205934083 * PLIN3) + (0.0437103013689035 * VDAC1) + (0.160609136698149 * SULT2B1).



Prognostic Significance of the LMRG-Based Signature

All the patients in the TCGA cohort were classified into low- and high-risk groups according to the median cutoff value of the given risk scores (Figure 2D). The detailed expression levels of the 12 genes between the two groups are also shown in Figure 2D. The performance of this signature was evaluated through time-dependent ROC curves, and the AUCs were 0.753, 0.650, 0.580, and 0.951 for predicting 1-, 3-, 5-, and 10-year RFS, respectively (Figure 2E). In addition, patients in the high-risk group showed an inferior RFS rate (Figure 2F, P<0.001) and a higher recurrence rate (Figure 2G, P=0.004) than those in the low-risk group. Patients who experienced cancer recurrence also showed a significantly elevated risk score (Figure 2H, P<0.001). In subgroups stratified by TNM stage, similar results were found: the high-risk patients with either stage I (Figure 2I, P=0.006) or stage II disease (Figure 2J, P=0.014) showed a poorer RFS rate than low-risk patients. In addition to RFS, patients in the high-risk group similarly showed an inferior OS rate compared with those in the low-risk group (Figure 2K, P<0.001).




Figure 2 | Construction of a recurrence-associated LMRG-based signature for early-stage LUAD. (A, B), LASSO coefficient profile analysis and cross-validation to identify the most useful prognostic genes. (C), Twelve lipid metabolism genes identified for signature construction. (D), Distributions of risk scores, recurrence statuses and gene expression. (E), ROC results of the LMRG-based signature for the prediction of recurrence risk at 1, 3, 5, and 10 years. (F) Kaplan-Meier curves of RFS in the TCGA cohort based on risk score. (G, H), Correlation between recurrence status and risk score. (I, J), Kaplan-Meier curves of RFS in stage I and stage II early-stage LUAD based on risk score. (K), Kaplan-Meier curves of OS in the TCGA cohort based on risk score.



The performance of this predictive model was further evaluated and well validated in subgroups stratified by age, sex, smoking status, and driven gene mutation status. As illustrated in Figure S3, nearly all subgroups exhibited a significantly impaired RFS rate in the high-risk group compared with the low-risk group (P<0.05), which verified the robust discriminatory ability of the risk model. Although not significant, patients in the high-risk group in the nonsmoker (P=0.081) and ALK-wild-type subgroups (P=0.053) similarly showed a lower RFS rate than those in the low-risk group, which could be due to the limited sample sizes of these subgroups.



Signature Validation in GEO Datasets

The other four independent cohorts from the GEO database were utilized as the validation cohorts to evaluate the performance of our LMRG-based signature. The risk scores for the validation cohorts were generated, and patients were divided into high- and low-risk groups using the median cutoff value of the generated risk scores. The survival analysis (Figure 3) revealed that patients in the high-risk group showed an inferior RFS compared with those in the low-risk group in GSE31210 (P=0.0004), GSE30219 (P=0.0046), and GSE50081 (P=0.0072). However, in the GSE37745 cohort, patients in the low- and high-risk groups showed a similar RFS rate, which may be due to the small sample size of the two cohorts. Moreover, we conducted a prognostic meta-analysis to evaluate the comprehensive predictive value of our model in all five cohorts. The results revealed that the LMRG-based signature was a significant predictor of cancer recurrence in early-stage LUAD (Figure 3, HR = 2.09, 95%CI: 1.65–2.66, P < 0.0001). The prognostic meta-analysis was also conducted in subgroups stratified by TNM stage. The GSE30219 cohort was not included in the subanalysis because stage information was unavailable. As shown in Figure S4, the LMRG-based signature was similarly revealed as a significant predictor of cancer recurrence in stage I disease (HR = 2.08, 95%CI: 1.50–2.89, P < 0.0001) and stage II disease (HR = 1.56, 95%CI: 1.03–2.35, P = 0.0345).




Figure 3 | Validation of the LMRG-based signature in different GEO cohorts. (A–D), Kaplan-Meier curves of RFS in different GEO cohorts based on risk score. (E), Results of the prognostic meta-analysis based on the TCGA and GEO datasets.



The ability of our LMRG-based signature to predict OS was also investigated. The survival analysis (Figure S5) revealed that patients in the high-risk group showed an inferior OS than those in the low-risk group in GSE31210 (P=0.0003) and GSE30219 (P=0.0015), whereas in the GSE37745 (P=0.46) and GSE50081 (P=0.29) cohorts, the survival difference between the two groups failed to reach a significant level. The final prognostic meta-analysis similarly revealed our LMRG-based signature to be a significant predictor of OS in early-stage LUAD (Figure S5E, HR = 2.00, 95%CI: 1.56–2.57, P < 0.0001). Thus, the above results altogether verified the robustness and universality of our signature.



The LMRG-Based Signature Was an Independent Predictor of Patient Survival

Since the LMRG-based signature had been well validated in the other independent cohorts, we carried out univariate and multivariate Cox regression analyses to evaluate whether this signature could be an independent predictor of the prognosis of early-stage LUAD patients. Our results showed that the risk score remained an independent indicator of unfavorable RFS (Table 2, HR=1.923, 95%CI: 1.445–2.986, P<0.001) and OS (Table 2, HR=1.935, 95%CI: 1.287–2.909, P=0.002) after adjusting for other clinical parameters (including age, sex, smoking history, driver gene mutations, and TNM stage).


Table 2 | Univariable and multivariable Cox regression analysis of the LMRG-based signature and survival in TCGA dataset.





Biological Pathways and Functional Enrichment Analysis

Given the satisfying prognostic performance of our LMRG-based signature in early-stage LUAD patients, we investigated the underlying mechanism. First, differential expression analysis was conducted between the two risk groups (|log2 fold change|>=0.5, adjusted P value<0.05). The results showed that 547 genes were overexpressed and 445 genes were expressed at lower levels in the high-risk group (Figure 4A). Then, GO and KEGG analyses of these DEGs were conducted. The biological process analysis showed that the DEGs were enriched in multiple extracellular matrix organization, cell division, metabolism and immune response pathways (Figure 4B). Moreover, GSEA was performed to further explore the most significantly enriched functional terms between the high-risk and low-risk patients. We found that the cell cycle was enriched in the high-risk group. However, drug metabolism and fatty acid metabolism were enriched in the low-risk patients (Figures 4C, D). The above results indicated that immune activity and drug metabolism are potential mechanisms underlying the ability of our LMRG-based signature to predict the prognosis of early-stage LUAD patients.




Figure 4 | Biological process and pathway analyses of the LMRG-based signature. (A), Heatmap of the differentially expressed genes between the two risk groups. (B), GO and KEGG analyses of the identified genes. (C, D), Representative pathways enriched in the identified genes as determined by GSEA (normal p value<0.05).





Immune and Inflammatory Landscapes Related to the LMRG-Based Signature

As indicated by the above results, the LMRG-based signature was closely correlated with tumor immune activities. As such, we next evaluated the differential levels of specific immune characteristics, including the abundance of TIICs. Our results showed that resting memory CD4 T cells, M2 macrophages, resting dendritic cells, and resting mast cells were more abundant in patients in the low-risk group (Figure 5A, P<0.05), whereas activated memory CD4 T cells, M0 macrophages, M1 macrophages, and neutrophils were more abundant in patients in the high-risk group (Figure 5A, P<0.05). In addition, the high-risk patients also showed relatively higher stromal and immune scores (Figure 5A), indicating higher abundances of stromal cells and infiltrating immune cells, respectively. Moreover, correlation analysis was also performed between the risk score and the differential TIICs. The results showed that the risk score was positively correlated with activated memory CD4 T cells, M0 macrophages, M1 macrophages, and neutrophils but negatively correlated with resting memory CD4 T cells, resting dendritic cells, and resting mast cells (Figure 5B).




Figure 5 | Immune and inflammatory landscapes related to the LMRG-based signature. (A), Immune cell infiltration levels and immune and stromal scores of the two risk groups. (B), Correlation heatmap showing the interaction between estimated immune cell infiltration levels and risk score. (C), Relationships between risk score and seven clusters of inflammatory activity-related metagenes in the TCGA cohort. (D), Corrgrams showing the correlations between risk score and seven metagenes based on the Pearson r value. * and *** represent P < 0.05 and P < 0.001, respectively. ns indicates not significant.



In addition, a seven-metagene cluster (STAT1, interferon, HCK, MHC-I, MHC-II, IgG, and LCK) has been reported in several studies (26–28) to illustrate the inflammatory activities in the tumor microenvironment. Hence, we analyzed the correlation between the risk score and this seven-metagene cluster. The GSVA package was utilized to evaluate the molecular pathway variation associated with the seven-metagene set. The detailed expression levels of the genes in the seven-metagene cluster are shown in Figure 5C. To better illustrate the correlation, a correlogram was employed. Our results indicated that the risk score was positively correlated with STAT1, interferon, and HCK but negatively correlated with MCH-II (Figure 5D).



Immune Checkpoint Profile and Immunotherapy Response Prediction

Since the LMRG-based signature was revealed to be associated with immune activity, we next evaluated the immune checkpoint profile and conducted a preliminary analysis of immunotherapy response. The TMB has been well studied as a biomarker of response to checkpoint inhibitors, and high TMB patients may be more likely to benefit from ICIs in NSCLC (29). As illustrated in Figure 6A, patients in the high-risk group showed a significantly higher TMB than those in the low-risk group (P<0.001). In addition, somatic mutation analysis was applied to explore the distinct genomic variations between the two groups. Patients in the high-risk group showed an elevated mutation rate compared with those in the low-risk group (Figure S6, 92.8% vs. 88.2%). Tumorigenesis-associated genes, including TP53, TNN, and MUC16, showed a much higher mutation rate in the high-risk group than in the low-risk group (Figure S6). We also found that PD-L1, PD-1, and CTLA-4 showed a distinct expression level between the high-risk and low-risk groups (Figures 6B–D, P<0.01), which was consistent with the results of the TMB analysis. Besides, patients in the high-risk group also showed a significantly higher LAG3 and TIM3 than those in the low-risk group (Figures S7A, S7B, P<0.01). Neoantigens play a vital role in the antitumor response (30), and previous research has revealed that neoantigens could be a biomarker for predicting immunotherapy response in lung cancer (31). Our results showed that the high-risk patients had a significantly elevated number of neoantigens (Figure 6E, P<0.001), both clonal (Figure 6F, P<0.001) and subclonal (Figure 6G, P<0.05) neoantigens. The TIDE score, indicating the potential for tumor immune evasion, has shown superior immunotherapy response prediction compared with TMB, PD-L1 level, and neoantigen burden (22). We revealed that high-risk patients showed a significantly decreased TIDE score (Figure 6H, P<0.01).




Figure 6 | Immune checkpoint profile related to the LMRG-based signature. The estimated TMB (A), PD-L1 (B), PD-1 (C), CTLA-4 (D), neoantigen burden (E–G) and TIDE score (H) in the two risk groups are shown.



Moreover, we found that high-risk patients showed a significantly decreased tumor-associated macrophage (TAM) M2 score (Figure S7C, P<0.001) and a significantly increased myeloid-derived suppressor cell (MDSC) score (Figure S7D, P<0.001), cancer-associated fibroblast (CAF) score (Figure S7E, P<0.05), and CD8 score (Figure S7F, P<0.001). Moreover, correlation analysis was also carried out, and the risk score was found to be positively correlated with T cell exclusion (Figure S7G, P<0.01) but negatively correlated with T cell dysfunction (Figure S7H, P=0.0015). Hence, we can conclude that high-risk patients are likely to benefit from the administration of checkpoint inhibitors. These interesting findings demonstrated that the high- and low-risk patients had diverse immune statuses, and our LMRG-based signature could identify those who were suitable for treatment with checkpoint inhibitors.



Chemotherapy Response Prediction

Since the pathway analysis revealed that low-risk patients showed enrichment of drug metabolism, we carried out chemotherapy response prediction. The four conventionally used drugs for NSCLC were used for the analysis. The results showed that the estimated IC50 for each of the four agents (cisplatin, docetaxel, doxorubicin, and gemcitabine) was significantly higher in the low-risk group than in the high-risk group (Figure 7, P<0.001), indicating that LUAD patients with lower risk scores tended to be more resistant to chemotherapy than those with higher risk scores.




Figure 7 | Impact of risk score on chemotherapy response. The estimated half-maximal inhibitory concentration (IC50) of cisplatin (A), docetaxel (B), doxorubicin (C), and gemcitabine (D) for response between the low- and high-risk groups.






Discussion

Metabolic deregulation has been revealed to play an essential role in various malignancies due to its impact on tumor growth, proliferation, invasion, and treatment response (32). For instance, various malignancies are characterized by upregulated glycolytic metabolism (33). Lipids, including fatty acids, cholesterol, and phospholipids, act as essential substances to maintain cytoskeletal structure, provide energy, and participate in cellular signal transduction. Lipid metabolism reprogramming has been revealed to be correlated with membrane synthesis, energy production, and signal transduction, hence impacting the TME, immunity, and drug resistance in multiple malignancies (34, 35). Moreover, aberrant lipid metabolism has also been studied and verified as an important factor involved in lung cancer pathogenesis and progression (36).

Implementation of the current lung cancer screening program has caused the rate of early-stage lung carcinoma diagnosis to increase (6). However, there is still a proportion of early-stage patients who will experience early cancer relapse after the initial curative treatment. Hence, effective methods are needed to identify patients at high risk of cancer recurrence to improving the prognosis of early-stage patients. Among all the prognostic biomarkers, multiple gene-based signatures based on specific biological processes have shown superiority in survival prediction in various malignancies (28, 37, 38). However, to our knowledge, prognostic gene signatures based on lipid metabolism have not been reported in early-stage LUAD.

In this study, for the first time, we investigated the immunometabolism landscape of patients with early-stage LUAD through genetic subtype analysis and with a gene signature-based model. We also evaluated the relationship between the identified LMRGs and the prognosis of early-stage LUAD. Using multiple datasets from the TCGA and GEO cohorts, a 12-gene signature was established as a significant predictor of recurrence and survival. The performance of this signature was also well validated in internal subsets as well as in external independent cohorts. In addition, we also explored the potential molecular mechanism underlying the prognostic value of this signature for early-stage LUAD patients. The results showed that this signature was associated with diverse lipid metabolism and inflammatory and immune pathways, and such pathways may be the mechanism underlying the prognostic value of this signature. Moreover, our results also indicated that this signature was related to different immune checkpoint profiles and drug sensitivities, which verified that this LMRG-based signature could identify patients who were suitable for treatment with immunotherapy or chemotherapy.

In the present study, we first identified 83 recurrence-associated LMRGs through the GSEA and KEGG databases. Based on the mRNA expression profiles of the 83 LMRGs, a two-category lipid metabolism molecular pattern was established using unsupervised consensus clustering for early-stage LUAD patients. We found significant differences in terms of survival and immune infiltration between the two molecular patterns. This finding indicated that lipid metabolism abnormalities may contribute to the aggressiveness and progression of LUAD, hence impacting patient outcomes. The results of the validation groups also showed that these recurrence-associated LMRGs could divide the patients into different gene cluster groups. There were significant differences in prognosis between the different cluster groups. These results suggested that these LMRGs were indeed closely related to recurrence and long-term survival in early-stage LUAD patients. And all these LMRGs selected were scientific and credible. Moreover, the underlying mechanism for this observation may be due to differences in immune activity.

Furthermore, we developed a 12-LMRG recurrence signature using 334 early-stage LUAD patients from the TCGA database. This signature includes LDHA, NSDHL, TP53INP2, FLT1, IRS1, ELOVL7, AGPS, FHL2, MED6, PLIN3, VDAC1, and SULT2B1, most of which were revealed to be correlated with tumor proliferation and progression (39–47). For instance, NSDHL, a crucial enzyme for cholesterol biosynthesis, has been reported to promote metastasis in triple-negative breast cancer (48). Furthermore, FLT1 was also found to be a potential tumor suppressor, and the hypermethylation of FLT1 may contribute to polycyclic aromatic hydrocarbon-induced carcinogenicity (42). However, the role of MED6 in malignancies has not yet been reported. Based on our 12-LMRG signature, each early-stage LUAD patient was assigned a risk score, which estimates the probability of cancer recurrence; by so doing, the high-risk patients were effectively identified.

The prognostic performance of this signature for early-stage LUAD patients was well validated in internal subsets. Since there has been increasing detection of stage I LUAD due to low-dose computed tomography (LDCT) screening, we investigated the signature in the subgroups stratified by TNM stage. The results showed that the signature performed well in stage I and stage II disease. In addition, other clinical parameters, namely, age, sex, smoking status, and driven gene mutations, were verified to be risk factors or predictive variables for patient survival in LUAD (49–51). We also evaluated the applicability of the signature in these subgroups. As expected, the signature similarly performed well in the clinical subgroups. The robust discriminatory ability of this signature in subsets of early-stage LUAD patients highlighted its independent value. Moreover, this signature was also well validated in four external independent GEO cohorts. Although the survival difference failed to reach a significant level in the GSE37745 cohort, further prognostic meta-analysis verified this signature to be an independent predictor of prognosis in multiple cohorts. It should be emphasized that the cutoff for determining if patients fell into the high- or low-risk group was the median value of the calculated risk scores in both the training and validation cohorts. Previous signature-based studies usually divide patients using the optimal cutoff value (28, 52); hence, the universality of the developed model will be largely affected.

Since our signature was revealed to be effective for survival prediction across multiple cohorts and subgroups, we aimed to explore the underlying mechanisms. A total of 992 genes were revealed to be correlated with the risk score, and further GO and KEGG analyses suggested that the genes were enriched in multiple biological processes, especially those related to extracellular structure, cell division, lipid metabolism and immune response pathways. Further GSEA showed that different risk groups had significant differences in drug metabolism and fatty acid metabolism. The above results preliminarily explained that the differences in prognosis between the high- and low-risk groups may be attributed to immune activity and drug metabolism.

Based on the above results, we then carried out TIIC analysis and metagene analysis to provide more insight into the immune and inflammatory landscapes of early-stage LUAD. Our results showed that the risk score was positively correlated with STAT1, interferon, and HCK but negatively correlated with MCH-II. Moreover, TIIC analysis showed that patients in the high-risk group were characterized by high proportions of activated memory CD4 T cells, M0 macrophages, M1 macrophages, and neutrophils and low proportions of resting memory CD4 T cells, M2 macrophages, resting dendritic cells, and resting mast cells. The above results suggested that variations in immune and inflammatory activity and TIIC composition may be potential mechanisms that affect the probability of recurrence and survival in early-stage LUAD.

Additionally, ICIs targeting both PD1 and PD-L1 have achieved great advances in the multidisciplinary treatment of lung cancer in recent years (53). Our signature was also revealed to be correlated with tumor immune activity. Hence, we performed an analysis to describe the immune checkpoint profile and made attempts to predict the immunotherapy response. Using the TIDE algorithm, we found that the high-risk group patients had high TMB, PD-L1 expression, and neoantigen burden, which have been proven to be useful immunotherapy biomarkers (20, 21, 31). These findings preliminarily indicated that high-risk patients may benefit from ICIs. Moreover, the TIDE score, a more accurate predictor of immunotherapy response than TMB, PD-L1 expression, or neoantigen burden (22), was found to be decreased in patients in the high-risk group. This finding suggested that the high-risk patients were characterized by tumor immune evasion potential and were more likely to benefit from ICIs, which is inconsistent with the above results. The above interesting findings demonstrated that high- and low-risk patients had diverse immune checkpoint profiles, and our LMRG-based signature could identify those who were suitable for treatment with checkpoint inhibitors.

Notably, we further conducted an analysis to predict chemotherapy response to understand the role of our signature in early-stage LUAD. The results showed that the estimated IC50 for each of four conventionally used drugs was significantly higher in the low-risk group than in the high-risk group, indicating that the LUAD patients with higher risk scores tended to be more sensitive to chemotherapy. This finding indicated that our signature could be applied for personalized treatment in LUAD patients. Oren (13) found that an upregulated fatty acid oxidation level was associated with a persistent proliferative capacity across multiple cancer types. This finding explains the higher chemoresistance of the low-risk group, which was characterized by significantly enriched fatty acid metabolism.

Although our LMRG-based signature showed promise for the prediction of cancer recurrence, as well as immunotherapy and chemotherapy response, limitations of the study exist. First, all the analyzed cohorts were from retrospective public databases; hence, prospective validation of our results in fresh specimens is needed. Second, the results of the TIIC landscape and immune checkpoint profile analyses were estimated from transcriptomic data; hence, the correlation between our signature and immunotherapy response still warrants further verification in future immunotherapy cohorts.

In summary, for the first time, we established and described a novel recurrence-associated LMRG-based signature for patients with early-stage LUAD. The LMRG-based signature developed in this study has the potential to be used as an effective predictor of immune checkpoint inhibitor and drug response to achieve individualized antitumor treatment by identifying those patients who may benefit from immunotherapy and chemotherapy.
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and validation for the current study.
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groups by their optimal cluster number separately. And Kaplan–Meier curve survival
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Supplementary Figure 3 | Survival difference between the two risk groups in
subsets stratified by age, sex, smoking history, and EGFR, KRAS, and ALK
mutation status in the TCGA cohort.

Supplementary Figure 4 | Prognostic meta-analysis results in the stage I (A) and
stage II (B) disease subsets based on the TCGA and GEO datasets.

Supplementary Figure 5 | Validation of the LMRG-based signature in
different GEO cohorts. (A–D) Kaplan-Meier curves of OS in different GEO
cohorts based on risk score. (E) Results of the prognostic meta-analysis based on the TCGA and GEO datasets.

Supplementary Figure 6 | Waterfall plots showing the top mutated genes in the
high-risk group (A) and low-risk group (B).

Supplementary Figure 7 | Immune microenvironment profiles related to the
LMRG-based signature. The estimated LAG3 (A), TIM3 (B), TAM M2 score
(C) MDSC score (D), CAF score (E), and CD8 score (F) in the two risk groups are
shown. The correlations between risk score and the estimated T cell exclusion
(G) and the T cell dysfunction (H) levels are shown.
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In the published article, there was an error regarding the affiliations for author Jie He. As well as having affiliation 2, he should also have affiliation 1.

The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.

A correction has been made to the Abstract, subsection Background, paragraph one:

In the original article, there was an error. The sentence “The early-stage lung adenocarcinoma (LUAD) incidence has increased with heightened public awareness and lung cancer screening implementation” has been corrected to


“The early-stage lung adenocarcinoma (LUAD) rate has increased with heightened public awareness and lung cancer screening implementation.”



A correction has been made to the Introduction, paragraph one:

In the original article, there was an error. The sentence “The incidence of early-stage LUAD has increased rapidly with heightened public awareness and implementation of lung cancer screening” has been corrected to


“The rate of early-stage LUAD has increased rapidly with heightened public awareness and implementation of lung cancer screening”.



The authors apologize for these errors and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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Due to the emergence of traditional drug resistance in tumor treatment, the anti-cancer therapies are facing multiple challenges. Immunotherapy, as a new and universal treatment, has been gradually concerned. The macrophages, as an important part of the immune system, play an important role in it. Many studies have shown that immune state is essential in cancer progression and prognosis, rebuilding the architecture and functional orientation of the tumor region. Most tumors are complex ecosystems that change temporally and spatially under the pressure of proliferation, apoptosis, and extension of every cell in the microenvironment. Here, we review how macrophages states can be dynamically altered in different metabolic states and we also focus on the formation of immune exhaustion. Finally, we look forward to the explorations of clinical treatment for immune metabolism process.
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Introduction

Tumor-associated macrophages (TAMs) are important immune cells in the body, which constitute a plastic and heterogeneous cell population of the tumor microenvironment (TME) that can account for up to 50% of some solid neoplasms (1), play a vital role in anti-infection, immune surveillance and anti-tumor. Increasing evidence has shown that there is connection with energy regulation, immune surveillance and vital organ functions. Cancer changes the relationship with the immune state in various ways, such as the production of certain cytokines (2), antigen presentation (3), the immune response (4), checkpoint expression (5), and immune exhaustion (6). The function of immune cells depends on the normal process of nutrient metabolism. However, due to the hyperactive proliferation of tumor cells, the demand for nutrients is greatly increased. This also results in an imbalance in nutrient metabolism and supply between tumor cells and other stromal cells, which leads to immune cell dysfunction. The analysis of such a complex network can help to understand how organisms balance the energy expenditure of the immune response and the energy expenditure necessary for life; In turn, this may help identify new pharmaceutical targets of intervention in immune therapy focused on tumors.



Two States of Macrophages Activation

Macrophages are extremely plastic polarized cells responding to stimulation from the tumor microenvironment and obtaining a specific functional phenotype. These cells are usually classified into proinflammatory (M1 macrophages) (7, 8) and anti-inflammatory (M2 macrophages) (9, 10). M1 macrophages are characterized by their ability to induce a proinflammatory response and present their antigens to T lymphocytes for the initiation of adaptive responses. Recently, various underlying transcriptional metabolic programs have been made to better define the process. Proinflammatory stimuli mainly induce the activation of transcription-specific pathways through the activation of transcription factors such as the nuclear factor kappa-light-chain enhancer of B-cells (NF-κB) (11, 12), signal transducer and activator of transcription 1 (STAT1) (13), STAT3 (14, 15), activator protein 1 (AP-1) (16), IFN-γ regulatory factor (IRF4) (17, 18), and hypoxia-induced factor 1 alpha (HIF1α), which triggers the expression of markers such as inducible nitric oxide synthase (iNOS), cyclooxygenase 2 (COX-2), CD80, CD86, and other major histocompatibility complex class II receptor (MHC-II) expression and the release of IL-1β, TNF-α, IFN-γ, IL-6, IL-12, and IL-23 rebuilding the immunological homeostatic control (19, 20).

M1 macrophages undergo metabolic reprogramming toward pentose-phosphate pathway flux relative to glycolysis enhancement, and fatty acid synthesis, which involves the Krebs cycle, ROS formation and citrate efflux (21). ROS and mitochondrial production stabilizes HIF-1α by activating NADPH, succinate and PGE2 synthesis (22). Itaconate is recognized to be involved in many immunosuppressive processes. Along with enhancing OXPHOS metabolism, fatty acid oxidation, tryptophan catabolism and glutaminolysis (23–25), M2 macrophages, which are characterized by the expression of CD163, CD206, adenosine receptor (A2R), and IL1RII (26), cooperate with resident cells for anti-inflammation, tissue regeneration, angiogenesis, tumor progression and metastasis (27) through the secretion of cytokines such as TGF-β, IL-1Ra, IL-4, IL-8, IL-10, IL-13, endothelial growth factor (EGF), and t (VEGFA) controlled by the activity of transcription factors STAT6, peroxisome proliferator-activated receptor gamma (PPARγ), and liver X receptor (LRX) (28).



The Conversion of Macrophages

With the release of chemotactic and inflammatory factors in the tumor environment, blood-derived monocytes are recruited into tissue and differentiate into macrophages. At an early stage, these cells harbor an M1 phenotype with increased glycolysis, favoring tumorigenesis through proinflammatory functions. With the exuberance of tumor metabolism, such as the production of α-ketoglutarate (αKG) via glutaminolysis and the aggravation of hypoxia and engagement of fatty acid oxidation (FAO), macrophages likely switch to the M2 phenotype, leading to immunosuppressive functions favoring Th2 lymphocyte tissue infiltration and secretion of cytokines to promote tissue repair (29–31). M2 macrophages are always accompanied by UDP-GlcNAc-associated galactosylated modification prompting the glutamine pathway (29, 32).



Macrophage and Cytokines

Cytokines act as mediators to regulate intercellular functions by affecting the activation of many immune cells and promoting the differentiation of tumor-associated subtypes. Hypoxia and glucose metabolism favor neoangiogenesis. Endothelial cell recruitment relies on TAM-derived products, including vascular endothelial growth factor A (VEGFA), VEGF receptor 2, adrenomedullin, angiopoietin 2, C-X-C motif chemokine ligand 8 (CXCL8), and CXCL12 (28, 33, 34), which, respectively, were observed both in vitro and in vivo in human and breast cancer models in mouse (35). In turn, M2-like macrophages promote tumor deterioration by secreting growth factors, proangiogenic molecules (EGF, VEGFA), immunosuppressive factors (IL-6, IL-10, TGF-β, iNOS), and proteases that remodel the extracellular microenvironment such as matrix metallopeptidases (27, 36, 37).

Fat metabolism plays an important role in macrophages immune function. The suppression of FAO favored M2 transmission to the M1 phenotype, which was observed in murine models of lung and colorectal cancer (38). MIF secreted by cancer cells supports pulmonary carcinogenesis through the upregulation of fatty acid synthase (FASN) in specific murine TAMs (39). In addition, FABP5 is highly expressed in TAMs infiltrating breast cancer, which is associated with lipid droplet accumulation and secretion of immunostimulatory cytokines, including IL-6 FABP4 is upregulated in macrophage infiltration in late-stage breast cancer, which supports tumor progression by favoring IL-6 expression through NFκB-miR-29b pathway signaling (40).

Besides that, chemotherapeutic stress, oxygen tension, a lack of nutrients and the accumulation of metabolites promote the release of CSF1, VEGF, and IL34 to reeducate TAMs, favor neoangiogenesis and vascular dysfunction and decrease antigen presentation (41, 42). TAMs secrete IL-6 to favor glycolysis by promoting phosphoglycerate kinase 1 (PGK) phosphorylation, which favors aerobic glycolysis and tumorigenesis (43) (Figure 1).




Figure 1 | Regulation of metabolic rewiring upon macrophage cells activation. The TAM-derived hypoxia and glucose metabolism products favor neoangiogenesis through endothelial growth factor A (VEGFA), adrenomedullin (AMD), C-X-C motif chemokine ligand 8 (CXCL8), and CXCL12. In the meantime, the FABP5 and the metabolite of glycolysis favor the tumor progression by expression of IL-6 and PD-L1 through NF-κB pathway signaling inhibiting CD8+ T cells anti-tumor effects.





Macrophages Serve as Antigen Presenting Cells

Generally, dendritic cells are thought to perform antigen cross-presentation to activate CD8+ T lymphocytes. Recently, some other immune cells such as macrophages founded to be capable of cross-presentation. Macrophages in the liver are very heterogeneous cell population which are also called as Kupffer cells (44, 45) play a major role in the clearance of the hepatic portal vein’s antigens and pathogens derived from the gut, making the liver ideally an immunologically privileged site. Macrophages are also been found to have the ability to stimulate medullary sinus macrophages inducing antitumor effects through stimulation of tumor-specific CD8+ T lymphocytes (46). These findings may explain why tumor-infiltrating macrophages in the tumor microenvironment are capable of cross-presentation (47, 48). The general control nonrepressible 2 (GCN2), a kinase activated by amino acid starvation, participates in macrophages killing intracellular pathogens and enhancing antigen presentation to CD4+ and CD8+ T cells (49–52) through mTOR pathway activation (53, 54). From recent studies, it has become evident that a clear picture of many pathogens, from viruses to multicellular parasites, have developed methods to alter the mTOR signal of macrophages to rebuild their metabolism and immune functions, thereby avoiding immune responses. These changes range from the control of cell metabolism to the regulation of protein expression and autophagy (55). The accumulation of metabolites provided transcriptional production of the inflammatory cytokines TNF and IL-6 through inflammatory epigenetic reprogramming modifications, including histone-acetyl transferases and methylation (56).



Metabolism and Immune Response

Lactate and itaconic acid, produced by enhanced glycolysis, contribute to the establishment of immunosuppressive TME via various mechanisms, including extracellular acidification, resulting in functional energy of cytotoxic T and NK cells and reducing the recruitment of T cells (57). H+ and O2 are metabolites of glycolysis and key players in the tumor metabolic microenvironment (58–60). Both H+ and O2 play a dual role in tumor metabolism. The levels of metabolic products and reactants may not only influence reaction flux and thermodynamics but also regulate the expression and activity of important metabolic enzymes (61, 62).

Mitochondrial citrate is closely related to the production of various critical pro-inflammatory mediators in macrophages, including NO, ROS, and prostaglandin E2 (PGE2) and some others (62–64). Some evidence suggests that changes in adenosine deaminase (ADA) activity, particularly its ADA2 isoenzyme, are related to the development of malignant breast cancer (BC). The metastatic potential and recurrence of triple-negative breast cancer (TNBC) patients also demonstrated that the plasma ADA2 activity correlates positively with tumor M2 macrophage markers as well as the ADA1 activity correlates positively with endothelial dysfunction or inflammatory parameters (65). Adenosine signaling mediates several inhibitory functions of effector immune cells. Beyond that, PPARs are reported elicit responses essential to the physiological control of immune homeostasis, hematopoiesis, inflammation, development and metabolism, which constituting a promising target for the development of novel therapeutic interventions.



The Exhaustion of the Immune System

The tumor microenvironment (TME) consists of not only malignant but also endothelial, stromal, and immune cells. Such complex interaction often involves extracellular metabolites, which constitute a source of energy supply as well as acting as communication signals between different cellular compartments thereby rebuilding it. Moreover, metabolic byproducts can also hijack the process.

Aerobic glycolysis induces PD-L1 expression on monocytes via the PFKFB3 NF-κB pathway (66). IGF-2 preprograms pro-inflammation stimulating macrophages that maintain the mitochondrial complex V activities elevating programmed death-ligand 1 (PD-L1) expression, which alleviated the inflammatory disease in the mice (67). mTOR may modulate osteoclastogenesis and reduce bone metastases in tumor-bearing mice by regulating the relationship between macrophages and T cells and the expression several of cytokines and costimulatory membrane receptors such as cytotoxic T-lymphocyte protein 4 (CTLA-4), programmed death 1 (PD-1) and so on (68). Nick P. Goplen et al. observed that myeloid deficiency of PPAR-γ resulted in selective impairment of the tissue-resident alveolar macrophage (AM) compartment, which acts as a negative regulator of tissue resident memory CD8 T cell (TRM) differentiation during influenza virus infection (69). CSFR1 blockade in macrophages enhanced the reactive response to anti–PD-1 treatment by increasing tumor surveillance by CD8 T+ cells (70). Nabiul et al. found that Na/H exchanger 1 (NHE1) is involved in the transformation of TAMs and PD-1 checkpoint activation of T cells in glioma. Blocking NHE1 function may restore glucose metabolism of immune cells necessary for promoting the efficiency of anti-PD-1 therapy (71). Keto et al. performed 50 markers of the cancer-immunity cycle in 101 patients with an RNA sequencing assay, which showed that high expression of checkpoints TIM-3 and VISTA and of the macrophage-associated marker CD68 were associated with significantly worse PFS after anti-PD-1/PD-L1-based therapies (72). TIM-3, in turn, acts on macrophages, and TIM-3 was demonstrated to negatively regulate the production of reactive oxygen species (ROS) and influence downstream proinflammatory cytokine secretion of IL-1β and IL-18 in macrophages in vitro (73).



Clinical Practice of Macrophages Therapies

TAM is increasingly being recognized as a potential tumor therapeutic target in view of its various important roles in cancer progression.

Firstly, two strategies were proposed, one of it is based on the depletion or neutralization of M2-like TAMs. Another is shifting the balance from M2-type to M1-type TAMs. Then an anti-macrophage migration inhibitory factor (anti-MIF) antibody was applied to inhibit the chemotaxis of TAMs in solid tumors. 

In the early 20th century, the important relationship between metabolism and macrophages was gradually recognized. A number of promising therapeutic treatments are being developed to interrupt the immunometabolic crosstalk between malignant cells and TAMs (Table 1). 17β-Estradiol (E2) regulates the induction of chemokines and cytokines, such as interleukin 6 (IL-6), which modulates macrophage immune phenotypes. Furthermore, E2 enhances the adhesion of human umbilical vein endothelial cells (HUVECs) to various matrix proteins and increases cell migration, thus promoting angiogenesis mediated by estrogen receptor α activation (74, 75). Conjugated estrogens (CE)/bazedoxifene (BZA) therapy was applied to ductal breast carcinoma in in situ patients. To determine whether CE/BZA will modulate some aspects of immune function, a switch to an M2-type protumorigenic macrophage signature. TAMs with elevated glycolytic gene transcript levels were found to shape a prometastatic vascular net and augment extravasation of tumor cells breaking through the vascular endothelial basal membrane with higher levels of EMT (76). Besides that, anti-VEGFA or anti-ANGPT2 (Angiopoietin peptides 2), aiming at not only suppresses neoangiogenesis but also inhibit glycolysis in TME (77). In vivo mouse tumor models, oxidative metabolism was activated in hypoxic TAMs coupled with glucose intake decreasing, in the meantime, oxidative damage culminating in endothelial cell leading to angiogenesis and metastasis through the upregulation of DNA damage inducible transcript 4 (DDT4, also known as REDD1), an endogenous inhibitor of mechanistic target of rapamycin (MTOR) complex 1 (MTORC1) (78). Antiangiogenic drugs elicit hypoxia-triggered recruitment of myeloid cells, which may mediates resistance to current antiangiogenic therapies. Thus, targeting macrophage metabolism has potential complementary effects with antiangiogenic therapies in terms of tumor progression and tolerance to conventional therapies (79–81). Simvastatin was able to repolarize tumor-associated macrophages (TAMs), promoting M2-to-M1 phenotype conversion by targeting lipid metabolism to overcome EMT-associated drug resistance via the integrin β3/FAK pathway (82).


Table 1 | The action under clinical development as of October 1st, 2021, for oncological indications; source, http://www.clinicaltrials.gov.



Considering the important effect of glycolysis and its metabolites on the immune function of anticancer therapy, many agents have been developed aiming at reducing lactate availability for glycosis in TME, deletion of LDHA (83) as well as the administration of 2-deoxyglycose (84), mTORC1-targeting agents (85) phosphatidylinositol-4,5-bisphosphate 3-kinase catalytic subunit gamma (PIK3CG/PI3Kγ) plus PIK3CD inhibitors (which jointly cause PKM2 downregulation) (86).

Monoclonal antibodies targeting PD-L1 or PD-1 are approved by the US Food and Drug Administration for the treatment of various solid tumors, known as immune checkpoint blockers (ICBs). Some studies have found that glucose metabolism is associated with PD-1 expression in series of cells (87, 88). Aerobic glycolysis induces PD-L1 expression on monocytes via the PFKFB3 NF-κB pathway (63). The contribution of tumor hypoxia to the resistance of all cancer therapies is well documented, including conventional therapy such as surgery, chemotherapy, radiotherapy, and recently therapy, immunotherapy. Antioxidant and glycolytic inhibitors should be combined with ICB therapies to improve the efficacy. In addition, CSF1 was found secreted accompany with T cells activated by PD-1-targeting ICBs (89). These observations provide strong reasonable ground for the combined PD-1 blocked and anti-CSF1R therapy (90).

Numerous biological processes performed by macrophages are controlled by the mTOR pathway, including metabolism, chemokine and cytokine production, antigen presentation, autophagy and survival (91).The mTOR signaling is associated with the development and progression of many cancers (92, 93), mTOR inhibitors have therapeutic value in a number of cancers in both preclinical and clinical settings (94). Of note, combining antagonists of PTEN and mTOR reduces cancer cell proliferation and improves clinical outcomes in 50% of glioblastoma patients (95). Interestingly, mTOR activation is antitumoral in hypoxic TAMs but protumoral in cancer cells. REDD1 seems to participate in enhancing glycolysis in KO TAMs, leading to glucose competition (GC), stabilizing tumor epithelial cell junctions and vessels and preventing metastasis. In those patients who do not respond, cancer cells remain sensitive to rapamycin in vitro, suggesting that a possible future study could focus on REDD1+ TAMs in response to drug-resistant treatments. Metabolic programming in tumor-induced macrophages shows an increase in glycolysis as well as higher ROS levels due to increased mitochondrial oxidation. Lei Wu et al. found that RIPK3 (Receptor-interacting protein 3) reprograms fatty acid metabolism in TAMs by the ROS-PPAR pathway. This signaling axis revealed that ROS represented by peroxide reactions also participate in the function of macrophages, thereby new therapeutic strategies centered on antioxidant peroxides were proposed (96) (Figure 2).




Figure 2 | The targets of macrophage therapies. CSF1R, colony stimulating factor 1 receptor; MIF, macrophage migration inhibitory factor; VEGFA, vascular endothelial growth factor A; ANGPT2, angiopoietin-2; RIPK3, receptor-interacting protein 3.





Discussion

The investigation of TAMs has made great progress since the 1970s TAMs were confirmed to be the real host cells rather than the tumor cells.

However, there are still many key questions to be clarified about the relationship between TAMs and tumors. We must recognize that bioenergetic metabolism displays a high degree of heterogeneity across different TAM subpopulations as well as similar ones (97, 98). The suboptimal efficacy of current TAM-targeting approaches at least partly caused by these phenomenon (99). However, the relationship between TAM and tumor remains to be clarified: (1) With the development of studies in mononuclear phagocyte lineage, the mechanism of proliferation needs to be reexamined, especially source and maintenance levels of macrophages in human cancers. (2) The integrity of the tumor and the surrounding environment and heterogeneity and subject characteristics, all cells in the environment of in situ research are particularly important in time and space. Different space should be more widely studied to observe the change in the cells during different stages with the overall objective of examining the occurrence of tumor development. In recent years, single-cell transcriptomics and spatial transcriptomics have made it possible to study a large number of cellular components in spatial-temporal dimensions. However, due to the high cost of research, the research is limited to a small number of specimens. (3) To what extent macrophages represent the immune microenvironment of the tumor. How does the diversity of TAM within or between different kinds of tumor. It is not clear whether these reflect intrinsic organizational characteristics or host fitness response. (4) Although, it has long been known that high levels of TAM are associated with poor prognosis in many human tumors, however, TAM’s assessment is not used as a definitive and widely used benchmark in pathological grading evaluation, a series of high-quality clinical studies targeting macrophages in multiple tumor types are urgently needed.
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The mechanistic/mammalian target of rapamycin (mTOR) is a downstream mediator in the phosphatidylinositol 3-kinase (PI3K)/Akt signaling pathways, which plays a pivotal role in regulating numerous cellular functions including cell growth, proliferation, survival, and metabolism by integrating a variety of extracellular and intracellular signals in the tumor microenvironment (TME). Dysregulation of the mTOR pathway is frequently reported in many types of human tumors, and targeting the PI3K/Akt/mTOR signaling pathway has been considered an attractive potential therapeutic target in cancer. The PI3K/Akt/mTOR signaling transduction pathway is important not only in the development and progression of cancers but also for its critical regulatory role in the tumor microenvironment. Immunologically, mTOR is emerging as a key regulator of immune responses. The mTOR signaling pathway plays an essential regulatory role in the differentiation and function of both innate and adaptive immune cells. Considering the central role of mTOR in metabolic and translational reprogramming, it can affect tumor-associated immune cells to undergo phenotypic and functional reprogramming in TME. The mTOR-mediated inflammatory response can also promote the recruitment of immune cells to TME, resulting in exerting the anti-tumor functions or promoting cancer cell growth, progression, and metastasis. Thus, deregulated mTOR signaling in cancer can modulate the TME, thereby affecting the tumor immune microenvironment. Here, we review the current knowledge regarding the crucial role of the PI3K/Akt/mTOR pathway in controlling and shaping the immune responses in TME.
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Introduction

The mammalian target of rapamycin (mTOR; now officially known as the mechanistic target of rapamycin) is a ubiquitous serine/threonine-specific protein kinase, plays a critical role in regulating numerous cellular functions, including cell growth, proliferation, survival, protein synthesis, ribosome biogenesis, autophagy, and metabolism (1, 2). mTOR functions within two functionally and structurally distinct multi-component kinase complexes called mTOR complex 1 (mTORC1) and mTOR complex 2 (mTORC2) that act as the central nodes of the phosphoinositide 3-kinase (PI3K)/Akt downstream signaling pathway (3). The activity of PI3K/Akt/mTOR pathway is  frequently dysregulated in majority of human tumors and has a crucial role during tumorigenesis and cancer development (4–6). Thus, targeting the PI3K/Akt/mTOR signaling pathway would be an attractive potential therapeutic target in cancer (7).

The tumor microenvironment (TME) contains malignant cells and nonmalignant cells such as endothelial cells, cancer-associated fibroblasts (CAFs), and several kinds of tumor-infiltrating immune/inflammatory cells, as well as a variety of soluble factors (cytokines and growth factors) released from cell subpopulations and plays pivotal roles in facilitating tumorigenesis, promoting tumor progression and immune evasion (8). TME is highly enriched in the immune cell populations and reciprocal signaling between immune cells and cancer cells can reduce the anti-cancer activity of endogenous tumor-infiltrating immune cells and facilitate immune evasion (9, 10). Studies have shown that the immune infiltration of tumors are closely associated with tumor proliferation, angiogenesis, invasion, and metastasis (11). Along with the critical role of the mTOR in cancer, recent studies have established an essential regulatory role of the mTOR in differentiation, activation, and functional properties of immune cells in which mTOR functions to coordinate and shape immune effector responses (12, 13). Therefore, dysregulation of this network potentially affects immune cells effector function and influences the tumor immune microenvironment (TIME) landscape in human cancers (10). As the core regulator of metabolic and translational reprogramming, mTOR is mainly involved in the central tumor immune microenvironment, affecting tumor-associated immune cells to undergo phenotypic and functional reprogramming in TME. Indeed, mTOR regulates immune responses by regulating the expression of inflammatory mediators, such as interleukin (IL)-12, IL-10, transforming growth factor (TGF-β), and tumor necrosis factor (TNF), as well as immune checkpoint receptors cytotoxic T-lymphocyte protein 4 (CTLA-4) and programmed death 1 (PD-1) (12, 14). Further, a recent study has revealed that mTOR gene expression is markedly correlated with various immune cells and immunoinhibitors in patients with clear cell renal cell carcinoma (ccRCC) (15). The mTOR-mediated inflammatory response also promotes immune cells recruitment to TME by inflammatory mediators, resulting in exerting the anti-tumor functions or augments tumor growth, progression, and metastatic capacities of cancer cells (14).

This review focuses on the current knowledge regarding the key role of the mTOR signaling pathway in controlling and shaping the immune responses in TME.



mTORC1 Signaling Pathway

mTOR is an atypical serine/threonine-specific protein kinase that belongs to the phosphatidylinositol-3 kinase-related kinases (PIKK) family (16). mTOR functions as a downstream effector of the PI3K/Akt signaling pathway in two distinct sets of intracellular complexes, mTORC1 and mTORC2 (3). Both complexes share three conserved subunits: mTOR, the catalytic subunit, DEP-containing mTOR interacting protein (DEPTOR), and mammalian lethal with SEC13 protein 8/G protein β subunit-like (mLST8/GβL). In addition to the same subunits, the regulatory-associated protein of mTOR (RAPTOR) and proline-rich Akt substrate 40 kDa (PRAS40) are unique subunits for mTORC1 complex, whereas rapamycin-insensitive companion of mTOR (RICTOR), protein observed with Rictor (PROTOR) and mammalian stress-activated protein kinase (SAPK)-interacting protein 1 (mSIN1) are unique components for mTORC2 complex (Figure 1) (16). The mTOR pathway senses a variety of intracellular and extracellular signals in the form of growth factors, cytokines, nutrients, and energy levels in the form of ATP, cellular stress, and inflammation. The signaling inputs downstream of these diverse signals are predominantly delivered to the PI3K/Akt pathway that eventually activates mTOR (Figure 1) (1, 12). The phosphatase and tensin homologue (PTEN), a well-characterized tumor suppressor, negatively regulates PI3K/Akt/mTOR signaling pathway. In numerous cancer types, perturbations of PTEN regulation or PTEN loss-of-function mutations consequently result in upregulation of PI3K/Akt/mTOR signaling which contributes, to tumorigenesis (17). The tuberous sclerosis complex (TSC) is a key upstream negative regulator of mTORC1 kinase activity, which exists in a heterodimer that comprises TSC1 and TSC2 (also called harmatin and tuburin, respectively). TSC2 functions as a GTPase-activating protein (GAP) which inhibits the activity of RAS homologue enriched in brain (Rheb) as an essential activator of mTORC1 (18). Activation of RAS–MAPK (mitogen-activated protein kinase) and PI3K/Akt signaling induces the inhibitory phosphorylation of TSC2 and results in dissociation of The TSC1/TSC2 complex, which in turn leads to activation of mTORC1 signaling via Rheb. Thus, suppression of TSC allows the GTP-bound Rheb to bind and activate mTORC1 (Figure 1) (19, 20). Under normal conditions, activation of mTORC1 leads to promoting cap-dependent translation initiation and protein synthesis mandatory for cell growth and proliferation, mainly via direct phosphorylation of ribosomal protein S6 kinases (S6Ks) and eukaryotic translation initiation factor (eIF4E)-binding proteins (4E-BPs) (20, 21). Phosphorylated S6K1 promotes mRNA translation and cell growth by phosphorylation of ribosomal S6 and eIF-4B. The mTOR‐dependent phosphorylation of 4E‐BP1 potentially disrupts its binding to eIF4E, which also stimulates translation (12, 21). mTOR signaling also regulates and activates numerous transcription factors, such as c-MYC, hypoxia-inducible factor 1-α (HIF1-α), STAT3, transcription factor EB (TFEB), peroxisome proliferator-activated receptor-γ (PPARγ), PPARα, and sterol regulatory element-binding proteins (SREBPs) (22). Also, mTORC1 mediated suppression of autophagy, mainly through the phosphorylation of the serine/threonine kinase Unc-51-like kinase 1 (ULK1), essential core factors of the autophagy, along with the phosphorylation of S6Ks (S6K1 and S6K2) and 4E-BP1, are essential for cell growth (23). In addition, phosphorylation of PRAS40Thr246 by PKB/Akt, and PRAS40Ser183 and PRAS40Ser221 by mTORC1, an inhibitory component of mTORC1, leads to the dissociation of the PRAS40 from mTORC1, and its binding to 14-3-3 proteins results in indirect activation of mTORC1, independent of TSC1/2 (24).




Figure 1 | The PI3K/Akt/mTOR signaling pathway and signaling pathway of mTORC1 and mTORC2. Schematic illustration of the molecular components and signaling events related to the PI3K/Akt/mTOR signaling pathway and its main downstream effectors. Schematic showing the main molecular components and signals sensed by mTORC1 and mTORC2 and the processes they regulate to control main cellular events, including growth, protein synthesis, metabolism, survival and proliferation. mTOR, mechanistic target of rapamycin; PI3K, phosphoinositide 3 kinase; mTORC1, mTOR complex 1; mTORC2, mTOR complex 2; RAPTOR, regulatory-associated protein of mTOR; RICTOR, rapamycin-insensitive companion of mTOR; mSIN1, mammalian stress-activated protein kinase interacting protein; eIF4E, eukaryotic initiation factor 4E; 4EBP1, eIF4E -binding protein 1; S6K1, S6 kinase 1; HIF-1α, Hypoxia Inducible Factor 1α; PKC, Protein kinase C; AMPK, AMP activated protein kinase; SGK1, glucocorticoid regulated kinase 1; FKBP12, FK506 Binding Protein 12; LKB1, liver kinase B1; DEPTOR, DEP-containing mTOR interacting protein; mLST8, mammalian lethal with Sec13 protein; RAPTOR, regulatory-associated protein of mTOR; PRAS40, proline-rich AKT substrate 40 kDa; mSin1, mammalian stress-activated protein kinase (SAPK)-interacting protein 1; Rheb, RAs homologue enriched in brain; TSC, tuberous sclerosis complex; GSK3, Glycogen synthase kinase-3; PDK1, Phosphoinositide-dependent Kinase 1; FOXO3, Forkhead box family transcription factors 3; PTEN, phosphatase and tensin homologue; REDD1, regulated in development and DNA damage responses 1.



Rapamycin (Sirolimus) is a macrolide compound produced by a strain of Streptomyces hygroscopicus, and first discovered in soil samples collected from Rapa Nui (Easter Island)  with potent and selective antifungal activity (25). Subsequently, rapamycin and its analogues, Everolimus (RAD001), Temsirolimus (TRM-986), Ridaforolimus (AP23573, MK-8669), and Zotarolimus (ABT-578), were found to have both immunosuppressant and anti-tumor potentials, and they emerged as a promising class of novel anti-tumor agents (5, 26). Rapamycin binds to a cytoplasmic receptor FK506 Binding Protein 12 (FKBP12), and this complex then interacts with the FKBP12–rapamycin‐binding (FRB) domain of mTOR and rapidly inhibits mTORC1 downstream signaling (Figure 1) (12). Activation of AMP-activated protein kinase (AMPK) by sensing low cellular energy status and nutrient starvation in the form of intracellular AMP levels, ischemia, as well as under hypoxic conditions leads to an increase in the TSC1/TSC2-mediated inhibition of Rheb-mTORC1 pathway via phosphorylation of TSC2 (27). In addition, glycogen synthase kinase 3 (GSK3)-mediated phosphorylation of TSC2 promotes the inhibition of the mTOR pathway. Wnt signaling inhibits GSK3 resulting in activation of the mTOR pathway (Figure 1) (28). In brief, mTORC1 activation induces cap-dependent translation via activation of at least two independent targets, S6K1 and 4EBP1/eIF4E, resulting in increases in mammalian cell size and proliferation which are two common features of cancer (29, 30).



mTORC2 Signaling Pathway

While mTORC1 is highly sensitive to rapamycin-FKBP12 complex, mTORC2 is relatively insensitive to long-term rapamycin treatment and is characterized by its sensitivity to prolonged rapamycin treatment. Rapamycin-mediated inhibition of mTORC2 is thought to be through suppression of mTORC2 assembly, likely as a result of abrogating the binding of rapamycin/FKBP12 to newly synthesized mTOR to RICTOR (31). Whereas the upstream signals derived from a wide range of extracellular and intracellular causes such as amino acids, growth factors, and cellular functions of mTORC1 are well characterized, little information is known regarding the upstream signals and the biological significance of mTORC2. However, several findings provide new insights into the fundamental role of mTORC2 in the regulation of various biological processes, including cell growth, survival, metabolism, cell migration, proliferation, and cytoskeleton organization and identification of its other physiological and cellular functions are also an open line of investigation (16, 32). mTORC2 is a critical regulator of Akt, a crucial serine/threonine kinase in cellular processes and frequently deregulated in many types of human cancer (Figure 1) (32, 33). A positive feedback loop between Akt and mTORC2 is necessary for the full activation of Akt. Phosphoinositide-dependent Kinase 1 (PDK1)-dependent phosphorylation of Akt at tyrosine 308 promotes the Akt kinase activity. Subsequently, activated Akt augments mTORC2 kinase activity, resulting in phosphorylation of Akt at serine 473 by mTORC2, which is necessary for full activation of Akt (34). Activated Akt also phosphorylates TSC2, resulting in blockage of TSC2 and TSC1 combination. For downstream effectors, mTORC2 mediated phosphorylation of protein kinase C (PKC) family members, small GTPase RAs homologue (RHO), and serum and glucocorticoid−regulated kinase 1 (SGK1) is a key step in critical cellular processes (Figure 1) (32).

mTORC2 activates N-myc downstream-regulated gene 1 protein (NDRG1) and forkhead box family transcription factors (FOXO), which enhance the cell survival in the response of normal and cellular stresses such as oxidative stress, DNA damage, and nutrient deprivation as well as cancer cells in response to hypoxic stress (35, 36). Moreover, mTORC2-mediated activation of PKC family members is involved in regulating cytoskeleton reorganization and cell motility, migration, and invasion involved in tumorigenesis (37, 38). It has been demonstrated that PI3K-mediated activation of mTORC2 resulting in enhancing mTORC2-ribosome binding, suggesting that ribosomes activate mTORC2 directly. mTORC2-ribosome interaction subsequently facilitated Akt signaling pathway activation in cancer cells (Figure 1) (39). Further understanding of mTORC2 dysregulation and its physiological functions holds enormous potential to bring regarding that mTORC2 could serve as a novel and amenable therapeutic targets for human disorders, including cancer.



The Critical Role of mTOR Signaling Pathway in Cancer

Given the crucial role of the mTOR pathway in different fundamental cellular processes, several lines of evidence have identified that the dysregulation of the PI3k/Akt/mTOR signaling pathway closely contributes to the various human pathological conditions including, tumor initiation and progression, maintenance, and metastasis (Table 1) (4–6). Aberrant hyperactivation of the mTOR pathway in cancer mainly results from different levels of mechanisms and its signal cascade (Table 1). First, mutations in the mTOR gene lead to constitutive activation of mTOR, which has been reported in a few human cancers. In a recent study by Grabiner et al., comprehensive cancer-associated mTOR mutations identified thirty-three mutations using publicly available tumor genome sequencing datasets after generating a comprehensive catalogue of mTOR pathway mutations in cancer. The detected mutations clustered in six distinct regions in the C-terminal half of mTOR, and these were accompanied by different cancer types, with one cluster particularly prominent in kidney cancer. Interestingly, these mutations were contributed to the mTOR pathway hyperactivation by inhibiting the interaction of mTOR and its endogenous inhibitor mTOR inhibitor DEPTOR, but did not affect mTOR complex assembly (55). Second, genetic aberrations in the specific components of both mTORC1 and mTORC2 in the non-small cell lung cancer (NSCLC) and breast cancer, respectively, which was associated with poor prognosis and short disease-free survival (41, 56). Third, hyperactivation of the mTOR pathway can arise from mutations in upstream elements including, tumor suppressors and oncogenes, which in physiological conditions render it activation or suppression, respectively. Multiple mutations in PI3K signaling pathway members, a bona fide upstream signal pathway of both mTORC1 and mTORC2, have been frequently described in human cancers. Activating mutations and amplification in PIK3CA, the gene encoding the p110α catalytic subunit of PI3K have been reported to frequently mutated in different types of human cancer such as prostate (29%), breast (27%), endometrium (23%), colon (15%), upper aerodigestive tract, etc (10%) (46). As a hallmark of proliferating cancer cells, metabolic reprogramming is a critical strategy of cancer cells to alter their metabolism and promote their biological capabilities to ensure their growth, survival, and rapid proliferation. As a master regulator of cellular metabolism, mTOR-mediated upregulation of protein synthesis at the level of S6K1 and 4E-BP1/eIF-4E plays a crucial role in this scenario (57). Glutamine is necessary as a nitrogen and carbon donor for the major biosynthetic pathways such as the synthesis of amino acids, lipids, and nucleotides, which are used by cancer cells to replenish the tricarboxylic acid (TCA) cycle metabolites via a process known as anaplerosis (6). mTORC1 promotes glutamine synthesis via positive regulation of glutamate dehydrogenase (GDH) (58) and by repressing sirtuin 4 (SIRT4), a GDH inhibitor (59). mTOR facilitates cancer cell growth and proliferation by promoting glucose metabolism. Aerobic glycolysis has been regarded as a hallmark of cancer cells, and glutamine provides the main source of carbon and nitrogen for facilitating anabolic processes and supporting cell growth (60). mTOR signaling promotes reprogramming of glucose metabolism by increasing the expression of transporter 1 (Glut1) and glucose uptake (61), as well as by inducing the expression of the transcription factors c-MYC and HIF1-α (62), which play a crucial role in the induction of several other glycolytic enzymes such as phosphoglucoisomerase (PGI), phosphofructokinase (PFK) and enolase (ENO) (Figure 2) (6).


Table 1 | The role of PI3K/Akt/mTOR signaling pathway components in cancer.






Figure 2 | Metabolic competition between tumor cells and T cells in the tumor microenvironment. The nutrient interplay between malignant and nonmalignant cells, especially immune cells, can potentially influence cancer cells growth, survival, and function. Tumors might inhibit immunity through nutrient consumption and simultaneously produce metabolites to inhibit T cell function, resulting in tumor escape from the immune system. In TME, tumor cells outcompete T cells for glucose, leading to sustained mTOR signaling and glycolysis in the tumor cells. Additionally, increased glycolysis by tumor cells leads to the release of lactate via MCT4, which enhances immunosuppression and angiogenesis. In contrast to PD-1 and CTLA-4, which inhibit the mTOR-mediated upregulation of glycolysis, the co-stimulation of the CD28 signaling pathway and signaling mediated via cytokines such as IL-2 and IL-15 activates PI3K/Akt/mTOR pathway to promote the switch of the T cell metabolism to glycolysis. Tumor cells also affect T cells via releasing high-[K+]e, which induced inhibition of TCR-mediated Akt and mTOR phosphorylation and induced the upregulation of PD-1. Cancer cells also evade immune responses by releasing cytosolic ARG1 or mitochondrial ARG2 results in diminished levels of arginine and reduced mTOR activity and inhibition of T cells in the TME. Additionally, upregulation of IDO1 and TDO2 by cancer cells leads to the tryptophan degradation into kynurenine which supports the Treg phenotype in an AhR repentant manner. Overexpression of mTORC2 target SGK1 mediates tumor growth and invasion in different cancer types. Overexpression of the SGK1 target, NDRG1, is suggested to stimulate IL-1 expression and promote tumor angiogenesis through JNK/AP-1 activation. Both mTORC1 and mTORC2 signaling induce lipogenesis and fatty acid uptake through promoting SREBP1 and PPARγ. CCL2 secreted by TAMs render cancer cells resistance through activating the PI3K/Akt/mTOR pathway. TME, tumor microenvironment; mTOR, mammalian target of rapamycin; MCT4, monocarboxylate transporter 4; ARG1, arginase 1; IDO1, indoleamine-2,3-dioxygenase 1; TDO2, tryptophan-2,3-dioxygenase 2; AhR, aryl hydrocarbon receptor; Treg, regulatory T cell; SREBP1, sterol regulatory element-binding protein 1; PPARγ, peroxisome proliferator-activated receptor-γ; CCL2, CC‐chemokine ligand 2; TAMs, tumor associated macrophages; PD-1, Programmed cell death protein 1; CTLA4, Cytotoxic T-Lymphocyte Associated Protein 4; NDRG1, N-myc downstream-regulated gene 1 protein; MCT4, monocarboxylate transporter 4.



Amplified de novo lipogenesis is considered a hallmark of proliferating cancer cells (63). Both mTORC1 and mTORC2 signaling induce lipogenesis and fatty acid uptake, which is required for cell growth and proliferation, through promoting SREBP1 and PPARγ, two critical transcription factors which facilitates the expression of several enzymes involved in lipid and cholesterol homeostasis, including ATP citrate lyase (ACLY), Acetyl-Coenzyme A carboxylase 1 (ACC1), fatty acid synthase (FASN) as well as the fatty acid transporter CD36 (Figure 2) (16, 64, 65).

Although the fundamental role of the mTORC1 signaling pathway has been widely studied in various types of cancer, several recent insights into the function of the mTORC2 pathway uncovered the critical roles for mTORC2 in different cancer types such as prostate, breast, lung cancer, glioblastoma (GBM), pancreatic cancer, and T-cell acute lymphoblastic leukemia (T-ALL) (Table 1) (41, 43, 66–68). Specific ablation of the mTORC2 component, RICTOR, significantly delays pancreatic tumorigenesis. Interestingly, combined inhibition of mTORC1/2 and PI3K significantly prolonged survival in late-stage tumor in-vivo. Suggesting that targeting mTORC2 as a potential therapeutic strategy for the clinical intervention of pancreatic cancer (68). Overexpression of RICTOR has been detected in 74.0% of gastric cancers (69) and was associated with tumor progression, lymph node metastasis, and poor prognosis in patients with gastric cancer (69). Targeting of mTORC2 either by kinase inhibitors or RICTOR knockdown induces apoptosis of breast cancer cells and suppresses cell migration and metastasis (70, 71). Additionally, RICTOR deficiency results in a substantial decrease in pAktSer473 level and significantly reduces the proliferation of colorectal cancer cells and tumor growth (72). Glucose-induced RICTOR acetylation promotes mTORC2 activation, and driving therapeutic resistance to inhibitors of the PI3K pathway result in promoting epidermal growth factor receptor vIII (EGFRvIII)-dependent signaling in glioblastoma cells (73). RICTOR upregulation was found to be contributed to the hyperactivation of Akt, aggressive breast cancers, and decreased overall survival. Additionally, ablation of RICTOR/mTORC2 signaling subsequent RICTOR knockdown or treatment with mTORC1/2 dual kinase reduced Akt-mediated tumor cell survival and promoted lapatinib-mediated cell killing in HER2+ breast cancer cells, a dual HER2/EGFR tyrosine kinase inhibitor (41). Metabolic reprogramming-mediated by mTORC2 has been shown to promote tumorigenesis, where it augments tumor growth by providing lipids necessary for growth and energy production. In liver-specific PTEN−/− and Tsc1−/− mouse models, oncogenic activation of mTORC2 resulting in activation of SREBP1 which promotes de novo fatty acid and lipid synthesis such as sphingolipids, glycerophospholipids, and cardiolipins to increase mitochondrial respiration (74). These results highlighs the importance of mTORC2 signaling in cancer, and mTOR inhibition serves as a promising therapeutic strategy for the clinical intervention of cancer.



The PI3K/Akt/mTOR Signaling Network and Tumor Microenvironment

The TME is complex and composed of diverse cell types and non-cellular components such as numerous growth factors, cytokines, chemokines, and other tumor-promoting molecules released or created by the extracellular matrix (75). Nonmalignant cell components of TME include CAFs, adipocytes, vascular endothelial cells, and different immune cell types such as regulatory T cells (Treg), tumor-associated macrophages (TAM), myeloid-derived suppressor cells (MDSCs), B lymphocytes, dendritic cells (DCs), natural killer (NK) cells and natural killer T (NKT) cells, (1, 76). The nonmalignant cells component of TME exhibit a dynamic and often tumor-promoting role at all stages of carcinogenesis (76). Emerging evidence indicates that the crucial regulatory role of the PI3K/Akt/mTOR axis in differentiation, activation, homeostasis, and effector functional properties of immune cells to coordinate and shape the innate and adaptive immunity (12, 77). PI3K/Akt/mTOR axis can sense and integrate inputs from a variety of environmental signals in the context of TME to regulate the immune cell trafficking, polarization, and their functional properties to promote tumor progression and metastasis. Likewise, activation of the PI3K/Akt/mTORC1 pathway is critical for the development and metabolic reprogramming of effector CD4+ and CD8+ T cells (78, 79). Both mTORC1 and mTORC2 mainly function as crucial signaling nodes that receive and integrate multiple upstream input signals from T cell receptor (TCR) (known as signal 1), several costimulatory molecules (known as signal 2), and different cytokine exposure (known as signal 3) to coordinate the downstream signaling programs for regulating immune receptor signaling pathways, transcriptional and metabolic programming and migratory activity. The signal transduction pathway mediated by mTOR ultimately determines the T cell homeostatic and dictates immune cell fate decisions in effector, memory, and Tregs cells (13, 80). Rheb-deficient T cells were unable to generate Th1 and Th17 responses in vitro and in vivo and failed to induce classical experimental autoimmune encephalomyelitis (EAE). However, they sustained their ability to become Th2 cells. Alternatively, specific elimination of mTORC2 signaling by selective conditional deletion of the RICTOR in T cells blocked selective Th2 cells development in vitro and in vivo but preserved their ability to differentiate into Th1 and Th17 cells. Additionally, selective deletion of both mTORC1 and mTORC2 signaling were necessary for the generation of immunosuppressive Treg cells in the absence of exogenous transforming growth factor (TGF)-β (78).

Metabolic reprogramming-mediated by mTOR complexes implicates in orchestrating the interaction of TME components, particularly immune cells and neoplastic cells, suggesting the crucial role of PI3K/Akt/mTOR in the determination of tumor development, progression as well as drug resistance. Thus, with regard to the many actions in which mTOR is involved, the inhibition of PI3K/Akt/mTOR holds enormous potential to bring about novel therapeutic targets or strategies for reducing cancer cells proliferation, migration, invasion, and survival and enhancing the efficacy of the tumor immunosurveillance through both the downregulation of the immunosuppressive pathways and the activation of anti-tumor immunity in combination with agents able to negate immune suppression and boost T cell immunity. However, recent studies have demonstrated that the mTOR blockade has surprising immunostimulatory effects by enhancing the generation of memory precursor effector cells that survive and differentiate into long-lived CD8+ memory cells, allowing better clearance of tumor cells (81). Consequently, the pharmacologic or genetic targeting of key components of this signaling pathway is a potential therapeutic target for clinical intervention patients with a range of different cancers.



CD4+ Subsets and CD8+ T Lymphocytes and Tumor Cells in TME: In Competition for Nutrition

As was mentioned above, malignant cells undergo metabolic reprogramming characterized by enhancing glucose uptake and aerobic glycolysis, glutamine uptake and glutaminolysis, oxidative phosphorylation (OXPHOS), and lipid metabolism. These metabolic alterations support critical metabolites and energy for rapid malignant proliferation, growth, invasion, metastasis in a nutrient fluctuating environment (6). Similar to cancer cells, immune cells also undergo metabolic reprogramming during development, activation, and effector or memory differentiation, resulting in distinct functional fates (82). T cells are divided into several distinct subtypes and can destroy target tumor cells directly or indirectly by synthesizing and releasing various biological molecules. In addition, each subset of T cells exhibits distinct unique metabolic demands for biological energy and biosynthesis and signaling pathways that contribute to its fate and function (82). Naïve T cells undergo extensive changes in their metabolic properties during proliferation, differentiation, and capacity to differentiate into distinct effector subtypes as well as their effector function. Naïve T cells mostly rely on lower metabolic demand and have a catabolic metabolism by which they use glucose, fatty acids, and amino acids for ATP generation through the TCA cycle and OXPHOS. Upon antigen stimulation, T cells significantly alter their metabolism to support these increased synthetic demands, and the cells transition into anabolic metabolism mediated by glycolysis and glutaminolysis to obtain energy for cell growth, proliferation, differentiation, and cytokine secretion (80).

In the context of heterogeneous TME, the nutrient interplay between malignant and nonmalignant cells, especially immune cells, can potentially influence tumor cells growth, survival, and function. Tumors might inhibit immunity through nutrient consumption and simultaneously produce metabolites to inhibit T cell function, resulting in tumor escape from the immune system. Within the TME, tumor cells outcompete T cells for glucose, leading to sustained mTOR signaling and glycolysis in the tumor cells and, consequently, tumor progression. Conversely, decreased glucose concentrations following enhanced glucose consumption by tumor cells result in downregulation of mTOR activity in antitumor immune cells, glycolysis, and chemokine secretion (83). In turn, the downregulation of mTOR activity in T cells impairs their metabolic reprogramming and function and facilitates tumor immune escape. Additionally, increased glycolysis by tumor cells leads to the release of lactate via monocarboxylate transporter 4 (MCT4), which promotes immunosuppression and angiogenesis (Figure 2) (84).

Glucose deprivation or reduction in TME following consumption by cancer cells metabolically restricts aerobic glycolysis in tumor-infiltrating T cells, resulting in T cell dysfunction and impairing T cell-mediated immunosurveillance and enhancing immunosuppressive properties of tumor-infiltrating lymphocytes (TILs) (83, 85). In addition, glycolysis is obligatory for T cell maturation, expansion, and effector function during an immune response (86). Nutrient competition distinctly can affect TILs activity, and antigen-specific T cell effector function can be affected by tumor cell numbers and glucose concentrations in vivo. In this regard, TILs showed a reduction in mTOR activity and interferon (IFN)-g production. Therefore, mTOR activity may directly or indirectly reflect the nutritional and functional status of immune cells and cancer cells (Figure 2) (83). Ligations of immune checkpoint receptors CTLA-4 and PD-1 have been revealed to suppress the PI3K/Akt/mTOR signaling pathway resulting in diminished IL-2 production, Bcl-xL expression, glucose uptake, and glycolytic rate (87). PD-1 is expressed by activated T lymphocytes and is a crucial immune checkpoint receptor that mediates immunosuppression upon binding to its ligand PD-1 ligand-1 (PD-L1) expressed by tumor cells. They are considered to be the central mediator of immunosuppression in the tumor immune TME. Loss of PTEN expression and subsequently constitutive PI3K/mTOR activation contributed to the upregulating cell surface PD-L1 expression in triple-negative breast cancer (TNBC). Interestingly, treatment of breast cancer cells with either the Akt inhibitor or the mTOR inhibitor was associated with a markedly decrease in PD-L1 cell surface expression (Figure 2). Furthermore, elevated levels of PD-L1 expression following PTEN knockdown results in decreased proliferation and increased apoptosis in activated T cells and raise the possibility that targeting the PI3K/mTOR pathway as a therapeutic strategy may augment adaptive immune responses against cancer (88). Targeting the PD-L1/PD-1 pathway has consistently shown significant and promising therapeutic efficacy in patients with advanced cancers (89). However, PD-L1 is well known to inhibit T cells via PD-1, it is now elucidated that it serves additional biological advantages for tumors. Chang et al. showed that PD-L1 on the tumor cell surface sustains Akt/mTOR signaling, which in turn promotes glycolysis by enhancing the glycolysis enzymes (83). Therefore, PD-L1 blockade therapy reduced mTOR activity and mTOR–mediated upregulation of glycolysis in tumor cells, which, in turn allowing more available glucose within the extracellular milieu of the tumor and restores TILs glycolytic capacity and, as a result, their effector function (83). Hence, anti-PD1 treatment not only blocks inhibitory receptors but also can suppress tumor growth by directly regulating tumor cell metabolism via modulating mTOR activity and reducing the glucose exhaustion in TME, which promotes CD8+ cytotoxic T lymphocyte (CTL) functions, suggesting a very effective and promising advancement for therapies targeting both tumor immunity and TME.

In contrast to PD-1 and CTLA-4 which, inhibit the mTOR-mediated upregulation of glycolysis, the co-stimulation of CD28 signaling pathway and signaling mediated via cytokines such as IL-2 and IL-15 activates PI3K/Akt/mTOR pathway to promote the switch the T cell metabolism to glycolysis (Figure 2) (90, 91). Therefore, preventing the metabolic activity of tumor cells by modulating the PI3K/mTOR pathway may have the potential enormous to enhance glucose availability to T cells, thereby enhancing the antitumor activity of T cells.

Tumor cells can also influence the TME by releasing extracellular signals which, derive suppression of T cell function in the TME. For example, dying or necrotic tumor cells release high-[K+]e, which induces the inhibition of TCR-mediated Akt and mTOR phosphorylation and upregulates inhibitory protein PD-1 which, resulting in profound effects on tumor-resident T cell metabolic pathway and induces T cell suppression (92). The elevated K+ concentration leads to more K+ entering into the T cells through a pump or leak channels resulting in an increase in intracellular K+ levels. In this milieu, elevated K+ drives hypophosphorylation of the Akt/mTOR pathway and suppression of T cells in a PP2A-dependent manner (Figure 2) (93). PTEN loss and PI3K/Akt pathway activation in melanoma are associated with resistance to T cell-mediated tumor killing, reduced T cell infiltration at tumor sites, likely due to increased secretion of immunosuppressive cytokines by cancer cells, and resistance to immune checkpoint inhibitors (94). The emerging evidence highlights that sensing of amino acids by the mTOR pathway in immune cells is crucial for their proliferation, metabolism, and activation (95). T cell activation is associated with the rapid uptake of amino acids such as glutamine and leucine that is essential for appropriate metabolic reprogramming (96). Indeed, an influx of branched-chain amino acids (BCAAs) such as leucine and glutamine regulate a broad range of immune cell functions through modulating mTORC1 activation. Sensing of amino acids such as arginine, glutamine, and leucine regulate the recruitment and localization of mTORC1 from the cytoplasm to the lysosomal surface via the RAS-related GTP-binding proteins (RAGs), where enhances mTORC1 activity by bringing the complex in contact with Rheb, which strongly stimulates the kinase activity of mTORC1 (Figure 1) (97). The Rag complex, specially RagD, is required for CD8+ T cell antitumor immunity, and RagD deficiency induces a dysfunctional phenotype in CD8+ TILs. Amino acids promote the RagD-mediated translocation of mTORC1 to lysosomes, which render the maximal mTORC1 activity in CD8+ TILs. Tumor cells reduce T cell access to leucine and therefore impair leucine-driven mTORC1 activation, which eventually impairs the CD8+ TIL antitumor immunity (98).

Cancer cells activity impacts immune cells by depleting specific amino acids in the tumor milieu and creating an immunosuppressive TME. For example, the release of cytosolic arginase 1 (ARG1) or mitochondrial arginase 2 (ARG2) results in diminished levels of arginine, reduced mTOR activity, and inhibition of T cells in the TME (99). Upregulation of indoleamine-2,3-dioxygenase 1 (IDO1) and tryptophan-2,3-dioxygenase 2 (TDO2) by cancer cells result in the tryptophan degradation into kynurenine. While tryptophan deprivation suppresses proliferation and promotes apoptosis in T cells in the TME, secreted kynurenine supports Treg cells phenotype in an aryl hydrocarbon receptor (AhR) repentant manner, which further suppresses immune responses (100). T cell suppression may result from a reduction in mTORC1 following a reduction in intracellular amino acid levels. Additionally, overexpression of mTORC2 target SGK1 is correlates with tumor growth and invasion in various cancers (101). In gastric tumors, overexpression of the SGK1 target, NDRG1, is suggested to stimulate IL-1 expression and induce tumor angiogenesis through JNK/AP-1 activation. NDRG1 is considered as a metastasis suppressor in many cancer types (102). Additionally, NDRG1 overexpression is associated with enhanced upregulation of angiogenic CXC chemokines, vascular endothelial growth factor A (VEGF-A), matrix metalloproteinase (MMP)-1, and cell invasion, which supports angiogenesis and malignant progression (Figure 2) (103).

Taken together, these data suggest that enhanced PI3K/Akt/mTOR signaling in cancer cells may affect T cells fate, and thereby influencing tumorigenesis and malignant progression.



mTOR Regulates Treg/Th17 Balance in the Tumor Microenvironment

Treg cells are an immunosuppressive subset of CD4+ T lymphocytes, characterized by the expression master transcription factor forkhead box protein P3 (Foxp3). Foxp3+ Tregs play an indispensable role in maintaining  self‐tolerance and cancer immune evasion through their role as a suppressor of the effector T cells. High numbers of tumor-infiltrating Foxp3+ Tregs and decreased ratios of tumor-infiltrating CD8+ T cells in the tumor infiltrate are correlated with promoting tumor development and progression in several tumor types (104, 105). Under normally activating conditions, the reduction in mTOR signaling following mTOR inhibition is associated with Treg expansion. Both pharmacological and genetic disruption of the mTOR signaling induce expansion of the expansion of Tregs by promoting the expression of Foxp3 (106). Conversely, the PI3K/Akt/mTORC1 signaling pathway promotes Th17 cell differentiation. mTOR-dependent upregulation of S6K2 allows S6K2 to interact with RORγ, hence accelerating the nuclear translocation of RORγ and Th17 differentiation. Additionally, the PI3K/Akt/mTORC1/S6K1 axis induces the downregulation of growth factor‐independent protein 1 (Gfi1), a negative regulator of Th17 differentiation in an S6K1/2-dependent manner (107).

It has also been confirmed that the metabolic programming-mediated by mTOR in TME can influence the Treg differentiation, motility, and immunosuppressive functions. The migration of activated Treg cells to inflamed tissue, including TME, is critical for their immune-modulatory function. Migration of Treg cells requires glycolysis mediated by the enzyme glucokinase (GCK) induced by a PI3K-mTORC2 pathway. Activation of mTORC2, but not mTORC1, following CD28 stimulation on the surface of activated Treg, induces glucokinase expression. Subsequently, glucokinase induces the rearrangement of the cytoskeleton by triggering intense actin remodeling and ultimately promotes the migration of Tregs into tumor tissues (Figure 3) (108). The toll-like receptor (TLR)-mediated activation of the PI3K/Akt/mTORC1 signaling pathway also implicates metabolic reprogramming in Treg cells in TME that promotes Treg cell proliferation. It has been shown that ligation of TLR1 and TLR2 on activated Treg cells activates the PI3K/Akt/mTORC1 signaling pathway, which in turn promotes the expression of glucose transporter Glut1 on the cell membrane. Glut1 subsequently increases glucose uptake and therefore promotes glucose metabolism via glycolysis, supporting the energy demand for Treg cells proliferation and inflammatory function. However, TLR-mediated activation of the PI3K/Akt/mTORC1 signaling pathway impairs the immunosuppressive capacity of Treg cells. Conversely, the transcription factor Foxp3 opposed PI3K/Akt/mTORC1 signaling to reduce glucose uptake, glycolysis, anabolic metabolism while enhancing oxidative and catabolic metabolism. Hence, local inflammatory stimulus and Foxp3 reprogram Treg cell metabolism by balancing mTORC1 signaling and glucose metabolism to promote the proliferation and suppressive function of Treg cells (109). The above findings were consistent with some previous studies, for example, AMPK activation following metabolic stresses such as increased ATP: ADP ratios during hypoxia suppresses the expression of Glut1 and glycolysis in Tregs by modulating the mTORC1 signaling pathway and reprogramming Treg cell metabolism to promote mitochondrial oxidative metabolism rather than glycolysis (Figure 3) (110).




Figure 3 | mTOR-mediated regulation of immune cells fate in the tumor microenvironment. Activation of mTORC2 following CD28 stimulation induces GCK expression. GCK promotes the migration of Tregs into tumor tissues via inducing rearrangement of the cytoskeleton. Inflammatory stimulus and Foxp3 reprogramming Treg cell metabolism by balancing mTORC1 signaling and glucose metabolism to promote the proliferation and suppressive function of Treg cells. TLR-mediated activation of mTOR impairs Treg cells suppressive capacity. In contrast to the mTOR pathway, Foxp3 reduces glucose uptake, glycolysis, and anabolic metabolism while enhancing oxidative and catabolic metabolism. AMPK activation following metabolic stresses such as increases in ATP: ADP ratio during hypoxia suppresses the expression of Glut1 and glycolysis in Tregs by modulating the mTORC1 signaling pathway, which reprograms Treg cell metabolism to promote mitochondrial oxidative metabolism rather than glycolysis. Interaction of PD-L1 on tumor cells with PD-1 on tumor-specific T cells promotes differentiation of naïve CD4+ T cells into Tregs. Downregulation of glutamine and leucine metabolism support Tregs differentiation while repressing the differentiation of Th1 and Th17 effector. In the TME, the upregulation of ARG-1 and iNOS expression in MDSCs results in the depletion of L-Arginine. ARG1-mediated hydrolysis of L-Arginine leads to urea production, which subsequently induces metabolic reprogramming of various cellular components in TME, especially T cells, by suppressing the mTOR signaling pathway. TAMs-derived exosomes enriched ApoE promotes the migration of gastric cancer cells by activating the PI3K/Akt/mTOR signaling pathway. Additionally, PI3K/ Akt/mTOR pathway increases the infiltration of immune-suppressive monocytes into tumor sites via inducing the expression of MCP-1 and IL-10, mainly through TGF-β1. Hypoxia-induced tumor exosomes that contain let-7a miRNA promote OXPHOS activity and downregulate insulin/Akt/mTOR signaling pathway in bone marrow-derived macrophages and promote polarization of infiltrating macrophages to an M2-like phenotype. mTOR inhibition suppressed the immunosuppressive function of MDSCs via blocking the iNOS pathway and ARG-1 activity. TAM, tumor microenvironment; GCK, glucokinase; mTOR, mammalian target of rapamycin; TLR, Toll-like receptor; Treg, regulatory T cell; Glut1, glucose transporter 1; ARG1, arginase 1; iNOS, inducible nitric oxide synthase; ApoE, apolipoprotein E; MCP-1, monocyte chemoattractant protein-1; ARG1, arginase 1; MDSC, myeloid-derived suppressor cells; PD-1, Programmed cell death protein 1; OXPHOS, oxidative phosphorylation; REDD1, regulated in development and DNA damage responses 1; TGF-β1, Transforming growth factor β1; Foxp3, factor forkhead box protein P3.



Interaction of PD-L1 on tumor cells with PD-1 on tumor-specific T cells promotes differentiation of naïve CD4+ T cells into Tregs, leading to immune suppression that supports tumor growth (111). Selective inhibition of mTORC1 signaling via deletion of RAPTOR reduces the PD-1, CTLA-4, and inducible T cell co-stimulator (ICOS) expression by effector Treg cells (112). It has also been revealed that PD-L1 expression regulates the development, maintenance, and functional properties of induced Treg (iTreg) through enhancing and sustaining the Foxp3 expression and hence, the suppressive function of iTreg cells (Figure 3) (111). Furthermore, both oncogenic and IFN-γ-mediated membranous expression of PD-L1 is associated with the Akt/mTOR pathway upregulation on NSCLC cells. Further study showed that the combination of mTOR inhibitor rapamycin and a PD-1 blocking antibody efficiently suppressed lung tumor growth (113).

Downregulation of glutamine and leucine metabolism repress the differentiation of Th1 and Th17 effector T cells while preserving Treg differentiation (96, 114, 115). The activation of the mTORC1 pathway is also essential for the expression of c-Myc, which plays a critical role in cell growth, differentiation, and various metabolic activities (116, 117). A decrease in the rates of glutamine metabolism led to the downregulation of the mTOR pathway and subsequently less Myc expression, thus resulting in a defect in the upregulation of the metabolic machinery essential for differentiation. In addition, glutaminase converts glutamine into glutamate to support the TCA cycle in growing cells (96, 114, 115). Glutamate deprivation or amino acid transporter SLC1A5 (ASCT2) deficiency was found to promote Treg cell generation (96, 118). In contrast to glutamine, the increased intercellular concentration of L-Arginine directly enhances remarkable metabolic reprogramming and survival capacity of CD4+ and CD8+ T cells, independently of mTOR signaling or downstream metabolites, thus, improves anti-tumor activity (119). Interestingly, elevated intracellular L-Arginine levels suppress T cell differentiation, improve T cell survival and sustain cells in a T central memory-like state. In the TME, the upregulation of ARG-1 and inducible nitric oxide synthase (iNOS) expression in MDSCs results in the depletion of L-arginine in the microenvironment which is necessary for T cell proliferation (120). ARG-1-mediated hydrolysis of L-arginine leads to the production of urea which subsequently induces metabolic reprogramming of various cellular components of local TME, especially T cells, by suppressing the mTOR pathway (Figure 3) (121). Hence, the beneficial influence of L-Arginine on T cell survival and anti-tumor functionality may be exploited therapeutically to enhance treatment regimens and better outcomes for cancer-bearing patients, for instance, to improve adoptive T cell therapies.



mTOR Pathway Mediates Polarization of Tumor-Associated Macrophage Into M2 Macrophage

Macrophages are a highly heterogeneous  population of immune cells and are distinctly subdivided into M1 and M2 phenotypes. Of these, M1 macrophages (classically activated macrophages), which develop in the presence of intracellular pathogens and their components, such as lipopolysaccharide (LPS) or Th1 cytokines (such as IFN-γ and TNF-α), are pro-inflammatory with cytotoxic properties and responsible for inflammatory signaling, while M2 macrophages (alternatively activated macrophages) that respond to type II cytokines such as IL-4 and IL-13 are anti-inflammatory macrophages that implicate in the restriction of the inflammatory process and prevent tumor cell attack by immune cells (122). Within the context of the TME, macrophages are the main and critical cell populations implicated in the inflammatory process associated with tumor growth and progression (123). TAMs mainly represent an M2-like phenotype, the major population of infiltrating inflammatory immune cell components of the TME, and play a key role in promoting tumorigenesis through mechanisms such as stimulation of angiogenesis, enhancement of tumor migration, immune evasion, chemoresistance, and exert local immunosuppressive effects (124). Metabolic reprogramming-mediated by Akt/mTOR pathway has been shown to be required for determining the activation status of macrophages, the polarization of macrophages toward the M1 or M2 phenotype, and the acquisition of macrophages effector activity, depending on the context in which they are, including the TME (125). Pharmacological inhibition of mTOR by rapamycin has been found to affect macrophage survival and polarization by inducing macrophage apoptosis during M0/M2 and reducing M2 polarization and conversely promoting a shift to an M1-like profile and enhancing M1 phenotype polarization in human and murine macrophages. Beyond the impact on macrophage polarization, mTOR inhibition was associated with modification on macrophage phenotype and cytokine/chemokine secretion profile, with the M2 most profoundly affected (126, 127). Accumulation of TAMs associate with tumor progression and angiogenesis. mTOR pathway is crucial element in the regulation of monocyte polarization into TAMs. Rapamycin treatment promotes the differentiation of monocytes into M1 macrophages releasing more IL-12 and less IL-10, whereas TSC2 knockdown-mediated mTOR activation caused the monocytes to differentiate into M2 macrophages releasing less IL-12 and more IL-10. Furthermore, infusion of mice with TSC2-deficient or TSC2-overexpressing monocytes promote or reduces tumor angiogenesis and growth in murine xenografts by modulating macrophage polarization, respectively (128). Zhao et al. demonstrated that renal cell carcinoma cells are able to recruit macrophages into TME through increasing C-X-C motif chemokine ligand 8 (CXCL8) cytokine expression. Increased infiltrating macrophages were associated with increased renal cell carcinoma cells invasion capabilities and metastasis via inducing the epithelial-mesenchymal transition (EMT) and increased cancer stem cell-like populations by activating the Akt and mTOR signaling pathway (129). In addition, TAMs-derived exosomes enriched apolipoprotein E (ApoE) promote the migration of gastric cancer cells by activation of PI3K/Akt/mTOR signaling pathway (Figure 3) (130).

M1 and M2 macrophages require distinct metabolic programs. While M1 macrophages are known to rely on aerobic glycolysis and lipogenesis programs, M2 macrophages increase glucose utilization, upregulate fatty acid oxidation (FAO), and oxidative phosphorylation (OXPHOS) (131, 132). Macrophage colony-stimulating factor (M-CSF) synergizes with IL-4 couple mTORC2 activation with STAT6 signaling which enhances glycolysis during M2 macrophage activation via the induction of the transcription factor interferon regulatory factor 4 (IRF4) (132). Additionally, PI3K/Akt signaling axis was shown to increase the infiltration of immune-suppressive monocytes to tumors via monocyte chemoattractant protein-1 (MCP-1) expression and IL-10, mainly through TGF-β1 (Figure 3) (133).

Immunosuppressive TME contains a large number of arginine1 positive (ARG1+) macrophages (121, 134). ARG1 production by macrophages stimulated via Th2 cytokines, myeloid suppressor cells, and peripheral myeloid cells in the TME downregulates CD3ζ expression, a hallmark of T cell dysfunction in cancer patients, which results in suppression of TCR expression and antigen-specific T cell response (135–137). Additionally, arginine-starvation arrests T cells in the G0/G1 phase of the cell cycle as a result of an impaired expression of cyclin D3 and cyclin-dependent kinase 4 (cdk4) in T cells by reducing mRNA stability and ultimately downregulation of translational rate (138, 139). These results may help develop novel immunotherapeutic avenues to target arginase as an important step in the success of immunotherapy. TAMs-derived products can mediate the activation of PI3K/Akt/mTOR, which, in turn, is associated with drug resistance cancer.For example, enhanced CC‐chemokine ligand 2 (CCL2) secretionby TAMs increases endocrine resistance in breast cancer cells via activation of the PI3K/Akt/mTOR signaling pathway. Reciprocally, endocrine‐resistant breast cancer cells activate the mTORC1‐FOXK1 pathway of macrophages by altering amino acid metabolism in the microenvironment, which enhances M2 macrophage polarization and CCL2 secretion by macrophages. Thus, CCL2 plays a critical role in this malignant feedback loop. Additionally, a high expression level of CCL2 in the stroma is associated with infiltration of CD163+ macrophages and poor progression‐free survival (PFS) of patients with estrogen receptor‐positive breast cancer. CD163 is a member of the scavenger receptor cysteine-rich (SRCR) protein family, which is considered a highly specific monocyte/macrophage marker for polarization of M2‐type macrophages (140). Interestingly, IL-4 signaling co-opts the Akt-mTOR signaling axis to induce the expression of a subset of M2-associated genes by promoting the glucose uptake, glycolysis, and production of cytosolic acetyl-CoA. An increased acetyl-CoA activity mediates epigenetic reprogramming through gene-specific histone acetylation to control M2 polarization and activation (141).

Hypoxia conditions have been revealed to promote tumor secretion of exosomes enriched in immunosuppressive components. Hypoxia-induced tumor exosomes containing let-7a microRNA (miRNA) enhance mitochondrial OXPHOS activity and suppress insulin/Akt/mTOR signaling pathway in bone marrow-derived macrophages (BMMs), as a result, promotes polarization of infiltrating macrophages to an M2-like phenotype. Therefore, biomolecule-loaded exosomes, such as let-7a, enhance tumor immune evasion and tumor progression by promoting changes in immunometabolic profile of infiltrating monocyte-macrophage population (Figure 3) (2, 142). miR-100 is highly expressed in TAMs and promotes M2-polarization of macrophages, and maintains TAMs phenotype through the downregulation of the mTOR signaling pathway. Furthermore, elevated expression of miR-100 in TAMs is associated with secretion of immunosuppressive cytokine IL-1ra through stat5a-mediated transcriptional regulation, which promotes cell stemness and tumor metastasis  via stimulating the Hedgehog signaling pathway. These findings highlight that the mTOR pathway/miR-100/IL-1ra axis may play an essential role in maintaining the TAMs phenotype and promoting tumor metastasis (Figure 3) (143).

miR-484 exhibits significant anticancer properties by indirectly affecting mTOR-mediated macrophage activation via inhibition of CD137L. CD137L promotes cell viability via the PI3K and mTOR cell pathways and increases IL-8 (CXCL8) production, which results in promoted recruitment of macrophages and neutrophils into the TME (144).

Hypoxic TAMs acquire metabolic changes that promote their angiogenic and immunosuppressive properties. REDD1, a negative regulator of mTOR significantly upregulates in hypoxic TAMs results in suppressing glycolysis in TAMs and inhibiting their excessive angiogenic response. REDD1 deletion in TAMs increases glucose uptake by upregulating Glut1 and glycolysis in an mTOR-dependent manner. These events enhance their rates of glycolysis to a level that competes with neighbouring endothelial cells for glucose, resulting in reducing endothelial glucose availability and persuading them for competition with TAMs for glucose uptake. This metabolic competition over glucose promotes the formation of organized tumor vasculature restores oxygenation within the tumor, and prevents metastases. These results exhibit the functional link between TAM metabolism in hypoxia and tumor angiogenesis (145).

In this regard, targeting the mTOR pathway can be used as a potential therapeutic strategy in an attempt to modulate macrophage responses in the context of TME to promote antitumor immunity with therapeutic benefit in a broad range of cancers.



mTOR Pathway Drives Tumor-Induced Myeloid-Derived Suppressor Cells Accumulation to Induce Tumor Progression

MDSCs represent a population of a heterogeneous group of immature myeloid cells defined as CD11b+ Gr1+ cells that are characterized by the ability to suppress both adaptive and innate immunities during cancer, infection, and inflammatory diseases. Based on Ly6G and Ly6C expression, MDSCs can be further stratified into two distinct subsets of CD11b+ Ly6G+ Ly6Clow granulocytic MDSC (G-MDSC) and CD11b+ Ly6G+ Ly6Chigh monocytic MDSC (M-MDSC) cells. MDSCs are known as ‘queen bee’ of TME as they can suppress both innate and adaptive immunity through diverse mechanisms, especially to suppress T cell responses (146, 147). Recently, mTORC1 has been demonstrated to play a pivotal role in the differentiation and function of MDSCs. Specific inhibition of mTORC1 signaling by either immunosuppressant drug rapamycin or genetic deletion decreased the differentiation and accumulation of M-MDSCs  in tumors and skin allografts. Alternatively, in conditional disruption of mTORC2 signaling via deletion of RICTOR, the differentiation of MDSCs remained unaffected. Furthermore, mTOR inhibition suppressed the immunosuppressive function of MDSCs via blocking the iNOS pathway and ARG-1 activity. Additionally, mTORC1 activity is necessary for fine-tuning the immunosuppressive CD11b+ Ly6Chigh M-MDSC maturation and their functional properties by enhancing cellular glycolysis activity (Figure 3) (146). Tumor-infiltrating M-MDSCs represent a high level of mTOR phosphorylation. In turn, mTOR-mediated glycolysis is associated with the promoted suppressive function of tumor-infiltrating M-MDSCs (146). In the TME, the upregulation of ARG-1 and iNOS expression in MDSCs leads to the depletion of L-Arginine in the microenvironment, which is necessary for T cell proliferation (120). Further studies for identification of the role of mTOR in the differentiation of MDSCs showed that pharmacological inhibition of mTOR by rapamycin significantly reduces glucose uptake and lactate production during MDSCs induction. Rapamycin treatment reduces the expression of genes encoding glycolytic enzymes, including the transporter Glut1 and glycolytic enzymes hexokinase 2 (HK2), phosphofructokinase 1 (PFK1), pyruvate kinase muscle (PKM), and LDHA (lactate dehydrogenase-α) in CD11b+Ly6Chigh M-MDSCs (Figure 3) (148). mTOR-mediated upregulation of granulocyte colony-stimulating factor (G-CSF) in tumor-initiating cells (TICs) dictates the recruitment of pro-tumorigenic MDSCs into TME. Accumulated MDSCs reciprocally increase TICs frequency by upregulating Notch signaling within tumor cells, suggesting a potential role of mTOR–G-CSF axis in creating a feed-forward loop between TICs and within the TIME. Furthermore, rapamycin-mediated inhibition of mTOR leads to reduced TIC levels (149). TGF-β is another factor that promotes the recruitment of MDSCs to the TME. TGF-β directly induces differentiation of MDSCs into CD39high/CD73high pro-tumorigenic terminally differentiated myeloid mononuclear cells (TDMMCs) (150). CD39+CD73+ MDSCs have been reported to be dominantly accumulated in the tumor and peri-tumoral stroma of NSCLC patients which is characterized by enriched suppressive molecular signatures. TGF-β-mediated upregulation of mTOR resultes in the activation of hypoxia-inducible factor-1α (HIF-1α) that induces CD39/CD73 expression on tumor-infiltrating MDSCs. Indeed, rapamycin-mediated inhibition of mTOR abrogates the TGF-β-mediated induction of CD39/CD73 expression on MDSCs by disruption of HIF-1α (151). Additionally, tumor-infiltrated MDSCs can dictate their tumor-promoting effect by determining the fate of the TME components. It has been shown that conditioning of T cells with MDSCs leads to reduced mTOR activity in T cells as well as increased adoptive T cell-based immunotherapy (ACT) anti-tumor efficacy, suggesting the critical role of MDSCs in mTOR-mediated CD8+ T cells differentiation into effector populations (152). However, several lines of evidence have identified that the mTOR inhibition promotes the development of memory CD8+ T cells (13, 77, 81).

Tumor-derived factors also play an indispensable role in the upregulation of specific miRNAs in MDSCs to regulate molecular networks controlling the accumulation and function of tumor-infiltrating MDSCs. TGF-β1-mediated upregulation of miR-494 in MDSCs supports tumor cells proliferation and metastasis by regulating the activity of MDSCs via targeting mTOR inhibitor PTEN. Similarly, tumor-derived granulocyte‐macrophage colony‐stimulating factor (GM‐CSF) induces the expression of miR-200c in tumor environment, and miR-200c, in turn, enhances the expansion and immune suppressive potential activity of MDSCs through negatively targeting PTEN and friend of Gata 2 (FOG2) expression. FOG2 and PTEN downregulation lead to activation of the PI3K/Akt/mTOR signaling pathway to enhance the expansion and immune suppressive potential of MDSCs (Figure 3) (153). Thus, tumor-derived factors induced by miRNAs support the tumor growth and progression by regulating the activity of MDSCs via targeting PTEN, which activates the Akt/mTOR signaling axis.

Taken together, these findings highlight the potential role of mTOR signaling in the differentiation and recruiting pro-tumorigenic MDSCs cells to dictate an immunosuppressive tumor environment.



mTOR-Dependent Mechanisms in Tumor Microenvironments Polarize Neutrophils Toward Pro-Tumoral Phenotypes

Neutrophil granulocytes have long been regarded as the most abundant type of granulocytes and the first line of defence against infections and inflammatory conditions. Whereas, several reports have provided evidence for tumor-associated neutrophils (TANs) with potential anti-tumor and anti-metastatic properties (N1 phenotype) with direct cytotoxicity toward tumor cells, others have reported their pro-tumor functions (N2 phenotype) such as supporting angiogenesis, degrading extracellular matrix, promoting the migratory and invasive potential of tumor cells, and shaping the TME toward a more immunosuppressive state (154). Both mTORC1 and mTORC2 complexes are remarkably implicated in the regulation of numerous neutrophil functions, such as chemotaxis, neutrophil extracellular trap (NET) formation, and expression of pro-inflammatory cytokines (12). mTORC2-dependent regulation of Myosin II is essential for neutrophil polarity and migration (155). It has been exhibited that TME resident immune cell subpopulations such as TAMs and TANs secret soluble factors such as Oncostatin M (OSM), an inflammatory cytokine belonging to the IL-6 superfamily, which in turn, promotes polarization of TAMs into pro-tumorigenic M2 phenotype in a mTORC2/Akt1-dependent manner (Figure 2) (156). However, hepatoma-derived soluble factors, including hyaluronan fragments, upregulate the functional LC3 and autophagosomes in neutrophils, resulting in increased autophagy which was unrelated to the deactivation of the mTOR signaling pathway. Interestingly, upregulated neutrophil autophagy was associated with prologue production of pro-metastatic OSM and MMP-9 and promoted metastasis (157). Senescence-associated secretory phenotype (SASP) process refers to the accumulation of proinflammatory mediators and growth-promoting factors secreted by senescent cells in the NF-kB and STAT3 signaling-dependent manner. Loss-of-function mutations of oncogenic molecules such as P53, RAS, Notch or mTOR pathway cause to an alternative SASP that correlated with the induction of chronic inflammatory conditions providing an immunosuppressive TME. In this context, immunosuppressive myeloid cells, including macrophages and neutrophils, suppress NK and CD8+ T cell-mediated anti-tumor response and hence augment tumorigenesis (158). The mTOR-S6K1 pathway plays a key role in the neutrophil chemotaxis. In the presence of either GM‐CSF or IL‐8, pre‐incubated neutrophils with rapamycin significantly inhibits neutrophil chemotaxis and chemokinesis. Rapamycin also inhibits GM‐CSF‐induced enzymatic activity and actin polymerization, a hallmark of leukocyte migration (159).

These findings highlight the critical role of the mTOR pathway in migratory potential and polarization of TANs toward pro-tumoral phenotypes.



mTOR-Mediated Regulation of Dendritic Cells in Tumor Microenvironment

DCs have a wide range of antigen presentations and are essential for the activation of both helper CD4+ and cytotoxic CD8+ T cells, especially for processing tumor antigens and priming anti-tumor immunity. The PI3K/Akt/mTOR constitutes a critical pathway downstream of the cytokine FMS-like tyrosine kinase 3 ligand (Flt3L) in is important for DCs subsets development and function, particularly for plasmacytoid DCs (pDCs) and CD8+ DCs (13). A more recent study showed that treatment of mature bone marrow monocyte (BMM)-derived DCs with various inhibitors of mTOR (mTORi) promote their antigen-presenting and processing abilities, as well as these cells tended to be non-apoptotic by reducing the expression of apoptotic molecules. In addition, the cytotoxic CD8+ T lymphocytes-mediated killing of tumor cells increases following activation of mTORi-treated BMM-derived DCs. Interestingly, in vivo study demonstrated that the mice-bearing tumor treated with both mTORi and connective tissue growth factor (CTGF)/E7 DNA vaccine had higher percentages of mature DCs in the TME with better disease control and prolonged survival. These results revealed that utilization of mTOR inhibitor could be a potential pharmacological approach for temporally extending life span, antigen-presenting and antigen processing of DCs to improve the therapeutic outcome of cancer immunotherapy (160). Inter-tumoral delivery of mTORC2-deficient DCs (Rictor−/− DCs) showed pro-inflammatory properties and was associated with reduced melanoma tumor growth, increased numbers of INF-γ+ and granzyme B+ (GrB+) CD8+ TILs, and reduced frequency of immunosuppressive MDSCs within TME (161). These findings raise the possibility that therapeutic inhibition of mTORC2 may present an effective strategy to enhance the therapeutic efficacy of DC-based vaccines for cancer immunotherapy. PI3K/Akt/mTOR signaling axis is critically implicated in regulating the metabolic demands essential for DC activation. It has been shown that TLR-driven mTOR signaling negatively regulates costimulatory molecule expression following LPS stimulation of DCs. Indeed, inhibition of mTOR activity through rapamycin augments the expression of costimulatory molecules, extends the life span, and prolonged activation kinetics of activated DC, via induction of glycolytic metabolism. Furthermore, rapamycin treatment improves the capacity of DCs to augment the induction of primary antigen-specific CD8+ T cell responses and induces effective anti-tumor responses by inducing efficient and sustained CTL responses in a therapeutic vaccination treatment model (162). Suggesting that mTOR signaling in DCs is involved in the establishment of an immunosuppressive environment.



mTOR Pathway Regulates NK and NKT Cells Metabolic Activity and Proliferation

NK cells are known to play an essential role in cancer control. IL-15 stimulation promotes NK cell metabolism via prompting intracellular mTOR signaling which, is vital for sustaining the NK cells proliferation, metabolism, and for achieving antitumor cell lysis (163). Conversely, TGF-β-mediated inhibition of mTOR signaling can directly suppress the metabolism and activation of NK cells (164), suggesting an mTOR-dependent immune suppressive role for TGF-β in TME. In NK cells, the mTOR pathway is essential for metabolic response by upregulating glucose uptake and glycolysis (163). HIF-1α expression depends on the mTOR signaling pathway. Hypoxic environments promote the overexpression of HIF-1α which causes the downregulation of NK activating receptors NKp46, NKp30, NKp44, and NKG2D (165). Additionally, low-arginine or glutamine conditions significantly suppress mTOR signaling within NK cells, which affect c-Myc expression in IL-2/IL-12-stimulated NK cells (Figure 3) (166). Interestingly, gastric cancer mesenchymal stem cells (GCMSCs) impair NK cell function through mTOR signaling (167). In addition to the key roles of mTORC1 for NK cell responses, it is worth noting that continuous exposure of NK cells with IL-15, which is essential for stimulating mTORC1 signaling, drives NK cell exhaustion and reduced cytotoxicity (168).

NKT cells are subsets of T lymphocytes and act as a bridge between innate and adaptive immunity. In addition to killing the CD1d expressing tumor cells directly, activated NKT cells are able to promote the killing effects of NK cells and CTLs against tumor cells (169). Lactic acid production and secretion following Warburg glycolysis by cancer cells results in acidification of the TME, suppresses PI3K/Akt/mTOR pathway, and therefore inhibits T cell glycolysis (170, 171). However, the influences of TME on NKT cells functions remain to be fully elucidated. It has been shown that the accumulation of lactic acid in TME suppresses IL-4 and especially diminishes IFN-γ productions by NKT cells. NKT cell dysfunctions were restored upon adjusting PH to neutral values. The further experiment demonstrated that extracellular acidification inhibited NKT cell functions by inhibiting mTOR signaling and nuclear translocation of promyelocytic leukemia zinc finger (PLZF) (172), a critical transcription factor for NKT cells development and effector function (173). mTOR-mediated regulation of PLZF plays a crucial in NKT cell lineage development and effector function (173).



Conclusion

As was mentioned above, it is well established that upregulation of the PI3K/Akt/mTOR network is critical in promoting tumor pathogenesis by shaping the characterization and the activity of the TME’s elements specially recruited immune cells. Although inhibition of mTOR promotes cancer cell death by promoting apoptosis and creating nutrient deprivation conditions in cancer cells, mTORC1 blockade can efficiently enhance prolonged protective immunity by stimulating the generation of long-lived protective memory T cells. In addition, utilization of mTOR inhibitors can also affect the fates of other immune cells recruited to TME such as CD4+ and CD8+ T effector cells, Th17, Tregs, and macrophages, all of which appear to utilize this crucial metabolic regulator for their differentiation and function. Improving immune responses by manipulating cellular metabolic pathways in combination with other anti-cancer agents may provide new options for cancer immunotherapy. In general, metabolite levels can be affected in the absence of genetic manipulations, suggesting the promising opportunity and challenge for therapeutic applications. Additionally, our knowledge of the dynamics of the proteome and metabolome during the immune response constitutes a framework for further studies addressing the complex interplay between metabolism and cellular functions. Concerning TME biology and its potential role as a therapeutic target, the balance between different T cell subsets and recruitment and activation of immunosuppressive myeloid subsets can be altered by multiple tumor-derived factors released in the context of TME, resulting in mTOR-mediated metabolic and transcriptional reprogramming and the establishment of inappropriate immune cell responses. However, further studies are required to examine how extracellular signals affect mTOR in regulating immune responses in TME. Hence, combining mTOR inhibitors and cell-based immunotherapies in cancer treatment could be therapeutic strategies to increase the antitumor efficacy of immunotherapies. As a consequence, direct manipulation of immune cells metabolism by manipulating the PI3k/Akt/mTOR axis has the potential to provide a new avenue for cancer immunotherapy.
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Melanoma tumors are highly immunogenic, making them an attractive target for immunotherapy. However, many patients do not mount robust clinical responses to targeted therapies, which is attributable, at least in part, to suppression of immune responses by tumor-associated macrophages (TAMs) in the tumor microenvironment (TME). Using a human in vitro tri-culture system of macrophages with activated autologous T cells and BRAFV600E mutant melanoma cells, we now show that activated T cells and the synthetic triterpenoid the methyl ester of 2-cyano-3,12-dioxooleana-1,9(11)-dien-28-oic acid (CDDO-Me) attenuate immune suppression. Surface expression of CD206, CD16 and CD163 on melanoma-conditioned macrophages was inhibited by the addition of T cells, suggesting relief of immuno-suppressive macrophage activation. We also demonstrated that addition of CDDO-Me to tri-cultures enhanced T cell-mediated reductions in CCL2, VEGF and IL-6 production in a contact-independent manner. Because these results suggest CDDO-Me alters melanoma-conditioned macrophage activation, we interrogated CDDO-Me-mediated changes in macrophage signaling pathway activation. Our results indicated that CDDO-Me inhibited phosphorylation of STAT3, a known inducer of TAM activation. Collectively, our studies suggest that activated T cells and CDDO-Me synergistically relieve immune suppression in melanoma cultures and implicate the potential utility of CDDO-Me in the treatment of melanoma.
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Introduction

Although melanomas account for 4% of all skin cancers, they are responsible for 75-80% of skin cancer-related deaths (1, 2). Mounting evidence suggests that these tumors develop and progress because of both the host immune response and inflammatory cells within the TME. As mediators of inflammation, tumor-associated macrophages (TAMs) constitute a significant source of immune-suppression in the tumor microenvironment (TME). In this regard, TAMs induce regulatory T cell (Treg) generation, programmed death 1 (PD1)-dependent lymphocyte immunosuppression, and tumor-associated neo-angiogenesis (3–5). In addition, when murine myeloid derived suppressor cells (MDSCs) populate the TME, they become F4/80+ (6), suggesting MDSCS may constitute an important subpopulation of immuno-suppressive TAMs in malignant melanomas. Thus, interventions that redirect TAM activation from immuno-suppressive to immuno-stimulatory may have significant therapeutic benefit.

In this regard, T helper 1 (Th1) responses have been shown to promote immunostimulatory differentiation of TAMs in early tumors (7), and TAMs isolated from murine myelomas activate CD4+ T cells upon MHC-II engagement (8). These data suggest that T cells provide key signals required for TAM reprogramming and re-education. While many model systems address the role of macrophages in tumor eradication, few models include multiple immune cell types in the TME. Given the dynamic interaction between TAMs and T cells in the TME, it is imperative to consider the mutual influence of these immune cells on one another in the design of efficient therapeutics.

Triterpenoids are widely used in traditional Asian medicine and include oleanolic acid (OA), which has anti-inflammatory and anti-carcinogenic properties (9). The triterpenoid 2-cyano-3,12-dioxooleana-1,9-dien-28-oic acid (CDDO-Me) is a synthetic analog of OA that has anti-tumorigenic activity against a broad variety of cancer types in vitro and in vivo (10–12). Notably, CDDO-Me inhibits myeloid cell tumor infiltration and neutralizes immune suppression mediated by MDSCs through inhibition of ROS and IFN-γ T cell production (13). In recent studies, we have shown that CDDO-Me remodels the breast tumor TME, redirecting TAM activation from immunosuppressive to immunostimulatory (10). Our work also demonstrates that CDDO-Me alters the tumor T cell compartment by increasing the ratio of CD8 to CD4 T cells and by reducing Treg tumor infiltration (10).

In Phase I clinical trial testing of patients with advanced solid tumors and lymphomas, CDDO-Me was well-tolerated and mediated anti-cancer activity (14). Intriguingly, a third of the melanoma patients treated with CDDO-Me in this trial showed disease stabilization for 4-10 months (14). Given this observation and our published studies, we hypothesized that one mechanism by which CDDO-Me inhibits melanoma growth is through remodeling of the TME. To model the TME using human cells, we adopted a tri-culture system consisting of malignant melanoma cells, T cells, and macrophages. We established tri-cultures using the clinically relevant SK-MEL-28 melanoma mutant cell line, in which BRAF signaling is constitutively activated due to the substitution of valine for glutamic acid (V600E) (15). Significantly, this melanoma driver mutation is present in nearly 50% of all human melanomas (16, 17).

Given our prior results in breast cancer, this study was undertaken to assess the potential utility of CDDO-Me to alleviate immune suppression in the melanoma TME. Using this model system, we now show for the first time that T cells and CDDO-Me alter activation of human melanoma-conditioned macrophages. CDDO-Me inhibits CD16 surface expression on macrophages in tumor cell/macrophage co-cultures, while the addition of T cells to cultures results in decreased CD206, CD163, and CD16 expression. T cells also reduce CCL2, IL-6, and VEGF secretion from macrophages, and CDDO-Me augments this inhibition. We assess the requirement for T cell subsets in the attenuation macrophage immuno-suppression, and implicate CDDO-Me-mediated changes in STAT3 activation in the redirection of macrophage activation.



Results


Autologous T cells Enhance Attenuation of Melanoma-Conditioned Macrophage Markers

In prior studies in an estrogen receptor negative (ER-) model of breast cancer, we demonstrated that CDDO-Me alters immune activation in the TME and redirects TAM activation from immunosuppressive to immunostimulatory (10, 11), To determine if CDDO-Me mediates similar effects in melanoma, human peripheral blood-derived monocytes were co-cultured for 7 days with SK-MEL-28 melanoma cells harboring the BRAFV600E mutation using Transwells (Figure 1A). This culture system allows monocytes to differentiate in vitro in the presence of melanoma cell-secreted factors. Macrophage differentiation was verified by analysis of characteristic markers of activation (Supplemental Figures 1 and 2). The addition of CDDO-Me to cell cultures does not impair viability (Supplemental Figure 6).




Figure 1 | Surface expression of markers on melanoma-conditioned macrophages is attenuated by addition of autologous T cells. Human monocytes were incubated with 20 ng/ml M-CSF and cultured with SK-MEL-28 melanoma cells in the presence or absence of autologous T cells for 5 days. Cultures were then pre-treated with 300 nM CDDO-Me or DMSO (vehicle control) for 16 h, followed by LPS stimulation (10 ng/ml) for an additional 24 hrs. (A) Diagram of culture conditions. (B) CD206, (C) CD163, and (D) CD16 macrophage (MØ) surface marker expression levels were quantified using multi-color flow cytometric analysis and are presented in mean fluorescence intensity (MFI) units. Gating of positively stained cells was determined by single stained controls (negative stain control marked by black line). **p < 0.01 vs. co-culture untreated control (two-way ANOVA). Data shown are representative of results obtained from analysis of 3 individual donors and 3 separate experiments for each donor. Error bars represent standard deviation (SD).



To test if CDDO-Me alters immune activation of melanoma-conditioned macrophages, we first tested drug effects using a co-culture system. Cultures were pre-treated on Day 6 with 300 nM CDDO-Me or vehicle control for 16 hours (11), followed by activation with LPS for an additional 24 hours (Figure 1A). As demonstrated in Figure 1C, surface expression of CD16, a marker of non-classical monocytes (18), was inhibited by CDDO-Me, while expression of CD206 and CD163, which are upregulated on TAMs and correlate with poor patient prognosis (11, 19, 20), was not altered by drug treatment.

Because BRAFV600E mutant tumors have been shown to regulate T cell recruitment during melanoma tumorigenesis (21), we next investigated the effect of CDDO-Me using a tri-culture that incorporate T cells to simulate a more complex tumor-like microenvironment (Figure 1A). Surprisingly, the addition of autologous T cells inhibited expression of CD206, CD163, and CD16 in tri-cultured melanoma-conditioned macrophages irrespective of CDDO-Me treatment (Figures 1B–D). Collectively, these results implicate a role for T cells in the regulation of pro-tumoral myeloid markers on macrophages in this human melanoma model system.



Addition of Autologous Activated T Cells Augments CDDO-Me-Mediated Inhibition of IL-6 and CCL2

Given results obtained in Figure 1 and prior studies demonstrating CDDO-Me-mediated changes in TAM cytokine production, we next investigated potential drug effects on CCL2 and IL-6 in co- and tri-cultures. As shown in Figures 2A, B, CDDO-Me treatment in the co-cultures significantly hampered CCL2 both at the mRNA as well as the protein levels. A similar trend was observed with IL-6 protein levels post CDDO-Me treatment. However, IL-6 mRNA levels were not significantly altered.




Figure 2 | Addition of autologous activated T cells augments CDDO-Me effects on human melanoma-conditioned macrophage cytokine production. Human monocytes were incubated with 20 ng/ml M-CSF, autologous T cells and SK-MEL-28 melanoma cells for 5 days. Cultures were then pre-treated with 300 nM CDDO-Me or DMSO (vehicle control) for 16 h, followed by LPS stimulation (10 ng/ml) for an additional 24 hrs. Macrophages were immunophenotyped using flow cytometry to verify differentiation (Supplemental Figure 1). (A) Total RNA was extracted from LPS-activated co- or tri-cultures with or without CDDO-Me pretreatment. mRNA transcripts were measured by Taqman qRT-PCR. (B) ELISA analysis of CCL2 and (C) IL-6 collected from co- or tri-culture supernatants. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001 vs. untreated control (two-way ANOVA). Not detected (ND). Data shown are representative of results obtained from analysis of 3 individual donors. CDDO-Me effects on mRNA were analyzed by 3 separate experiments for each donor; 2 technical replicates were analyzed in each individual experiment. Error bars represent standard deviation (SD).



Strikingly, addition of autologous CD3+ T cells attenuated CCL2 mRNA expression (Figure 2A) and protein production of both IL-6 and CCL2 in vehicle-treated cultures as compared to the co-cultures, and this decrease in CCL2 and IL-6 levels was augmented by CDDO-Me (Figures 2B, C). These results suggest CDDO-Me attenuates immunosuppressive macrophage activation in BRAFV600E mutant melanoma, consistent with prior observations in ER- breast cancer (11, 22–24).

Monoculture CCL2 and IL-6 levels were measured to assess SK-MEL-28 vs. melanoma-conditioned macrophage protein production (Supplemental Figure 3). As previously reported, SK-MEL 28 produce little to undetectable levels of IL-6 and CCL2 (25), suggesting macrophages account for most of the observed IL-6 and CCL2 production.



CDDO-Me Impairs Monocyte Migration in Co-Cultures

Because we showed that CDDO-Me inhibits TAM production of CCL2, which mediates myeloid cell recruitment to the TME (26–28), we hypothesized that CDDO-Me treatment would impair monocyte migration. We assessed the ability of CDDO-Me cultured media from co- and tri-cultures to impede migration. As expected, monocyte migration in co-cultured CDDO-Me media was significantly hindered (Figure 3). However, monocyte migration with tri-cultured media was hampered irrespective of CDDO-Me administration (Figure 3), consistent with results obtained in Figure 2. These results suggest CDDO-Me inhibits monocyte migration and this effect is enhanced by T cells.




Figure 3 | CDDO-Me impairs monocyte migration in co-cultures. Human monocytes were incubated for 8 h at 37°C in the upper portion of Transwells in 100 μl of fresh media; feeder tray contained 150 μl of undiluted or 1:20 diluted co or tri-culture supernatants. Relative monocyte migration towards co- or tri-cultured supernatants was measured. Media were collected from cultures that were maintained as described in Figure 1. Fold change is the ratio of sample fluorescence (minus background fluorescence) and internal control fluorescence (M-CSF-differentiated MØ supernatant). Control fold change of media (RPMI) alone is indicated by dotted black line. **p < 0.01 vs. untreated control (two-way ANOVA). Data shown are representative of results obtained from analysis of 3 donors. Error bars represent standard deviation (SD).





T Cell-Augmented CDDO-Me Attenuation of Melanoma-Conditioned Macrophage Activation Is Contact and T Cell Subset-Independent

To determine whether T cell effects on macrophage activation were mediated by soluble factors or if there were a requirement for direct contact between the cells, we performed Transwell co-culture studies. Monocytes were differentiated in conditioned media from SK-MEL-28 cells and incubated with autologous CD3+ T cells separated or not by Transwells (Figure 4A). As demonstrated in Figures 4B, D, production of CCL2 and VEGF was inhibited in a contact-independent manner in both vehicle and CDDO-Me-treated cultures. In contrast, direct T cell/macrophage contact was required for reduced IL-6 levels in vehicle-treated cultures, although this requirement was abrogated following CDDO-Me treatment (Figure 4C). These data suggest T cell-derived secreted factor(s) regulate macrophage cytokine production post-CDDO-Me treatment.




Figure 4 | T cell-mediated inhibition of human melanoma-conditioned macrophage cytokine production is contact-and T cell subset-independent. Human monocytes were differentiated with 20 ng/ml M-CSF alone (MØ) or with M-CSF and conditioned media from SK-MEL-28 cells and autologous T cells for 5 days with contact (no Transwells) or without contact (separated by Transwells) as depicted in (A) Cultures were then pre-treated with 300 nM CDDO-Me or DMSO (vehicle control) for 16 h, washed, and activated with LPS (10 ng/ml) for an additional 24 hrs. Culture supernatants were collected and cytokine context assayed using ELISAs for CCL2, IL-6, and VEGF (B–D). Panels (E–G) show results of LPS-stimulated tri-cultures consisting of either CD4 or CD8 T cells, SK-MEL-28 cells, and MØs pretreated with or without CDDO-Me. Significance was analyzed in (B–D) using two-way unpaired T-test (CDDO-Me-treated vs. vehicle) and in (E–G) using two-way ANOVA (tri-cultures vs. MØ untreated control). *p < 0.05, **p < 0.01, ***p < 0.001,****p < 0.0001; not detected (ND). Data are representative of results obtained from analysis of 3 separate experiments from 3 individual donors. Two technical replicates were analyzed in three separate experiments. Error bars represent standard deviation (SD).



While TAMs are known to suppress T cell activation in the TME (29–31), the effect of activated T cells on TAM activation is poorly understood. Because the addition of T cells augmented CDDO-Me-mediated inhibition of macrophage production of IL-6 and CCL2, (Figure 2), we investigated the dependence of this synergy on T cell subset. We hypothesized that CD4+ T cells would be required for synergy with CDDO-Me, as CD4+ Th1 cells have been implicated in TAM redirection in B16 mouse melanoma models (7). Surprisingly, tri-cultures containing either CD4+ or CD8+ T cells were equally effective at suppressing production of CCL2 and IL-6 (Figures 4E, G) post-CDDO-Me treatment. Because TAMs sense hypoxia in avascular areas of tumors and react by producing pro-angiogenic factors such as VEGF-A (23, 24, 32), we interrogated the effect of CDDO-Me on VEGF-A production. As observed with CCL2 and IL-6, VEGF production was also hampered by both CD4+ and CD8+ T cell subsets post- CDDO-Me treatment (Figure 4F). Surface expression of CD206, CD163 and CD16 was not altered by either subset (Supplemental Figure 4). These results suggest CD4 and CD8 T cells inhibit immunosuppressive cytokine production in melanoma-conditioned macrophages, and that modulation of macrophage surface markers may require both T cell subsets, consistent with results in Figure 1.



CDDO-Me Treatment Inhibits STAT3 Phosphorylation in Melanoma Cell Conditioned- Macrophages

CDDO-Me is a multifunctional drug that has been shown to inhibit activation of several signaling pathways important for cancer progression and metastasis, including MAPK, NF-κB, and STAT3 (10, 12, 33–37). Because STAT3 activation is associated with tumor growth, reduction of T cell infiltration, and maintenance of TAM immunosuppression in the TME, we hypothesized that one possible mechanism by which CDDO-Me attenuates TAM pro-tumoral activation is through inhibiting phosphorylation of STAT3 (11, 37–39). As a positive control for STAT3 phosphorylation, monocytes were differentiated with M-CSF alone in the absence of other cell types followed by stimulation with LPS. As demonstrated in Figures 5A, B, CDDO-Me reduced phosphorylation of STAT3 in all culture conditions, while total STAT3 levels were unaltered by CDDO-Me treatment. Full length immunoblots are provided in Supplemental Figures 5A–C. These results indicate that CDDO-Me inhibits STAT3 phosphorylation in human melanoma-conditioned macrophages and suggest CDDO-Me-mediated changes in myeloid activation may be due, at least in part, to suppression of STAT3 activation.




Figure 5 | CDDO-Me treatment inhibits STAT3 phosphorylation in melanoma-conditioned macrophages. Whole cell lysates were prepared from human monocytes cultured for 5 days with cytokine in the absence (M-CSF) or presence of SK-MEL-28 cells (co-culture) or SK-MEL-28 cells and T cells (tri-culture). Cultures were treated with or without CDDO-Me (300 nM) for 16 h, washed, and then activated with LPS (10 ng/ml) for an additional 24 hrs. (A) Total and pSTAT3 levels were measured by immunoblot; GAPDH served as loading control. (B) Quantification of band intensity (ratio of pSTAT3/STAT3). Total STAT3 and pSTAT3 proteins were first normalized to their respective GAPDH signals. The ratio of GAPDH-normalized pSTAT3 to GAPDH-normalized total STAT3 was plotted for each treatment condition. vs. untreated control (two-way unpaired t test). Data are representative of results obtained from analysis of 3 individual donors and 3 separate experiments for each donor. Error bars represent standard deviation (SD).






Discussion

The high immunogenicity of melanoma tumors makes these malignancies an attractive target for immunotherapeutic treatment, as evidenced by the success of ipilimumab (1). However, many patients do not mount robust clinical responses to these and other targeted therapies, which is attributable, at least in part, to suppression of innate and adaptive immune responses by TAMs in the melanoma TME (2). Therefore, redirection of immunosuppressive myeloid cell activation may provide both a direct means of inhibiting melanoma growth and may enhance the efficacy of additional targeted and immuno-therapies.

In prior work, we showed that CDDO-Me redirects TAM activation in the breast TME from immunosuppressive to immunostimulatory (10, 11). To evaluate the potential efficacy of CDDO-Me in the relief of immune suppression in the human melanoma TME, we established a tri-culture model that incorporates human tumor cells, macrophages, and T cells. One advantage of this system is that it permits macrophage differentiation in a more physiologically-relevant context—i.e. in the presence of cells represented in the TME–instead of relying on differentiation with a single cytokine. In support of this, macrophages differentiated in co-and tri-culture express characteristic TAM surface markers and functionally resemble TAMs (Figure 1 and Supplemental Figure 1). We now demonstrate that CDDO-Me and T cells inhibit surface expression of CD206, CD163 and CD16 and significantly attenuate production of CCL2, IL-6 and VEGF. Intriguingly, the addition of drug or T cells to cultures did not induce expression of CD80 or HLA-DR, which are associated with M1 macrophage activation (Supplemental Figure 9). This is in contrast to our previous work in breast cancer and suggests tissue-specific differences in the TME may account for these disparate effects. Nonetheless, these findings impute an important role to T cells in myeloid re-education in the context of CDDO-Me treatment and may provide insight as to the mechanisms by which CDDO-Me is able to effectively modulate the malignant melanoma TME.

In this regard, inhibited expression of CD206, which is upregulated on TAMs and is linked to tumor immunosuppression, angiogenesis, metastasis and relapse (19, 40), may function to restrict myeloid recruitment to the TME. Previous work has shown that CD206+ TAMs produce high levels of EGF (19), which induces CCL2 expression. Enhanced production of CCL2 results in increased recruitment of myeloid cells, which then differentiate into TAMs in the TME (41). Because the addition of T cells to melanoma cultures inhibits expression of CD206 (Figure 1), we hypothesize that EGF expression may also be limited, resulting in decreased CCL2 levels and inhibited myeloid chemotaxis to sites. Notably, CDDO-Me has been shown to inhibit both EGF and CCL2, consistent with our prior studies in breast cancer that reported decreased TAM numbers in tumors treated with CDDO-Me (10). In vivo studies are ongoing in our laboratory to investigate this mechanism.

Potential synergy between T cells and CDDO-Me may have significant therapeutic implications, given the observation that T cell-mediated reductions in CCL2 were enhanced by CDDO-Me treatment. CCL2 has been implicated in the early recruitment of monocytic-MDSCs, as well as regulatory CD4+ T cells and CCR2+ blood monocyte migration into tumors (21, 42), supporting an immunosuppressive TME. Given this, decreased CCL2 production mediated by T cells and CDDO-Me is likely a major contributor to the reduced monocyte migration we observed (Figure 3). This is of particular significance for patients with BRAF-positive melanoma treated with vemurafenib, as CCL2 and myeloid cell infiltration are hallmarks of vemurafenib resistance. Use of combination therapies, potentially including CDDO-Me, that target the CCL2/CCR2 axis may inhibit the development of treatment resistance in melanoma (43).

T cell and CDDO-Me-mediated changes in surface expression of CD163 may also result in changes in T cell recruitment to the TME. Prior work has shown that specific elimination of CD163+ TAMs increases T cell infiltration into TME, which is accompanied by inflammatory monocyte mobilization (44). Because our culture system already contains activated T cells, we hypothesize that the presence of these cells aids in the re-education of melanoma-conditioned macrophages and relieves immune suppression. This may be mediated in part through inhibited IL-6/JAK/STAT3 signaling (Figures 2, 4 and 5).

Consistent with inhibited JAK/STAT3 signaling, IL-6 protein levels were reduced by the addition of T cells, and this effect was enhanced by CDDO-Me treatment. Attenuated IL-6 production may contribute to the inhibited STAT3 phosphorylation observed in Figure 5. STAT3 activation has been associated with tumor survival, growth and progression. Notably, phosphorylation of STAT3 in TAMs is induced by IL-6 signaling. This may lead to increases in pro-angiogenic VEGF, as well as increased transcription of IL-6, creating a positive feedback loop to further enhance JAK/STAT3 signaling (45).

Our work provides evidence for both T cell and CDDO-Me-mediated effects on melanoma cell-conditioned myeloid activation. CDDO-Me has shown efficacy in multiple tumor models and has been shown to regulate activation of multiple signaling pathways implicated in carcinogenesis and cancer progression, including Nrf2, NFκB, and STAT3. Because we have shown CDDO-Me-mediated attenuation of IL-6 production and STAT3 activation in melanoma-conditioned macrophages, we hypothesize that inhibition of JAK/STAT3 signaling is likely one of the mechanisms by which CDDO-Me inhibits tumor progression. In this regard, macrophage-derived IL-6 has been shown to induce defective CD4+ Th1 responses, leading to impaired antigen presentation and ineffective cytotoxic T cell priming (46). In addition, IL-6 blockade during CD40-mediated immune activation downregulates PD-1/PD-L1 on stimulated dendritic cells (46, 47). Although beyond the scope of the current study, we are interrogating additional mechanisms by which CDDO-Me potentiates decreased tumorigenesis and progression in ongoing studies in our lab.

Significantly, myeloid cell tumor infiltration and CCL2 levels are restored in acquired resistance to vemurafenib (48). As CDDO-Me impairs myeloid cell recruitment and attenuates CCL2 production, it is possible that the combination of CDDO-Me with vemurafenib may overcome the development of resistance. Additionally, vemurafenib alters the TME to support its combination with checkpoint inhibitors. Vemurafenib treatment has been shown to increase melanoma antigen expression and to increase antigen-specific T cell infiltration into melanoma tumors (49, 50). Therefore, CDDO-Me in combination with vemurafenib may facilitate the efficacy of checkpoint inhibition.

Our results showed that both CD4 and CD8 T cell subsets were equally capable of inhibiting melanoma-conditioned macrophage-derived CCL2, VEGF, and IL-6 in a contact-independent manner. This finding suggests secreted factor/s shared by both subsets may mediate this effect. One potential candidate is INF-γ, given its ability to polarize classically activated macrophages and to help with re-education of TAMs by CD4+ T cells (7). It is also possible that IL-2, which we have shown is induced by CDDO-Me in T cell monocultures and in tri-cultures that include monocytes, T cells, and melanoma cells (Supplemental Figure 8), contributes to T cell-mediated alterations in TAM activation. Notably, treatment of human and murine monocytes with IL-2 has been shown to attenuate immune suppression. Ongoing work in our lab is aimed at elucidating the role of IFN-γ, IL-2, and other potential T cell-derived mediators in the regulation of immunosuppressive macrophage activation.

Notably, while these studies were conducted with SK-MEL-28 cells, which express mutant BRAF (the V600E mutation), results obtained with other melanoma BRAF mutant or wild type cells may differ. This may limit broad extrapolation of CDDO-Me and T cell-mediated effects to melanoma generally. It will therefore be important in future studies to test additional melanoma cell lines using the culture system described in this work. Nevertheless, our results demonstrate for the first time both the potential utility of CDDO-Me and a role for T cells in the relief of immune suppression in human malignant melanoma.

Because immunosuppressive TAMs constitute a significant component of the melanoma TME, TAM re-education may alleviate the barrier for effective immunotherapeutic treatment of melanoma tumors. This study demonstrates that T cells and CDDO-Me attenuate immunosuppressive, pro-tumoral macrophage activation by inhibiting production of IL-6, VEGF and CCL2 and by reducing surface expression of CD206, CD163, and CD16. We further show that CDDO-Me attenuates STAT3 phosphorylation in melanoma-conditioned macrophages, and that T cells and CDDO-Me impair myeloid cell migration. These results implicate a role for T cells and CDDO-Me in the attenuation of immune suppression in the melanoma TME, and highlight their potential utility in enhancing the efficacy of other targeted immunotherapies.



Methods


Human Peripheral Blood Mononuclear Cell Isolation and Generation of Monocyte-Derived Macrophages

PBMCs were obtained by leukapheresis of healthy donors following written informed consent. Approval for this study was provided by the Institutional Review Board (IRB) of the Geisel School of Medicine, the Committee for the Protection of Human Subjects (protocol # 17011). This study was conducted in accordance with the human experimentation guidelines established by the Geisel School of Medicine Committee for the Protection of Human Subjects. Mononuclear cells were separated on Ficoll-Paque Premium (density: 1.077, GE Healthcare) and enriched for monocytes using cold aggregation. Monocyte purity was assessed at ≥95% using cytospin, Wright-Giemsa staining and flow cytometric analysis of CD14 (BioLegend, Cat.# 325618) expression.

Isolated CD14+ monocytes were differentiated with 20 ng/ml M-CSF in complete HEPES-buffered RPMI 1640 media supplemented with 10% FBS for 7 days. Macrophage polarization was verified using flow cytometry to measure expression of cell surface markers CD206 (clone: 15–2, Cat. #321103), CD163 (clone: GHI/61, Cat. #333606), and HLA-DR (clone: L243, Cat. #307618) and by qRT-PCR and ELISA analysis of secreted cytokines post-LPS stimulation.



Co-and Tri-Cultures

Human monocytes were cultured in RPMI-1640 (Corning, Cat. #10-040-CV) supplemented with 10% FBS (HyClone, Cat. #SH30070.03), 0.25 M HEPES (Fisher Scientific, Cat. #BP299-100), and 1% penicillin streptomycin (Thermofisher, Cat. #15140122) and plated at 8 x 105-1.2 x 106/ml (tri- or co-culture, respectively) on day 1 in the top chamber of collagen-coated 0.4 μm PTFE membrane Transwells (Corning, Cat. #3491). Human malignant melanoma SK-MEL-28 cells carrying the BRAFV600E mutation were cultured in E-MEM supplemented with 10% FBS and 1% penicillin streptomycin in the bottom chamber of Transwells at 2.5 x 104/ml on day 0. For tri-culture studies, autologous T cells were activated for 2 days prior to addition to tri-cultures with anti-CD3/28/2 (Stemcell Technologies, Cat. #10990) from monocyte-depleted PBMCs in RPMI-1640 complete media supplemented with 10% FBS, 1% HEPES, 1% sodium pyruvate (HyClone, Cat. #SH30239.01), non-essential amino acids (HyClone, Cat. #SH30238.01), 0.055 mM BME (Gibco, Cat. #21985-023) and 1% penicillin streptomycin. T cells (2.5 x 105/ml) were added to the top chamber of Transwells with monocytes. To compare the influence of CD4+ vs. CD8+ T cell subsets on tri-cultures, total CD3+ T cells were sorted using human CD4+ and CD8+ MicroBeads (Miltenyi Biotec, Cat. #130-045-101 and 130-045-201). For LPS activation studies, cells were pretreated with 300 nM CDDO-Me or DMSO vehicle control for 16 hours. After cultures were washed to remove drug, cells were stimulated with 10 ng/ml LPS (Sigma-Aldrich, Cat. #L4391-1MG) for an additional 24 hours. Graphic representations of culture assay systems are depicted in Figures 1A and 4A.



RNA Extraction, cDNA Synthesis, and Quantitative Real Time PCR

Total RNA was isolated using the quick RNA microprep kit (Zymo, Cat. #11-328M) per manufacturer’s instructions. Complementary DNA (cDNA) was synthesized from 100 ng total RNA and random hexamers using the qScript™ XLT cDNA SuperMix (QuantaBio, Cat. #955161-100). Quantitative real time PCR (qRT-PCR) was performed using TaqMan Probe single tube assays (Life Technologies, Cat. #4324018) for human CCL2 (Applied Biosystems, Cat. # Hs00234140), IL-6 (Cat. #Hs00985639_m1) and VEGF (Cat. # Hs00900055_m1) genes. The StepOnePlus Real-Time PCR System (Applied Biosystems) was used for amplification and detection. Threshold cycle number was determined using Opticon software. mRNA levels were normalized to β-actin, which control studies showed is not altered by CDDO-Me treatment (11), using the equation 2-(Et-Rt), where Rt is the mean cycle threshold for the control gene and Et is the mean threshold for the experimental gene. Thermal cycling conditions for qRT-PCR consisted of an initial incubation at 50°C for 2 min and 95°C for 10 min, followed by 40 cycles of 95°C for 15 sec and 60°C for 1 min. Product accumulation was measured during the extension phase and all samples were run in triplicate.



Enzyme-linked Immunosorbent Assay

Secreted protein expression in cell-culture supernatants was quantified by ELISA for CCL2 (Invitrogen, Cat. # 88-7391-88), IL-6 (Invitrogen, Cat. #88-7066-88), and VEGF (R&D Systems, Cat. #DY293B-05) according to manufacturers’ protocols.



Flow Cytometry

All fluorophore-conjugated antibodies were obtained from BioLegend: anti-CD206-FITC (Cat. #321103), anti-CD163-PE(Cat. #333606), anti-CD64-PE/Cy7(Cat. # 305022), anti-CD80-APC (Cat. # 305220), anti-HLA-DR-APC/Cy7 (Cat. # 307618), anti-CD16-BV421 (Cat. # 360723), anti-CD1a-PerCP(Cat. # 300130), anti-CD45-APC/Cy7 (Cat. # 368516), anti-CD4-APC (Cat. # 300552), anti-CD8-BV510 (Cat. # 301048), anti-CD3-BV42 (Cat. # 344834). Cells were stained for 1 hour at 4°C with 2 mg/ml Globulins Cohn fraction II, III (Sigma) to inhibit non-specific antibody binding. In all conditions, doublets and multiplets were excluded by forward scatter pulse width (SSC-W) vs. forward scatter pulse area (SSC-A) gating. Gating of positively stained cells was determined by fluorescence-minus-one (FMO) controls. Cells were analyzed using an 8-color MACSQuant 10 (Miltenyi Biotec) with three laser sources (405 nm, 488 nm, 635 nm) and FlowJo 9.8.1 (Treestar).



Immunoblot

Monocytes were differentiated with 20 ng/ml M-CSF alone or in co-culture with SK-MEL-28 cells or tri-culture with SK-MEL-28 cells and T cells as indicated, followed by treatment with 300 nM CDDO-Me or DMSO vehicle control for 16 hours as above. Cultures were then washed with media to remove drug and activated with 10 ng/ml LPS (Sigma-Aldrich, Cat. #L4391-1MG) for an additional 24 hours. Whole cell lysates were prepared using PRO-PREP™ Protein Extraction Solution (iNtRON Biotechnology, Cat. #17081). Lysates were analyzed for total protein concentration using a Micro BCA assay kit (Thermofisher Scientific, Cat. #23235). Four micrograms of each lysate were separated on Mini-PROTEAN TGS precast protein gels 4-15% (Bio-Rad, Cat. #45161084) and electrotransferred to nitrocellulose membrane (GE Healthcare, Cat. #10600012) in Tris-glycine buffer with 20% methanol. Membranes were blocked in 5% milk in 1xTBS and 0.05% Tween-20 (Santa Cruz, Cat. #SC-281695) for 1hr at RT. Blots were probed with primary detection antibodies for pSTAT3 (Cell Signaling, Cat. #4113S), STAT3 (Cell Signaling, Cat. #4904S) and GAPDH (Abclonal, Cat. #AC002). Primary antibodies for pSTAT3 and STAT3 were incubated at a 1:2000 dilution in Tris-buffered saline with 0.05% Tween 20 (Santa Cruz) and 5% BSA (Fischer BioReagents, Cat. #BP1600100) for 1hr at 4°C with rotation. Primary antibody for GAPDH was incubated at a 1:10000 dilution in Tris-buffered saline with 0.05% Tween 20 and 5% milk (Nestle Carnation) for 1hr at 4°C with rotation. Following incubation with primary antibodies, blots were incubated with horseradish peroxidase-conjugated secondary antibodies (goat anti-mouse or goat anti-rabbit) (Bio-Rad, Cat. #170-6516 or #170-6515) at a 1:2,000 dilution in Tris-buffered saline with Tween 20 (TBST) and 5% milk for 1hr at room temperature with gentle agitation on a rocker, followed by thorough washing in TBST. Blots for STAT3 and GAPDH were visualized using Pierce™ ECL Western Blotting Substrate (Thermofisher Scientific). Blots for pSTAT3 were visualized using SuperSignal™ West Femto Maximum Sensitivity Substrate (Thermo Scientific). To control for loading errors, total STAT3 and pSTAT3 proteins were normalized to their respective GAPDH signals. Using these normalized values, the ratio of pSTAT3 to total STAT3 was plotted for each co-culture and tri-culture condition.



Migration Assay

Migration assays were performed using freshly-isolated monocytes in a modified Boyden chamber-based system. HTS Transwells, 96-well (5.0 μm pore, Corning, Cat. #3388), were used to assay chemotaxis. 150μl of tri-culture supernatant or media with and without CCL2 (Peprotech, Cat. #300-04-5ug) control (1 ng/ml) were transferred to the 96-well feeder tray (bottom). A cell migration chamber plate with 5.0 μm pores was placed over the 96-well feeder tray. A volume of 100μl containing 200,000 fresh monocytes cells/well resuspended in complete RPMI was transferred to each inner well of the cell migration chamber plate. The 96-well migration plate was placed in a CO2 incubator at 37°C for 8 hours. At the conclusion of the incubation, migrated cells were lysed and dyed with CyQuant (Invitrogen, Cat. #C7026) GR, then read on a fluorescence plate reader at Excitation 480nm/Emission 520nm.



Statistical Analysis

Figures are representative of at least three independent experiments as indicated in Figure Legends. All experiments were repeated at least three times, unless otherwise noted, and at least 2 technical replicates of each analyte were included in each assay. Results are described as mean ± SD and were analyzed by unpaired student’s t-Test or two-way ANOVA for multiple comparison (as indicated in Figure Legends) using GraphPad Prism 8. Significance was achieved at p < 0.05.
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Background

Prostate cancer (PCa) is the most common malignant tumor in men. Although clinical treatments of PCa have made great progress in recent decades, once tolerance to treatments occurs, the disease progresses rapidly after recurrence. PCa exhibits a unique metabolic rewriting that changes from initial neoplasia to advanced neoplasia. However, systematic and comprehensive studies on the relationship of changes in the metabolic landscape of PCa with tumor recurrence and treatment response are lacking. We aimed to construct a metabolism-related gene landscape that predicts PCa recurrence and treatment response.



Methods

In the present study, we used differentially expressed gene analysis, protein–protein interaction (PPI) networks, univariate and multivariate Cox regression, and least absolute shrinkage and selection operator (LASSO) regression to construct and verify a metabolism-related risk model (MRM) to predict the disease-free survival (DFS) and response to treatment for PCa patients.



Results

The MRM predicted patient survival more accurately than the current clinical prognostic indicators. By using two independent PCa datasets (International Cancer Genome Consortium (ICGC) PCa and Taylor) and actual patients to test the model, we also confirmed that the metabolism-related risk score (MRS) was strongly related to PCa progression. Notably, patients in different MRS subgroups had significant differences in metabolic activity, mutant landscape, immune microenvironment, and drug sensitivity. Patients in the high-MRS group were more sensitive to immunotherapy and endocrine therapy, while patients in the low-MRS group were more sensitive to chemotherapy.



Conclusions

We developed an MRM, which might act as a clinical feature to more accurately assess prognosis and guide the selection of appropriate treatment for PCa patients. It is promising for further application in clinical practice.





Keywords: prostate cancer, metabolism, disease-free survival (DFS), immunotherapeutic response, drug sensitivity



Introduction

Prostate cancer (PCa) is the most common malignant tumor in men worldwide (1). Due to effective clinical interventions, including surgery, androgen deprivation therapy (ADT), and antiandrogen therapy, PCa has the highest 5-year survival rate (98%) among cancers. However, once recurrence occurs, including biochemical recurrence (BCR) and distant metastasis, which means that the patient is resistant to current treatment, the disease will progress rapidly without further effective intervention, eventually leading to death (2). The discovery of recurrent disease and the treatment of metastatic cancer are key issues for PCa patients (3). Although the system management of advanced PCa has made great progress in the last decade, there are still several problems. Docetaxel, the most common chemotherapy drug, has no survival benefit for PCa despite palliative responses in pain (4, 5). As second-generation antiandrogens, enzalutamide and abiraterone have been licensed for the treatment of castration-resistant PCa (CRPC); however, drug tolerance shortly follows treatment (6). Immunotherapy, including sipuleucel-T and ipilimumab, has emerged as a promising treatment for cancer. However, because PCa is a “cold” tumor with T-cell exhaustion, the response to single-agent checkpoint inhibition is limited (7, 8). Apart from that, precise biomarker therapies provide more possibilities for PCa treatment (1, 9). Combination therapy is a new trend in the treatment of advanced PCa, but multiple treatment options may lead to excessive medical treatment (10). Therefore, how to predict recurrence more easily and accurately, as well as to guide the selection of effective and sensitive treatments, is the focus of clinical research on PCa.

Metabolic reprogramming, considered a hallmark of cancer, has attracted increasing attention from researchers worldwide. It is well known that Warburg was the first person to characterize the aerobic glycolysis of tumor cells, named the Warburg effect. This phenomenon has been demonstrated in multiple solid tumors and is relevant to poor prognosis (11–13). With advances in biological sciences, tumor-related metabolic changes are more thoroughly understood. Tumor heterogeneity studies have also shown that different metabolic patterns occur even within the same tumor or tumor progression (14). Moreover, tumor microenvironment (TME), including endothelial cells, fibroblasts, and immune cells, consumes certain nutrients and then forces cancer cells to adapt by inducing nutrient scavenging mechanisms leading to cell proliferation (15). It has been recognized that the landscape of tumor metabolism is enormous and complicated. PCa also undergoes metabolic reprogramming and exhibits a unique metabolism that changes during initial neoplasia to advanced PCa (16, 17). Lipid metabolism and amino acid metabolism, rather than glycolysis, are the main energy supply for PCa. Metabolic reprogramming in PCa cells provides sufficient energy and important substances for tumor progression and drug resistance (18). Our previous study showed that mutual promotion occurs between the activation of the androgen receptor (AR) signaling pathway and lipid accumulation in PCa cells, which drives the progression to CRPC, and the abnormal accumulation of lipids is closely related to drug resistance to second-generation antiandrogens (19, 20). Metabolic rewiring in the TME, especially in immune cells, is closely related to immune evasion, tumor resistance, recurrence, and progression (21). Moreover, Luigi et al. reported that as the major intercellular substance of PCa, cancer-associated fibroblasts (CAFs) establish a metabolic symbiosis with PCa cells through lactate shuttling, resulting in tumor progression (22). However, most studies have focused only on the effects of certain gene changes on the metabolism of tumor cells or certain TME cells in PCa. Therefore, systematic and comprehensive exploration of the landscape of tumor metabolism will accelerate the development of the metabolic field in PCa and be more conducive to providing accurate clinical prognostic information and guiding treatment for PCa patients.

In the present study, we identified metabolism-related genes (MRGs) in PCa and constructed a prognostic indicator by Cox regression and least absolute shrinkage and selection operator (LASSO) regression analyses based on an MRG pair matrix and several PCa databases, which showed high accuracy in predicting recurrence and was associated with metabolic reprogramming, the immune microenvironment, and resistance to treatment.



Results


Identification and Analysis of Metabolism-Related Differentially Expressed Genes in Prostate Cancer

To systematically and comprehensively examine the tumor metabolic landscape at the gene level in PCa, we screened for metabolism-related differentially expressed genes (mDEGs) in The Cancer Genome Atlas (TCGA) PCa database. Comparing PCa to normal prostate tissues, 1,186 mDEGs were obtained on the basis of p < 0.05 and |Fold change| > 1.5 (Figure 1A). Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analyses were implemented to investigate the potential functional implications of these genes and to obtain general knowledge of metabolic panorama changes in PCa. The top 10 enriched GO terms were as follows: BP included lipid metabolism, amino acid metabolism, hormone metabolism, and carboxylic acid biosynthesis; CP included extracellular matrix (ECM) and intracellular lumen (e.g., endoplasmic reticulum lumen and Golgi lumen); and MF included lipase activity, carboxylic acid binding, and hormone binding (Figure 1B). The KEGG enrichment analysis results showed that mDEGs were significantly associated with drug, arachidonic acid, tyrosine, and purine metabolism pathways (Figure 1C).




Figure 1 | Identification and analysis of metabolism-related differentially expressed genes (mDEGs) in prostate cancer (PCa). (A) Volcano plot of the differentially expressed genes (DEGs) by comparing PCa tissues to normal prostate tissues from The Cancer Genome Atlas (TCGA) PCa database. Blue represents downregulated genes, and red represents upregulated genes in PCa. Venn diagram for the metabolism-related differentially genes (mDEGs). p < 0.05, |FC| > 1.5. (B, C) Bubble diagram of the top 10 terms in Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis of the mDEGs. Adjusted p < 0.01, p < 0.05. (D) Consensus clustering of TCGA PCa cohorts based on the mDEGs. Consensus matrix for optimal k = 3. (E) Principal component analysis (PCA) of TCGA PCa database for optimal k = 3. (F) Kaplan–Meier analysis for disease-free survival (DFS) curves of patients in distinct clusters.



To investigate whether metabolic changes are related to the recurrence and progression of PCa, consensus clustering was performed to divide the tumor tissues into subgroups according to the expression of mDEGs (Supplementary Figures 1A–C). The following three distinct patterns were identified: 47 cases in Cluster 1, 245 cases in Cluster 2, and 200 cases in Cluster 3 (Figures 1D, E). The Kaplan–Meier (KM) survival analysis of disease-free survival (DFS; no recurrence/progression) with the three metabolic subtypes showed significant differences (Figure 1F). Collectively, these results illustrated that tumor metabolic reprogramming played an important role in PCa recurrence and progression.



Screening Survival-Related Key Metabolism-Related Differentially Expressed Genes for Prostate Cancer

First, a protein–protein interaction (PPI) network was constructed via the STRING database to identify the hub genes of the 1,186 mDEGs. Based on the connection score, the top 100 hub genes were considered to play more important roles in the progression of PCa (Figure 2A). KEGG and GO analyses were executed. The results of KEGG analysis showed that key mDEGs were enriched in synapse pathways, energy metabolic pathways (PI3K-AKT, MAPK, and PARP), drug metabolism pathways, cholesterol metabolism pathways, endocrine resistance, and steroid hormone biosynthesis pathways, which were associated with PCa development (such as neuroendocrine transformation and CRPC progression). The top 10 enriched GO terms included steroid and hormone metabolic process, endoplasmic reticulum lumen, GTPase complex, and metabolite banding. The results are shown in Figures 2B, C, indicating the significant functions of key mDEGs in metabolism and PCa progression. Then using univariable Cox regression analysis, we screened the DFS-related mDEGs based on the top 100 hub genes. As shown in Figure 2D, 25 of the top 100 genes were markedly related to DFS based on p-value less than 0.05, including 10 genes that showed hazardous factors with hazard ratios (HRs) and 95% CI greater than 1, and 15 genes showed protective roles with HR and 95% CI less than 1. As shown in Figure 2E, most survival-related key mDEGs were correlated with each other, suggesting that the metabolic rearrangement in PCa is an overall change and not a single gene change.




Figure 2 | Screening disease-free survival (DFS)-related key metabolism-related differentially expressed genes (mDEGs) for prostate cancer (PCa). (A) Protein–protein interaction (PPI) network of the top 100 hub genes from these mDEGs. (B, C) Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis for these hub genes. Adjusted p < 0.01 and p < 0.05 were considered significant. (D) Forest plot of the key mDEGs associated with DFS based on univariate Cox regression analysis for the top 100 hub genes, whose p < 0.05 identified the DFS-related key mDEGs. (E) The correlation of the DFS-related key mDEGs.





Construction of a Metabolism-Related Risk Model to Predict the Disease-Free Survival of Prostate Cancer Patients

To establish a comprehensive and effective metabolism-related risk model (MRM) for prognosis, we performed LASSO Cox regression analysis for the DFS-related key mDEGs. After cross-validation, 5 genes (APOE, AHSG, BGN, SLC2A4, and CYP2D6) were highlighted by the minimum partial likelihood deviance (Figures 3A, B). Then, we carried out the multivariable Cox regression analysis to further demonstrate the independent prognosis-related genes and obtain the gene index. As shown in Figure 3C, APOE, AHSG, BGN, and CYP2D6 were the independent risk factors, and SLC2A4 was an independent protective factor. The MRM for prognosis was constructed based on the following formula: metabolism-related risk score (MRS) = 0.19 * the expression of APOE + 0.17 * the expression of AHSG + 0.25 * the expression of BGN + 0.36 * the expression of CYP2D6 − 0.27 * the expression of SLC2A4.




Figure 3 | Construction of a metabolism-related risk model (MRM) to predict the disease-free survival (DFS) of prostate cancer (PCa) patients. (A, B) The least absolute shrinkage and selection operator (LASSO) Cox regression for the DFS-related key metabolism-related differentially expressed genes (mDEGs). (C) The multivariable Cox regression analysis of five genes based on cross-validation and the minimum partial likelihood deviance to further demonstrate the independent prognosis-related genes and obtain the genes index. (D) The distribution of risk scores in The Cancer Genome Atlas (TCGA) PCa based on median of metabolism-related risk score (MRS). Blue represents low-MRS subgroup, while red represents high-MRS subgroup. (E) The distribution of disease-free patients (blue) or recurrence (red) in subgroups. (F) Kaplan–Meier analysis for DFS curves of patients from TCGA PCa in low- or high-MRS subgroups. (G) Receiver operating characteristic (ROC) curves for predicting 1-, 3-, and 5-year DFS in patients from TCGA PCa database. (H) ROC analysis showed that the predictive accuracy of MRM was superior to other clinical features in TCGA PCa cohort. (I) The heatmap of five constituent genes of MRM, MRM characteristics, and clinical features in TCGA PCa database. (J, K) Univariate and multivariate Cox regression analyses of MRS and clinical features.



We then calculated the MRS according to this model and divided the 492 PCa patients into a high-MRS subgroup (n = 246) and a low MRS-subgroup (n = 246) based on the median MRS (Figure 3D). As shown in Figures 3E, F, the DFS rate of the high-MRS subgroup was obviously lower than that of the low-MRS subgroup, indicating that higher MRSs indicated a higher probability of recurrence. A receiver operating characteristic (ROC) curve demonstrated that MRM may act as a prognostic clinical feature. For 1-, 3-, and 5-year DFS, the area under the curve (AUC) values were 0.74, 0.74, and 0.74, respectively, suggesting that MRM had good sensitivity and specificity (Figure 3G). In addition, the ROC curve indicated that the predictive DFS accuracy of MRM was superior to other clinical parameters (Gleason score, prostate-specific antigen (PSA) level, and TNM stage and age) (Figure 3H). Besides, we explored the relationship among the MRS, clinical features, and the expression levels of the key mDEGs in TCGA PCa database. The heatmap in Figure 3I indicated that the expressions of APOE, BGN, AHSG, and CYP2D6 were increased in the high-MRS subgroup, while the expression of SLC2A4 was the opposite. We also found that the MRS was positively correlated with the Gleason score, T stage, N stage, and M stage but was not associated with PSA levels (Figure 3I and Supplementary Figure 1D). Moreover, univariate Cox regression demonstrated that the Gleason score, PAS level, T stage, and the MRS were closely related to DFS in PCa (Figure 3J), and multivariate Cox regression found that the p-value of the MRS (p < 0.001) was the lowest than other clinical features, suggesting that the MRS may be the most significant independent prognostic indicator of PCa (Figure 3K). Therefore, these findings suggested that MRM, a new feature, may be a better indicator to predict the DFS of PCa patients as compared to currently used prognostic factors.



Validation of the Prognostic Value of Metabolism-Related Risk Model in Two Independent Prostate Cancer Cohorts and Real-World Study

To validate the prognostic value of the model, we screened independent PCa databases, including DFS or recurrence data of PCa patients, and we found two available datasets, namely, the Taylor and International Cancer Genome Consortium (ICGC) PCa cohorts. As above, we calculated the MRS based on the metabolism-related risk model (MEM) equation. All patients were divided into the high-risk or low-risk subgroups based on the median MRS (Supplementary Figure 2A). Similar to the results derived from TCGA database, patients with higher MRS had shorter DFS time or BCR time, greater likelihood of recurrence, and worse prognosis (Figure 4A and Supplementary Figure 2B). The AUC values for 1-, 3-, and 5-year BCR in the Taylor PCa cohort were 0.75, 0.73, and 0.69, respectively, and those in ICGC PCa were 0.82, 0.85, and 0.80, respectively, demonstrating that the MRM may be a potential clinical feature that predicts DFS with high accuracy and reliability for PCa patients (Figure 4B). Moreover, as shown in Figure 4C, the ROC curve derived from the Taylor and ICGC PCa cohorts indicated that the predictive accuracy of MRM was superior to that of other clinical features. In addition, we also analyzed the relationship among the MRS, clinical features, and the expression levels of the key mDEGs in the Taylor and ICGC PCa database (Supplementary Figure 2C). The results of the Taylor and ICGC cohorts were consistent with those of TCGA. In Taylor, univariate and multivariate Cox regression analyses both showed that the Gleason score, PAS level, T stage, and MRS were closely related to DFS and could be independent prognostic indicators of PCa (Figure 4D). In the ICGC PCa cohort, univariate Cox regression analysis revealed that the Gleason score, T stage, and MRS were closely related to DFS; multivariate Cox regression analysis found that only the T stage and MRS were independent prognostic indicators of PCa, but the Gleason score was not an independent prognostic indicator of PCa (Figure 4E), which may be due to sample size, heterogeneity of data source, and composition. Thus, these data indicated that the MRM was the best independent predictor of the DFS or BCR in two independent PCa cohorts.




Figure 4 | Validation of the prognostic value of metabolism-related risk model (MRM) in two independent prostate cancer (PCa) cohorts and real-world study. (A) Kaplan–Meier analysis for disease-free survival (DFS) curves of patients in low or high metabolism-related risk score (MRS) subgroups from two independent validation cohorts (Taylor and International Cancer Genome Consortium (ICGC) PCa). (B) Receiver operating characteristic (ROC) curves for predicting 1-, 3-, and 5-year DFS in patients from Taylor and ICGC PCa cohorts. (C) ROC analysis showed that the predictive accuracy of MRM in DFS was superior to other clinical features in Taylor and ICGC PCa cohorts. (D, E) Univariate and multivariate Cox regression analyses of MRS and clinical features in Taylor and ICGC PCa cohorts. (F, G) Immunohistochemistry (IHC) staining was performed to detect the key metabolism-related differentially expressed genes (mDEGs) (AHSG, APOE, BGN, SLC2A4, and CYP2D6) protein expression using PCa tissue arrays from 59 normal tissues and 196 tumor tissues. Representative images are shown. Statistical analysis of the immunoreactive score (IRS) scores of IHC staining. *p < 0.05; **p < 0.01; ***p < 0.001.



We next investigated the value of MRM in the real world using the tissue collected at the First Affiliated Hospital of Zhengzhou University. qRT-PCR was carried out to assess the mRNA expression of the DFS-related key mDEGs (APOE, AHSG, BGN, SLC2A4, and CYP2D6) in fresh PCa tissues and matched adjacent normal prostate tissues (n = 30). The MRS of the tissue was calculated based on the relative expression of genes. An immunohistochemistry (IHC) assay was utilized to measure the expression at the protein level, and the protein level of the MRS (pMRS) was obtained based on the immunoreactive score (IRS) of the DFS-related key mDEGs (APOE, AHSG, BGN, SLC2A4, and CYP2D6). As shown in Supplementary Figure 3A and Figure 4F, AHSG, APOE, BGN, and CYP2D6 were significantly upregulated in PCa tissues compared to normal prostate tissues, while SLC2A4 showed the opposite result. Further analysis revealed that MRS and pMRS had a close relationship with the Gleason score and T stage, and pMRS was positively correlated with N stage and Grade (Supplementary Figure 3B and Figure 4G).

In summary, these findings demonstrated that the MRS may be a promising prediction feature with high reliability and accuracy for PCa patients.



The Molecular Function and Mechanism of Metabolism-Related Risk Score in Prostate Cancer

First, gene set enrichment analysis (GSEA) was carried out to predict the gene set changes between the high- and low-MRS groups in the PCa TCGA cohort. The results revealed that the gene sets of the high-MRS samples were gathered in pathways related to proliferation and cell cycle, while the low-MRS samples were enriched in gene sets of genes downregulated in PCa and downregulated in metastatic tumors from the panel of patients with PCa (Figure 5A), suggesting that there was a significant difference in tumor growth and metastasis between MRM subgroups. We then analyzed gene mutations to further explore genetic differences in the MRM subgroups. Missense variations were the most common mutation type, and the high-MRS group had higher mutation counts than the low-MRS group. The top 10 genes with the highest mutation rates in the MRS subgroups are shown in Supplementary Figure 4A. The mutation rates of TP53, SPOP, TTN, FOXA1, and SYNE1 genes in the high MRS subtype were higher than those in the low MRS, while the mutation rates of the KMT2D and MUC16 genes in the high MRS subtype were lower than those in the low MRS subtype; the mutation of SPTA1, LRP1B, and KMT2C genes was more common in the high-MRS group, while the mutation of RYR2, ATM, and RP1 genes was more common in the low-MRS group.




Figure 5 | The molecular function and mechanism of metabolism-related risk model (MRM) in prostate cancer (PCa). (A) Gene set enrichment analysis (GSEA) of metabolism-related risk score (MRS) and PCa progression signaling pathways. p < 0.05 and false discovery rate (FDR) <0.05 were considered significant. (B) Heatmap of differentially expressed genes (DEGs) by comparing the expression between the high- and low-MRS groups. p < 0.05 and |FC| > 1.5. (C) Gene Ontology (GO) analysis for exploring molecular function and biological process involved in these DEGs. (D) Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis revealed the major pathways in which these DEGs were involved in. (E) Metabolism-related, lipid metabolism-related gene sets enriched in high- or low-MRS subgroup (p < 0.05, FDR < 0.25).



Gene expression analysis was carried out and identified 1,258 genes by comparing the high and low-MRS groups (Figure 5B). Further research found that the DEGs were mostly enriched in multiple metabolic processes, transmembrane transporter complex, and enzyme activity (Figure 5C). KEGG analysis also demonstrated that these DEGs were closely related to pathways in metabolism, such as the PPAR signaling pathway, cAMP signaling pathway, steroid hormone biosynthesis, cholesterol metabolism, and drug metabolism (Figure 5D). Figure 5E and Supplementary Figure 4B show representative metabolic pathways derived from KEGG analysis, especially pathways in lipid metabolism and amino acid metabolism. The results revealed that the subgroups had different metabolic characteristics, as follows: the high-MRS group had more lipid synthesis and less lipid degradation than the low-MRS group, and the low-MRS group involved more amino acid metabolism and lipolysis than the high-MRS group. In addition, GO and KEGG enrichment analysis showed that the DEGs were also associated with synapses, ECM, and cytokines, suggesting that the MRM had a relationship with neuroendocrine transformation and that the subgroups had different microenvironments (Figures 5C, D).



Immune Characteristics of Different Metabolism-Related Risk Score Subgroups

The TME, which is the surrounding microenvironment of tumor cells, includes immune cells, surrounding blood vessels, fibroblasts, extracellular stroma, and various signaling molecules. First, we explored the relationship between the MRS and the TME. The MRS was positively correlated with the TME score, and the high-MRS group presented higher immune cell infiltration and stroma scores than the low-MRS group (Figure 6A). The gene sets of the high-MRS samples were enriched in immune response-related pathways (Figure 6B). The detailed immune cell regulatory pathways of GSEA are shown in Supplementary Figure 5A. Besides, consistent with the predicted results in Figure 6A, pathways related to ECM were highly associated with the high MRS (Supplementary Figure 5B). Subsequently, we further investigated the correlation between MRS and immune cell infiltration in PCa. We calculated the proportion of immune cells in PCa samples from TCGA database using the following six independent algorithms: CIBERSORT, xCell, quanTIseq, MCP-counter, EPIC, and ImmuCellAI. The characteristics of the immune landscape related to MRS are displayed in Figure 6C. We also found that the infiltration of B cells, CD4+ T cells, macrophages, dendritic cells, and CAFs were more abundant in the high-MRS subgroup, while CD8+ T cells and neutrophils were more abundant in the low-MRS subgroup (Supplementary Figure 5C and Supplementary Table 1). We screened and collected classical immune checkpoints, and then we applied those genes to define the immune and molecular functions between the different MRS groups. We found that the MRS was closely correlated with the expression of 30 immune checkpoints (p < 0.05, R > 0.15), including PDCD1, PDL1, and CTLA4 (Figure 6D). Notably, the expressions of CTLA4 and PDCD1 were significantly elevated in the high-MRS samples (Figure 6E), suggesting that immunotherapy may be a relatively effective treatment for these patients. Therefore, we predicted the response to immunotherapy in PCa patients derived from TCGA (Supplementary Figure 5D). In terms of predicting the response to immunotherapy, the AUC value of the MRM is the highest among clinical features (Figure 6E), indicating that the new feature, MRM, may be a potential indicator in predicting the immunotherapeutic response of PCa patients. Finally, we performed multiplex immunofluorescence (mIF) to detect the expression of the key MRGs and classical immune checkpoints and analyzed their correlation. Although immune checkpoint expression was relatively weak in PCa, CTLA4 and PDCD1 expressions in the high-MRS subgroup were both higher than those in the low-MRS subgroup (Figure 6F). As predicted, these results suggested that the high-MRS subgroup was more likely to benefit from immunotherapy than the low-MRS subgroup.




Figure 6 | Immune characteristics of different metabolism-related risk score (MRS) subgroups. (A) Comparison of the microenvironment, immune, and stromal score in subgroups with high- and low-MRS. (B) Immune-related gene sets enriched in high-MRS subgroup [p < 0.05, false discovery rate (FDR) <0.25]. (C) The landscape of immune cells along with MRS subgroups from The Cancer Genome Atlas (TCGA) prostate cancer (PCa) patients. (D) Correlations between the MRS and classical immune checkpoints. p < 0.05 and |R2| > 0.15. (E) The expression of CTLA4 and PDCD1 in high- and low-MRS subgroups. (F) Receiver operating characteristic (ROC) analysis showed that the predictive accuracy of metabolism-related risk model (MRM) in response to immunotherapy was slightly superior to other clinical features in TCGA PCa cohorts. (G) Multiplex immunofluorescence (mIF) confirmed CTLA4 and PDCD1 expressions in the high-MRS subgroup were higher than those in the low-MRS subgroup. Quantified the corrected total cell fluorescence (CTCF) of these genes stained. ***p < 0.001.





Sensitivity to Drugs in Prostate Cancer Patients With Different Metabolism-Related Risk Score Subgroups

Given that the GO and KEGG analyses (Figures 5C, D) suggested that MRS is involved in drug metabolism, hormone synthesis, and metabolism-related pathways, while antiandrogen therapy and chemotherapy are the dominant treatment for advanced PCa, we hypothesized that patients in different MRS subgroups have different sensitivities to drugs. We first analyzed in detail the pathways related to drug metabolism identified by KEGG enrichment analysis of the MRS subgroups. We found that pathways related to endocrine therapy resistance, DNA repair genes, silenced by methylation, and doxorubicin resistance were associated with high MRS, while genes related to drug response were positively correlated with low MRS (Figure 7A). Then, we compared the sensitivity of the high- and low-MRS groups to common anticancer drugs to guide treatment options for different PCa patients. In terms of standard drug selection, patients in the low-MRS subgroup were more sensitive to antiandrogen (abiraterone), while patients in the high-MRS group were more sensitive to chemotherapy (docetaxel and gemcitabine–cisplatin (GC) chemotherapy) (Figure 7B). In terms of recommended drug selection, patients in the low-MRS subgroup were more sensitive to EGFR inhibitors (e.g., afatinib), BI-2536 (PLK1 and BRD4), HDAC inhibitor (tacedinaline), and TGF-β receptor inhibitor (SB-505124), while patients in the high-MRS subgroup were more sensitive to CDK inhibitors (e.g., AZD 5438), PARP inhibitors (e.g., niraparib), and ferroptosis agonist (RSL3, erastin) (Figures 7C, D). Similar results are shown in Supplementary Figures 6A–C based on the Taylor database.




Figure 7 | Sensitivity to drugs in prostate cancer (PCa) patients with different metabolism-related risk score (MRS) subgroups. (A) Gene set enrichment analysis (GSEA) showed the drug metabolism-related gene sets enriched in high- or low-MRS subgroup (p < 0.05, false discovery rate (FDR) <0.25). (B) Estimated sensitivity of current clinically preferred drugs for advanced PCa in patients with high and low MRS risk. (C, D) Predicting sensitivity of potential drugs for advanced PCa in patients with high and low MRS risk. *p < 0.05; ***p < 0.001.






Discussion

Cell metabolic reprogramming, an important hallmark of tumors, contributes to tumor initiation and progression. Accompanied by changes in intracellular and extracellular metabolites, metabolic reprogramming has a profound impact on gene expression, cellular heterogeneity, and the TME (12–15). Metabolic reprogramming also occurs in PCa and exhibits a unique metabolism that changes during initial neoplasia to advanced PCa (16, 17). Patients with PCa, an indolent tumor, have a long survival with effective clinical interventions; but PCa progresses rapidly once tumor recurrence occurs (23). Although there are many treatment options for advanced PCa, such as new endocrine therapy, immunotherapy, or chemotherapy, these treatments are ultimately not effective long enough to change the ultimate outcome of the disease—death (2, 24). Accumulating studies have demonstrated that metabolic rewriting in PCa is closely related to tumor progression, tumor recurrence, endocrine therapy tolerance, and immunotherapy nonresponse (17, 25, 26). Given that recurrence is a turning point in disease progression and treatment as well as that metabolism plays an important role in PCa, we collected all the MRGs based on Molecular Signatures Database (MSigDB) and several PCa datasets, systematically and comprehensively explored the landscape of tumor metabolism, and constructed a metabolism-related model based on DFS or relapse-free survival to provide accurate clinical prognostic information and guide treatment for PCa patients.

In this study, we first identified and analyzed mDEGs in TCGA PCa database, and these mDEGs were mainly enriched in lipid- and amino acid-related metabolic processes. Consistent with other studies, metabolic rearrangement in PCa occurs mainly in lipid and amino acid metabolism, rather than glucose metabolism (17). Notably, these mDEGs were also enriched in hormone metabolism and drug metabolism-related pathways. As we know, PCa is an androgen-dependent tumor (27). The results indicated that metabolic reprogramming in PCa involves not only metabolic reprogramming of energy substances but also changes in hormone and drug metabolism. Based on these DEGs, consensus clustering analysis found that patients could be divided into three subgroups, and there were significant differences in the DFS of the three subgroups. These findings indicated that metabolism in PCa is heterogeneous and that patients with different metabolic patterns have different prognoses.

Subsequently, through PPI network, univariable and multivariable Cox regression analyses, and LASSO Cox regression analysis, we screened 5 survival-related key mDEGs, including APOE (apolipoprotein E), AHSG (α2-HS-glycoprotein), SLC2A4 (solute carrier family 2 member 4), BGN (biglycan), and CYP2D6 (cytochrome P450 family 2 subfamily D member 6). These genes have been reported to be involved in metabolism or PCa progression previously. As we know, APOE is a key cholesterol regulatory protein (28). Ifere et al. reported that APOE influences aggressive behavior in PCa cells by deregulating cholesterol homeostasis (29), and Marco et al. demonstrated that the expression of APOE was directly correlated with the Gleason score, local and distant aggressiveness, and hormone independence in PCa (30). Fetuin-A, the protein product of AHSG gene, is a hepatokine and is known to be associated with insulin resistance and type 2 diabetes (31). Carol et al. reported that AHSG plays a role in tumor progression by interfering with the binding of TGF-β1 to colorectal cancer cell surface receptors (32). However, the role of AHSG in PCa is unclear. SLC2A4, also named GR-mediated glucose transporter 4 (GLUT4), is associated with glucose supply and metabolism, and it is upregulated with chronic Enz treatment (33, 34). CYP2D6, a drug-metabolizing cytochrome P450 enzyme, is a critical pharmacogene involved in the metabolism of approximately 25% of commonly used drugs, and altered CYP2D6 function has been concerned with reduced drug efficacy (35). It has been reported that abiraterone could inhibit the expression of several drug-metabolizing cytochrome P450 enzymes, including CYP2D6 (36, 37). Ying et al. have demonstrated that as a key modulator, BGN regulates the key molecular pathways of metabolism and brain function (38). Yuan et al. reported that BGN, a proteoglycan of the ECM, was identified as a fibroblast-specific biomarker of poorer prognosis in colorectal cancer (39). Frank et al. have demonstrated that BGN is upregulated in PCa and closely related to clinical features of PCa patients (40), but the mechanism is unclear. Compared to normal tissues, we found that APOE, AHSG, CYP2D6, and BGN were upregulated in PCa tissues, while SLC2A4 was downregulated. The specific mechanisms of these key genes in metabolism, immunotherapy, and drug reactivity of PCa remain unclear, which is one of the limitations of this study. We will continue to study them further in the future.

Based on these five genes, MRSs were calculated, and an MRM was ultimately constructed for the prognosis prediction of PCa patients. TCGA PCa database was used as the training set, and two independent databases, Taylor and ICGC PCa cohorts, were used as the validation set. Further analysis in both the training set and the validation set revealed that the MRS had a close relationship with the clinical features of PCa, especially the TNM stage and Gleason score, indicating that the progression of PCa is accompanied by changes in tumor metabolism. Survival analysis, ROC curve analysis, and univariate and multivariate Cox regression analyses manifested that this MRS is a credible and calculable independent prognostic indicator. Noteworthy, the MRS has the highest accuracy in predicting tumor prognosis compared to other clinical indicators, including the Gleason score and PSA value, which comprise the gold standard for predicting prognosis in the clinic. These findings suggested that MRM may be a promising clinical prognostic indicator of PCa. To explore the possibility of clinical transformation of MRM, we detected the mRNA level and protein level expression of APOE, AHSG, CYP2D6, SLC2A4, and BGN in clinical specimens collected in the real world by qRT-PCR and IHC, and then we calculated MRS of each patient according to the model formula. Although clinical recurrence information is lacking, retrospective studies have found that MRS was closely associated with the clinical features of those patients. It is worth noting that the training and validation cohorts mainly consisted of non-Asian participants, whereas the clinical specimens collected in the real world were all from Asia, which indicated that this model has strong universality. However, the lack of tumor recurrence data in the real world is the limitation of our study. In the future, we will closely follow up on the survival data of the sample we collected and continue the study.

Recent studies have demonstrated crosstalk between cellular metabolic writing and the remodeling of the TME (41, 42). Although most PCa patients have a poor response to immunotherapy, improving the immune response efficiency has been the focus of PCa immune research (7, 43). In the present study, we quantified tumor metabolism through the calculated risk score (MRS) based on the construction of the MRM, objectively revealing the correlation between the relatively global metabolic reprogramming and the immune microenvironment, which may guide the different treatment approaches of the two groups. For example, there were CD4+, CD8+, B cells, and macrophage cells infiltrated in the high-MRS subgroup. At the same time, the expression of most classical immune checkpoints, such as CTLA4 and PD-L1, was also upregulated in this cluster, which may restrict the antitumor function of these cytotoxic cells. Moreover, the feature of MRM could predict tumor immune response more effectively than other clinical characteristics, such as the Gleason score and PSA value. Therefore, quantifying tumor metabolism through the MRM may help to predict tumor immune responses and avoid immunosuppressive therapy in patients who do not respond immunologically.

PCa is an androgen-related tumor, whose progression is closely related to androgen metabolism (27, 44). Cholesterol esters are the precursors of androgen synthesis, and recent studies have demonstrated that lipid metabolism reprogramming is closely related to endocrine therapy resistance in PCa (45). Notably, in the present study, we found that the high-MRS subgroup was more sensitive to abiraterone, a second-generation antiandrogen. Besides, chemotherapy is one of the options for treating advanced PCa. Drug metabolism is also a type of metabolism. It is well known that drug metabolism is closely related to chemotherapy resistance. In this study, we revealed that the low-MRS subgroup was more sensitive to classical chemotherapy agents, docetaxel and the GC regimens. Overall, we found that patients in the high-risk group were relatively sensitive to immunotherapy and endocrine therapy, while patients in the low-risk group were sensitive to chemotherapy. With the increasing popularity of molecular targeted therapy for cancer, we also predicted the sensitivity of different subgroups to other common molecular targeted drugs, so as to more accurately select sensitive targeted drugs according to the different tumor metabolism. These findings suggest the potential for the future application of the MRM in clinical guidance.

Tumor metabolic reprogramming is one of the characteristics of the tumor, which has attracted more and more attention. Our study identified the key mDEGs, presented a metabolic landscape, and constructed a MEM that systematically researches the relationship between tumor metabolic reprogramming, tumor recurrence, and the response to treatment (including immunotherapy, endocrine therapy, and chemotherapy) in PCa. There are more and more treatment options for advanced PCa. Choosing a more accurate therapeutic regimen according to the expression levels of key genes may be a direction of PCa treatment research in the future. We will further apply this model to clinical practice to test its effectiveness and hope that it could provide guidance for clinical treatment selection.

In conclusion, the present study identified the key mDEGs, presented a metabolic landscape, and constructed a MEM that exhibited high diagnostic accuracy in predicting DFS of PCa patients as well as predicting response to treatment. We hope that the utility of the constructed MRM can also be validated by additional clinical studies in the future.



Methods


Data Acquisition

TCGA PCa database was downloaded from the UCSC Xena website (http://xena.ucsc.edu/) as the training set, and the two independent PCa datasets: ICGC PCa (DKFZ, Cancer Cell 2018) and Taylor (MSKCC, Cancer Cell 2010) were downloaded from cBioPortal for Cancer Genomics (http://www.cbioportal.org/) as the training set (46, 47). The MRGs were searched and downloaded from Molecular Signatures Database (MSigDB, http://www.gsea-msigdb.org/gsea/msigdb/index.jsp). Immune checkpoints were collected from the literature.



Differentially Expressed Gene Screening and Plot

Using R “limma” (Version 3.42.2) package, we screened the DEGs with p < 0.05, |Fold change| > 1.5 as the conditions (48). The volcano map or heatmap is performed with R “ggplot2” to show DEGs. A Venn diagram is used to show the intersection of DEGs and MRGs to identify mDEGs.



Gene Ontology Analysis

GO analysis was implemented with R “clusterProfiler” (Version 3.14.3) package to further explore the possible functions of these DEGs (49). Adjusted p < 0.01 and p < 0.05 were considered statistically significant.



Kyoto Encyclopedia of Genes and Genomes Analysis

KEGG analysis was carried out with R “clusterProfiler” (Version 3.14.3) and “enrichplot” package to look for the potential signaling pathway that DEGs or MRS is involved in (49). We defined p < 0.05 and false discovery rate (FDR) <0.25 as the cutoff criteria.



Unsupervised Clustering Analysis

We performed hierarchical consistent cluster analysis using the R package ConsensusClusterPlus (50). The optimal number of clusters was determined through the consistent clustering algorithm, and the number of repetitions was set to 1,000 to ensure the stability of clusters.



Protein–Protein Interaction Network Construction

We constructed a PPI network of mDEGs using the STRING online database (Version 10.0). The results were further imported into Cytoscape software (Version 3.6.1) to calculate the degree rank of hub genes using CytoHubba plug-in, and the top 100 hub genes were selected for future analysis (51).



Construction and Validation of the Metabolism-Related Model to Evaluate the Metabolism-Related Risk Score

Univariate Cox regression was performed to screen DFS-related mDEGs (p < 0.05), followed by LASSO regression. With HR and 95% CI < 1, the gene was considered as a protective gene, while it was a risk gene with HR and 95% CI > 1. The correlation of each gene expression was displayed by the R “corrplot” package. Then, LASSO Cox regression was performed with the R “glmnet” package to avoid overfitting of recurrence features and narrow the range of genes predicting DFS (52). The key genes identified by LASSO regression were evaluated further by incorporating mDEGs into multiple Cox regression analyses. The MRM was constructed by weighting the estimated Cox regression coefficients. The model can be expressed as MRS = ∑ (βi × Expi), where the βi coefficient and Expi subscale represent the coefficient and normalized gene expression level, respectively. PCa samples were divided into low- and high-MRS subgroups according to the median MRS as the cutoff point.

The KM survival analysis was executed to estimate the difference in recurrence rates between the two risk subgroups. In addition, using the R “Survival ROC” package, ROC curves were applied to evaluate the specificity and sensitivity of the MRM based on the AUC. Then, we executed univariate and multivariate Cox regression analyses in order to validate the independent prognostic value of this model. Finally, the role of the MRS was further validated in two independent PCa validation sets (Taylor and ICGC PCa cohorts).



Gene Mutation Analysis

Genetic alteration information was obtained from the cBioPortal database, and the number and quality of mutations in the two MRS subgroups were analyzed using the R “Maftools” package (53).



Comprehensive Analysis of Molecular and Immune Infiltration Characteristics of Different Metabolism-Related Risk Score Subgroups

Based on the RNA-seq dataset of TCGA database PRAD, we evaluated the immune infiltration characteristics of PCa by seven online tools: CIBERSORT, TIMER, xCell, quanTIseq, MCP-counter, ImmuCellAI, and EPIC. Then, we compared the immune cells between the two MRS subgroups. Further, we carried out correlation analysis by the R “corrplot” package to assess the relationship between relapse risk scores and immune checkpoints. To assess the value of the MRM in prognostic immunotherapy response, the online tool TIDE (Tumor Immune Dysfunction and Exclusion, HTTP://TIDE.dfci.harvard.edu/) was used to perform immune checkpoint inhibitor response of each patient.



Prediction of Drug Sensitivity in PRAD Between Different Metabolism-Related Risk Score Groups

Based on Genomics of Drug Sensitivity in Cancer (GDSC) and Cancer Therapeutics Response Portal (CTRP), we applied the R “oncoPredict” package to predict clinical response to multiple chemotherapy drugs (54). We compared the difference in 50% inhibitory concentration (IC50) between the high- and low-MRS subgroups.



Human Samples

We obtained patients’ consent and approval from the Institutional Research Ethics Committee, then collected fresh PCa tissues and matched adjacent normal tissues from the First Affiliated Hospital of Zhengzhou University, and stored them at −80°C. Paired PCa and adjacent normal paraffin tissue sections were purchased from Xi’an ZK Biotech (M261601, M079Pr01) and Shanghai Outdo Biotech (HProA150CS01), and the clinical information was directly provided by companies.



Quantitative Real-Time PCR Assay

We executed qRT-PCR assay according to the methods described previously (19). In brief, we extracted total RNA from samples using the TRIzol reagent (Thermo, Waltham, MA, USA). Then, we performed reverse transcription using The RevertAid First Strand cDNA Synthesis kit (TaKaRa, Dalian, China). Using the SYBR Green mix (TaKaRa), we carried out qRT-PCR on the StepOne Plus real-time PCR system (Life Technologies, Carlsbad, CA, USA). The primers sequences were as follows: APOE, Forward: 5′-GTTGCTGGTCACATTCCTGG-3′, Reverse: 5′-GCAGGTAATCCCAAAAGCGAC-3′; AHSG, Forward: 5′-TCCTTGGGGATACAAACACACC-3′, Reverse: 5′-TACCACGGAAAACTTGCCATC-3′; BGN, Forward: 5′-CAGTGGCTTTGAACCTGGAG-3′, Reverse: 5′-GGGAGGTCTTTGGGGATGC-3′; SLC2A4, Forward: 5′-TGGGCGGCATGATTTCCTC-3′, Reverse: 5′-GCCAGGACATTGTTGACCAG-3′; CYP2D6, Forward: 5′-TGGCAAGGTCCTACGCTTC-3′, Reverse: 5′-GCCACCACTATGCACAGGTT-3′; β-actin, Forward: 5′-CATGTACGTTGCTATCCAGGC-3′, Reverse: 5′-CTCCTTAATGTCACGCACGAT-3′.



Immunohistochemical Staining Assay

IHC assay was carried out according to the methods described previously (20). To ensure the consistency of the analysis, all IHC assays were performed using the same type of tissue chips. The primary antibodies included anti-APOE (1:800, ab52607, Abcam, Cambridge, UK), anti-AHSG (1:1,000, ab187051, Abcam), anti-BGN (1:5,000, ab209234, Abcam), anti-SLC2A4 (1:500, 66846-1-Ig, ProteinTech, Chicago, IL, USA), and anti-CYP2D6 (1:500, ab185625, Abcam). We evaluated the expression of protein levels in the tissue sections based on the IRS: 0–1 indicating negative staining, 2–3 indicating mild staining, 4–8 indicating moderate staining, and 9–12 indicating strong positive staining.



Multiplex Immunofluorescence Staining Assay

mIF assay was implemented according to the methods described previously (55). The primary antibodies included anti-APOE (1:50, ab52607, Abcam), anti-BGN (1:50, ab209234, Abcam), anti-CTLA4 (1:200, bs-1179R, Bioss, Woburn, MA, USA), and anti-PDCD1 (1:100, ab214421, Abcam). Using ImageJ software, we evaluated the expression of protein levels in the tissue sections on the basis of the corrected total cell fluorescence (CTCF).



Statistical Analyses

All data visualization and statistical analysis were accomplished by R software (Version 4.1.2). Continuous variables between the two risk groups were compared via independent t-tests. Categorical data were carried out by the chi-square test. The MRS between different TIDE immunotherapy response groups was compared based on the Wilcoxon test. Pearson’s correlation coefficient is used to measure the correlation between two continuous variables. Univariate survival analysis was implemented via the KM method and the log-rank test. Multivariate survival analysis was carried out by the Cox regression model. p-Value <0.05 was considered statistically significant.
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Myeloid Derived Suppressor Cells (MDSCs) play important roles in constituting the immune suppressive environment promoting cancer development and progression. They are consisted of a heterogeneous population of immature myeloid cells including polymorphonuclear MDSC (PMN-MDSC) and monocytes MDSC (M-MDSC) that are found in both the systemic circulation and in the tumor microenvironment (TME). While previous studies had shown that all-trans retinoic acid (ATRA) could induce MDSC differentiation and maturation, the very poor solubility and fast metabolism of the drug limited its applications as an immune-modulator for cancer immunotherapy. We aimed in this study to develop a drug encapsulated liposome formulation L-ATRA with sustained release properties and examined the immuno-modulation effects. We showed that the actively loaded L-ATRA achieved stable encapsulation and enabled controlled drug release and accumulation in the tumor tissues. In vivo administration of L-ATRA promoted the remodeling of the systemic immune homeostasis as well as the tumor microenvironment. They were found to promote MDSCs maturation into DCs and facilitate immune responses against cancer cells. When used as a single agent treatment, L-ATRA deterred tumor growth, but only in immune-competent mice. In mice with impaired immune functions, L-ATRA at the same dose was not effective. When combined with checkpoint inhibitory agents, L-ATRA resulted in greater anti-cancer activities. Thus, L-ATRA may present a new IO strategy targeting the MDSCs that needs be further explored for improving the immunotherapy efficacy in cancer.
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Graphical Abstract |  Liposome sustainable release of ATRA enable remodeling immune homeostasis and improving CTL activities inside tumor microenvironment.




Introduction

The detrimental roles of immature myeloid cells in immune-oncology have been discussed extensively in many studies (1, 2). These heterogeneous population of cells with impaired immune stimulation functions are named myeloid-derived suppressor cells (MDSCs). Higher numbers of MDSCs were found in cancer patients and their accumulation in the tumor tissues constituted the immune suppressive tumor microenvironment (TME) (1, 2). In patients with Glioblastoma, the numbers of circulating M-MDSCs were higher than those in patients with benign and grade I/II glioma (3). Greater numbers of MDSCs in circulation and tumor infiltrates suggested poorer prognosis. Studies had indicated that TME MDSCs contributed to chemoresistance, as well as resistance to immune checkpoint inhibitors (4–6). They were also found to correlate with the treatment outcomes of Ipilimumab in melanoma patients (7).

There have been various therapeutic strategies proposed for targeting MDSCs for therapeutic benefits, including MDSC depletion and/or deactivating (8). The effects of all-trans retinoic acid (ATRA) on immature myeloid cells (a.k.a. MDSCs) were first reported by Gabrilovich and coworker and later examined in many studies for cancer immunotherapy (9, 10). Kusmartsev et al. described the transformation of immature myeloid cells into mature DC, macrophages, and granulocytes after ATRA treatment in mouse tumor models (11). Tobin et al. reported the use of ATRA in combination with Ipilimumab to treat stage IV melanoma patients (12). Their data all suggested that ATRA could significantly improve CD8+ T cells activation and decrease the frequency of circulating MDSCs. Therefore, ATRA was considered as a potent immuno-modulator with valuable potentials in immune-oncology.

Nevertheless, ATRA is very poorly soluble and subjects to fast metabolism by endogenous vitamin A clearance pathways (13, 14). Thus its systemic exposure as well as pharmacodynamic effects on MDSCs were limited even with oral doses up to 150 mg/m2/day (9). The drug concentration in solid tumor tissues should be even lower considering the very short T1/2 of about 1 hour. In order to improve its bioavailability to reach effective exposure, several groups had attempted various nano drug delivery approaches (15–18). Aronex Pharmaceuticals developed an ATRA liposomal product (ATRAGEN™) and enabled i.v. dosing of up to 150mg/m2 (19). Similarly, ATRA was co-formulated in suspensions and dosed with various drug combinations (15, 17, 18, 20, 21). Mirza et al. examined the PK data after oral dosing of ATRA in their clinical studies and found that the MDSC PD effects were only seen in patients with plasma concentration higher than 150 ng/ml (9). Therefore, we hypothesized that it is of critical importance to maintain the plasma concentration and also increase the intratumor drug distribution for both systemic and local modulation effects. In this study, we made liposome formulations containing actively loaded ATRA (L-ATRA) with passive targeting capacities towards MDSCs. Since MDSCs are found either patrolling the circulation system or recruited inside TME, the effect of L-ATRA should have two folds. One in remodeling the immune homeostasis and the other improving CTL activities inside TME. Both aspects need to be evaluated in order to understand the immune modulation effects of L-ATRA and its potential in cancer immunotherapy.



Materials and Methods


Materials

Hydrogenated soybean phosphatidylcholine (HSPC), 1, 2-distearoyl-sn-glycero -3-phosphoethanolamine-N-[methoxy(polyethyleneglycol)-2000] (DSPE-PEG2000) were purchased from Lipoid (Germany). Cholesterol and fluorescein labeled PEG-DSPE were from Avanti Polar Lipids (AL, USA). All-trans retinoic acid (ATRA) was obtained from Shandong Liangfu Pharmaceutical Co., Ltd. Other reagents including ethanol, calcium acetate, sodium chloride, potassium chloride and sucrose were of analytical reagent grades and purchased from Sinopharm (Shanghai, China). Fetal bovine serum and hydroxypropyl-β-cyclodextrin (HPCD) were from Sigma-Aldrich (Steinheim, Germany). Acetonitrile and methanol (HPLC grade) were from Thermo Fisher Scientific (Waltham, USA). Therapeutic mouse anti-PD-1 were purchased from BIO X CELL™(USA), InVivoMAb Antibodies,anti-mouse PD-1(CD279,Clone: 29F.1A12).



ATRA Quantification Using HPLC and UPLC/MS-MS

ATRA was dissolved in methanol for HPLC quantification. The mobile phase consisted of acetonitrile, 2% acetic acid solution and methanol (57.5: 25:17.5, v:v:v). Injection volume was 30 μL. The velocity of mobile phase was 1 mL/min and the detection wave length was 340 nm.

Plasma and tissue samples containing ATRA were quantified using a triple quadrupole 5500 UPLC/MS-MS (AB Sciex, USA). Briefly, 150 µL ACN containing the internal standard (Acitretin, 50 ng·mL-1) was added into 30 µL of samples, vortexed for 10min, and centrifuged at 10000 rpm for 10min. 70 µL supernatant was collected, diluted with 70 µL of dd H2O, and vortexed for 10min. An aliquot of 15 µL of the mixture was injected into the LC-MS/MS system. The elution phase consisted of 85% water and 15% acetonitrile (0.1% NH3·H2O), changed to 15% water and 85% acetonitrile (0.1% NH3·H2O) in 1.6 min, followed by 1.0 min elution at 15% water, then a jump to 85% water and 15% acetonitrile (0.1% NH3·H2O) within 0.01 min, and finally 1.39 min with 85% water and 15% acetonitrile (0.1% NH3·H2O). The velocity of the mobile phase was 0.4 mL/min. The signals at m/z 299.4→ 255.2 for ATRA and m/z 326.9→177.1 for Acitretin were collected in negative ion mode with an electrospray ionization source.



ATRA Liposomes Preparation

ATRA lipid co-suspensions were made by dissolving ATRA, HSPC, cholesterol, and DSPE-PEG200 in ethanol and injecting into buffers containing 10 mM HEPEs. Then the mixture was extruded through a polycarbonate membrane (Nucleopore Co., Canada) using the Northern Lipid extruder.

For actively loaded L-ATRA, empty liposomes were prepared by ethanol injection in calcium acetate buffers and extruded through a polycarbonate membrane. They were dialyzed in 10mM HEPEs buffers (pH 7.0), mixed with ATRA-HPCD (1:3 mol ratio) solution in HEPEs buffer pH 7.5, and incubated at 60°C for 40 min.

Both liposome samples were dialyzed at least 3 times against 1000x volume of 10mM HEPEs buffer (pH 7.0) with a 100 kDa cut-off membrane (Millipore, USA) to remove unencapsulated ATRA. The encapsulation efficiency was calculated as the percent of drug remaining over total added drugs. The size distribution and polydispersity index (PDI) were determined using Zetasizer 3000HSA (Malvern Instruments, UK).

The L-ATRA was analyzed using the MicroCal-VP differential scanning calorimeter (DSC) (GE Instrument Corporation, Sweden). Cyro-EM images were obtained using a Talos F200C electron microscope (FEI, USA).

The in vitro drug release studies were conducted by adding 1ml of liposomes in dialysis tubes with a 100 kDa cut-off membrane. The dialysis tubes were place in 1L of PBS containing 20% of BSA and incubated at 37°C with constant stirring. 20µL aliquots were taken at various time points and quantified.



Cell Isolation and Culture Procedures

The murine colorectal carcinoma cell line CT26, human lung cancer cell line A549, and human leukemia cell lines HL-60 and NB4 were obtained from The Cell Bank of Type Culture Collection of Chinese Academy of Sciences. They were cultured in RPMI 1640 medium (GIBCO, USA) containing 10% FBS (PAA Laboratories, AU), 100 U/mL streptomycins and 100 U/mL penicillin (Invitrogen, USA).

PBMCs from mouse CT26 tumor models and cancer patient blood samples were isolated using regular procedures. Briefly, blood samples were drawn into sodium heparin anticoagulant collection tubes and diluted with phosphate-buffered saline (PBS). Red blood cells were depleted using Red Blood Cell Lysis Buffer (BioLegend, USA). PBMCs were collected after centrifugation at 800g for 15 min at room temperature using Ficoll-Paque™ PLUS (GE Healthcare, Sweden) and washed with PBS.

STEMCELL EasySep™ CD11b Positive Selection Kit II was used to isolate myeloid cells in tumor tissue. Briefly, tumor tissues were harvest and minced into a homogenous paste (< 1 mm pieces) using a razor blade or scalpel. Then they were digested with Dispase II(1.2 U/ml) in RPMI 1640 at 37°C for 30 minutes. After digestion, cells were collected and resuspended in EasySep™ buffer, and CD11b+Cells were isolated using the EasySep™ Magnet. Cell population purity was confirmed by Flow cytometry and exceeded 90%.



FACS Analysis

For flow cytometry analysis, cells were washed twice in DPBS depleted of magnesium or calcium, incubated with Aqua Live/Dead stain (Thermo Fisher Scientific) for 20 minutes, and washed again in DPBS supplemented with 2% FBS. The cells were chilled for 20 minutes on ice, washed twice, and then stained with antibodies for various myeloid cell surface antigens as listed in Supplementary Material. After staining, the cells were washed again twice in DPBS with 2% FBS and loaded onto a BD LSRFortessa™ X-20 (BD Biosciences) for analysis. Human MDSCs were defined as HLA-DRlo/- CD33+ cells. Mouse M-MDSCs were identified as CD45+CD11b+Ly6C+Ly6G- cells and PMN-MDSCs as CD45+CD11b+Ly6C+Ly6G+ cells. The respective gating parameters were shown in Supplemental Figure 3.

The FACS data were further processed using the t-distributed stochastic neighbor embedding (tSNE) algorithm with 1000 iterations and a perplexity parameter of 50. The graphic presentation with reduced dimensionality was peudo-colored into cell clusters based on the specific marker expression profiles.



Animal PK and Efficacy Studies

The mouse study protocols were approved by Shanghai Jiao Tong University Animal Care and Use Committee. Balb/C mice and nude mice were obtained from the Shanghai SLAC Co. Ltd. They were housed with free access to food and water until they reach the weight of 20–22 g. Tumor cells were propagated in vitro for two passages prior to implantation and injected cells were greater than 90% viable. 1 × 106 CT26 tumor cells or 1 × 106 A549 tumor cells were implanted subcutaneously (s.c.) into shaved flanks of recipient Balb/c mice or nude mice.

For the pharmacokinetics and tissue distribution studies in mice, L-ATRA was injected intravenously at a drug dose of 10 mpK. A total number of 40 mice were included in each group. At specific time points, blood samples were drawn and processed for ATRA quantification. Serum RBP4 levels were measured using the mouse RBP4 ELISA Test Kit (Abcam, USA). Similarly, tissue samples including liver, spleen, kidneys, heart, and tumor were collected at specified time points and analyzed.

The Pharmacokinetic studies in beagle dogs were carried out by 3D BioOptima (Suzhou, China) under GLP conditions. The L-ATRA was labeled with trace amount of deuterated cholesterol (Cambridge Isotope Laboratories Inc, MA), and dosed at 5mg/kg dose. Blood samples were drawn at specific time points, and plasma ATRA, oxo-ATRA, and deuterated cholesterol concentrations were determined using HPLC-MS.

Both the CT26 and A549 tumor bearing mice were treated with intravenous injections of PBS (vehicle) or L-ATRA (10 mg/kg). The injections were given at every other day for a total of 5 times while tumor sizes were monitored and recorded. After the last injection, mice were sacrificed, and plasma and tumor samples were collected for FACS analysis.

The anti-cancer activities of L-ATRA alone or combined with anti-PD1 were evaluated in the CT26 colorectal carcinoma mouse model. L-ATRA was injected every other day and anti-PD1 was given every three days, both by intravenous injection.



Statistical Analysis

Results were presented as mean ± SD. Statistical analysis was carried out using either the Student’s t-test or one-way ANOVA in the excel software.




Results


Preparation and Characterization of L-ATRA

ATRA is very poorly soluble in aqueous medium. Its solubility was about 0.21 μM at pH 7.3 and increased slightly at higher pH (Supplementary Figure 1A). It may be co-suspended in the lipid bilayer (i.e., passive loading). But using active loading mechanisms, the loading capacity would be much higher (Figure 1A). Extra-vesicular ATRA was driven into the liposomes by a calcium acetate gradient. The encapsulation efficiency (EE%) was higher than 90% when the loading D/L ratio (w/w) was about 0.06 (Supplementary Figure 1C). The actively loaded ATRA liposomes were named L-ATRA. The liposome sizes were about 75nm in diameter (Figure 1B) and did not change after loading. The zeta-potential was around -20mv. The drug release from L-ATRA were much slower than that from passively loaded liposomes (Supplementary Figure 1E).




Figure 1 | L-ATRA preparation and characterizations. (A) Concentrations of ATRA liposomes prepared using passive loading or active loading procedures; (B) Particle size distribution and PDI of L-ATRA; (C) Representative cryoEM images of empty liposomes (left) and L-ATRA (right); (D) The nano-DSC thermograms of L-ATRA; (E) Schematic drawing of the active loading mechanism for preparing L-ATRA. The p value for the symbol *** were < 0.001 (p=0.0005, student t-test).



The addition of HPCDs up to 10% (w/w) in the loading solution did not affect the liposome size (Supplementary Figure 1B). They were removed by dialysis after loading, so there was no detectable HPCD in the final L-ATRA formulation. We also examined the effect of incorporating HPCD inside the liposomes (Supplementary Figure 1D). However, the resulted loading efficiency was lower, suggesting that solubilizing ATRA inside the liposomes may not help the encapsulation stability. In addition, cryo-EM images implied that there were crystalline structures inside liposomes attached to the inner lipid layer (Figure 1C). NanoDSC scanning of L-ATRA revealed a new peak around 75°C in addition to the lipid phase transition peak around 48°C (Figure 1D). These data all suggested that ATRA was actively loaded inside liposomes where they precipitated as nano crystals. The L-ATRA preparation scheme was summarized in Figure 1E.



L-ATRA Promoted Myeloid Cell Maturation and Differentiation Dose-Dependently

The myeloid leukemia cell lines HL-60 and NB4 were treated with L-ATRA as well as ATRA solubilized with HPCD. The cells responded to both treatments with similar dose dependency. Higher expressions of myeloid differentiation markers CD11b and CD11c were shown significantly at the ATRA dose of 30 µg/ml (Figures 2A, B).




Figure 2 | The in vitro L-ATRA dose effects on MDSCs. (A, B) The dose effects of L-ATRA on human leukemia cell line HL-60 cells and NB4 cells; (C, D) L-ATRA treatment of PBMCs isolated from cancer patient blood samples. (E) L-ATRA treatment of isolated CT-26 mouse tumor infiltrating myeloid cells. The percent of MDSCs in CD11b+ myeloid cells and percent of Ly6C- cells in CD11b+ myeloid cells were also plotted as bar graphs on the right (**p < 0.01, one-way ANOVA analysis).



Figures 2C, D plotted the phenotypical analysis of human peripheral myeloid cells from cancer patients before and after L-ATRA treatment. Due to the limited cell numbers available, we did not include the ATRA-HPCD control. The percent of HLA-DR-CD33+ cells (MDSCs) was greatly reduced, from 33.82% pre-treatment to 12.98% in the 60µg/ml dose group. Meanwhile, there were significantly more HLA-DR+CD11c+cells (DCs) after L-ATRA treatment (Figure 2D).

Figure 2E described tumor infiltrating CD11b+ cells isolated from CT-26 tumor bearing mice before and after L-ATRA treatment. L-ATRA was added into tumor cell conditioned culture medium containing 10ng/ml of mouse GM-CSF. The L-ATRA treatment reduced the number of MDSCs in a dose-dependent manner.



L-ATRA Pharmacokinetics and Tissue Distribution

ATRA is an endogenous vitamin A that had been studies thoroughly concerning its distribution and clearance. The retinol binding proteins in the plasma are crucial for binding to and transport ATRA to various types of cells, where they were metabolized by CYP26s into 4-oxo-ATRA (Figure 3A). Based on such a mechanism, we examined the total ATRA plasma concentration, retinol binding protein 4 levels, as well as 4-oxo-ATRA concentrations after L-ATRA injection. In addition, we also labeled L-ATRA with trace amount of deuterated cholesterol and analyzed its pharmacokinetics. Figures 3B, C plotted the plasma concentrations of ATRA and RBP4 in mice. The clearance T1/2 was calculated to be 7.28 hours and the AUC was 411100 ng·h2·mL-1 (Figure 3B). Meanwhile, the plasma RBP4 level dropped quickly after L-ATRA injection and gradually return back after 6 hours (Figure 3C).




Figure 3 | L-ATRA pharmacokinetics and tissue distributions after iv injection. (A) Schematic drawing of pharmacokinetics of L-ATRA in vivo; (B) Plasma ATRA concentration curves after L-ATRA i.v. injection in mice; (C) The measurements of RBP4 concentration changes after L-ATRA injection in mice; (D–F). Plasma concentrations of (D) ATRA, (E) deuterated cholesterol, and (F) 4-oxo ATRA after L-ATRA i.v. injection in Beagle dogs; (G) ATRA concentrations in various tissues after L-ATRA i.v. injection in CT26 tumor bearing mice.



The PK study in beagle dogs showed similar trend. The liposomes were labeled with deuterated cholesterol in order to characterize the liposome PK properties. As shown in Figure 3D, E, liposomes remained in the circulation much longer than ATRA. Furthermore, the measurements of 4-oxo-ATRA in the plasma were the highest around 6-8 hours after injection (Figure 3F). All these data suggested that ATRA was gradually released from liposomes for more than 6-8 hours after injection.

The ATRA biodistribution in the various tissues in CT26 tumor bearing mice were analyzed and summarized in Figure 3G. Again, because released ATRA would be quickly metabolized, most of the measured ATRA concentration should be liposome encapsulated drug. There is clear trend of drug accumulation into the tumor tissue and the AUC was the highest among all the tissue types.



The Anti-Tumor Effect of L-ATRA in Mouse Models

The anti-tumor effect of L-ATRA as an immunotherapy agent was examined in both immune competent mice and those with impaired immune systems. The syngeneic CT26 colorectal carcinoma model was established in immune competent Balb/C mice. After the tumors reached 100 mm3, they received either L-ATRA or blank liposomes via intravenous injection (Figure 4A). The tumor volume changes of each individual mouse in Figure 4B indicated that L-ATRA treated mice showed slower tumor growth. The two groups of data were analyzed using student’s t test (unpaired two-tailed). The effect of L-ATRA treatment was statistically significant (p =0.028).




Figure 4 | The tumor growth inhibition effect of L-ATRA in Syngeneic CT26 mouse colorectal cancer mice or A549 human lung cancer xenograft mice. (A) Syngeneic mice bearing CT26 mouse colorectal cancer were treated with L-ATRA every other day; (B) Tumor volume from each individual mice treated with either liposomes (left) or L-ATRA(right). (C) Nude mice bearing A549 human lung cancer received injections every other day for a total of 6 doses; (D) Tumor volume from each individual mice.



For comparison, the A549 human lung carcinoma xenograft model was set up using nude mice with impaired immune system. After the same L-ATRA treatment (Figure 4C), the tumor growth was about the same as those in the empty liposome group (Figure 4D).



The Effect of L-ATRA on Systemic Immune Cell Homeostasis

The interaction of L-ATRA with purified CD11b+ myeloid cells from mouse peripheral blood mononuclear cells (PBMCs) were examined in vitro. L-ATRA was labeled with FITC-DSPE, and added into the myeloid cell culture and incubated for 4 hours. Majorities of the cells were labeled after the incubation (Figure 5A)




Figure 5 | The analysis of PBMCs after L-ATRA treatments in syngeneic CT26 colon cancer mice. (A) The interactions between fluorescent labeled L-ATRA with primary PBMCs in vitro; (B) The merged t-distributed stochastic neighbor embedding (tSNE) plots of CD11b+ myeloid cells in PBMCs. Cells were profiled by flow cytometry and clustered for the identfication of various immune cell populations (left). The marker expression schemes were also shown (right); (C) Comparisons of the tSNE plots of CD11b+ myeloid cells in PBMCs with or without L-ATRA treatments; (D) The myeloid cell compositions in PBMCs with or without L-ATRA treatments.



The pharmacodynamic effects after L-ATRA injections every two days for a total of 5 times were examined in syngeneic colorectal carcinoma (CT26) mouse models. The PBMCs were obtained and analyzed by FACS using a variety of myeloid markers. The data was further processed and presented as unsupervised t-SNE plots (Figures 5B, C). The t-SNE analysis collapsed complex multi-dimensional geometric relationships into a two-dimensional space plus a third dimension using a color-coded scheme. 6 myeloid cell clusters were identified, including the PMN-MDSCs, M-MDSCs and DCs (Figure 5B). The t-SNE plots with or without the L-ATRA treatment were compared side by side in Figure 5C. There were clear differences among the different clusters as well as within each clusters. There were many more MHC-II high expression PMN-MDSCs (purple colored) after the treatment. The composition of the different myeloid cell phenotypes were also affected (Figure 5D). The numbers of Ly6C high MHC-II positive M-MDSCs were reduced (14.08% vs. 15.84%) and the numbers of DCs were increased (6.78% v.s 4.73%).



The Effect of L-ATRA on Tumor Infiltrating Immune Cells in the Tumor Microenvironment

Tumor infiltrating immune cells were isolated from the tumor tissues by FACS sorting (Figure 6A). CD45+ lymphocyte cells accounted for about 5.9% of total cells in the tumor tissue and about 75% of them were CD11b+ myeloid cells (Figures 6B, C). L-ATRA was shown to be able to interact with these cells in vitro (Figure 6D). Based on these methods, we then analyzed the tumor infiltrating myeloid cells after 5 times of L-ATRA injections every other day. The myeloid cells were labeled with CD11b, Ly6C and Ly6G to identify the (CD11b+Ly6C+Ly6G+) PMN-MDSCs and (CD11b+Ly6C+Ly6G-) M-MDSCs. While there was a slight increase of PMN-MDSCs, the number of M-MDSCs in the tumor tissue was significantly reduced (30 ± 3.1% vs 23 ± 5.5%) (Figure 6E).




Figure 6 | The effects of L-ATRA on modulating the tumor microenvironment. (A) Analysis scheme of the tumor infiltration myeloid cells; (B) The percent of CD45+ lymphocyte cells in tumor tissues; (C) The proportion of CD11b+ myeloid cellsin the tumor infiltration lymphocyte; (D) Binding of fluorescent labeled L-ATRA to CD11b+ tumor infiltrating myeloid cells in vitro; (E) FACS analysis of the tumor infiltrating myeloid cell after treatment with L-ATRA.





The Anti-Tumor Effect of L-ATRA Combined With Anti-PD1

The combined effect of L-ATRA and T cell checkpoint inhibitors were also examined. The syngeneic CT26 colorectal carcinoma tumor model mice were treated with L-ATRA at two dose levels, with or without concurant anti-PD-1 treatment (Figure 7A). As shown in Figure 7B. L-ATRA and anti-PD-1 combined treatment can consistently slow down tumor growth. The improvement is statistically significant (P<0.01). In comparison, anti-PD-1 by itself was only marginally useful, although the treatment regime was not optimized. The tumor volume from each individual mice in all these groups were shown in Figure 7C.




Figure 7 | The tumor growth inhibition effects of L-ATRA combined with anti-PD-1 treatment. (A) Outline of the dose schedule; (B) Analysis of Tumor growth in different treatment groups; (C). Individual tumor growth curves in different treatment groups.






Discussion

Oral administration of All-trans retinoic acid (ATRA) combined with chemotherapy is now the standard of care for treating Acute Promyelocytic Leukemia (APL) in adults (22). It was found to target the leukemia-causing fusion oncogene PML-RAR and promote myeloid cancer cell differentiation. The differentiation therapy mechanism has been well recognized and explored for the treatment of other cancer types (17). Wei et al. in their study suggested ATRA may also bind and degrade the peptidyl-prolyl cis/trans isomerase PIN1 in cancer cells (23). But there has been very limited clinical applications, partly because of the very poor solubility and bioavailability of ATRA (24). In our preliminary studies, we prepared L-ATRA and compared its dose effects for inhibiting cancer cell proliferation and modulating tumor-associated myeloid cells. We found that cancer cells became apoptotic when L-ATRA was dosed at 200μM and higher (data not shown). But the effective dose for eliminating MDSCs was around 40μM. Furthermore, we also found that L-ATRA was more effective in immune-competent mice than that in nude mice with impaired immune systems (Figure 4). Thus, we focused on the immune modulatory effects of L-ATRA in this study.

Many previous studies had investigated the central role of ATRA in orchestrating the differentiation, maturation and functionalities of myeloid lineage cells. Mirza and his colleagues showed that ATRA promoted differentiation of immature myeloid cells and improve tumor-specific immune response mediated by both CD4 and CD8 T cells (9). Bauer et al. reported that ATRA abrogated the accumulation of MDSC in tumor tissues in breast cancer models and increased the efficacy of anti-angiogenic therapy (25). Long et al. reported that treatment with ATRA largely eradicated M-MDSCs and diminished the suppressive capacity of PMN-MDSCs in sarcoma-bearing mice, which significantly improved the outcomes of CAR-T therapy (26). But there was a different study by Devalaraja et al. that proposed that tumor derived ATRA might promote intra-tumoral myeloid cell to differentiate into immune suppressive tumor associate macrophages (TAMs) (27). In this study, we used MDSCs collected from mouse tumor models and cancer patients and studied the dose effects of L-ATRA. These MDSCs were found to differentiate into mature DCs at about 12μg/ml ATRA concentration (Figure 2C–E). On the other hand, the endogenous ATRA concentration reported in the Devalaraja study was about 5-20nM. There may be a very distinct dose correlation of the PD effects. Therefore, we think it is very important to develop high concentration liposome formulations such as the L-ATRA to ensure the favorable immune modulation effects. Because of the poor solubility of ATRA, most earlier cell experiments studies applied ATRA in DMSO. L-ATRA can be dosed at concentrations as high as 5mg/ml, thus the pharmacodynamic effects on both circulating myeloid cells and tumor infiltrating myeloid cells were similar (Figures 5, 6).

For the preparation of L-ATRA with improved apparent solubility and sufficient encapsulation stability, we developed the active loading mechanism as depicted in Figure 1F. ATRA is a small hydrophobic compound that’s highly sensitive to light, heat, and oxidation. What’s more, it has a very short biological half-life in humans (T1/2 = 45min) and the endogenous ATRA concentrations in different tissues are tightly regulated (14). Besides, repeated oral ATRA dosing was found to cause a progressive reduction in plasma drug concentrations (28). There was an ATRA lipid formulation previous developed named ATRAGEN (29). But it was a lipid suspension containing ATRA incorporated by passive loading. The lipids acted mainly as solubilizing agents, so ATRA would quickly dissociated from the lipid carrier after injection and the drug plasma half-life was not improved (19, 30). The encapsulation stability of ATRAGEN and other suspension systems are also usually, so they require lyophilization during storage.

In our study, we adopted the calcium acetate active loading method (31) with some modifications. Specifically, we include HPCD in the loading buffer as the help to improve the trans-membrane drug concentration gradient. The ATRA concentration in 10% HPCD solution could reach 4-5mg/ml, while the liposomes maintained their integrity in the loading buffer. The encapsulated ATRA contributed to a new endothermal peak at ~ 75°C in DSC (Figure 1E). Based on the study of liposomes encapsulating doxorubicin by Wei et al. (32), the new co-operative melting peak may suggest the formation of drug containing nanocrystal inside liposomes which would also affected the drug release properties. Such crystalline structures were also observed in the cryoEM images shown as Figure 1D.

The actively loaded L-ATRA led to different drug release and pharmacokinetics behaviors compared to the passive loading control. Figure 3A probed the different aspects of L-ATRA drug release and distribution profiles after i.v. injection. While earlier studies on ATRAGEN showed ATRA dissociation from the lipid carriers soon after the injection, we found that there was a sustained release phase of L-ATRA in circulation (Figure 3B). Unlike doxorubicin encapsulated liposomes in which drug release in circulation is very slow, L-ATRA released drug much faster because ATRA has very high plasma protein binding tendency and fast metabolizing rates. Drug release led to a decrease of RBP4 levels (Figure 3C) and increase of 4-oxo-ATRA concentrations around 6-8 hours after injection (Figure 3F). The differences between the ATRA PK curve and deuterated cholesterol PK curve also supported the sustained release mechanism (Figures 3D, E). More importantly, the prolonged half-life of L-ATRA also resulted in liposome extravasate and accumulate in the tumor tissue due to the EPR effect. The ATRA AUC in the tumor tissues was higher than all other tissues including the liver and spleen (Figure 3G).

The unique pharmacokinetic behavior of L-ATRA resulted in its PD effects also in two folds. The sustained release of ATRA in circulation contributed to the rebuilding of the systemic immune homeostasis, and the drug accumulated in tumor tissue helped to modify the TME. Numerous studies had indicated that higher numbers of MDSCs in the peripheral may cause profound systemic immune suppression and interfere with various treatment outcomes in cancer patients (33, 34). Meyer et al. analyzed MDSCs in peripheral blood of advanced melanoma patients receiving ipilimumab and observed a significantly correlations between frequencies of circulating MDSCs and clinical responses (7). Reduction of MDSCs in peripheral blood was found to reverse the suppression of T cells and improve IFN-γ production (35). Oral dosing of ATRA had been used in combination with other agents to modulate MDSCs. Chiappori et al. applied ATRA to deplete MDSCs and aid immune responses in a p53-DC vaccine. Long et al. showed ATRA could enhance the efficacy of CAR-T therapies against solid tumors (26). The L-ATRA treatment in our study had similar effects (Figure 5B). The t-SNE analysis of myeloid cells in PBMCs revealed higher expressions of MHC-II in various cells, which may help to restore proliferation and activities of T cells especially antigen-specific CD4+ T cells (36). There were also a reduction of M-MDSCs and increased numbers of DCs in the circulation which should be valuable for improving CD8+ T cell activities in cancer patients (7, 12).

The other important aspect of the L-ATRA anti-tumor activities should be its modulation effects on the TME. The TME is considered as one of the most important factors in cancer treatment. The presence of various immune suppressive cells including Tregs, TAMs, and MDSCs were identified in the TME (37). The M-MDSCs were shown to suppress T-cell responses by producing high levels of NO and expressing immunosuppressive cytokines (38). They were recruited into tumor tissues in significant numbers and their presence promoted tumor progression and metastasis. We analyzed the CT26 tumor tissues and found significant amounts (~75%) of the tumor infiltrating lymphocytes were in fact MDSCs (Figures 5B, C). L-ATRA may interact with the MDSCs and release ATRA for extended period of time. Thus, the tumor infiltrating myeloid cells were significantly impacted, especially the M-MDSCs were greatly reduced (Figure 5E).

The use of nano drug delivery systems especially liposomes had achieved great successes taking advantages of the EPR effect. But most of them were developed targeting cancer cells, but there have been surging interests in the possibilities of modulating the TME (39). In order to isolate the immunomodulatory effect of L-ATRA and evaluate its contribution to cancer treatment, we examined the efficacy of L-ATRA as a single agent treatment. The PD effects of sustained ATRA release in circulation as well as in the TME were shown in both Figures 5, 6. These changes reflect different mechanisms but both are required for restoring immune responses against cancer cells. In fact, cancer cell derived exosomes were found to interact with MDSCs in promoting tumor progression and metastasis (40). L-ATRAs are similar in size as exosomes, but ATRA can reverse the immune suppressive nature and correct MDSCs. Furthermore, since recent studies reveals that anti-PD-1 resistance may also be due to MDSCs (41), it would be highly desirable to combine MDSC targeted L-ATRA with T cell based check point inhibitors. The resulted efficacies looked promising (Figure 7). Further studies are needed in order to understand the interaction between the two immune modulation effects and optimize the combination regime for breaking tolerance and escape resistance.

In summary, we developed a new formulation of ATRA that has sustained drug release properties. It was shown to be able to modulate myeloid cell functions both systemically and within the TME. Since ATRA is a known drug with defined metabolic and safety mechanisms, L-ATRA may be a promising new IO agent for cancer threatment.
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Toxoplasma gondii is an obligate intracellular protozoan with anti-tumor activity against a variety of cancers. However, the therapeutic effect of T. gondii on colorectal cancer is unclear, and using direct Toxoplasma infection in immunotherapy involves safety concerns. This study investigated the anti-tumoral effect and mechanism of exosomes derived from dendritic cells (DCs) infected with T. gondii (Me49-DC-Exo). We used differential ultracentrifugation to isolate exosomes from uninfected DCs (DC-Exo) and T. gondii Me49-infected DCs (Me49-DC-Exo). The isolated exosomes were identified by transmission electron microscopy, nanoparticle tracking analysis, and western blotting. Me49-DC-Exo significantly inhibited the tumor growth and reduced the proportion of M2 macrophages in the blood of tumor-bearing mice. In vitro, Me49-DC-Exo suppressed macrophage (RAW264.7) polarization to M2 phenotype. miRNA sequencing revealed that multiple miRNAs in Me49-DC-Exo were differentially expressed compared with DC-Exo, among which miR-182-5p, miR-155-5p, miR-125b-2-3p, and miR-155-3p were up-regulated, while miR-9-5p was significantly down-regulated. Transfecting mimics or inhibitors of these differential miRNAs into RAW264.7 cells showed that miR-155-5p promoted M1 macrophage polarization while inhibiting M2 macrophage polarization. Bioinformatics prediction and dual-luciferase reporter assay confirmed the suppressor of cytokine signaling 1 (SOCS1) as a direct target of miR-155-5p. Silencing SOCS1 gene expression in RAW264.7 cells increased CD86 + CD206 − M1 macrophage proportion, and inducible nitric oxide synthase and tumor necrosis factor-α mRNA levels. However, arginase-1 and transglutaminase 2 expression levels decreased. These results suggest that the exosomes inhibit macrophage polarization to M2 phenotype and regulate SOCS1 expression by delivering functional miR-155-5p. These findings provide new ideas for colorectal cancer immunotherapy.




Keywords: Toxoplasma gondii, dendritic cells, exosome, miRNA, macrophage, miR-155-5p



Introduction

Colorectal cancer (CRC) is one of the most common cancers and is the third-largest cause of cancer death globally (1). The induction of anti-tumor immunity has proven to be an effective strategy for cancer therapy (2). Tumor-associated macrophages (TAMs) are the most abundant immunosuppressive cells involved in tumors. These cells are activated by microenvironment signals to produce different functional phenotypes (3). TAMs are generally divided into two phenotypes: M1 (classical activation) and M2 (alternative activation) macrophages (4). M1 macrophages are usually activated by Toll-like receptor-4 (TLR4), lipopolysaccharide (LPS), granulocyte-macrophage colony-stimulating factor (GM-CSF), or Th1 cytokines, such as interferon-gamma (IFN-γ) (5). Additionally, M1 macrophages are typically characterized by high expression of major histocompatibility complex (MHC) class II receptor and co-stimulatory molecules, such as CD86, and the production of pro-inflammatory cytokines (Interleukins IL-1β, IL-12, IL-23, and tumor necrosis factor (TNF-α), reactive oxygen species, and nitrogen intermediates (6). Therefore, M1 macrophages play an essential role in promoting inflammatory response and anti-tumor immunity (7). M2 macrophages are activated by Th2 cytokines, such as IL-4, IL-10, and IL-13 (8), and have unique surface molecule CD163 and CD206 (9). These macrophages also express high levels of arginase1 (Arg-1) and inhibitory cytokines (IL-10 and TGM-β), which are key cellular components of anti-inflammatory and pro-tumor activity. The phenotype of each macrophage is not fixed and can be dynamically shifted between M1 and M2 phenotype (10, 11). TAMs usually exhibit M2 phenotype and promote tumor progression by mediating immunosuppression and angiogenesis.

Exosomes are lipid-bilayered vesicles with a 40–200 nm diameter secreted by cells (12) and contain various bioactive substances, such as proteins, lipids, DNA fragments, and microRNAs (miRNAs). The composition of exosomes is highly regulated by cellular origin and vary according to different physiological or pathological conditions (13). The exosome contents can be released into recipient cells to mediate intercellular communication (14). Recently, the role of exosomes in regulating macrophage polarization to promote or inhibit the growth and metastasis of tumor has been frequently reported (15, 16). Glioblastoma stem cell-derived exosomes are enriched in phosphorylated signal transducer and activator of transcription 3 (STAT3) and skewed macrophages toward the M2 phenotype (17). Blood-derived exosomes from prostate cancer patients induced macrophage polarization to tumor-promoting M2 phenotype via milk fat globule-EGF factor 8 (MFG-E8)-mediated efferocytosis (18). Long non-coding RNA (LncRNA) TUC339 carried by exosomes derived from hepatoma cells played a key role in regulating the polarization of macrophages toward the M2 phenotype (19). Moreover, macrophage polarization can be controlled by exosomes that contain miRNA as a crucial component (13). miRNAs are a class of 19-23 nucleotides, single-stranded non-coding RNAs that bind to the 3’UTR region of target gene mRNA and regulate gene expression at the post-transcriptional level, playing a crucial role in regulating most biological processes. Endometrial cancer cells-derived exosomal miR-21 induced macrophages to polarize into M2 phenotype under hypoxia conditions (20). In pancreatic ductal adenocarcinoma, tumor-derived exosomes could affect macrophage polarization through the microRNA-501-3p/TGFBR3 signaling pathway (21).

Parasitic infections have demonstrated inhibitory effects on tumor growth. Toxoplasma gondii is an obligate intracellular parasite that stimulates anti-tumor immune activity in multiple cancer types. In mouse model of Lewis lung cancer, T. gondii infection inhibited tumor growth by inducing Th1 immune response and antiangiogenic activity (22). Formalin-fixed T. gondii induced potent anti-tumor activities in Lewis lung cancer and EL4 lymphoma (23, 24). In a mouse model of xenograft breast cancer, injection of live T. gondii suppressed tumor progression (25). However, the safety of immunotherapy with direct infection of live T. gondii is questionable. Thus, an alternate strategy for tumor therapy with T. gondii immune modulation is urgently needed.

Here, we tested the therapeutic effect of exosomes (Me49-DC-Exo) isolated from dendritic cells (DC) infected with T. gondii Me49 strain in a mice model of CRC. The potential mechanism was explored by sequencing miRNA in exosomes, bioinformatics prediction of target genes, dual-luciferase experimental verification, and RNA interference assay. This study would provide new ideas for the immunotherapy of colorectal cancer.



Materials and Methods


Ethical Approval

All animal experiments were approved by the Animal Care and Use Committee of Shanghai Veterinary Research Institute, the Chinese Academy of Agricultural Sciences (ethical approval number: SHVRI-SZ-20200923-01)



Parasites, Cells, and Animals

Toxoplasma gondii Me49 strain was preserved in our laboratory and maintained by serial passage in human foreskin fibroblasts (HFF). RAW264.7 cell line (laboratory preservation) was cultured in Dulbecco’s Modified Eagle’s Medium (DMEM), supplemented with 10% fetal bovine serum (FBS) and 1% penicillin-streptomycin (PS). A mouse colon cancer cell line stably expressing the firefly luciferase reporter gene (CT26-CMV-Luc-Puro) was purchased from Heyuan Biotechnology (Shanghai) Co., Ltd. and cultured in RPMI-1640 medium supplemented with 10% FBS and 1% PS at 37°C and 5% CO2. Specific pathogen-free (SPF) female BALB/c mice aged 6-8 weeks were purchased from Sibafu (Beijing) Biotechnology Co., Ltd.



DC Isolation and Culture

Bone marrow cells were isolated from the tibia and femur of wild-type C57/BL6J mice aged 4-5 weeks. After euthanasia of mice, a 1 mL syringe was used to inject sterile PBS to repeatedly wash the bone marrow cavity to collect bone marrow cells. The isolated cells were filtered through a 70 μm filter to obtain a single cell suspension and mixed with 8 mL 1 × Red Blood Cell lysis buffer and let to stand for 5 min to lyse RBCs. The cell suspension was washed twice with phosphate buffer saline (PBS) and centrifuged at 1000 rpm for 5 min at room temperature. Cells were counted and seeded at a density of 1 × 107 cells in a 10 cm cell culture plate. Then, a 10 mL of RPMI 1640 complete medium was added to each plate and incubated at 37°C, 5% CO2 in a cell incubator. This RPMI 1640 medium contained 10% exosome-depleted FBS (prepared by ultracentrifugation at 100,000 g for 12 h), 1% PS, 10 ng/mL granulocyte-macrophage colony-stimulating factor (GM-CSF) and 10 ng/mL interleukin 4. RPMI 1640, FBS, and PS were purchased from Gibco, ThermoFisher Scientific (Waltham, MA, USA), while GM-CSF and IL-4 were obtained from PeproTech Inc. (Cranbury, NJ, USA). After that, fresh medium was replaced every two days until cells differentiated into dendritic cells at 8-9 days.



Isolation of Exosomes

T. gondii Me49 strain was incubated with DC/RPMI 1640 culture containing 10% exosome-depleted FBS and 1% PS for 12 h at 37°C, 5% CO2. T. gondii Me49-infected DC and uninfected DC culture supernatants were collected by centrifugation at 500 g for 10 min. The supernatants were centrifuged at 16,500 g for 30 min, filtered through a 0.22 μm filter, and then centrifuged at 120,000 g for 90 min to precipitate exosomes. The pellets were resuspended in 200 μL of PBS after being washed with PBS and centrifuged at 120,000 g for 90 min twice. All the above-mentioned centrifugal steps were carried out at 4°C.



Identification of Exosomes

The isolated exosomes were characterized using transmission electron microscopy (TEM), nanoparticle tracking analysis (NTA), and western blotting (WB). The TEM procedures were as follows: 8 μL of enriched exosomes sample was dropped onto a 200-micron copper mesh and let to stand for 45 s at room temperature. Following draining excess liquid from the edge of copper mesh with dry filter paper, 8 μL of 3% phosphotungstic acid was added for negative staining for 45 s. After air drying at room temperature, the morphology of exosomes was observed at 80 kV under the Tecnai G2 Spirit Bio Twin Transmission Electron Microscope (FEI Company, Hillsboro, OR, USA). The exosome particle size distribution was analyzed using a ZetaView Nanoparticle Tracking Analyzer (Particle Metrix, Meerbusch, Germany). After calibrating with the standard solution, the sample pool was rinsed with PBS to remove residual particles, and the exosomes obtained by ultracentrifugation were diluted 100 times with PBS and injected into the measurement sample pool. Five different fields were selected for measurement, and the final particle size output data were combined and averaged to generate the final particle size distribution and concentration for each sample. The expressions of CD9, CD63, and tumor susceptibility gene 101 (TSG101) in isolated exosomes were examined by WB. Briefly, 6 × Sodium Dodecyl Sulfate (SDS) loading buffer was added to exosome samples, boiled at 100°C for 10 min, and then separated by SDS-PAGE (Polyacrylamide Gel-Electrophoresis). The proteins were electro-transferred from gels into poly vinylidene fluoride (PVDF) membranes in a tris-glycine-methanol buffer. Then, the membrane was blocked with 5% skimmed milk in 1 × PBST (phosphate buffer saline-Tween) solution for 1 h. PVDF membranes containing protein were incubated overnight at 4°C with rabbit anti-mouse CD9, CD63 (1:2000, Abcam, Cambridge, MA, USA), and mouse anti-TSG101 (1:2000, Abcam) as primary antibodies. The used corresponding secondary antibodies were horseradish peroxidase (HRP)-labeled goat anti-rabbit IgG antibody (1:2000, Abcam) and goat anti-mouse IgG antibody (1:2000, Abcam). The electrochemiluminescence (ECL) method was used to detect WB reactions.



Treatment Model of Colon Cancer-Bearing Mice

After adapting wild-type BALB/c mice aged 6-8 weeks in an SPF animal chamber for one week, 5×105 CT26 cells (mouse colon cancer cell line) were subcutaneously injected into the right side of each mouse to establish a mouse model of xenograft colon cancer. At 48 h after injection, the mice were randomly divided into three groups (five mice/group). The three mice groups were injected intratumorally with PBS, DC-Exo, and Me49-DC-Exo (5 mg/mice), respectively. The same treatment was repeated twice every other day. Tumor growth was monitored using in vivo imaging techniques, and bioluminescent signals were quantified using the IVIS® Spectrum In Vivo Imaging System (PerkinElmer Inc., Waltham, MA, USA).



Evaluation of M1/M2 Macrophage Expression by Flow Cytometry

After exosome treatment, mouse whole blood samples were collected from the eyeball in anticoagulant tubes. A 8 mL of erythrocyte lysis buffer was added and mixed to lyse RBCs for 10 min at room temperature. Then, the cell precipitate was collected by centrifugation (600 g, 4°C, 5 min) and washed twice with 10 mL PBS for centrifugating (600 g, 4°C, 10 min) and discarding supernatants. Later, the cell precipitate was resuspended in a blocking solution (1: 200 ratio of healthy mouse serum and DPBS, Dulbecco’s phosphate-buffered saline, 500 µL/tube) and incubated at 4°C for 30 min. Antibody labeling was performed after blocking. Cells of each group were divided into six Eppendorf tubes (five tubes for staining and one blank tube). After blocking, each tube of cells was washed with 1 mL staining buffer and centrifuged (600g, 4°C, 5 min) to discard supernatant, and then cells were resuspended in 200 µL staining buffer (FBS and DPBS with 1:100 ratio). Tubes for CD206 staining were left aside for a while. Cell surface markers were stained by incubating resuspended cells with fluorescent antibodies at 4°C for 30 min in the dark. The used antibodies were fluorescein isothiocyanate (FITC) anti-mouse CD45, phycoerythrin (PE) anti-mouse CD11b, pacific blue450-brilliant violet421 (PB450-BV421) anti-mouse F4/80, and PE-Cy (Cyanine)7 anti-mouse CD86 antibodies (1:100, BD Biosciences, Franklin Lakes, NJ, USA). After cell surface marker staining, cells were washed twice with staining buffer (200 µL) and centrifuged at 600 g for 5 min. The cells used for intracellular staining (CD206 staining) were permeabilized with BD Cytofix/Cytoperm™ fixation/permeabilization solution (BD Biosciences, 250 µL/tube) at 4°C for 20 min. After washing twice with 1 × BD Perm/Wash™ buffer (BD Biosciences, 1 mL/tube) and centrifugation (600 g, 5 min), cells were incubated with 5 µL of allophycocyanin (APC) anti-mouse CD206 antibodies (1:50, BD Biosciences) diluted in 550 µL of BD Perm/Wash™ buffer at 4°C for 30 min for intracellular antigen staining. After centrifugation, the cell precipitate was washed twice with 1× BD Perm/Wash™ buffer and centrifuged at 600 g for 5 min. Finally, the cells were analyzed by the Cytoflex instrument (Beckman Coulter, Hialeah, FL, USA).



Labeling and Tracing of Exosomes

DC-Exo and Me49-DC-Exo were labeled with Mem Dye-Green green fluorescent membrane dye (EX01 ExoSparkler Exosome Membrane Labeling Kit-Green, Dojindo, Japan) according to the kit instructions. The labeled exosomes were added to RAW264.7 cells and incubated for 18 h. The cells were collected and washed twice with PBS. The nuclei of RAW264.7 cells were stained with Hoechst dye (Sigma-Aldrich, Taufkirchen, Germany) for 15 min at room temperature. After washing three times with PBST, the slides were mounted with an anti-fluorescence quenching mounting medium and observed using Zeiss LSM880 Confocal Laser Scanning Microscope (Zeiss, Jena, Germany).



High-Throughput Sequencing Analysis

Small RNAs in exosomes were sequenced by Shanghai Paiseno Biotechnology Company. The procedures were as follows: three groups of DC-Exo and Me49-DC-Exo were randomly selected. Total RNA was extracted from samples using exoRNeasy Serum/Plasma Maxi Kit (Qiagen, Hilden, Germany). The purity and integrity of total RNA were detected by an Agilent 2100 Bioanalyzer (Agilent, Santa Clara, CA, USA). TruSeq Small RNA Sample Prep Kit was used to construct small RNA libraries from RNA samples that passed quality control. After enrichment, purification, quality inspection, and quantification, six sets of samples were sequenced using the Illumina HiSeqTM 2500 sequencing platform (Illumina, San Diego, CA, USA). Raw data have been deposited at the Gene Expression Omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo/) under the accession number GSE 197114.



Quantitative Reverse-Transcription Polymerase Chain Reaction (qRT-PCR)

Total RNA was extracted from cells or exosomes using Trizol reagent. First-strand cDNA was synthesized from total RNA samples meeting purity and integrity requirements using the PrimeScript RT reagent Kit (TaKaRa, Yishan Huitong Technology Co., Ltd, Beijing, China). The qRT-PCR was performed to evaluate miRNA expression level in exosomes as well as inducible nitric oxide synthase (INOS), tumor necrosis factor-alpha (TNF-α), interferon regulatory factor 5 (IRF5), arginase-1 (Arg-1), interleukin 10 (IL-10), transglutaminase 2 (TGM2), and suppressor of cytokine signaling 1 (SOCS1) genes in cells. U6 snRNA and GAPDH were used as the corresponding internal reference genes. All primer sequences used for qPCR are listed in Table S1 of Appendix 1. The reaction systems (total 20 μL) contained 2 μL of cDNA, 0.4 μL of each forward and reverse primers, 0.4 μL of passive reference dye, 10 μL of 2 × SYBR Green mix (TaKaRa, Japan), and 6.8 μL of double-distilled water. Reaction conditions were pre-denaturation at 94°C for 30 s and 40 cycles of 94°C for 5 s and 60°C for 30 s. Relative expression levels of miRNA and target genes were calculated by the 2-ΔΔCT method (26).



Transient Transfection

RAW264.7 cells/DMEM were seeded in a 6-well culture plate at a density of 4 × 105cells/well (80% confluent). A 2 μL Lipofectamine® 2000 transfection reagent (Gibco, ThermoFisher Scientific, Waltham, MA, USA) was diluted in a 50 μL of Opti-MEM® medium (Gibco) and incubated for 5 min at room temperature. A 2 μL of miR-155-5p mimics (20 μM, Genepharma, Shanghai, China), miR-155-5p inhibitors (20 μM, Genepharma) or miRNA negative control (NC) were diluted in 50 μL of Opti-MEM® medium/each. Diluted miR-155-5p inhibitors/mimics/NC were gently mixed with diluted Lipofectamine® 2000 Reagent (1:1 ratio) and incubated for 20 min at room temperature. Simultaneously, the seeded RAW264.7 cells were washed with DMEM free from serum and antibiotics twice, and then 400 μL serum/antibiotic-free DMEM was added per well. Then, the incubated miRNA-transfection reagent complex (100 μL/well) was mixed with the RAW264.7 cells in the plate. After incubation at 37°C, 5% CO2 for 6 h, serum/antibiotic-free DMEM was replaced with complete DMEM, and the cultivation continued for 48 h. Cells in each group were collected for subsequent experiments. SOCS1 small interfering RNA (siRNA) was synthesized by Genepharma company (Shanghai, China). The sequences of SOCS1- siRNA and siRNA negative control were 5′-ACACTCACTTCCGCACCTT-3′ and 5′-CAGCCTTCCTTCTTGGGTAT-3′, respectively. RAW264.7 cells (80% confluent) were inoculated with the incubated mixture of 2 μL Lipofectamine 2000 transfection reagent (diluted in 50 μL Opti-MEM® medium) and 5 μL siRNA (diluted in Opti-MEM® medium, final concentration 25 nM). After culturing for 6 h in serum/antibiotic-free DMEM, the medium was replaced with DMEM complete medium and continued incubation for 48 h. Then, cells were collected for subsequent experiments. We used flow cytometry and qRT-PCR to analyze the M1/M2 macrophage-related markers and gene expression in transfected RAW264.7 cells from all groups using the methods mentioned above.



Prediction of Target Genes and Double Luciferase Reporter Assay

The target genes of miR-155-5p were predicted by the online software Targetscan (http://www.targetscan.org/). The 3’UTR fragment of the target gene (SOCS1) containing miR-155-5p complementary sequence was amplified by PCR. Primers used in PCR amplification of the wild-type fragment of SOCS1 3’UTR region are F: 5’- TGTTTAAACGAGCTCGCTAGCCAGCGCCGCGTGCGGCCG-3’ and R: 5’-CAGGTCGACTCTAGACTCGAGCTACAACCAGGGGGGACCC-3’. Primers used in PCR amplification of two fragments of the mutated SOCS1 3’UTR region are F1: 5’- TGTTTAAACGAGCTCGCTAGCCAGCGCCGCGTGCGGCCG -3’ and R1: 5’-AAATAATAAGGCGCCCCCACTTCCTCAT-3’, and F2: 5’-CATGAGGAAGTGGGGGCGCCTTATTAT-3’ and R2: 5’- CAGGTCGACTCTAGACTCGAGCTACAACCAGGGGGGACCC-3’, respectively. PCR reaction consisted of 2 × EmeraldAmp PCR Master Mix (25 µL, TaKaRa, Dalian, China), forward primer (1 µL), reverse primer (1 µL), template DNA (100 ng), and ddH2O (up to 50 µL). PCR cycling program was as follows: 94°C for 3 min; 34 cycles of 94°C for 30 s, 58°C for 30 s, and 72°C for 24 s (12 s for amplification of partial fragment); and 72°C for 5 min. PCR products were examined on 1% agarose gel electrophoresis and then purified using the E.Z.N.A.® Gel Extraction Kit (Omega Bio-Tek, Norcross, GA, USA). Purified PCR product and the plasmid vector pmirGLO® (Promega, Madison, WI, USA) were double-digested with NheI and XbaI and ligated to construct the wild-type dual-luciferase reporter gene vector (WT-SOCS1-3’UTR). A mutant dual-luciferase reporter gene vector (MUT-SOCS1-3’UTR) was constructed by mutating the seed region of the miR-155-5p binding site. Then, 2 μg of dual-luciferase reporter gene vector and 100 nM miR-155-5p mimic or miRNA negative control were co-transfected into human embryonic kidney (HEK)-293T cells. At 48 h after transfection, the cells were collected and washed three times with PBS and analyzed using a dual-luciferase reporter assay system (Promega, Madison, WI, USA) following the manufacturer’s protocol. A 500 μL of cells lyzed by Passive Lysis Buffer was added to each well of a six-well culture plate. The luciferase activity was analyzed after shaking for 15 min. Firefly luciferase activity was normalized by Renilla luciferase activity.



Statistical Analysis

SPSS 21.0 (IBM Corp, Armonk, NY, USA) was used for statistical analysis of data, which were expressed as mean ± standard deviation. The independent sample t-test was used to analyze the differences between two groups with normal distribution and equal variances. When the variance did not have a normal distribution, the nonparametric Mann-Whitney U test was used. Differences between groups were analyzed using the one-way analysis of variance (ANOVA) followed by Tukey’s multiple comparison test. Statistical difference was considered when p < 0.05.




Results


Isolation and Identification of Exosomes

Transmission electron microscopy was used to examine the morphology of Me49-DC-Exo/DC-Exo. Both exosomes showed continuous bilayer membranes with a saucer-like structure (Figure 1A). Particle size analysis showed that the particle size of exosomes was mainly distributed at 100-200 nm (Figure 1B), which is compatible with the general morphological feature and the size of exosomes. Western blot detected the expression of exosomal-specific markers, CD9, CD63, and TSG101(Figure 1C).




Figure 1 | Isolation and identification of exosomes. (A) Exosomes observed by TEM (80 KV, 30 K). (B) Size and distribution of exosomes analyzed by NTA. (C) Specific markers of exosomes identified by WB.





Me49-DC-Exo Inhibited Tumor Growth and Regulated Macrophage Polarization

A tumor -bearing mouse model was established to investigate the effect of exosomes on the growth of colon cancer (CT26-luc tumor). In vivo imaging analysis identified a strong fluorescent signal in the tumor sites of the tumor-bearing mice treated with PBS and DC-Exo. By contrast, no fluorescent signal was detected in the tumor sites of the tumor-bearing mice treated with Me49-DC-Exo, indicating that tumor growth was significantly inhibited (Figure 2A).




Figure 2 | Me49-DC-Exo inhibited tumor growth in mouse and regulated macrophage polarization. (A) On day 4 after treatment, the IVIS imager detected bioluminescence images in tumors of mouse and quantified the bioluminescence signal intensity of each tumor in mouse. (B) Flow cytometry was used to label CD86 + or CD206 +, and CD45 + CD11b + F4/80 + macrophages in blood of mice injected with DC-Exo and Me49-DC-Exo were stained to detect the percentage of CD86+ CD206 − M1 macrophages and CD86 − CD206 + M2 macrophages. (C) mRNA levels of M1 macrophage specific genes (INOS, TNF-α, and IRF5) and M2 macrophage specific genes (TGM2, Arg-1 and IL10) in blood of tumor-bearing mice injected intratumorally with PBS, DC-Exo and Me49-DC-Exo were detected by qRT-PCR. The data were expressed as mean ± standard deviation, and the independent sample t-test was used to compare the statistical differences between two groups. ns (p ≥ 0.05), *p < 0.05, **p < 0.01, ***p < 0.001.



To investigate whether exosomes inhibit tumor growth by affecting the polarization of macrophages, tumor-bearing mice were treated with DC-Exo, PBS, and Me49-DC-Exo. The proportion of M1 and M2 macrophages in the blood of tumor-bearing mice of all treatments was analyzed by flow cytometry. M2 macrophages expressing CD86− CD206+ in the Me49-DC-Exo group were significantly reduced compared with tumor-bearing mice treated with PBS (p < 0.05) (Figure 2B), suggesting that exosomes from T. gondii-infected DC could significantly inhibit macrophage polarization to M2 phenotype.

The mRNA levels of INOS, TNF-α, IRF5, IL-10, TGM2, and Arg-1 in the blood of tumor-bearing mice treated with the exosomes were detected by qRT-PCR. The mRNA levels of M1 macrophage-specific genes in the blood of tumor-bearing mice treated with DC-Exo and Me49-DC-Exo were higher than in the PBS group. Still, the statistical differences were more significant in the me49-DC-Exo group (Figure 2C). IL-10, TGM2, and Arg-1 expression levels in the Me49-DC-Exo group were significantly lower than those in the PBS group. The same genes were also downregulated in the DC-Exo group but without a significant difference (Figure 2C). These data indicate that Me49-DC-Exo promotes the expression of M1 macrophage-specific genes and inhibits the expression of M2 macrophage-specific genes. Meanwhile, these results suggest that Me49-DC-Exo may promote M1 polarization of macrophages and inhibit M2 polarization of macrophages.



Uptake of DC-Exo and Me49-DC-Exo by Macrophages

Exosomes can alter the function and activity of recipient cells. To confirm macrophage uptake of exosomes, we labeled exosomes and nuclei of macrophages (RAW264.7) with Mem Dye-Green dye (green) and Hoechst dye (blue), respectively. Punctured green fluorescence was noticed around the nuclei of macrophages treated with DC-Exo and Me49-DC-Exo (Figure 3), demonstrating that these exosomes could be successfully internalized by RAW264.7 cells.




Figure 3 | Verification of exosome uptake by macrophages. PBS control without exosomes, Mem Dye-Green labeled DC-Exo and Me49-DC-Exo were added to macrophage Raw264.7 and observed under laser confocal microscope. In the fluorescence microscope image, Mem Dye-green and Hoechst was used to label exosomes (Green) and macrophage nuclei (blue). Each experiment was repeated three times.





Me49-DC-Exo Promoted M1 Polarization of Macrophages In Vitro

To identify how Me49-DC-Exo regulates macrophage polarization, RAW264.7 cells were treated by DC-Exo, Me49-DC-Exo, or PBS for 24 h. Then, the proportion of M1 and M2 macrophages was analyzed by flow cytometry. The results showed that the proportion of M1 macrophages in the Me49-DC-Exo group was significantly increased (p < 0.01), while the proportion of M2 macrophages was significantly decreased (p < 0.01) (Figure 4A). qRT-PCR was used to evaluate M1 and M2 macrophage-specific gene expression levels. Me49-DC-Exo significantly inhibited the expression of M2 characteristic genes (TGM2 and IL-10) (p < 0.05) but promoted the expression of M1-specific genes (INOS and TNF-α) (p < 0.001) (Figure 4B). These data suggest that the exosomes could regulate the polarization of RAW264.7 cells to M1 macrophages in vitro.




Figure 4 | Regulation of macrophage polarization by Me49-DC-Exo. (A) CD86+ CD206– M1 and CD86–CD206+ M2 macrophages were detected by flow cytometry, and the percentage of CD86 + CD206 −/CD86 − CD206 + positive macrophages was quantified. (B) The expression levels of characteristic genes of M1 and M2 macrophage in Raw264.7 cells treated with exosome were analyzed by qRT-PCR. ns (p ≥ 0.05), *p < 0.05, **p < 0.01, ***p < 0.001.





miRNA Profiles of DC-Exo and Me49-DC-Exo

We analyzed miRNA profiles by high-throughput sequencing to explore the role of exosomal miRNA in macrophage polarization. Compared to DC-Exo, a total of five miRNA with stable and significantly different expressions were detected in Me49-DC-Exo. The differentially expressed miRNAs were miR-182-5p, miR-155-5p, miR-9-5p, miR-125b-2-3p, and miR-155-3p (Figure 5A). qRT-PCR verified the expression levels of these five miRNAs. miR-182-5p, miR-155-5p, miR-125b-2-3p, and miR-155-3p were significantly up-regulated in the Me49-DC-Exo group compared with DC-Exo group (p < 0.05), while miR-9-5p was significantly down-regulated (p < 0.01) (Figure 5B).




Figure 5 | High-throughput sequencing of total RNA extracted from DC-Exo and Me49-DC-Exo. (A) Heatmap of miRNA differentially expressed in DC-Exo and Me49-DC- Exo. (B) The expression levels of differential miRNA verified by qRT-PCR. *p < 0.05, **p < 0.01.





miR-155-5p Promoted M1 Polarization of Macrophages

Studies have shown that miR-155-5p can regulate the polarization of macrophages (27). Therefore, we speculated that Me49-DC-Exo might play a role in macrophage polarization through controlling miR-155-5p. To test this hypothesis, RAW264.7 cells were directly transfected with miR-155-5p mimics/inhibitors, and the proportion of M1 and M2 macrophages was measured using flow cytometry. Compared to the control group, transfection of miR-155-5p mimics significantly increased the percentage of CD86+ CD206− M1 macrophages and decreased the percentage of CD86 − CD206 + M2 macrophages (p < 0.01). By contrast, transfection with miR-155-5p inhibitor reduced the percentage of CD86 + CD206 − M1 macrophages (p < 0.05) (Figure 6A). qRT-PCR analysis showed that mRNA levels of INOS (p < 0.01), IRF5 (p < 0.01), and TNF-α (p < 0.001) were significantly increased, and those of Arg-1 (p < 0.05), TGM2 (p < 0.01), and IL - 10 (p < 0.05) were significantly decreased in RAW264.7 cells transfected with miR-155-5p mimics compared with the control group (Figure 6B). However, mRNA levels of INOS (p < 0.001) and TNF-α (p < 0.01) were significantly lowered, and mRNA levels of TGM2 (p < 0.05) and IL-10 (p < 0.01) significantly raised in RAW264.7 cells transfected with miR-155-5p inhibitors (Figure 6B). These data suggest that miR-155-5p can trigger macrophage polarization toward the M1 phenotype.




Figure 6 | Regulation of macrophage polarization by miR-155-5p. (A) CD86 + CD206 − and CD86 − CD206 + positive macrophages were detected by flow cytometry, and the percentage of CD86 + CD206 − M1 and CD86 − CD206 + M2 macrophages was quantified. (B) The expression levels of characteristic genes of M1 and M2 macrophages in Raw264.7 cells treated with miR-155-5p mimics and inhibitors were analyzed by qRT-PCR. ns (p ≥ 0.05), *p < 0.05, **p < 0.01, ***p < 0.001.





SOCS1 Is a Direct Target of miR-155-5p

To explore the mechanism of miR-155-5p promoting polarization, the target genes of miR-155-5p were predicted by the Targetscan software. The results showed that the target gene of miR-155-5p was SOCS1, and there was a binding site between miR-155-5p and the 3’-UTR of SOCS1 (Figure 7A). We used a double luciferase reporter gene assay to verify the predicted results. Compared to the control group, miR-155-5p inhibited luciferase activity of WT-SOCS1-3’-UTR co-transfected with miR-155-5p (p < 0.01). However, luciferase activity of MUT-SOCS1-3’-UTR was not affected (Figure 7B), indicating that SOCS1 is the target gene of miR-155-5p. RAW264.7 cells were transfected with miR-155-5p, and SOCS1 mRNA level was detected by qRT-PCR. The mRNA level of SOCS1 was significantly reduced in RAW264.7 cells transfected with miR-155-5p mimics (p < 0.01). When RAW264.7 cells were transfected with miR-155-5p inhibitor, SOCS1 mRNA level was significantly increased (p < 0.05) (Figure 7C). These results suggest that SOCS1 is the target gene of miR-155-5p.




Figure 7 | miR-155-5p regulates Raw264.7 cell polarization by targeting SOCS1. (A) Binding sequence between miR-155-5p and SOCS1 predicted by bioinformatics online analysis tool TargetScan. (B) The luciferase activity of HEK293 cells co-transfected with miR-155-5p mimics and luciferase reporter vectors containing wild type and mutant SOCS1 3 ‘UTR. (C) miR-155-5p mimics and inhibitors were transfected into Raw 264.7 cells, and SOCS1 expression in Raw264.7 cells was determined by qRT-PCR. (D) The proportion of CD86+ CD206 − M1 and CD86 − CD206 + M2 macrophages in Raw264.7 cells detected by flow cytometry after transfection with SOCS1-specific siRNA. (E) The mRNA levels of characteristic genes of M1 (INOS, TNF-α and IRF5) and M2 (TGM2, IL-10 and Arg-1) macrophages in Raw264.7 cells treated with SOCS1-siRNA were detected by qRT-PCR. ns (p ≥ 0.05), *p < 0.05, **p < 0.01, ***p < 0.001.



RNA interference technology was used to test whether miR-155-5p regulates macrophage polarization via target gene SOCS1. RAW264.7 cells were transfected with SOCS1-specific siRNA, and flow cytometry and qRT-PCR detected the M1/M2 macrophage-related markers and gene expression, respectively. The expression of CD86+ CD206− was significantly increased in SOCS1-siRNA transfected cells (p < 0.05), and the expression level of CD86 − CD206 + in M2 macrophages was significantly lower than that in the control group (p < 0.01) (Figure 7D). The qRT-PCR results showed that the mRNA levels of INOS and TNF-α, (M1 macrophage-specific genes) were significantly up-regulated in RAW264.7 cells transfected with SOCS1-siRNA (p < 0.001) compared with the control group. The expression of M2 macrophage-specific genes, Arg-1 (p < 0.05) and TGM2 (p < 0.01), was significantly reduced (Figure 7E).




Discussion

In this study, DC-Exo and Me49-DC-Exo were successfully isolated from cell supernatants. We found that Me49-DC-Exo lowered tumor growth by inhibiting M2 macrophage polarization in a tumor-bearing mouse model of colorectal cancer. When RAW264.7 cells were treated with membrane-dye-labeled exosomes, Me49-DC-Exo was shown to be internalized by macrophages, thus promoting macrophage M1 polarization while inhibiting macrophage M2 polarization. T. gondii infection significantly increased miR-155-5p expression in exosomes, which regulates macrophage polarization. When miR-155-5p mimics were transfected into RAW264.7 cells, the proportion of M1 macrophages increased, while the proportion of M2 macrophages decreased. However, when the expression of miR-155-5p was suppressed by miR-155-5p inhibitor transfection, the proportion of M2 macrophages in RAW264.7 cells was increased, while that of M1 macrophages was declined. miR-155-5p regulated macrophage polarization through SOCS1, a direct target of miR-155-5p as shown by bioinformatic analysis.

Targeting macrophage polarization is a successful anti-tumor strategy (28, 29). Rolny et al. (30) demonstrated that host-produced histidine-rich glycoprotein (HRG) reduced tumor growth and metastasis by modulating TAM polarization from M2 to M1 phenotype. Paclitaxel, an antineoplastic agent, is used to treat ovarian cancer by reprogramming TAM into M1 phenotype via TLR4-signalling (31). Lai et al. (32) showed that the long non-coding RNA NBR2 suppressed the progression of colorectal cancer in vitro and in vivo by regulating the polarization of TAM. In this study, Me49-DC-Exos co-cultured with RAW264.7 cells in vitro increased the fraction of CD86+ CD206 − cells and mRNA levels of INOS and TNF-α, suggesting that Me49-DC-Exo contributes to M1 polarization. Me49-DC-Exo suppressed M2 macrophage polarization by decreasing the proportion of CD86 − CD206 + cells and the mRNA levels of related genes Arg-1 and IL-10, which was consistent with the results of in vivo experiment. Our results from a tumor-bearing mouse model of colorectal cancer support the negative correlation between the inhibition of M2 macrophages by Me49-DC-Exo and tumor growth.

Exosomes, through delivering bioactive molecules to recipient cells, play a crucial regulatory role in cell signal transduction and biological functions (33). Exosomes derived from the plasma of Plasmodium-infected mice could bind to and lower the expression of vascular endothelial growth factor receptor 2 (VEGFR2) via miRNA 16-5p/17-5p/322-5p/497-5p, thereby inhibiting tumor growth by anti-angiogenesis (34). The miR-934 in exosomes derived from colorectal cancer cells triggered M2 macrophages polarization, promoting hepatic metastasis of colorectal cancer (35). These results imply that miRNAs in exosomes play an essential role in colorectal cancer disease progression. Here, high-throughput sequencing analysis revealed significant alteration in the abundance of miRNA 155-5p/155-3p/182-5p/125b-2-3p/9-5P in exosomes derived from DC infected with T. gondii Me49 strain. miR-155-5p, miR-155-3p, miR-125b-2-3p, and miR-182-5p were significantly overexpressed, but miR-9-5p was significantly down-regulated in the Me49-DC-Exo group compared with the DC-Exo group. Except for miRNA 125b-2-3p, the recorded differentially expressed miRNAs in exosomes in our study differed from those reported by Li et al. (36) in exosomes derived from DC2.4 dendritic cells infected with T. gondii RH strain tachyzoite. During the formation process, exosomes capture some components of the infected host cell, including T. gondii antigenic material. As a result, we hypothesize that the observed variation in miRNAs differential expression is due to the difference between RH and Me49 strains. When infecting DC, the exosomes generated by the two strains would vary. Another explanation might be the differences in the DC type. In this study bone marrow-derived DC were infected with T. gondii, whereas Li et al. (36) used DC2.4 dendritic cells, which are immortalized murine dendritic cells generated by transducing C57BL/6 mouse bone marrow isolates with retrovirus vectors expressing murine granulocyte-macrophage CSF as well as the oncogenes MYC and RAF (37).

SOCS1, a member of the suppressor of cytokine signaling family, is a key molecular switch mediating the signaling pathway of macrophage polarization. SOCS1 is up-regulated in M2 macrophages, and this up-regulation is critical for maintaining M2 phenotype and function (38). The regulation of M2 macrophage polarization by SOCS1 is mediated by signal transducer and activator of transcription 1 (STAT1) activation. Simultaneously, SOCS1 contains the SH2 (Src Homology 2) functional domain, which can inhibit STAT1 activity (39). The SOCS1/STAT1 pathway played a critical role in inhibiting the growth of prostate cancer by regulating macrophage polarization in the tumor microenvironment (40). Liang et al. (41) revealed the importance of the SOCS1/STAT1 pathway in macrophage polarization towards the M1 phenotype. Cai et al. (42) showed that SOCS1/STAT1 is one of the most crucial pathways for exosomal miR-221 to promote the polarization of M1 macrophages. In this study, miR-155-5p in exosomes derived from T. gondii Me49 strain-infected DC affected macrophage polarization by controlling the expression level of target gene SOCS1. However, further studies are required to determine whether miR-155-5p in exosomes regulates macrophage polarization through the SOCS1/STAT1 pathway.

In conclusion, our results demonstrated that Me49-DC-Exo effectively inhibited tumor growth in a tumor-bearing mouse model of colorectal cancer by regulating macrophage polarization. Through SOCS1, Me49-DC-Exo enriched with miR-155-5p could induce macrophage polarization to M1 phenotype. These findings establish the foundation for future research using miR-155-5p in Me49-DC-Exo for colorectal cancer treatment.
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Unlike early clear cell renal cell carcinoma (ccRCC), locally advanced and metastatic ccRCC present poor treatment outcomes and prognosis. As immune checkpoint inhibitors have achieved favorable results in the adjuvant treatment of metastatic ccRCC, we aimed to investigate the immunogenomic landscape during ccRCC progression and its potential impact on immunotherapy and prognosis. Using multi-omics and immunotherapy ccRCC datasets, an integrated analysis was performed to identify genomic alterations, immune microenvironment features, and related biological processes during ccRCC progression and evaluate their relevance to immunotherapy response and prognosis. We found that aggressive and metastatic ccRCC had higher proportions of genomic alterations, including SETD2 mutations, Del(14q), Del(9p), and higher immunosuppressive cellular and molecular infiltration levels. Of these, the Del(14q) might mediate immune escape in ccRCC via the VEGFA-VEGFR2 signaling pathway. Furthermore, immune-related pathways associated with ccRCC progression did not affect the immunotherapeutic response to ccRCC. Conversely, cell cycle pathways not only affected ccRCC progression and prognosis, but also were related to ccRCC immunotherapeutic response resistance. Overall, we described the immunogenomic characteristics of ccRCC progression and their correlations with immunotherapeutic response and prognosis, providing new insights into their prediction and the development of novel therapeutic strategies.




Keywords: clear cell renal cell carcinoma (ccRCC), genomic alteration, tumor immune microenvironment, immunotherapy, multi-omics analysis



Introduction

Clear cell renal cell carcinoma (ccRCC) is a common urological malignancy and a leading cause of cancer-related deaths worldwide (1). ccRCC TNM stage classification is based on tumor progression and directly affects treatment modality and prognosis (2, 3). Localized ccRCC can be treated by nephron-sparing surgery, whereas advanced ccRCC is difficult to treat and presents with a poor prognosis and high recurrence rate. The recent development of immune checkpoint inhibitors (ICIs) markedly improved the prognosis of patients with metastatic ccRCC, but only a few of them experienced significant and lasting benefits (4). Therefore, identifying the biological features associated with ccRCC progression and response to immunotherapeutic agents could improve patient assessment, treatment selection, and prognosis.

ccRCC has relatively unique genomic characteristics, including Del(3p), Amp(5q), and somatic mutations in VHL, PBRM1, SETD2, and BAP1 (5). Although Del(3p) and VHL mutation are hallmark features of ccRCC, these genomic alterations showed no clear association with clinical outcomes. In contrast, Del(9p) and Del(14q) were identified as potent risk factors of metastasis and mortality in ccRCC (6). Furthermore, several pan-cancer analyses showed that ccRCC had significant inflammatory features and was one of the tumor types with the highest T cell infiltration (7, 8). However, unlike other tumors, high CD8+ tumor-infiltrating lymphocytes (TILs) were not associated with a good prognosis in ccRCC (9).

Recent studies demonstrated breakthrough results with ICIs for advanced ccRCC and became the first-line recommended regimen when combined with targeted therapy (2, 3). PD-L1 expression has been used to predict response to ICIs in other tumors like lung cancer (10). However, increasing evidence suggests that ccRCC response to immunotherapy was independent of the extent of CD8+ T cell infiltration and PD-L1 expression (11) and could not be predicted by tumor mutational burden (TMB), as done in some other cancers (12, 13). The unique genomic features and immune microenvironmental characteristics of ccRCC have complex implications for treatment response and prognosis. The relationships between them should be disentangled.

This study aimed to describe the immunogenomic landscape during ccRCC progression using multi-omics data on ccRCC from The Cancer Genome Atlas (TCGA) and International Cancer Genome Consortium (ICGC) cohorts and immunotherapeutic response in an immunotherapy cohort. The study results could help understand the potential mechanisms behind the disease progression and resistance to immunotherapy and act as a reference when searching for more effective prognostic and immunotherapeutic response predictors and optimizing treatment strategies for ccRCC.



Methods


Patient Cohorts and Data Preprocessing

Data on somatic mutations, somatic copy number alterations (SCNAs), gene expression, and clinical information of patients with ccRCC were obtained from the TCGA database (https://portal.gdc.cancer.gov/repository) and named the TCGA cohort. Data from the ICGC portal (https://dcc.icgc.org/projects/RECA-EU) included somatic mutations, gene expression, and clinical information of patients with ccRCC, and named the ICGC cohort. After excluding samples with unspecified American Joint Committee on Cancer (AJCC) staging, which were used in subsequent studies, the TCGA and ICGC cohorts included, respectively, 348 and 72 patients with multi-omics data (Table S1). The patients were assigned one of the following phenotypes based on their TNM staging to more precisely characterize the aggressive and metastatic traits of the ccRCC: localized ccRCC (Stages I and II; T1-2N0M0), aggressive ccRCC (Stage III; T1-2N1M0 or T3NanyM0), and metastatic ccRCC (Stage IV; T4NanyM0 or TanyNanyM1). Raw reads in the two cohorts were transformed into transcripts per million (TPM) to allow for more direct comparability of gene expression between samples. Besides, normalized gene expression data and published clinical information on patients with metastatic ccRCC were obtained from the anti-PD-1 therapy clinical trial cohorts Checkmate 009 and Checkmate 025 (12 and 75 patients, respectively) (11). Patients with objective response or stable disease with tumor shrinkage and progression-free survival (PFS) of at least six months or with disease progression and a PFS of less than three months were grouped as having clinical benefit (CB) or no clinical benefit (NCB), respectively, as described by Braun et al. (11). Clinical information of patients with kidney renal papillary cell carcinoma (KIRP) and chromophobe renal cell carcinoma (KICH) was obtained from the TCGA database. Ethics approval and informed consent were not applicable, given that the data used in this study were publicly available.



Prognostic Correlation With Tumor Phenotypes

Kaplan-Meier analysis was used to estimate the prognostic impact of the AJCC staging and phenotypes on the overall survivals (OS) and recurrence-free survivals (RFS). Univariate and multivariate analyses by the Cox proportional hazard (CoxPH) model assessed whether AJCC staging and phenotypes were independent predictors of poor OS and RFS in patients with ccRCC and computed hazard ratios for each phenotype relative to the localized phenotype in the CoxPH models. We used the time-dependent receiver operating characteristic (ROC) area under the curve (AUC) to plot the differences between the analyzed CoxPH models to assess the predictive accuracy over time.



Comparison of Mutations Among Phenotypes

After excluding silent mutations, the TCGA and ICGC cohorts’ mutation files were encoded as a binary gene-sample matrix, with 1 indicating the presence of a non-silent mutation in a specific gene in a specific sample. Mutations with frequencies higher than 10% were defined as recurrent mutations and the remainder as low-frequency mutations. Mutations with a frequency greater than 2% were compared based on the gene’s mutational status to assess mutated genes associated with tumor progression. Two-sided Fisher’s exact test compared the mutation frequencies in the various phenotypes. Significantly different mutations were compared between every two phenotypes by the Mann-Whitney U test.



Comparison of SCNAs Among Phenotypes

Individual copy number estimates, segmented per-sample arm-level, focal-level, and gene-level copy ratios, were identified using GISTIC 2.0 (14). The SCNAs were classified as amplification (≥2), gain (=1), loss (–1), and deletion (–2) according to the discrete values generated by GISTIC. Subsequently, the association of SCNAs with phenotype was tested as described above for mutation analysis. Negative copy-number values were set to zero for amplification-centered analysis, while positive copy-number values were set to zero for deletion-centered analysis to define amplification and deletion events explicitly.



Analysis of the Association Between SCNAs and Target Gene Transcription

Analysis of the transcriptional regulatory relationship between SCNAs and the target genes included basal expression levels and correlation analysis between the target genes and SCNAs and between gene expression and tumor progression. Expression was considered strongly affected by SCNAs if it was significantly correlated with the SCNAs in all phenotypes; weakly affected if it was correlated only with some phenotypes; otherwise it was considered not applicable. The correlation between gene expression and tumor progression (i.e., phenotypes) was defined as strong if significant in both cohorts, weak if significant in only one cohort, or else considered not applicable. The basal target gene expression levels were measured by correlating between the tumor and normal tissues. Target genes were labeled as having high or low basal expression based on the significant change direction from the normal tissue expression and whether the changing trend was consistent in both cohorts; otherwise, they were considered moderate basal expression levels.



Quantification of Microenvironment Cell Abundance and Immunomodulators

CIBERSORT, MCPCounter, quantTIseq, and ImmuCellAI were used to quantify tumor-infiltrating immune cells in ccRCC samples from the TCGA and ICGC cohorts based on TPM-normalized gene expression data (15–18). Phenotypes differed in a type of immune cell if the same trend was observed in the results of at least half of the tools. The CIBERSORT results were processed following the protocol of Thorsson et al. (19) to compare with the other tools’ results. We drew on published immunomodulator lists and integrated them to characterize tumor immune escape (19–22). The newly integrated immunomodulators were categorized as immunoinhibitory factors, immunostimulatory factors, chemokines and receptors, interleukins and receptors, interferons and receptors, and antigen-presenting molecules (Table S2). The immunomodulators’ corresponding copy number levels came from the gene-level SCNAs generated by GISTIC. Cytolytic activity and IFNG and GZMB transcript levels were used to measure the anti-tumor immune activity (23, 24), where the cytolytic activity scores were calculated as the geometric mean of GZMA and PRF1 gene expressions (25).



Calculation of the Immunogenicity Indicators

TMB, fraction of genome altered (FGA), neoantigen load, intra-tumoral heterogeneity (ITH) score, cancer testis antigen (CTA) score, and homologous recombination deficiency (HRD) score were used to measure the tumor immunogenicity (22, 26–30). Neoantigen load was defined as the number of peptides that single-nucleotide variant and insertion/deletion (indel) predicted to bind to major histocompatibility complex (MHC) proteins and induce anti-tumor adaptive immunity. HRD score was the sum of three independent indicators’ scores reflecting genomic scar formation. The neoantigen load and HRD score data were retrieved from the Supplemental Materials in the study by Thorsson et al. (19). TMB was calculated as the sum of all non-synonymous mutations per megabase. FGA was defined as the proportion of genomes with |log2 copy-number >0.2| relative to the genome size. CTAs are genes whose expression is typically restricted to the human germline but aberrantly expressed in malignant tumors and could activate anti-tumor immune responses (31). CTA scores per sample were obtained from single-sample gene set enrichment analysis (ssGSEA) performed for a set of 201 cancer-testis genes curated by the cancer-testis database using the GSVA package with default settings (31, 32). ITH scores were defined as subclonal genomic fractions generated by ABSOLUTE (19). ABSOLUTE was run using default parameters on segmented copy-number data and mutation data.



Differential Expression and Functional Enrichment Analysis

Raw count and normalized expression data were imported, respectively, to DESeq2 and limma R package with default settings for differential gene expression analysis among phenotypes in the TCGA and ICGC cohorts and between groups with CB and NCB in the immunotherapy cohort, wherein genes with P < 0.05 were considered differentially expressed (33, 34). Gene set enrichment analysis (GSEA) was conducted using clusterProfiler with default parameters. Differentially expressed genes were ranked by −log10 (P value) × sign(log2 (fold change)) as input for the GSEA (35). The enrichment analysis used pathway terms of Hallmark and Wikipathway gene signatures from MSigDB (version 7.4, https://www.gsea-msigdb.org/gsea/msigdb/). Pathways with P < 0.05 were considered enriched. The enrichment direction was determined by the normalized enrichment score sign. ssGSEA was applied to evaluate the pathway enrichment scores of the samples. The intersection of the leading-edge gene of the enriched pathway between phenotypes where this pathway differed significantly was taken, and their union between the TCGA and ICGC cohorts was taken, which was taken as the thinned gene set to recalculate the ssGSEA scores (Table S9).



Statistical Analysis and Data Visualization

Analysis of variance or Wilcoxon rank-sum test was used to compare the distribution of continuous variables between groups. For multiple variable analysis between groups, all the variables were normalized to 1−10 range, and odds ratio was calculated by binary logistic regression. Categorical variables were analyzed using Fisher’s exact test. Mann-Whitney U test and LSD test were used to assess multiple comparisons. Associations between variables were assessed by the Spearman’s rank, Pearson, or Point-biserial correlation test, as appropriate. ssGSEA scores were normalized to between 0 and 1 before comparison among groups. ssGSEA scores of each pathway were classified into high-level and low-level groups according to the median value. Kaplan-Meier survival analysis with the log-rank test was performed using the R package survival. Cox proportional hazard regression was used to identify independent prognostic factors by the R package glmnet. The factors’ relative prognostic values were compared by receiver operating characteristic (ROC) analysis using the R package timeROC (36), and the AUC was used to assess predictive power. Statistical significance was set at P < 0.05. Data visualization was done by the R packages ggplot2 and circlize (37). All statistical analyses were performed with R statistical software (v4.1.2, R Core Team, R Foundation for Statistical Computing, Vienna, Austria).




Results


Aggressiveness and Metastasis are Independent Risk Factors for Mortality and Recurrence of ccRCC

Survival analysis results showed that AJCC staging could predict the patient OS and ccRCC recurrence (Figures 1A, C; S1A), but could not distinguish between Stage I and Stage II patients in OS and RFS (POS = 0.487; PRFS = 0.127; Table S3). OS and RFS were significantly different between the ccRCC phenotypes (Figures 1B, D; S1B).




Figure 1 | Evaluation of prognostic value of stages and phenotypes of ccRCC in TCGA cohort. (A) Kaplan–Meier curves of OS for stages of ccRCC. (B) Kaplan–Meier curves of OS for phenotypes of ccRCC. (C) Kaplan–Meier curves of RFS for stages of ccRCC. (D) Kaplan–Meier curves of RFS for phenotypes of ccRCC. (E) Time-dependent area under the ROC curve of stages and phenotypes for the OS in ccRCC and others. (F) Time-dependent area under the ROC curve of stages and phenotypes for the RFS in TCGA cohort and others. Ref: Reference group. (G) Forest plot of the univariate and multivariate Cox regression analysis of phenotypes and other clinical information for OS and RFS.



Univariate regression analysis showed that the aggressive and metastatic phenotypes had a significantly higher risk of mortality and recurrence than the localized phenotype (Figure 1G). Multivariate regression analysis confirmed they were independent risk factors for mortality and recurrence of ccRCC (Figure 1G). Subsequently, the ccRCC phenotype predictive efficacy of OS and recurrence was assessed. Time-dependent ROC analysis showed that the ccRCC phenotype had good predictive power of OS (AUCTCGA = 0.71–0.81; AUCICGC = 0.66–0.81); and recurrence (AUCTCGA = 0.79–0.85) within 5 years, similar to those of the AJCC stages (Figures 1E, S1C; Table S4). We further evaluated the TNM staging predictive ability for KICH and KIRP prognoses as they used the same set of staging criteria as ccRCC. Interestingly, the AJCC stage could not distinguish well between good and poor OS or recurrence of KICH and KIRP (Figures S1D–G, Table S3), and its predictive power for OS (AUC KICH = 0.49–0.79; AUC KIRP = 0.61–0.76) or recurrence (AUC KICH = 0.61–0.80; AUC KIRP = 0.57–0.79) was poor and not stable within 5 years (Figures 1E, F). Overall, ccRCC showed more significant survival and recurrence differences between tumor progression phenotypes than other common kidney cancers. Aggressive and metastatic characteristics influence the choice of treatment modality, prognosis, and recurrence of patients with ccRCC. Therefore, further work is necessary to investigate the relevant factors affecting ccRCC progression.



Distinct Genomic Alteration Landscapes Drive ccRCC Progression

Somatic genomic alterations, including mutations and SCNAs, are important tumor initiation and progression drivers (38, 39). Common recurrent mutations (>10%) in the TCGA and ICGC cohorts integrated data included VHL, PBRM1, SETD2, TTN, and BAP1, of which only SETD2 differed significantly among phenotypes (Figures 2A, B; S2A; Tables S5–6). RYR3 and PTEN differed significantly in low-frequency mutations (<10%) but showed inconsistency in the two cohorts. We evaluated 12 driver somatic mutations in ccRCC based on the findings of Bailey et al. (40). The results showed that only SETD2 mutations were associated with ccRCC progression (Figures 2A, B; S2A), implying that most driver mutations may be closely associated with tumorigenesis rather than ccRCC progression. However, survival analysis showed that SETD2 mutations were not related to prognosis, while BAP1 mutations were related to poor prognosis (Figure S2B). This finding could be explained by the large differences in the potential mechanisms through which they affect tumor progression and prognosis. Further multiple comparison tests found that SETD2 mutations discriminated between localized and non-localized ccRCC, but not between aggressive and metastatic ccRCC (Tables S5–6). Interestingly, the above analysis did not identify somatic mutations present only in localized ccRCC.




Figure 2 | Overview of genomic alterations among phenotypes in ccRCC. (A) Ternary plot showing proportions of mutations among phenotypes of ccRCC in TCGA cohort. (B) Ternary plot showing proportions of mutations among phenotypes of ccRCC in ICGC cohort. (C) Waterfall plot with recurrent and differential mutations and SCNAs among phenotypes of ccRCC in TCGA cohort.



In contrast to somatic mutations, SCNAs often affect a series of genes. In the TCGA cohort, Del(3p) and Amp(5q) were the most common recurrent SCNAs in ccRCC (Figures 2C, 3), with similar proportions among phenotypes and no association with prognosis (Figures 3, S2B; Table S7), implying that they may simply be drivers of tumor initiation. High-frequency arm-level SCNAs [Del(14q) (47.7%) and Del(9q) (31.3%)] and focal-level SCNAs [Del(9p21.3) (34.9%), Del(9p23) (34.4%), and Del(4q24) (15.4%)] were more common in aggressive and metastatic ccRCC (Figure 3) and associated with poor prognosis (Figure S2B). Similar to somatic mutations, these SCNAs could not effectively discriminate between aggressive and metastatic ccRCC (Table S7), suggesting that they might drive ccRCC progression but not distant metastasis. Furthermore, significantly occurring SCNAs were found in all phenotypes except localized ccRCC (Figures 2C, 3). Further analysis found a moderate positive correlation between the deletions on chromosome 9 and those on chromosomes 4 and 14 (Figure 3; Table S8).




Figure 3 | Circular plot showing the recurrent and differential SCNAs and their correlation among phenotypes of ccRCC in TCGA cohort.



To understand the potential mechanisms by which SCNAs drive ccRCC progression, we analyzed the correlation between transcript levels of well-known genes with SCNAs and SCNA levels and ccRCC progression. We found that the transcript levels of HIF1A, a target of Del(14q) in ccRCC, were similar to those in normal tissues and weakly influenced by SCNAs or phenotype (Figure 4). The transcript levels of DAPK1, FBP1, and TSC1, well-known targets on Del(9q), were significantly influenced by Del(9q). Of these, only TSC1 was strongly associated with tumor progression (Figure 4). Furthermore, lower mean expression levels of FBP1 were observed in ccRCC in both cohorts than in normal tissues, while the opposite was true for TSC1. CDKN2A and CDKN2B, well-known tumor suppressors at 9p21.3, had higher transcript levels in ccRCC than normal tissue. These were not affected by SCNAs and tumor progression (Figure 4). The expression of MTAP, another tumor suppressor at 9p21.3, was strongly associated with SCNAs and tumor progression, although its mean level was similar to that in the normal tissue (Figure 4). Collectively, MTAP appears to be a more suitable target for Del(9p21.3) in ccRCC. The expression of PTPRD at 9p23 was lower in ccRCC than in normal tissue, and weakly correlated with SCNAs and tumor progression. CXXC4 and TET2 at 4q24 were equally potential targets for tumor suppression (41, 42). Strangely, their transcript levels in ccRCC were weakly influenced by SCNAs and not associated with tumor progression (Figure 4). Moreover, their mean expression levels were significantly higher in ccRCC than in normal tissues, implying that they might act as tumor suppressors in ccRCC, but that their expression was particularly influenced by regulatory factors other than SCNAs.




Figure 4 | The result of transcriptional regulatory relationship between SCNAs and target genes. Ref: Reference group.





Dynamic Changes in the Patterns of Immune Escape During ccRCC Progression

Schreiber et al. presented the concept of tumor immune editing and described two possible pathways involved in tumor immune escape. One was the extrinsic immune escape, i.e., exhaustion of effector TILs, high infiltration of immunosuppressive cells, and high levels of immunosuppressive cytokines and immune checkpoint molecules; the other was the intrinsic immune escape, i.e., loss of tumor antigen expression and tumor antigen-presenting capacity (43). Based on this theoretical framework, we first compared the extrinsic immune escape pattern between the ccRCC phenotypes.

We compared the estimated levels of tumor-infiltrating immune cells in the various ccRCC phenotypes using four immune infiltration quantification tools. CD8+ TILs and Tregs showed higher abundance in aggressive and metastatic ccRCC in both cohorts. Levels of B, natural killer (NK), and CD4+ cells did not change significantly during tumor progression (Figure 5A). However, the estimated levels of macrophages and dendritic cells (DCs) differed too much between cohorts and quantification tools to be assessed. We compared the immune cell levels between localized ccRCC and normal tissue to assess the degree of immune cell infiltration in early ccRCC. The results showed that early ccRCC already showed higher levels of CD8+ TILs, CD4+ TILs, Tregs, NK cells, DCs, and macrophages (Figure 5A). Furthermore, aggressive and metastatic ccRCC had high expression of immunosuppressive molecules, including PDCD1 and LAG-3, which indirectly reflected exhaustion of TILs (Figure 6). Classical immunosuppressive cytokines, including vascular endothelial growth factor (VEGF), transforming growth factor-β (TGF-β), indoleamine 2,3-dioxygenase (IDO), and interleukin (IL)-10, and indicators of effector T-cell killing activity, including GZMB and cytolytic activity, did not change during ccRCC progression (Figure 6). However, aggressive and metastatic ccRCC had high expression levels of CD27, IFNG, and CXCR3 (Figure 6), which were implicated in antitumor immune activation (44, 45).




Figure 5 | The differences in immune cells and immunogenicity indicators among phenotypes of ccRCC derived from binary logistic regression. (A) The differences in immune cells among phenotypes of ccRCC in TCGA and ICGC cohort. (B) The differences in immunogenicity indicators among phenotypes of ccRCC in TCGA cohort. Ref: Reference group.






Figure 6 | Circular plot showing the differences in immunomodulators among phenotypes and between tumor and normal tissue of ccRCC. Outer circle indicates the differences in immunomodulators among phenotypes and between tumor and normal tissue of ccRCC in TCGA cohort derived from univariable binary logistic regression. Middle circle indicates the correlation between the expression of immunomodulators and the corresponding SCNAs derived from Spearman’s analysis. Inner circle indicates the differences in immunomodulators among phenotypes and between tumor and normal tissue of ccRCC in ICGC cohort derived from univariable binary logistic regression. Ref: Reference group.



We next investigated the potential mechanisms of intrinsic immune escape in ccRCC progression. The results showed that CTA score, HRD score, and ITH score in aggressive and metastatic ccRCC were significantly higher than in the other phenotypes, whereas all phenotypes had similar levels of TMB, FGA, and neoantigen (Figure 5B). Of these, only CTA score significantly differed between aggressive and metastatic ccRCC. Corresponding survival analysis showed that ccRCC patients with high CTA scores, HRD scores and ITH scores presented shorter recurrence-free and overall survival time (Figure S3). Moreover, all MHC-related antigen-presenting molecules were similar among the ccRCC phenotypes, a result SCNAs could not explain (Figure 6). We evaluated the correlation between indicators of immunogenicity and extrinsic immune escape to examine whether the high immunogenicity of aggressive and metastatic ccRCC was a contributing factor to immune cell infiltration. Surprisingly, the CTA score, ITH score, and HRD score showed no obvious correlation with immune cell infiltration, antitumor immune activity, or expression of immune checkpoint molecules (Figure S4A).



Biological Processes Associated With the Aggressiveness and Metastasis of ccRCC

The analyses described above have revealed immuno-genomic features associated with ccRCC progression, but differences in the genome and immune microenvironment features between aggressive and metastatic ccRCC were not observed. Towards this end, we investigated differences in biological processes among the ccRCC phenotypes. GSEA showed that genes upregulated in aggressive and metastatic ccRCC were enriched in pathways associated with the immune response (Interferon (IFN)-γ response and allograft rejection) and cell cycle (E2F targets; Figure 7A). Notably, only cell cycle pathways differed significantly between aggressive and metastatic ccRCC. Furthermore, the pathways enriched for genes downregulated in aggressive and metastatic ccRCC in the TCGA cohort were associated with oxidative phosphorylation; however, this was not observed in the ICGC cohort.




Figure 7 | The differential biological processes among phenotypes in ccRCC and correlation of genomic alterations and immune-related indicators. (A) The differences in biological processes among phenotypes of ccRCC derived from GSEA. (B) Boxplot showing the differences in normalized ssGSEA scores of differential biological processes among phenotypes of ccRCC. (C) Correlation of genomic alterations and indicators related to immune escape and biological processes. (D) GSEA plot of the enrichment pathway on genes at 14q associated with immune infiltration score and correlation between leading edge genes with indicators including SCNA levels and expression of HIF1A and HIF2A. (E) GSEA plot of the enrichment pathway on genes at 14q associated with corresponding SCNAs. OXPHOS, Oxidative phosphorylation; EMT, Epithelial-Mesenchymal Transition; Pos, Positive; Neg, Negative; Cor, Correlation coefficient; NES, Normalized Enrichment Score.



We analyzed the correlation between the ssGSEA scores of the above biological processes and indicators related to extrinsic and intrinsic immune escape to explore whether these biological processes were associated with features of the immune microenvironment of ccRCC. Due to the very strong correlation between IFN-γ response pathway and allograft rejection pathway (r = 0.95; Figure S4B), we recalculated the ssGSEA scores after merging their gene sets, named immune infiltration score, and the ssGSEA score of the E2F targets pathway was defined as the cell cycle score. The immune infiltration score well distinguish between localized from non-localized ccRCC and had a significant positive correlation with immune microenvironmental features associated with ccRCC, including infiltration of CD8+ TILs and Tregs, the immunostimulatory factors PDCD1 and LAG-3, and the immunostimulatory factor CD27 (Figure 7B; Figure S4C). The cell cycle scores distinguished between aggressive and metastatic ccRCC but were not correlated with the above extrinsic immune escape features (Figure 7B). Conversely, it had a strong positive correlation with CTA score and HRD score, whereas the immune infiltration score correlated weakly with the immunogenicity indicators (Figure S4C). Since ccRCC progression was accompanied by genomic alterations and dynamic changes of the immune microenvironmental features, we explored the association between genomic alterations and immune infiltration in ccRCC. The results showed that all recurrent or low-frequency differential mutations in ccRCC were not associated with the immune infiltration score and immune microenvironmental features related to ccRCC progression. At the SCNA level, a moderate positive correlation was observed between the immune infiltration score and Del(14q) (r = 0.33), and the cell cycle score showed no obvious correlation with either differential SCNA (all P > 0.05; Figure 7C). Overall, the immune infiltration score reflected the dynamic changes in the immune microenvironment characteristics during ccRCC progression, while the cell cycle score reflected the aggressiveness and metastatic ability of ccRCC.



Genomic Copy Number Alterations as a Driving Factor of Change in the Immune Microenvironment of ccRCC

Integrative multi-omics analysis identified an association between Del(14q) and immune features in ccRCC. Therefore, we further explored the potential mechanisms by which Del(14q) drives changes in the immune microenvironment of ccRCC. The genes mapped to chromosome 14q were selected and ranked according to their correlation with the immune infiltration scores and subsequently subjected to GSEA analysis. The results showed that these genes were only enriched in the VEGFA-VEGFR2 signaling pathway, although it was insignificant (Figure 7D). The alterations in the leading-edge genes’ expression levels in this pathway could be explained by Del(14q), except for HSP90AA1 and RHOJ (Figure 7D). Besides, HIF1A at chromosome 14q and HIF2A at chromosome 2p were thought to be upstream regulators of the VEGFA-VEGFR2 signaling pathway (46, 47). Correlation analysis revealed significant correlations between HIF1A and HIF2A and the leading-edge genes in the VEGFA-VEGFR2 pathway except for HSP90AA1 and RNP (Figure 7D), where HIF1A expression could be explained by Del(14q) (Figure S5A). We divided ccRCC into two groups according to the deletion status of chromosome 14q and performed enrichment analysis for differentially expressed genes between them to further confirm the correlation between Del(14q) and altered ccRCC immune microenvironment. The results showed that most pathways enriched by upregulated genes in the Del(14q) group were associated with the immune response (Figure S5B). Furthermore, the genes mapped to 14q were sorted according to the correlation between their transcription level and the corresponding copy number and subsequently subjected to GSEA analysis. Interestingly, the VEGFA-VEGFR2 signaling pathway was enriched significantly among these genes (Figure 7E). Downregulation of their expression caused by Del(14q) could lead to downregulation of the VEGFA-VEGFR2 pathway. Overall, Del(14q) was potentially involved in driving immune cell infiltration and extrinsic immune escape in ccRCC, possibly through the VEGFA-VEGFR2 signaling pathway.



Cell Cycle Pathways are Associated With Tumor Progression and Response to Immunotherapy in ccRCC

We reassessed whether an association existed between ccRCC progression and the immunotherapeutic response, searching for related novel biological pathways or markers. First, differential gene expression analysis was performed between the CB and NCB groups in the immunotherapy cohort. GSEA analysis showed that the upregulated genes in the CB group were enriched in immune-related pathways (e.g., IL-2-STAT5 signaling, TNF-α signaling via NF-kB, and inflammatory response), while the downregulated genes were mainly enriched in cell proliferation (e.g., E2F targets, G2M checkpoint, MYC targets V1, and mTORC1 signaling) and oxidative phosphorylation pathways (Figures 8A, 9). Subsequently, we extracted the leading-edge genes in each pathway and analyzed the ability of the ssGSEA scores to predict the immunotherapeutic response efficacy of each pathway. The results showed that the IL-2 STAT5 signaling pathway (AUC = 0.92 and 0.77, respectively) and mTORC1 signaling (AUC = 0.86 and 0.80, respectively) had a strong predictive power in the Checkmate 009 and Checkmate 025 cohorts (Figure 8B).




Figure 8 | The biological pathways related to immunotherapeutic response. (A) The differential biological processes between CB group and NCB group of ccRCC in immunotherapy cohort and Zoom-in plot showing leading edge genes of IL-2-STAT5 signaling and E2F targets pathways. (B) ROC curves and corresponding AUC of differential biological processes between CB group and NCB group of ccRCC in Checkmate009 (top) and Checkmate025 (bottom) cohorts. (C) Pearson correlation of ssGSEA scores of biological pathways related to ccRCC progression with those related to immunotherapeutic response. (D) Overlap of the leading genes of E2F targets related to ccRCC progression and those related to immunotherapeutic response, and the hallmark pathways covered by them.






Figure 9 | Volcano plots of differential genes between CB group and NCB group of ccRCC in the immunotherapy cohort. (A) Position in the volcano plot of genes involved in biological pathways upregulated in the NCB group. (B) Position in the volcano plot of genes involved in biological pathways upregulated in the CB group.



These results suggested an association between biological pathways related to ccRCC progression and immunotherapeutic response. Further correlation analysis revealed that the cell cycle score was strongly correlated with the immunotherapeutic response-related E2F targets (r = 0.91) and G2M checkpoint pathway scores (r = 0.97), while the immune infiltration score was moderately correlated with the IL-2-STAT5 signaling pathway score (r = 0.46; Figure 8C). The strong correlation between the cell cycle score and the E2F targets pathway prompted us to analyze the degree of overlap between their gene sets. Six genes were present in both gene sets and, in the hallmark gene set, they were only present in the pathway related to cell proliferation (Figure 8D; Table S9). Further, the ssGSEA score consisting of these six genes was significantly higher in metastatic ccRCC than in non-metastatic ccRCC in both cohorts and higher in the NCB group than the CB group in the immunotherapy cohort (Figure 10A). Additionally, we found no overlapping genes between the immune infiltration score and either immune-related pathway in the immunotherapy cohort (Table S9), which was not associated with ccRCC progression in either cohort (Figures 10B–D).




Figure 10 | Boxplot showing the differences in normalized ssGSEA scores of overlapping genes of E2F targets pathway (A), IL-2-STAT5 signaling pathway (B), inflammatory response pathway (C), and TNF-α signaling via NF-kB pathway (D) between phenotypes in TCGA and ICGC cohorts and between groups in immunotherapy cohort.






Discussion

The current stratified treatment strategy for ccRCC is based primarily on the tumor stage. Although non-metastatic ccRCC could undergo radical resection, the recurrence rate of aggressive ccRCC is much higher than that of localized ccRCC. The treatment outcome and prognosis become dramatically poorer once the ccRCC has invaded nearby tissues and metastasized. Although the ICIs had shifted the therapeutic paradigms for metastatic ccRCC, durable benefit was limited to a small number of patients, and traditional biomarkers did not effectively predict response to ICIs in ccRCC. Therefore, the aim of this study was to reveal the immuno-genomic landscape of ccRCC progression and its association with immunotherapeutic response and prognosis, forming the foundation for developing improved early diagnosis, treatment, and prognosis prediction. As expected, we identified genomic alterations that might drive ccRCC progression and accompanying changes in immune microenvironmental features, and found the potential mechanism by which Del(14q) drives changes in the immune microenvironment of ccRCC and biological pathways associated with immunotherapeutic response.

The occurrence and development of tumors are thought to be driven by somatic genome alterations with key roles in many cellular processes, including cell cycle, apoptosis, and DNA damage repair (39, 48, 49). Previous studies found an association between BAP1 and SETD2 mutations and metastasis and poor prognosis in ccRCC (50–52). However, we only found an association between SETD2 mutations and ccRCC progression in both cohorts rather than just metastasis. We speculate that SETD2 mutations contribute more to the aggressive ability than the distant metastatic ability of ccRCC. Recently, SETD2 mutations were found to promote ccRCC progression through various mechanisms such as cellular autophagy inhibition, DNA repair inhibition, and genomic stability perturbation (53, 54). Previous studies considered Del(14q) and Del(9p) as ccRCC metastasis drivers, while Del(3p) and Amp(5q) initiated ccRCC development (6, 50, 55). This study found that Del(14q), Del(9p21.3), and Del(9p23) were possible progression drivers in ccRCC rather than just metastasis. Likewise, we found that Del(9q) and Del(4q24) were ccRCC progression drivers. Several studies have shown that HIF1A was a cancer suppressor gene at Del(14q) in ccRCC (56, 57). Shen et al. found that Del(14q)-related downregulation of HIF1A promoted renal carcinoma growth on mice tumor xenograft (57). Recent research found that HIF1A preferentially drove ccRCC initiation rather than progression, and it not necessarily was a target on Del(14q) in ccRCC, echoing our findings (58, 59). However, our results should be interpreted with caution as HIF1A transcript levels might be regulated by other factors such as VHL deletion, which diminish the effect of Del(14q) on it (60). We found that CDKN2A and CDKN2B, traditional tumor suppressors at 9p21.3 (61, 62), struggled to act as tumor suppressors in ccRCC with Del(9p21.3). Indeed, CDKN2A overexpression in various tumors had long been noted, and interpreted as a result of dysregulated feedback associated with of the pRb pathway (62). The relationship of CDKN2A and CDKN2B expression with the corresponding SCNA levels seemed to indicate that complex pathways regulated their transcription levels and that their tumor suppressor properties were not evident in ccRCC. MTAP is another tumor suppressor in Del(9p21.3) (63–65). Xu et al. found that MTAP reversed epithelial mesenchymal transition and inhibited migration and invasion of renal cell carcinoma cells (66). Our findings suggested that MTAP was a suitable target for Del(9p21.3) in ccRCC. DAPK1, FBP1, and TSC1 are well-known targets on Del(9q), a SCNA related to ccRCC progression (67–69). We found that these three genes were good targets for Del(9q) in ccRCC as their transcript levels significantly correlated with SCNA levels. Li et al. found that PTPRD deletion on 9p23 was associated with poor prognosis in ccRCC (70). However, PTPRD expression was not associated with SCNA levels or tumor progression in our study. CXXC4 and TET2 at 4q24 also act as tumor suppressors (41, 42). Interestingly, we found them to play a tumor suppressor role in ccRCC even though their expression was influenced by other factors more than SCNAs. Overall, certain tumor suppressor genes, well-known in other cancers, might not play an obvious role in regulating tumor progression in ccRCC.

The immune microenvironment of ccRCC has received considerable attention as increasing evidence suggested that it plays a crucial role in anti-cancer immunity (71). Previous studies have shown that ccRCC were inflammatory tumors accompanied by high infiltration of exhausted CD8+ TILs and immunosuppressive cells (72). We found high infiltration levels of CD8+ TILs and Tregs in early ccRCC, and increasing PDCD1 and LAG-3 levels with ccRCC progression in both cohorts. Braun et al. found that high expression of PDCD1 and LAG-3 on tumor-infiltrating CD8+ T cells in advanced ccRCC by using single-cell sequencing, echoing our above finding (73). High CD8+ TIL levels were associated with a good prognosis in most tumors (9). However, several studies have found that high infiltration of CD8+ TILs and Tregs, and high levels of PDCD1 expression were associated with a poor prognosis in ccRCC, consistent with our findings (74–76). The combination of high exhaustion of TILs, high infiltration of immunosuppressive cells, and high expression of immunosuppressive molecules in aggressive and metastatic ccRCC suggested that ccRCC progression was accompanied by extrinsic immune escape. Functional enrichment analysis in this study indicated that ccRCC progression was accompanied by upregulation of immune-related pathways, including the IFN-γ response and allograft rejection. Several studies have found that IFN-γ response pathway had dual roles in tumor development, with pro- and anti-carcinogenic activities (77). Hakimi et al. observed that upregulation of IFN-γ response pathway in ccRCC was associated with high CD8+ T-cell infiltration and exhaustion (78). The allograft rejection pathway upregulation might be caused by the overlapping genes with ccRCC inflammatory profile and the IFN-γ response pathway (79). The increase in the immunostimulatory factors CD27 and IFNG seems to represent antitumor immunity activation (44). However, whether ccRCC progression is accompanied by antitumor immunity activation needs further investigation. Several studies have indicated that the pathway mediated by CD27 and its ligand CD70 was involved in tumor growth and induction of lymphoid apoptosis (80, 81). CXCR3 promoted T-cell migration to the tumor core (45), and its mediated CXCR3-CXCL10 signaling pathway drove ccRCC metastasis (82). Based on the immune editing theory proposed by Schreiber et al. (43), the unique immunosuppressive microenvironment features of ccRCC were potentially driven by tumor intrinsic factors. Several reviews have suggested that the immunogenicity of tumors was determined by the production of neoepitopes by tumor genome alterations and the presentation of neoantigens (83, 84). Indicators describing genomic alterations and heterogeneity such as TMB, FGA, ITH, CTA, and HRD have been used to measure the immunogenicity of tumors (22, 26–30). However, none of these was related to the immune microenvironmental features of ccRCC. Instead, CTA score and HRD score are related to the upregulation of E2F targets pathway in ccRCC. It should be noted that the possibility that CTA score and HRD score reflect tumor aggressiveness and metastasis rather than immunogenicity in ccRCC was not excluded. Furthermore, we observed no differences in the antigen-presentation processes, which is closely related to tumor immunogenicity, during ccRCC progression, although this finding was only based on the differential expression of antigen-presenting molecules. These findings seem to suggest that ccRCC might evade immune recognition during progression predominantly by extrinsic immune escape mechanism, although we could not exclude bias in the results due to inaccurate assessment of indicators measuring the immunogenicity and antigen presentation of ccRCC.

Several multi-omics studies have suggested that tumor-intrinsic immune regulation could be triggered by certain genomic alterations (24, 85). In this study, only Del(14q) correlated significantly with the immune microenvironment features and immune-related pathways in ccRCC. Del(14q) might drive considerable immune cell infiltration and exogenous immune escape in ccRCC by downregulating the VEGFA-VEGFR2 signaling pathway. Clark et al. found in the CPTAC cohort that the CD8+ inflamed phenotype of ccRCC showed extensive infiltration and exhaustion of CD8+ TILs, was associated with Del(14q), and was accompanied by downregulation of angiogenesis-related signaling pathways as was also observed in the study of Hakimi et al. (78, 86).

Identification of biological features associated with response to immunotherapy could help predict its efficacy and optimize treatment regimens. Unfortunately, indicators used to predict response to ICIs in other cancers, including PD-L1 expression, TMB, and the extent of CD8+ T cell infiltration, did not work in ccRCC (11–13). This could be because pathways associated with immunotherapeutic response and immune infiltration scores associated with ccRCC progression did not overlap, as shown by our functional enrichment analysis. Interestingly, most relevant to immunotherapeutic response are the upregulation of the IL-2 STAT5 signaling pathway and the downregulation of the mTORC1 signaling pathway, both have long been applied in systemic ccRCC treatment. IL-2 therapy promotes the development and killing activity of effector TILs and has been shown to benefit patients with aggressive and metastatic ccRCC (87). The mTORC1 signaling pathway is frequently activated in ccRCC and involved in the proliferation and metabolism of tumor cells (88). mTOR inhibitors are currently used as a recommended second-line regimen for ccRCC (2, 3). Therefore, upregulation of IL-2 STAT5 signaling pathway and downregulation of mTORC1 signaling pathway in the CB group suggested that mTOR inhibitor or IL-2 therapy might help improve the therapeutic response to ICIs, which deserves further research. We further found that the E2F TARGETS pathway was negatively associated with immunotherapeutic response and positively with ccRCC progression. Notably, both the immune features and, at least, the tumor cell proliferation features influenced the response to immunotherapy in ccRCC. Recently, Pabla et al. reported tumor cell proliferation as a factor influencing the response of non-small cell lung cancer to immunotherapy (89). Combined with the recent preliminary results of neoadjuvant immunotherapy for ccRCC (90), we speculate that similar or even better immunotherapy efficacy is achieved in non-metastatic and metastatic ccRCC due to the low proliferation activity of tumor cells in non-metastatic ccRCC. Furthermore, Li et al. described in their recent study that enhanced cell cycle activity in cancer cells lead to immunotherapy resistance and combination of pharmacological inhibition of the cell cycle might help to further improve the response to immunotherapy (91). However, evidence on the correlation between the proliferation ability of ccRCC and immunotherapy response is lacking, which merits more exploration and validation.

Although this study provided a comprehensive description of ccRCC immuno-genomic features and mined for genomic alterations affecting the immune microenvironment of ccRCC and the biological pathways associated with its immunotherapeutic response, the study had some limitations that await improvement. We classified metastatic ccRCC as tumors with T4NanyM0 or TanyNanyM1 following the AJCC staging. However, ccRCC with distant metastases and locally advanced ccRCC have different tumor evolution patterns even though they are both Stage IV tumors, possibly leading to bias in the results (6). The small number of Stage IV ccRCC cases with distant metastases in both cohorts did not allow for a valid separate analysis, which will be refined by expanding the sample size in future studies. Second, all the ccRCC samples included in this study were sampled from a single location, ignoring the intratumoral heterogeneity of ccRCC. We attempted to reduce the inherent bias from tumor heterogeneity by analyzing large-sample multi cohorts. Finally, all the conclusions in this study were drawn from in silico comparative genomics analyses. Experimental and clinical verification is needed to facilitate the clinical translation of the findings.

In conclusion, this study provided important clues to the intrinsic mechanisms driving the progression of ccRCC and associated changes in the immune microenvironment. Moreover, the genomic alterations involved in immune regulation and biological pathways associated with immunotherapeutic responses demonstrated potential clinical value, providing new insights for developing precise therapeutic strategies and efficient prediction protocols for patients with ccRCC.
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Supplementary Figure 1 | (A) Kaplan–Meier curves of OS for stages of ccRCC in ICGC cohort. (B) Kaplan–Meier curves of OS for phenotypes of ccRCC in ICGC cohort. (C) Time-dependent area under the ROC curve of stages and phenotypes for the OS in ICGC cohort. (D) Kaplan–Meier curves of OS for stages of KIRP. (E) Kaplan–Meier curves of RFS for stages of KIRP. (F) Kaplan–Meier curves of OS for stages of KICH. (G) Kaplan–Meier curves of RFS for stages of KICH.

Supplementary Figure 2 | (A) Waterfall plot with recurrent and differential mutations among phenotypes of ccRCC (right) and forest plot of the univariate Cox regression analysis of mutations for OS (left) in ICGC cohort. (B) Forest plot of the univariate Cox regression analysis of mutations and SCNAs for OS and RFS in TCGA cohort.

Supplementary Figure 3 | (A) Kaplan–Meier curves for OS of ccRCC with high and low levels of immunogenicity indicators. (B) Kaplan–Meier curves for RFS of ccRCC with high and low levels of immunogenicity indicators

Supplementary Figure 4 | (A) Correlation of immunogenomic indicators with indicators related to extrinsic immune escape. (B) Correlation of ssGSEA scores of the pathways related to ccRCC progression. (C) Correlation of ssGSEA scores of the pathways related to ccRCC progression with indicators related to immune escape.

Supplementary Figure 5 | (A) Boxplot showing the expression differences of HIF1A and HIF2A between Del(14q) and wild-type groups in TCGA cohort. (B) The differences in biological processes between Del(14q) and wild-type groups in TCGA cohort. NES: Normalized enrichment score. OXPHOS, Oxidative phosphorylation; EMT, Epithelial-Mesenchymal Transition; NES, Normalized Enrichment Score.
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Vesicular stomatitis virus (VSV), a negative-strand RNA virus of the Vesiculovirus genus, has demonstrated encouraging anti-neoplastic activity across multiple human cancer types. VSV is particularly attractive as an oncolytic agent because of its broad tropism, fast replication kinetics, and amenability to genetic manipulations. Furthermore, VSV-induced oncolysis can elicit a potent antitumor cytotoxic T-cell response to viral proteins and tumor-associated antigens, resulting in a long-lasting antitumor effect. Because of this multifaceted immunomodulatory property, VSV was investigated extensively as an immunovirotherapy alone or combined with other anticancer modalities, such as immune checkpoint blockade. Despite these recent opportunities to delineate synergistic and additive antitumor effects with existing anticancer therapies, FDA approval for the use of oncolytic VSV in humans has not yet been granted. This mini-review discusses factors that have prompted the use of VSV as an immunovirotherapy in human cancers and provides insights into future perspectives and research areas to improve VSV-based oncotherapy.
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Introduction

Vesicular stomatitis virus (VSV) is non-pathogenic, enveloped, negative-strand RNA Rhabdovirus with potent vaccine and oncolytic potential (1–6). VSV can infect nearly all cell types but cannot initiate a productive infection in healthy cells due to an antiviral response mediated by type-I interferons (IFNs).11 However, defects in IFN signaling often coincide with tumorigenesis (7, 8). Thus, VSV is capable of infecting and selectively destroying cancer cells with minimal damage to normal cells, making it an attractive therapeutic agent. Furthermore, VSV is particularly appealing as an oncolytic vector (OV) and vaccine agent due to low anti-VSV immunity in the general population (pre-existing immunity to OVs limits their intratumoral spread) and fast replication kinetics in cancer cells (9).

The nonsegmented VSV genome is typical of viruses in the Vesiculovirus genus. The approximately 11-kb genome encodes five structural proteins, including the nucleocapsid protein (N), phosphoprotein (P), matrix protein (M), glycoprotein (G), and the large polymerase protein (L) (10–12). VSV genome encapsidation is facilitated by specific interactions between the N and P proteins (12). The N protein is essential for suppressing the transcription-termination signal during viral replication (13). The P and L proteins function as co-factors of the RNA-dependent RNA polymerase (RdRp); they exert indispensable and versatile functions, including regulating the initiation, elongation, and encapsidation of viral RNAs (14, 15). Specifically, the RdRp binds the encapsidated viral genome at the leader region, then sequentially transcribes each gene (16).

The M protein is involved in virus assembly and budding (17). It has also been shown to inhibit innate antiviral responses and alter host transcriptional machinery, ultimately coercing tumor cells to undergo apoptosis (18). Therefore, viruses with mutant M proteins were developed to restrict viral replication to tumor cells with an altered type-I IFN signaling axis (19).

The G protein forms spike-like structures on the viral particle surface and plays an essential role in the initial stages of infection (20). In the Indiana strain, the G protein was shown to mediate viral attachment via interaction with the low-density lipoprotein receptor (LDL-R) and its family members (21). The VSV-G protein is capable of binding LDL-R via the cysteine-rich LDL-R domains CR2 and CR3, resulting in clathrin-dependent endocytosis and intracellular uptake of the VSV genome (22, 23). However, several other reports showed that isogenic pairs of wild type LDL-R and LDL-R–knockout (-/-) (24, 25) cell lines can be infected efficiently by VSV and other closely related family members, highlighting the potential role of other surface proteins or cell-intrinsic mechanisms in viral entry (22). The broad cellular tropism of VSV is attributable to its G protein; thus, it is often replaced with entry proteins from other viruses to improve the safety and selectivity of VSV-based oncolytic vectors (26).

Numerous studies have shed light on the fundamental mechanisms of VSV–host cell interactions, the dynamics of viral gene expression, and the pathogenesis of viral infection (26). These findings have greatly expanded our understanding of the biology and structure of VSV, informing the design of recombinant VSV (rVSV) vectors with improved safety and selectivity towards a broad range of cancer cells. Despite this progress, VSV-based immunovirotherapy has not lived up to its expectations, and FDA approval has not yet been granted. Thus, we eagerly await the published outcomes of various completed, recruiting, or active cancer treatment trials (clinicaltrials.gov) in the United States using rVSV as an immunovirotherapy platform. In the meantime, it is equally important to review the past and recent developments of VSV vectors in cancer therapy to derive insights into ways to refine and improve the antitumor efficacy of such vectors.



Development of VSV as a Vaccine Platform

The use of reverse genetics enabled researchers to rescue infectious negative-strand RNA viruses from viral genomic cDNAs, leading to significant improvement in our ability to manipulate and study RNA viruses for vaccine development and cancer therapy applications (27, 28). Owing to their ability to prime robust humoral and cellular immunity, VSV vectors have also been used as vaccine agents to generate protective immunity against infections with highly lethal human viruses, including Ebola, HIV, Marburg, Lassa, Zika, and SARS-COV-2 viruses (29–40). Other vaccine candidates using attenuated VSV vectors were evaluated in preclinical models to prevent illnesses due to influenza (41), hepatitis B virus (42), different strains of coronavirus causing respiratory diseases (43, 44), Yersinia pestis (bubonic plague) (45), respiratory syncytial virus (RSV) (46), herpes simplex virus 2 (HSV2) (47), Dengue virus (48), Chikungunya virus (49), Nipah virus (50), and human papillomavirus (HPV) (51).

However, despite abundant evidence of therapeutic efficacy, only one VSV-based vaccine is FDA approved (52). This is mainly due to concerns related to the promiscuous nature of the VSV entry glycoprotein (VSV-G), allowing the virus to infect neurons and induce encephalitis in mice (7, 53, 54). Thereby, questions were raised regarding the potential neurotoxicity of VSV in humans following systemic delivery, limiting its widespread clinical deployment as a vaccine vector in humans. To address this critical concern, several groups have engineered VSV vectors with mutated G proteins or harboring G proteins from other non-neurotropic viruses to ablate interactions with LDL-R, which is highly expressed in neurons (49, 55–57). Many VSV-derived vectors that have progressed to preclinical and clinical testing as vaccine agents also displayed lytic potency and elicited a strong, durable cytotoxic T-cell response in permissive tumors (58, 59). While most oncolytic viruses such as VSV induce robust tumor-cell killing in vitro, recent clinical reports strongly suggest that, in vivo, OVs turn “cold” tumors into hot tumors (60), as discussed below.



Rationale for Developing VSV as an Oncolytic Agent

Wild type VSV causes mild disease in cattle, horses, and swine, causing vesicles (blisters) around the mouth (61). The few reported cases of human VSV infections were limited to agricultural and laboratory workers, characterized by an incubation period between 8 to 48 hours, with mild flu-like symptoms (26, 62, 63). VSV is a highly cytopathic virus that infects nearly all cell types, but its infection and replication are enhanced in tumor cells with a defective IFN signaling pathway (64). This feature makes it an ideal oncolytic virus therapy agent. In addition, VSV has a fast kinetic cycle, does not integrate into the host genome (65), and is a potent inducer of apoptosis in the infected cancer cells—a critical feature of viral therapeutics (66, 67). The VSV genome is also relatively small and can accommodate the insertion of one or more foreign, functional genes (68). Importantly, VSV has demonstrated anticancer activity in a vast array of cancer cells, including osteosarcoma (69), cervical cancer (70), breast cancer (71), melanoma (72), hepatocellular carcinoma (73), pancreatic cancer (57), and glioblastoma (74).

Although VSV-based oncolytic vectors have shown efficacy in mouse models and led to multiple human studies (Table 1), barriers to FDA approval and clinical application remain. These barriers include variability in the efficiency by which VSV kills cancer cells, even among cancers from the same tissue of origin,4 and reports of VSV-induced encephalitis in laboratory animals and humans (87, 88). Furthermore, the heterogeneous therapeutic responses in solid cancers (e.g., pancreatic cancer) are attributed to factors such as a fibrotic and dense extracellular matrix, hypoxia, high interstitial tumor pressure, and low pH in the tumor microenvironment, limiting viral spread and immunogenic cell death in response to oncolytic therapy.13 The fact that VSV is cleared rapidly by the immune system (e.g., via neutralizing antibodies and complement molecules) has further dampened enthusiasm for this vector (7, 53, 54). These obstacles have severely limited the anticancer efficacy of VSV—particularly the inability to administer multiple doses to achieve tumor shrinkage and, most importantly, the inability to bypass the immune system and infect neoplastic cells.


Table 1 | Reported VSV-based vaccine and cancer treatment clinical trials (http://clinicaltrial.gov/).



A decade ago, the first VSV trial in human cancers was posted to clinicaltrials.gov; however, no trial results have been disseminated (Table 1). This lack of information raises pertinent questions about whether we can achieve the desired therapeutic outcomes with current VSV vectors. Although it is not clear when these results will be available, the eagerly awaited outcomes of these studies will undoubtedly guide the future development of VSV-based oncotherapy for clinical translation. Nonetheless, several groups developing and testing oncolytic vesiculoviruses have proposed ingenious viral engineering strategies (65, 89, 90) to improve patient safety and vector potency.



Strategies Designed to Enhance VSV Oncolytic Ability

Each genetic modification approach attempted to improve the antitumor activity of rVSV and its safety profile. Although rapid progress in nanotechnologies has enabled the improvement of delivery, pharmacokinetics, bioavailability in the tumor of rVSV vectors, many of these studies are in the early preclinical stages (91). Thus, this section will focus on vector engineering strategies to enhance safety, immunogenic apoptosis, and immune clearance.


Optimizing rVSV Design to Enhance Immunogenic Apoptosis and Reduce Neurotoxicity

Studies have shown that mechanistically, VSV-induced oncolysis results in the release of a series of molecules, including tumor-associated antigens (TAAs), pathogen-associated molecular patterns (PAMPs), and damage-associated molecular patterns (DAMPs) (92–94). The build-up of TAAS in the tumor microenvironment elicits the recruitment and activation of tumor-specific cytotoxic (CD8+) T cells (92–94). PAMPS and DAMPS promote infiltration of neutrophils, natural killer (NK) cells, and dendritic cells (DC) into tumor sites. This simultaneous activation of innate and adaptive immunity is essential for priming a robust and durable antitumor immune response. These earlier works on the ability of rVSV to induce immunogenic cell death or apoptosis have influenced the field in many ways. For example, Wu and colleagues demonstrated that rVSV expressing murine gammaherpesvirus M3 protein (rVSV[M-Δ51]-M3) induced enhanced tumor necrosis and prolonged survival substantially in an animal model compared to parental VSV (19). M3 is a secreted chemokine-binding protein that binds to a broad range of mammalian chemokines with high affinity (19). In addition to decreasing neurotoxicity, delivery of exogenous M3 enhanced rVSV(M-Δ51)-M3 oncolytic activity by curtailing the activation of host innate immunity against oncolytic VSV in the tumor. Similar to the mutant M protein vectors, VSVs harboring mutations in G (95), P, or L proteins (96) with improved oncoselectivity and potency were also developed and evaluated preclinically. Although rVSVs with mutated viral proteins have enabled some safety improvements, as evidenced by no apparent neurovirulence and no visible pathogenesis in animal models, these vectors are often highly attenuated (i.e., reduce viral replication capacity) and thus are not appropriate for clinical deployment. Therefore, Russell and colleagues have adopted a different approach by incorporating microRNA target sequences (e.g., for miR-125) into the viral genome to decrease the ability of the virus to replicate in neurons (97).



Generation of rVSV Vectors With Improved Immunostimulatory Activity

Multiple studies have also attempted to increase VSV safety and oncolytic properties by inserting into the viral genome genes encoding immunostimulatory proteins, chemoattractant molecules, or effectors that induce apoptosis in tumor cells (26, 59). One example is a VSV vector carrying the full-length p53 gene. Tumor protein p53 is a potent activator of apoptosis, and it is the most frequently mutated gene in human tumors (98). Indeed, the reactivation of p53 has been shown to potentiate antitumor immune activity (99). In an animal model, the vector VSV-M(Δ51)-p53, expressing p53, improved antitumor activity and enhanced CD49b+ NK and tumor-specific CD8+ T-cell responses (99, 100).

Immunostimulatory cytokines function in a synergistic or cascade fashion to modulate immune responses. Consequently, combining cytokines (101) with oncolytic viruses was seen as worth investigating for possible additive or synergistic long-term responses in clinical settings. Granulocyte–macrophage colony-stimulating factor (GM-CSF) is a potent immunostimulatory cytokine involved in the maturation and migration of macrophages and dendritic cells, which activate cytotoxic T cells (102). Hence, GM-CSF–expressing VSV (VSV-GM-CSF) vectors were developed, in which the transgene was inserted upstream of the VSV N gene or between the M and G genes (103–105). These vectors were attenuated and well-tolerated in vivo, and they triggered strong cellular and humoral antitumor immune responses (103–105). This work with VSV vectors expressing immunomodulatory cytokines demonstrated that tumor stage and type; immune mechanisms; and timing, dosage, and route of administration are crucial for obtaining the desired therapeutic effect with oncolytic viruses (106).

While IL-15 preferentially stimulates the proliferation of NK and memory CD8+ T cells and increases their antitumor activity (107), IL-12 functions as a “bridging” cytokine, providing an essential regulatory link between innate and adaptive immunity (108). Additionally, IL-23 has been shown to establish stable gene expression for activation of TH17 cells, but it is also crucial to activate innate immune cells, which are scattered across non-lymphoid organs (109). Thus, rVSV expressing IL-15, IL-12, or IL-23 (rVSV-IL-15, rVSV-IL-12, rVSV-IL-23) were generated and considerably improved synergistic antitumor efficacy compared to parental rVSV (110–112). Along the same line, IL-4 (113), thymidine kinase (113), IL-28 (114), Fms-like tyrosine kinase 3 ligand (115), and IFN-β (116) were expressed in VSV vectors, and their oncolytic activities have been documented across various cancer types. Based on encouraging preclinical studies, rVSV expressing human type-I IFN-β and a reporter known as sodium iodide symporter (VSV-IFNβ-NIS) has advanced through early to late phases of clinical testing (Table 1). Although VSV-based cytokine expression promotes superior oncolytic activity, it is essential to note that it can also potentiate viral clearance and impact the overall antitumor efficacy of the vectors.



Addressing Issues With Rapid Immune Clearance, Dense Stroma While Promoting Strong Apoptotic Activity

A plethora of viral engineering strategies has been proposed to enhance the oncolytic ability of VSV. Chimeric VSV displaying fusion (F) and hemagglutinin (H) proteins from Newcastle disease virus or measles virus was shown to abolish VSV-associated neurotoxicity and the effect of virus-neutralization antibody (NAbs) on the bioavailability of viral vectors through the formation of syncytia-like structures (7, 57). The molecular mechanisms by which wild-type VSV and recombinant rVSV vectors induce intrinsic, extrinsic, or endoplasmic reticulum stress-mediated apoptosis have been elucidated in numerous studies (64, 65). This has prompted several authors to employ vectors such as VSV-vCKBPs (117), VSV-UL141 (118),, and rVSV-FAST (119), capable of exerting robust oncolytic activity while resisting rapid viral clearance. It is reasonable to speculate that many viruses in tumor sites could infect tumor cells and induce enough oncolysis to eradicate the tumors on their own. However, virus-mediated oncolysis also provides conditions for priming antitumor immunity by activating tumor-specific cytotoxic T cells (120–131). The most critical aspect of rVSVs in cancer vaccines’ context is their ability to efficiently modulate anti-tumor immune responses. Consequently, current oncolytic viruses, such as rVSV and rVSV-derived vectors, may be applicable to cancer patients with functional immune systems. In addition, the tumor microenvironment is complex, characterized by a sophisticated interplay between tumor cells and many components, including immune cells, extracellular matrix, fibroblasts, and various molecules, such as enzymes. This harsh environment is a known barrier to therapy, including immunotherapy and oncolytic virus therapy.15 It is now evident that rVSV vectors alone have limited long-term antitumor activity and may achieve only a partially curative effect. Combining rVSVs with other therapies, including radiotherapy, T-cell therapies, and immune checkpoint blockades, could serve to unleash their full oncolytic potential (132–138). We enthusiastically await the results of VSV clinical trials and expect novel combinations of VSV vectors with other cancer treatments to emerge in the coming years.




Challenges and Future Directions

Despite evidence of the therapeutic benefits of rVSV-based oncotherapy, most investigations remain in the preclinical stage due to numerous challenges. These limitations include neurotoxicity (e.g., due to the promiscuous nature of the VSV entry glycoprotein [VSV-G]), rapid clearance by the immune system (e.g., via pre-existing VSV antibodies), and hepatotoxicity (e.g., viral interaction with Kupffer cells) (139, 140). Several strategies were proposed to address these obstacles, including modifying the VSV-G protein to achieve optimal therapeutic benefits (7, 53, 54, 141). Moreover, the lack of biomarkers that could be used to select patients who would benefit from oncolytic virus therapy represents a significant hurdle that we must seriously consider in future designs and clinical testing. Despite these challenges, the therapeutic potential of rVSV in cancer treatments is indisputable; indeed, VSV-IFN-β has advanced into late-phase clinical testing, renewing enthusiasm for oncolytic VSV.



Discussion

Early research into the biology of VSV, including genomic structure, immunogenic properties, and pan-tropism, paved the way for developing this promising oncolytic agent and vaccine vector. However, the seamless clinical translation of VSV oncotherapy still faces significant challenges, and VSV has not yet been utilized to its full potential as an oncolytic vector. As the mechanisms of tumor resistance to molecular therapy continue to be elucidated, we fully expect new VSV vectors with enhanced potency and selectivity to be evaluated soon.
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Metformin (Met), a first-line drug for type 2 diabetes, lowers blood glucose levels by suppressing gluconeogenesis in the liver, presumably through the liver kinase B1-dependent activation of AMP-activated protein kinase (AMPK) after inhibiting respiratory chain complex I. Met is also implicated as a drug to be repurposed for cancers; its mechanism is believed identical to that of gluconeogenesis inhibition. However, AMPK activation requires high Met concentrations at more than 1 mM, which are unachievable in vivo. The immune-mediated antitumor response might be the case in a low dose Met. Thus, we proposed activating or expanding tumor-infiltrating CD8+ T cells (CD8TILs) in a mouse model by orally administering Met in free drinking water. Here we showed that Met, at around 10 μM and a physiologically relevant concentration, enhanced production of IFNγ,TNFα and expression of CD25 of CD8+ T cells upon TCR stimulation. Under a glucose-rich condition, glycolysis was exclusively involved in enhancing IFNγ production. Under a low-glucose condition, fatty acid oxidation or autophagy-dependent glutaminolysis, or both, was also involved. Moreover, phosphoenolpyruvate carboxykinase 1 (PCK1), converting oxaloacetate to phosphoenolpyruvate, became essential. Importantly, the enhanced IFNγ production was blocked by a mitochondrial ROS scavenger and not by an inhibitor of AMPK. In addition, IFNγ production by CD8TILs relied on pyruvate translocation to the mitochondria and PCK1. Our results revealed a direct effect of Met on IFNγ production of CD8+ T cells that was dependent on differential metabolic pathways and determined by nutrient conditions in the microenvironment.
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Introduction

Cancer incidence and mortality are significantly improved in patients with diabetes who take metformin (Met) for a long period compared with those taking other anti-diabetes drugs (1–3). As a result, the antineoplastic effect of Met has received increasing attention. However, the precise mechanism of the Met-dependent antineoplastic effect is highly controversial, according to current research. As respiratory chain complex I is a target of Met (4, 5), the inhibition of oxidative phosphorylation (OxPhos) followed by the activation of liver kinase B1 (LKB1)/AMP-activated protein kinase (AMPK) axis may downregulate mTORC1 in tumor cells (6–8). However, this strategy requires treatment with Met at the mM range, which is practically impossible to achieve in the clinical setting. For example, according to a previous study, Met concentrations in plasma and tumor are both in the range of 3.2 to12.4 μM when the mice receive 1.25 mg/mL Met in free drinking water (9); the dosage of Met is close to that for the patients with diabetes receiving Met. Usually, these concentrations of Met do not inhibit tumor growth in vitro.

Previously, we reported that Met administration via free drinking water rendered the mice to reject once established, highly immunogenic solid RL1 tumor (10). This phenomenon was mediated by CD8 T+ cells as the injection of an anti-CD8 monoclonal antibody (mAb) abolished Met’s antitumor effect. A similar effect was observed in other tumor models, such as Renca (renal cell carcinoma), and a smaller effect in four other tumor models (10). Moreover, we recently demonstrated that Met-induced mitochondrial ROS (mtROS) stimulated both Glut-1expression on cell surface of tumor-infiltrating CD8+ T cells (CD8TILs) to produce IFNγ and activation of Nrf2/mTORC1/p62 axis for CD8TILs to proliferate in tumor (11). In another study, Met was shown to enhance the effect of the cancer immunotherapy of PD-1 blockade in the MC38 (colon carcinoma) model; the effect was attributed to the improvement in tumor hypoxia following the OxPhos inhibition in tumor cells by Met (12). However, the authors did not propose a direct effect of Met on CD8TILs. In addition to the immune-modulatory effect of Met, there is evidence for the non-immune-mediated antineoplastic effect by biguanides, including phenformin, in immune-deficient mice (13, 14). Indeed, we also observed Met’s antitumor effect against osteosarcoma in SCID mice; however, the effect was canceled by the injection of anti-CD11b mAb (15), suggesting the involvement of M1-like macrophages or NK cells but not T lymphocytes in certain tumor cells. Meanwhile, other studies suggest that Met’s antineoplastic effect is attributed to the downmodulation of PD-L1 on tumor cells via its degradation in the endoplasmic reticulum (ER) (16–18). Lastly, a recent study suggests that Met enhances an antitumor vaccine’s effect by reducing the PD-L1 levels on tumor cells (19).

The synthesis of the transporters for Met, such as organic cation transporter 1(OCT-1), is critical for the effect of Met. We recently found that protein expressions of OCT-1 and glucose transporter-1 (Glut-1) were substantially enhanced via the stimulation of TCR using anti-CD3 and anti-CD28 antibodies (Abs), although these genes were much less expressed in unstimulated splenic CD8+ T cells (11). Therefore, it is necessary to investigate whether CD8+ T cell functions, such as IFNγ production, are enhanced by Met at a low concentration. The current study revealed the direct effect of Met at 10 μM on IFNγ production by CD8+ T cells and that the essential metabolism varied under different nutrient conditions in the microenvironment.



Results


Met at 1 mM or Higher Downregulates Oxygen Consumption Rate (OCR) While Upregulates ECAR in Tumor Cells

First, we explored the dose-response relationship between Met and the metabolism of tumor cells. Murine MO5 (B16 melanoma expressing ovalbumin) and 3LL (lung adenocarcinoma) cells were cultured with various doses of Met at 0–5 mM for 48h. Then, OCR and ECAR were simultaneously examined using a Seahorse flux Analyzer. Consistent with previous studies, OCR was inhibited by Met at 1 mM or higher in both cell lines (Figures 1A, B, E, F). Surprisingly, ECAR, indicating glycolysis, was elevated by Met at 1 mM or higher in a dose-dependent manner (Figures 1C, D, G, H), suggesting an acceleration of the Warburg effect in the progression of oxidative stress due to Met at 1 mM or higher. In any case, physiologically relevant concentration of Met below 100 μM did not affect the metabolic profile of tumor cells.




Figure 1 | Met at 1 mM or higher downregulates oxygen consumption rate (OCR) while upregulates extracellular acidification rate (ECAR) in tumor cells. MO5 and 3LL cells were cultured in vitro with the indicated concentrations of Met for 48 h before the extracellular flux analysis. (A–D) The metabolic characteristics of the MO5 cells showing (A) OCR, (B) basal OCR, (C) ECAR and (D) basal ECAR levels. (E–H) The metabolic characteristics of the 3LL cells showing (E) OCR, (F) basal OCR, (G) ECAR and (H) basal ECAR levels. The graphs represented Mean ± SEM of the results of three independent experiments. Statistical analysis was performed by unpaired, two-tailed Student’s t-test (*****P ≤ 0.00001).





Less Than 100 μM Met Enhances IFNγ Production by CD8+ T Cells Upon TCR Stimulation

Next, we examined whether Met affected the IFNγ production by CD8+ T cells upon TCR stimulation. CD8+T cells isolated from mice spleen cells using magnet beads were stimulated with anti-CD3 Ab and anti-CD28 Ab for 72 to 120h in the presence of varying doses of Met at 0–5 mM to examine the IFNγ production. At 10 μM, Met markedly enhanced IFNγ production during the 72, 96, and 120h incubations (Figure 2). Although Met at 100 μM also enhanced IFNγ production during the 72 and 96h incubations, the enhancement declined at 120h (Figure 2). Importantly, Met at greater than 1 mM completely abolished the IFNγ production by CD8+ T cells such that IFNγ levels were even lower than those in the cells without Met (Figure 2). Similar results were observed on the expression of CD25, an activation marker of T cells, on the cell surface (Figure S1A) and on the production of TNFα (Figure S1B) of CD8+ T cells. The results indicated that Met at 10 μM, a physiologically relevant concentration, could enhance the IFNγ production by CD8+ T cells upon TCR stimulation and that Met at concentrations high enough to downregulate OCR of tumor cells, hampered the IFNγ production of CD8+ T cells.




Figure 2 | Met below 100 μM enhances IFNγ production by CD8+ T cells upon TCR stimulation. Splenic CD8+ T cells were cultured with the indicated concentrations of Met for 72, 96, and 120 h. The resulting cells were stimulated with PMA and ionomycin for 6 h, followed by the staining of intracellular IFNγ. (A) A representative flow cytometry plot showing the IFNγ levels in the CD8+ T cells. (B–D) The graph represents the percentage of the IFNγ+ CD8+ T cells at (B) 72 h, (C) 96 h, and (D) 120 h. (E–G) The graph represents the MFI of the IFNγ+ CD8+ T cells at (E) 72 h, (F) 96 h, and (G) 120 h. The graphs represent Mean ± SEM of the results of three independent experiments. Statistical analysis was performed by unpaired, two-tailed Student’s t-test (*P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; ****P ≤ 0.0001).





Enhanced IFNγ Production by Met-Treated CD8+ T Cells Is Abolished by a Mitochondrial ROS Scavenger

Recently, we observed that the enhanced IFNγ production by the CD8TILs in mice treated with Met was completely negated by the co-administration of MitoTEMPO, a mitochondrial ROS (mtROS) scavenger (11). Therefore, we examined the effect of MitoTEMPO on the in vitro IFNγ production by CD8+ T cells upon TCR stimulation with 10 μM Met. As expected, the enhanced IFNγ production was reduced by MitoTEMPO to the level of the CD8+ T cells without Met treatment (Figure 3A; upper panel, Figures 3B, C). However, compound C, an inhibitor for AMPK, did not suppress the IFNγ production of CD8+ T cells (Figure 3A; lower panel, Figures 3B, C), suggesting that Met stimulated IFNγ production of CD8+ T cells in a mtROS but not AMPK-dependent manner. It is of note that both MitoTEMPO and compound C had no inhibitory effect on IFNγ production of CD8+ T cells upon TCR stimulation without Met (Figures 3D, E). Concerning mitochondrial biogenesis, we examined the level of PGC1α in the cells. Met at 10 μM elevated the PGC1α levels in CD8+ T cells in the 96 but not 72h incubation (Figure 3F). As we previously found that autophagy was involved in the proliferation of CD8TILs in mice treated with Met (11), we checked the level of LC3B, an autophagy marker, in the CD8+ T cells with or without chloroquine (CQ), a blocker of the degradation of LC3B within autophagosomes. The accumulation of LC3B was evident at 72 h post culture, and its level was more pronounced in the 96-h incubation in the presence of CQ (Figure 3G). These findings, together with our previous findings (11), confirmed that Met stimulated the production of mtROS, IFNγ production, PGC1α expression, and autophagy.




Figure 3 | Met-induced enhancement of IFNγ, PGC1α, and LC3B of CD8+ T cells and the effects of inhibitors. Splenic CD8+ T cells were cultured with anti-CD3 and anti-CD28 Abs in the presence or absence of 10 μM Met for 48, 72 or 96 h. (A–E) The resulting cells were stimulated with PMA and ionomycin in the presence or absence of Met and inhibitors as indicated for 6h. (A) A representative flow cytometry plot showing IFNγ levels in the CD8+ T cells treated with or without Mito Tempo (M.T.) (upper panels), and Compound C (C.C.) (lower panels). (B–E) The graph represents the MFI of IFNγ levels at (B, D) 72 h and (C, E) 96 h. (F) A representative flow cytometry plot showing PGC1α levels in the CD8+ T cells that were cultured for 72 or 96 h with or without Met. (G) A representative flow cytometry plot showing LC3B levels in the CD8+ T cells that were cultured for 48,72, and 96h with or without treatment by  Chloroquine (CQ) for last 6h. The graphs represent Mean ± SEM of the results of three independent experiments. Statistical analysis was performed by unpaired, two-tailed Student’s t-test (**P ≤ 0.01).





Differential Metabolic Pathways Required for Met-Induced IFNγ Production by CD8+ T Cells and CD8TIL

Next, we searched for the metabolic pathway utilized for the IFNγ production by the CD8+ T cells in vitro and the CD8TILs ex vivo. The translation of IFNγ in CD8+ T cells depends on the GAPDH in glycolysis (20), while the transcription of the IFNγ gene depends on phosphoenolpyruvate (PEP) (21), a metabolite in glycolysis that is essential in Ca2+ mobilization to promote NFAT translocation into the nucleus before IFNγ synthesis. The contribution of GAPDH to IFNγ production exclusively depends on glucose. However, PEP can be generated from either glucose or oxaloacetate in a PCK1-dependent manner (21). Oxaloacetate, a metabolite in the TCA cycle, may be generated from glucose, fatty acid, and glutamine/glutamate, suggesting that PEP generation, and hence IFNγ production, can depend on glycolysis, fatty acid oxidation (FAO), and glutaminolysis. These three mechanisms can fuel the TCA cycle in a process called anaplerosis.

To identify the metabolic (anaplerotic) pathways involved in IFNγ production, we generated effector CD8+ T cells in vitro upon TCR stimulation using Met. We also generated CD8TILs ex vivo on day 10 from the mice treated with Met from day 7 after inoculation with MO5 tumor cells. The in vivo experiment revealed a significant reduction of MO5 cell growth (Figure 4A). In addition, the metabolic pathways and the inhibition sites likely inhibited by the specific inhibitors were shown (Figure 4B). Thus, we evaluated the IFNγ production by the CD8+ T cells in vitro and by the CD8TILs ex vivo in the presence of the metabolic inhibitors.




Figure 4 | FAO is essential for IFNγ production by CD8+ T cells cultured for 96 but not 72h. For in vitro activated CD8+ T cell preparation, splenic CD8+ T cells were cultured as in Figure 3. For CD8TILs preparation, mice were treated with Met from day 7 post tumor inoculation, and on day 10, tumors were collected for flow cytometry analysis. The in vitro activated CD8+ T cells and CD8TIL were stimulated with PMA and ionomycin in the presence or absence of MPC1i (UK5099, a MPC1inhibitor) for 6h, and Etomoxir (Eto) and 2DG for 3h. (A) MO5 tumor growth curve of mice treated with or without Met. (B) The inhibition sites by the specific inhibitors. (C) The levels of IFNγ of in vitro activated CD8+T cells (72h, 96h) and CD8TILs treated with or without inhibitors as indicated. (D–H) The graph represents the MFI of IFNγ levels in vitro activated CD8+T at (D, G) 72h, (E, H) 96 h, and CD8TILs (F). The graphs represent the mean ± SEM of the results of three independent experiments. Statistical analysis was performed by unpaired, two-tailed Student’s t-test (*P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; ****P ≤ 0.0001; *****P ≤ 0.00001).



We found that only 2DG (a hexokinase inhibitor) blocked the IFNγ production by CD8+ T cells upon TCR stimulation with Met on day 3 (72h), and etomoxir (a CPT1 inhibitor blocking FAO) significantly blocked the IFNγ production by CD8+ T cells on day 4 (96h) (Figures 4C–E), suggesting that on day 3, the CD8+ T cells depended on glycolysis only, while on day 4 they depended on both glycolysis and FAO for IFNγ production. Furthermore, in the case of the CD8TILs, 2DG and MPC1 (blocking pyruvate entry to mitochondria), but not etomoxir, significantly blocked IFNγ production, suggesting that pyruvate generation from glucose and its translocation to the mitochondria are involved in the IFNγ production by CD8TILs. It is of note that IFNγ production by CD8+ T cells upon TCR stimulation without Met was not sensitive to inhibition of etomoxir (Figures 4G, H), which was in contrast to the results of CD8+ T cells with Met (Figure 4E).

We further investigated if autophagy, glutaminolysis, and PCK1-dependent pathways were involved in IFNγ production. On day 3, we found in CD8+ T cells a weak inhibition by 3MPA (PCK1 inhibitor) and no inhibition by BPTES (an inhibitor of GLS blocking the glutamine-to-glutamate conversion) and CQ, suggesting that glutaminolysis and autophagy were not involved in IFNγ production by day 3 in CD8+ T cells (Figures 5A, B). However, profound inhibition by 3MPA and CQ and a weak but significant inhibition by BPTES were observed on day 4 in the CD8+ T cells (Figures 5A, C), suggesting that on day 4, CD8+ T cells depended on the PCK1-dependent PEP production from oxaloacetate and autophagy involving glutaminolysis for IFNγ production. It is of note that IFNγ production by CD8+ T cells upon TCR stimulation without Met was not blocked by 3MPA and CQ (Figures 5E, F), in contrast to the results of CD8+ T cells with Met (Figure 5C). Intriguingly, 3MPA significantly blocked the IFNγ production by CD8TILs (Figures 5A, D). As CQ and BPTES did not block the IFNγ production by CD8TILs, autophagy and glutaminolysis were not involved, unlike the results on the CD8+ T cells on day 4. Together with the results in Figure 4F, CD8TILs appear to depend on both glucose-dependent anaplerosis and PCK1-dependent PEP production from oxaloacetate for IFNγ production.




Figure 5 | Differential metabolisms required for IFNγ production by in vitro activated CD8+T cells and CD8TILs. The in vitro activated CD8+ T cells and CD8TILs were prepared as in Figure 4. The cells were stimulated with PMA and ionomycin in the presence or absence of 3MPA (PCK1i), chloroquine (CQ), and BPTES for 6h. (A) The levels of IFNγ of in vitro activated CD8+T cells (72h, 96h) and CD8TIL treated with or without inhibitors as indicated. (B–F) The graph represents the MFI of IFNγ levels in vitro activated CD8+ T cells at (B, E) 72h, (C, F) 96 h, and CD8TILs (D). The graphs represent the mean ± SEM of the results of three independent experiments. Statistical analysis was performed by unpaired, two-tailed Student’s t-test (*P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; ****P ≤ 0.0001; *****P ≤ 0.00001).





Glucose Prevents the Metabolic Switch From Glycolysis to FAO for IFNγ Production by CD8+ T Cells

On day 3, the CD8+ T cells exclusively depended on glycolysis for IFNγ production; in contrast, on day 4, the CD8+ T cells depended on FAO, autophagy, and glutaminolysis in a PCK1-dependent manner. We wondered the differential metabolic requirement between days 3 and 4 CD8+ T cells was due to the difference in glucose concentrations in the culture supernatant. Therefore, we monitored the glucose concentration in the culture supernatant. We detected the glucose concentration at 12 mM on day 0, which declined to 6 mM on day 3 and 3–4 mM on day 4 (Figure 6A). There was no significant difference in the glucose concentration in the supernatant of the cells with or without Met (Figure 6A). Therefore, the glucose concentration at 3–4 mM might be a point where the metabolism of CD8+ T cells switched to FAO for IFNγ production in the presence of Met. If so, glucose supplementation to the culture would keep the IFNγ production exclusively dependent on glycolysis. Thus, we added glucose back to the culture to increase the glucose concentration to 12 mM for the final 24h on day 4, then IFNγ production was evaluated in the presence of metabolic inhibitors. We found that IFNγ production was decreased by CQ, etomoxir, BPTES, EGCG (an inhibitor of GDH blocking the glutamate-to-αKG conversion), and PCK1 inhibitor; on the other hand, IFNγ production was completely restored by glucose supplementation (Figures 6B–F). These data suggest that glucose is a critical factor for determining the metabolic pathways required for IFNγ production by CD8+ T cells in vitro.




Figure 6 | Glucose concentration determines metabolism required for IFNγ production by in vitro activated CD8+ T cells. (A) The graphs represent the glucose concentrations in the supernatant of CD8+ T cell cultured with or without Met. (B–F) In vitro activated CD8+ T cells at 72h were further incubated with or without supplementation of glucose for additional 24h and the resulting cells were treated with PMA and ionomycin in the presence or absence of inhibitors, as indicated in CQ (B), Etomoxir (C), BPTES (D), epigallocatechin gallate (EGCG) (E), and 3MPA(PCL1i) (F). A representative flow cytometry plot showing the in vitro IFNγ levels in the CD8+ T cells at 96h. The graphs represent the mean ± SEM.






Discussion

The current study reports for the first time the direct effect of Met on the IFNγ production by CD8+ T cells. OCT1, a transporter for Met, was shown to be significantly enhanced in CD8+ T cells by TCR stimulation in vitro (11), suggesting that the direct effect of Met was only on activated T cells and not on naive T cells. This finding is consistent with the in vivo observation that Met administration activates IFNγ production of CD8TILs but not CD8+T cells in the lymph node and the spleen (11). The suitable concentration of Met for IFNγ production by CD8+ T cells is less than 100 μM and ideally 10 μM, a physiologically relevant concentration. Our findings may contribute to the understanding of Met’s antineoplastic effect on patients with diabetes whose plasma concentration of Met is around 10 μM; thus, the effect may be mediated by the immunosurveillance mechanism. Our findings are consistent with another study, which found that the direct effect of 10 μM Met on NK cells to produce IFNγ might be involved in immunosurveillance (22). Met at 1 mM or higher inhibits OxPhos while stimulating glycolysis of tumor cells. It may imply that Met at 1mM enhances the Warburg effect, which may have a risk to give preferential effect for the tumor to survive under certain conditions, even if such a high concentration of Met was possible in vivo.

T cells almost do not produce IFNγ when the glucose concentration is less than 1 mM due to the GAPDH-mediated- inhibition of IFNγ synthesis (20) and the reduced production of PEP, which is essential for the transcription of the IFNγ gene (21). The glucose concentration in our in vitro experiments was found to be 3–12 mM, more than sufficient for IFNγ production. However, the metabolic pathways involved are different for 3mM and 12 mM glucose. Thus, CD8+ T cells shift their dependence on glycolysis to FAO or autophagy-dependent glutaminolysis or both, followed by PCK1-dependent IFNγ production, as the glucose concentration declined to 3 mM on day 4 from 6 mM on day 3. The flexible metabolism of CD8+ T cells is indeed the case in the presence of Met and is not observed without Met. Met-dependent PGC1α synthesis and autophagy induction became apparent after 96 h of incubation, coinciding with the metabolic switch to FAO from glycolysis. Thus, mitochondrial activation by anaplerosis with fatty acids or glutamine/glutamate or both might be a key step for the metabolic reprogramming in CD8+ T cells.

Quite surprisingly, the ex vivo IFNγ production by CD8TILs appeared to depend on glycolysis-derived pyruvate that would be converted to oxaloacetate in the TCA cycle, followed by PCK1-dependent IFNγ production (Figure 7). This pathway might activate both glycolysis and OxPhos in CD8TILs, enhancing IFNγ production and causing cell proliferation, respectively. In fact, our previous study identified a novel role of Met in stimulating the production of mtROS. mtROS stimulates glycolysis to produce IFNγ while promoting cell proliferation via the activation of the Nrf2/mTORC1/p62 axis in CD8TILs (11). CD8TILs metabolism may be unique to Met’s treatment because Met upregulates Glut-1 level on the surface of the CD8TILs; moreover, it elevates the glucose concentration in a tumor, likely through the downregulation of the glycolysis of tumor cells in an IFNγ-dependent manner (11). However, CD8TILs metabolism was only examined in MO5 melanoma cells in this study; it is necessary to investigate this mechanism in other tumor models.




Figure 7 | Metabolic preference of in vitro activated CD8+ T cells and CD8TILs for Met-induced enhancement of IFNγ production. (A) In vitro activated CD8+ T cells at 72 h exclusively depends on glycolysis. (B) In vitro activated CD8+ T cells at 96 h depends on FAO, glutaminolysis/autophagy, and PCK1. (C) CD8TILs depends on anaplerosis from glucose metabolism and PCK1.



The conflicting argument that glycolysis and OxPhos are both most important for effector T cells to fight cancer (23–26), may be two sides of the same coin. The effector function, such as IFNγ production of CD8TILs, is heavily dependent on glycolysis. The analysis of CD8TILs for their IFNγ production revealed the importance of glycolysis over OxPhos. On the other hand, OxPhos is more important in effector T cells that will be adoptively transferred to tumor-bearing mice (26, 27) because the transferred T cells must adapt to a new environment, thus requiring elevated OxPhos in the healthy mitochondria. After ensuring survival in tumor tissues, the transferred T cells can proliferate while fighting cancer. In this phase, Oxphos for cell survival and proliferation and glycolysis for T cell function become important.

Similarly, Met’s effect on effector T cells may have different aspects. We previously observed that treatment with Met for a short period of approximately 6 h conferred a better migration or expansion ability, or both, on tumor-specific, naive CD8+ T cells in the tumor after their adoptive transfer to tumor-bearing mice, compared with those of the CD8+ T cells without Met treatment. This effect was blocked by the treatment of T cells with compound C before their adoptive transfer (10); thus, this effect might be AMPK-dependent. However, the specificity of compound C is broad beyond AMPK. Met appeared to protect the transferred T cells from apoptosis after their migration into the tumor in this case. The current study, however, has revealed the importance of glycolysis and pyruvate-dependent anaplerosis for IFNγ production by CD8TILs ex vivo; the effect is sensitive to MitoTEMPO but not compound C. Concerning the involvement of AMPK for T cell effector function, a previous report suggest that LKB1-AMPK axis negatively regulates T cell function (28), which might be consistent with our results in the current study. Therefore, the AMPK requirements of effector T cells for antitumor response may vary depending on the experimental conditions.



Materials and Methods


Metformin, Inhibitors

Metformin hydrochloride (Tokyo Chemical Industry), 2-deoxy-D-glucose (Sigma-Aldrich), Etomoxir (Selleck Chemicals), ethyl sulfide (BPTES, Sigma-Aldrich), Chloroquine hydrochloride (Sigma-Aldrich), UK5099 (Sigma-Aldrich), epigallocatechin gallate (Tokyo Chemical Industry), 3MPA (Sigma-Aldrich), MitoTempo (Sigma-Aldrich), Compound C (Sigma-Aldrich) were purchased.



Mice

Female C57BL/6 (B6) mice (SLC, Shizuoka, Japan) were used for all experiments. All mice were maintained under specific pathogen-free conditions in the animal facility of Okayama University. This study was approved by The Institutional Animal Care and Use Committee of Okayama University Graduate School of Medicine (OKU-2018224).



Tumor Cell Lines, Cell Culture

B6 OVA gene-transduced B16 melanoma MO5 cells were used for tumor assays (10). Meanwhile, 3LL cells (kindly provided by Dr. H. Yagita at the Juntendo University of Medicine in Tokyo, Japan) were cultured in a 96-well plate with 100 μl of RPMI supplemented with 10% fetal calf serum (FCS), L-glutamine, 2-ME, sodium pyruvate, and NEAA, treated with metformin at 0, 1, 10, 100, 1000, or 5000 μM for 48h, and used for extracellular flux analysis.



Extracellular Flux Analysis

The oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) of MO5 and 3LL cells were measured in XF media (nonbuffered RPMI 1640 containing 10 mM glucose, 2 mM L-glutamine, and 1 mM sodium pyruvate) under basal conditions and in response to mitochondrial inhibitors, 4 μM oligomycin (Sigma-Aldrich), 8 μM FCCP (Sigma-Aldrich), or 100 mM 2DG (Sigma-Aldrich) only or 1 μM rotenone (Sigma-Aldrich) combined with 1 μM antimycin A (Sigma-Aldrich) and 100 mM 2DG (Sigma-Aldrich) using an XFe96 Extracellular Flux Analyzer (Agilent Technologies). Cell count evaluated for the metabolism were normalized using a Cytation1 Cell Imaging Multi-Mode Reader (BioTek).



CD8+ T Cell Purification and Expansion

CD8+ T cells were purified from the spleen using magnetic separation (Miltenyi Biotec), cultured with 1 μg/ml plate-bound anti-CD3 (eBioscience) and 2 μg/ml soluble anti-CD28 (eBioscience), in a 96-well plate with 200 μl of RPMI supplemented with 10% FCS, 2 mM L-glutamine, 5 x 10-5M 2-mercaptoethanol, 1 mM sodium pyruvate, and 0.1 mM non-essential amino acids. 5 x 104 CD8+ T cells were cultured in each well. Cell blast formation occurred 24 h after cell culture. Cell numbers became 6.5 x 105 after 72-hour-culture and dead cells were observed below 10% under microscope by Trypan blue staining. For the metformin-treated group, cells were treated with metformin at 0, 1, 10, 100, 1000, or 5000 μM. Cells were collected at 48, 96, 120h for extracellular flux analysis or flow cytometry.



Tumor Engraftment and In Vivo Metformin Treatment

For melanoma cell engraftment, 2 × 105 MO5 cells were suspended in 200 μl of RPMI and injected subcutaneously into the right side of the back of a wild-type C57BL/6 mouse. Then, 7 days after engraftment, 5 mg/mL metformin was administered perorally. Next, 3 days after metformin treatment, tumors were collected for FACS analysis. For the tumor volume experiment, the metformin treatment lasted 30 days. The long (a) and short (b) tumor axes were measured using a pair of Vernier calipers to calculate the mean diameter, whereas tumor volume (V) was calculated as V = ab2/2.



Tumor-Infiltrating Lymphocytes Collection

Tumors were dissected from mice and minced in phosphate-buffered saline (PBS) supplemented with 5 mM EDTA and 2% FCS. Cells were harvested from the minced tumor tissues using the BD Medimachine system. All cells, including TILs and tumor cells, were stained with fluorescently-labeled antibodies (see below) and subjected to flow cytometry.



Flow Cytometry and Intracellular Cytokine Staining

For intracellular IFNγ or TNFα measurement, cells were incubated with or without metformin and/or an inhibitor, thus, 2DG (500 mM), Etomoxir (10 μM), BPTES (20 μM), Chloroquine (50 μM), UK5099 (10 μM), EGCG (50 μM), 3MPA (500 μM), MitoTempo (50 μM), Compound C (10 μM), in the presence of 1.25 ng/mL Phorbol 12-myristate 13-acetate (PMA, Sigma-Aldrich), 50 nM ionomycin (Sigma-Aldrich) and GolgiStop the Protein Transport Inhibitor (containing Monensin, BD Bioscience) for 6h (Etomoxir only for last 3h). After incubation, cells were collected for surface staining with CD3 (17A2) and CD8 (53-6.7) Abs in PBS supplemented with 5 mM EDTA and 2% FCS, in the dark for 30 min at 4°C, followed by fixation and permeabilization using Fixation/Permeabilization kit (BD Biosciences) in the dark for 30 min at 4°C. Then intracellular IFNγ (XMG 1.2) or TNFα (MP6-XT22) Ab probed for cells in the dark for 30 min at 4° C. For LC3B measurement, cells were collected for CD8 and CD3 surface staining, LC3B (Novus Biologicals) antibodies staining was performed using a Fixation/Permeabilization kit (BD Biosciences). For PGC1α measurement, cells were collected for CD8 and CD3 surface staining. Staining for transcription factors was performed with a Transcription Factor Buffer Set (BD Pharmingen™) with PGC1α (Novus Biologicals) antibody. For CD25 measurement, cells were collected and performed CD8, CD3 and CD25 (PC61) surface staining in the dark for 30 min at 4° C.



Measurement of Glucose in CD8+ T Cells Supernatants

Cell culture Supernatants were collected 72, 96, and 120h after culturing CD8+ T cells and diluted 1:20 for analysis. A Glucose Assay Kit-WST (DojinDo Laboratories) was used to measure the glucose concentrations.



Glucose Supplement for T Cells

After 72 h CD8+ T cells culture, D-(+)-glucose (Fujifilm Wako Pure Chemical Corporation) in 10 μl of PBS was added to medium to achieve 12 mM glucose concentration in culture medium, consisting with the concentration at 0 h. Meanwhile, 10 μl of PBS was added to the negative control group.  Intracellular cytokine staining and flow Cytometry were performed 24h after the glucose supplement.




Data Availability Statement

The original contributions presented in the study are included in the article/Supplementary Material. Further inquiries can be directed to the corresponding author.



Ethics Statement

This study was approved by The Institutional Animal Care and Use Committee of Okayama University Graduate School of Medicine.



Author Contributions

RC performed the experiments and wrote some parts of paper. MN designed the all experiments and supervised the experimental procedures. NY maintained the mice used in the experiments. MN, MT, WZ, and IK contributed to the extensive discussion throughout the entire experiments and proof reading of the manuscript. HU supervised the project, designed the experiments, and wrote the paper. All authors contributed to the article and approved the submitted version.



Funding

This study was supported by grants to HU from JSPS KAKENHI Grant number 18H04033 and 17K19598.



Acknowledgments

We thank Ms. Tachibana in the animal facility of Okayama University for their kind help to maintain and expanding the mice colony to support this study.



Supplementary Material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2022.864225/full#supplementary-material



References

1. Evans, JM, Donnelly, LA, Emslie-Smith, AM, Alessi, DR, and Morris, AD. Metformin and Reduced Risk of Cancer in Diabetic Patients. BMJ (2005) 330:1304–5. doi: 10.1136/bmj.38415.708634.F7

2. Bodmer, M, Meier, C, Krähenbühl, S, Jick, SS, and Meier, CR. Long-Term Metformin Use Is Associated With Decreased Risk of Breast Cancer. Diabetes Care (2010) 33(6):1304–8. doi: 10.2337/dc09-1791

3. Noto, H, Goto, A, Tsujimoto, T, and Noda, M. Cancer Risk in Diabetic Patients Treated With Metformin: A Systematic Review and Meta-Analysis. PloS One (2012) 7(3):e33411. doi: 10.1371/journal.pone.0033411

4. Wheaton, WW, Weinberg, SE, Hamanaka, RB, Soberanes, S, Sullivan, LB, Anso, E, et al. Metformin Inhibits Mitochondrial Complex I of Cancer Cells to Reduce Tumorigenesis. eLife (2014) 3:e02242. doi: 10.7554/eLife.02242

5. Birsoy, K, Possemato, R, Lorbeer, FK, Bayraktar, EC, Thiru, P, Yucel, B, et al. Metabolic Determinants of Cancer Cell Sensitivity to Glucose Limitation and Biguanides. Nature (2014) 508:108–12. doi: 10.1038/nature13110

6. Huang, X, Wullschleger, S, Shpiro, N, McGuire, VA, Sakamoto, K, Woods, YL, et al. Important Role of the LKB1–AMPK Pathway in Suppressing Tumorigenesis in PTEN-Deficient Mice. Biochem J (2008) 412(2):211–21. doi: 10.1042/BJ20080557

7. Foretz, M, Hébrard, S, Leclerc, J, Zarrinpashneh, E, Soty, M, Mithieux, G, et al. Metformin Inhibits Hepatic Gluconeogenesis in Mice Independently of the LKB1/AMPK Pathway via a Decrease in Hepatic Energy State. J Clin Invest (2010) 120(7):2355–69. doi: 10.1172/JCI40671

8. Faubert, B, Boily, G, Izreig, S, Griss, T, Samborska, B, Dong, Z, et al. AMPK is a Negative Regulator of the Warburg Effect and Suppresses Tumor Growth In Vivo. Cell Metab (2013) 17(1):113–24. doi: 10.1016/j.cmet.2012.12.001

9. Chandel, NS, Avizonis, D, Reczek, CR, Weinberg, SE, Menz, S, Neuhaus, R, et al. Are Metformin Doses Used in Murine Cancer Models Clinically Relevant? Cell Metab (2016) 23(4):569–70. doi: 10.1016/j.cmet.2016.03.010

10. Eikawa, S, Nishida, M, Mizukami, S, Yamazaki, C, Nakayama, E, and Udono, H. Immune-Mediated Antitumor Effect by Type 2 Diabetes Drug, Metformin. Proc Natl Acad Sci USA (2015) 112(6):1809–14. doi: 10.1073/pnas.1417636112

11. Nishida, M, Yamashita, N, Ogawa, T, Koseki, K, Warabi, E, Ohue, T, et al. Mitochondrial Reactive Oxygen Species Trigger Metformin-Dependent Antitumor Immunity via Activation of Nrf2/mTORC1/p62 Axis in Tumor-Infiltrating CD8T Lymphocytes. J Immunother Cancer (2021) 9(9):e002954. doi: 10.1136/jitc-2021-002954

12. Scharping, NE, Menk, AV, Whetstone, RD, Zeng, X, and Delgoffe, GM. Efficacy of PD-1 Blockade Is Potentiated by Metformin-Induced Reduction of Tumor Hypoxia. Cancer Immunol Res (2017) 5(1):9–16. doi: 10.1158/2326-6066.CIR-16-0103

13. Pollak, MN. Investigating Metformin for Cancer Prevention and Treatment: The End of the Beginning. Cancer Discov (2012) 2(9):778–90. doi: 10.1158/2159-8290.CD-12-0263

14. Rajeshkumar, NV, Yabuuchi, S, Pai, SG, De Oliveira, E, Kamphorst, JJ, Rabinowitz, JD, et al. Treatment of Pancreatic Cancer Patient–Derived Xenograft Panel With Metabolic Inhibitors Reveals Efficacy of Phenformin. Clin Cancer Res (2017) 23(18):5639–47. doi: 10.1158/1078-0432.CCR-17-1115

15. Uehara, T, Eikawa, S, Nishida, M, Kunisada, Y, Yoshida, A, Fujiwara, T, et al. Metformin Induces CD11b+-Cell-Mediated Growth Inhibition of an Osteosarcoma: Implications for Metabolic Reprogramming of Myeloid Cells and Anti-Tumor Effects. Int Immuno (2019) 31(4):187–98. doi: 10.1093/intimm/dxy079

16. Cha, JH, Yang, WH, Xia, W, Wei, Y, Chan, LC, Lim, SO, et al. Metformin Promotes Antitumor Immunity via Endoplasmic-Reticulum-Associated Degradation of PD-L1. Mol Cell (2018) 71(4):606–20.e7. doi: 10.1016/j.molcel.2018.07.030

17. Chung, YM, Khan, PP, Wang, H, Tsai, WB, Qiao, Y, Yu, B, et al. Sensitizing Tumors to Anti-PD-1 Therapy by Promoting NK and CD8+ T Cells via Pharmacological Activation of FOXO3. J Immunother Cancer (2021) 9:e002772. doi: 10.1136/jitc-2021-002772

18. Veeramachaneni, R, Yu, W, Newton, JM, Kemnade, JO, Skinner, HD, Sikora, AG, et al. Metformin Generates Profound Alterations in Systemic and Tumor Immunity With Associated Antitumor Effects. J Immunother Cancer (2021) 9:e002773. doi: 10.1136/jitc-2021-002773

19. Munoz, LE, Huang, L, Bommireddy, R, Sharma, R, Monterroza, L, Guin, RN, et al. Metformin Reduces PD-L1 on Tumor Cells and Enhances the Anti-Tumor Immune Response Generated by Vaccine Immunotherapy. J Immunother Cancer (2021) 9:e002614. doi: 10.1136/jitc-2021-002614

20. Chang, CH, Curtis, JD, Maggi, LB Jr, Faubert, B, Villarino, AV, O'Sullivan, D, et al. Posttranscriptional Control of T Cell Effector Function by Aerobic Glycolysis. Cell (2013) 153(6):1239–51. doi: 10.1016/j.cell.2013.05.016

21. Ho, PC, Bihuniak, JD, Macintyre, AN, Staron, M, Liu, X, Amezquita, R, et al. Phosphoenolpyruvate is a Metabolic Checkpoint of Anti-Tumor T Cell Responses. Cell (2015) 162:1217–28. doi: 10.1016/j.cell.2015.08.012

22. Xia, W, Qi, X, Li, M, Wu, Y, Sun, L, Fan, X, et al. Metformin Promotes Anticancer Activity of NK Cells in a P38 MAPK Dependent Manner. OncoImmunology (2021) 10(1):1995999. doi: 10.1080/2162402X.2021.1995999

23. Zhang, Y, Kurupati, R, Liu, L, Zhou, XY, Zhang, G, Hudaihed, A, et al. Enhancing CD8+ T Cell Fatty Acid Catabolism Within a Metabolically Challenging Tumor Microenvironment Increases the Efficacy of Melanoma Immunotherapy. Cancer Cell (2017) 32(3):377–91.e9. doi: 10.1016/j.ccell.2017.08.004

24. Zhang, C, Yue, C, Herrmann, A, Song, J, Egelston, C, Wang, T, et al. STAT3 Activation-Induced Fatty Acid Oxidation in CD8+T Effector Cells is Critical for Obesity-Promoted Breast Tumor Growth. Cell Metab (2020) 31:148–61. doi: 10.1016/j.cmet.2019.10.013

25. Chamoto, K, Chowdhury, PS, Kumar, A, Sonomura, K, Matsuda, F, Fagarasan, S, et al. Mitochondrial Activation Chemicals Synergize With Surface Receptor PD-1 Blockade for T Cell-Dependent Antitumor Activity. Proc Natl Acad Sci USA (2017) 114(5):E761–70. doi: 10.1073/pnas.1620433114

26. Sukumar, M, Liu, J, Ji, Y, Subramanian, M, Crompton, JG, Yu, Z, et al. Inhibiting Glycolytic Metabolism Enhances CD8+ T Cell Memory and Antitumor Function. J Clin Invest (2013) 123(10):4479–88. doi: 10.1172/JCI69589

27. Crompton, JG, Sukumar, M, Roychoudhuri, R, Clever, D, Gros, A, Eil, RL, et al. Akt Inhibition Enhances Expansion of Potent Tumor-Specific Lymphocytes With Memory Cell Characteristics. Cancer Res (2015) 75(2):296–305. doi: 10.1158/0008-5472.CAN-14-2277

28. MacIver, NJ, Blagih, J, Saucillo, DC, Tonelli, L, Griss, T, Rathmell, JC, et al. The Liver Kinase B1 is a Central Regulator of T Cell Development, Activation, and Metabolism. J Immunol (2011) 187:4187–98. doi: 10.4049/jimmunol.1100367




Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Chao, Nishida, Yamashita, Tokumasu, Zhao, Kudo and Udono. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 06 July 2022

doi: 10.3389/fimmu.2022.844142

[image: image2]


Immunotherapy: Reshape the Tumor Immune Microenvironment


Bingzhe LV 1,2, Yunpeng Wang 1,2, Dongjiang Ma 1,2, Wei Cheng 1,2, Jie Liu 1,2, Tao Yong 1,2, Hao Chen 3,4*† and Chen Wang 1,3*†


1 Department of General Surgery, Lanzhou University Second Hospital, Lanzhou, China, 2 The Second Clinical Medical College, Lanzhou University, Lanzhou, China, 3 Key Laboratory of Digestive System Tumors of Gansu Province, Lanzhou University Second Hospital, Lanzhou, China, 4 Department of Surgical Oncology, Lanzhou University Second Hospital, Lanzhou, China




Edited by: 

Fabio Malavasi, University of Turin, Italy

Reviewed by: 

Sonja I. Buschow, Erasmus Medical Center, Netherlands

Michael Sitkovsky, Northeastern University, United States

Silvia Martina Ferrari, University of Pisa, Italy

*Correspondence: 

Chen Wang
 chenwang@lzu.edu.cn 

Hao Chen
 ery_chenh@lzu.edu.cn
















†These authors share senior authorship


Specialty section: 
 This article was submitted to Cancer Immunity and Immunotherapy, a section of the journal Frontiers in Immunology


Received: 27 December 2021

Accepted: 13 June 2022

Published: 06 July 2022

Citation:
LV B, Wang Y, Ma D, Cheng W, Liu J, Yong T, Chen H and Wang C (2022) Immunotherapy: Reshape the Tumor Immune Microenvironment. Front. Immunol. 13:844142. doi: 10.3389/fimmu.2022.844142



Tumor immune microenvironment (TIME) include tumor cells, immune cells, cytokines, etc. The interactions between these components, which are divided into anti-tumor and pro-tumor, determine the trend of anti-tumor immunity. Although the immune system can eliminate tumor through the cancer-immune cycle, tumors appear to eventually evade from immune surveillance by shaping an immunosuppressive microenvironment. Immunotherapy reshapes the TIME and restores the tumor killing ability of anti-tumor immune cells. Herein, we review the function of immune cells within the TIME and discuss the contribution of current mainstream immunotherapeutic approaches to remolding the TIME. Changes in the immune microenvironment in different forms under the intervention of immunotherapy can shed light on better combination treatment strategies.
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Introduction

The immune system can eliminate tumor cells through the cancer-immune cycle (1). This process is not sustained because tumors can gradually shape the tumor immune microenvironment (TIME) into an immunosuppressive state to combat host immunity, and the balance between pro- and anti-tumor inflammatory mediators may determine tumor progression. Tumors have evolved various mechanisms to evade immune surveillance, such as defecting the antigen presentation machinery, enhancing negative immune regulatory pathways, recruiting tumor-promoting immune cells, and others (2–4). The result is that the function of anti-tumor immune cells is blocked, and it is difficult to maintain anti-tumor immune responses. The tendency for antitumor immunity is determined within the TIME by two immune components, antitumor and pro-tumor (5). Despite heterogeneity across different cancer types and populations, the role of the TIME in tumor progression is similar. The goal of immunotherapy is to restore the killing effect of anti-tumor immune cells on tumors, especially cytotoxic T lymphocytes (CTL). However, pro-tumor immune cells, such as regulatory T cells (Tregs) and myeloid-derived suppressor cells (MDSCs), tumor-associated macrophages (TAM), and group 2 innate lymphoid cells (ILC2s), play an important role in impairing anti-tumor immune responses and shaping an immunosuppressive microenvironment. Studying the functions and mechanisms of tumor-promoting immune cells will help to improve the response rate of immunotherapy and develop new immunotherapeutic strategies.

Based on the understanding of tumor immune escape, several cancer immunotherapies have been developed to reshape the TIME to subdue tumor cells. Blocking CTLA-4 and PD-1/PD-L1 immune checkpoints can relieve the functional inhibition of T cells (6). Changing the polarization state from M2 to M1 in TAM (dual blocking of PI3K-γ pathway and CSF-1/CSF-1R) can lead to the reduction of immunosuppressive macrophages and the activation of CD8+T cell response (7). DC-based vaccines can activate T cell responses by removing the inhibition of antigen presentation (8). Therapies that reshape TIME could, in theory, remove tumors through the body’s immune system. This mode has higher specificity and lower side effects, and the generation of memory T cells guarantees a sustained response. Understanding the changes in the TIME during tumor development can help to develop targeted therapeutic strategies and improve response rate of immunotherapy. Recently, new advances have been made in the study of the TIME. This review provides a brief overview of the role of tumor-associated immune cells during remodeling of the TIME. In addition, we introduce the contribution of current mainstream immunotherapy approaches to remolding TIME, with a particular focus on immune cell changes.



TIME

Tumor-associated immune cells can be divided into two categories, anti-tumor and tumor-promoting. Antitumor immune cells mainly include effector T cells (including cytotoxic CD8 + T cells and effector CD4 + T cells), natural killer cells (NK), dendritic cells (DC), and M1-polarized macrophages. The tumor-promoting immune cells are mainly Tregs, MDSCs, M2-polarized macrophages, N2-polarized neutrophils, natural killer T Type 2 cells (NKT2) cells, and ILC2s (Figure 1). In addition, metabolic and biochemical components significantly influence immune cell function.




Figure 1 | Crosstalk of tumor-associated immune cells in tumor microenvironment.




Anti-Tumor Immune Cells

T cells are the main executor of anti-tumor immune response, including CTL and T helper cells. CTL recognizes MHC-I molecules expressed by tumor cells (9), exerting tumor killing mechanisms through granule exocytosis (granzyme A and B) or death ligand-induced necrosis and apoptosis under the action of chemokines (10). IFN-γ and TNF-α are secreted to induce tumor cells cytotoxicity (10). CD4+T cells can promote CTL proliferation, increase antigen presentation by DCs, promote CTL activation, and promote memory CTL formation (11, 12).

DCs, as the most potent specific antigen-presenting cells (APCs), initiate adaptive immune responses by activating naive T cells (13). DCs can also express CD80/CD86, which interacts with CD28 to generate costimulatory signals that increase T cell activation (14). DCs produce TNF-α, IL-6, IL-8, and IL-12 to participate in anti-tumor immunity. Tumor cells lose MHC-I molecular to evade immune surveillance by T cells (activation of CD8 + T cells requires MHC-I molecule dependent antigen presentation). The activation of NK cells is inhibited by binding of inhibitory receptors to MHC-I molecules, so NK cells can eliminate targets with defective expression of MHC-I molecules through a “missing self” mechanism (15, 16). NK cell lysis of tumor cells is mainly dependent on granzymes and perforin (17).

The polarization of classically activated macrophages (M1) is mainly mediated by GM-CSF, IL-12, IL-18, IFN-γ, and TNF-α (18, 19). M1 promote Th1 response by secreting TNF-α, IL-1β, and IL-12, and promote the recruitment of Th1 cells to inflammatory sites by secreting chemokines CXCL9 and CXCL10 (20). Besides, M1 macrophages exert antitumor effects through the release of reactive oxygen/nitrogen species (ROS/RNS) directly mediated cytotoxicity and antibody-dependent cell-mediated cytotoxicity (21, 22).



Tumor-Promoting Immune Cells

Tregs play a key role in maintaining immune homeostasis and peripheral tolerance (23). The physiological function of Tregs is to prevent the spread of inflammation and limit tissue damage, but it acts as a feedback mechanism to inhibit anti-tumor immune response in the TIME. Tregs inhibit anti-tumor immune response through production of immunosuppressive cytokines, such as TGF-β, IL-10 and IL-35 (24). Furthermore, Tregs can inhibit anti-tumor immune responses in several ways:1) Tregs inhibit CTL-mediated tumor killing via TGF-β -dependent cell contact (25), promoting polarization of M2 macrophages by inhibiting IFN-γ secretion by CTL cells (26), and inhibiting the generation of memory CD8+T cell through CTLA-4 (27). 2) Tregs inhibit NK cell proliferation, IFN-γ production, degranulation and cytotoxicity, which is related to TIM-3 (28). 3) Treg induces DC functional inhibition in these two ways. Treg-expressed CTLA-4 binds to CD80/CD86 on the DC to down-regulate costimulatory signal (29). Furthermore, MHC class II molecules are the major ligands for LAG-3 (30). LAG3 expressed by Tregs can inhibit the expression of MHC II molecules in DCs (31). 4) MDSCs and Tregs reinforce each other to enhance the immunosuppressive microenvironment. Induction of Tregs can be facilitated by TGF-β, IL-10 and IFN-γ secreted by MDSCs. Tregs enhance the function of MDSCs through TGF-β and IL-35 (31). 5) Tregs can induce NK and CD8+T cell death in a granzyme B and perforin dependent manner (32, 33).

MDSCs represent a heterogenous population of immature myeloid cells with different transcriptional activities and differentiation states, characterized by immunosuppressive activity in pathological states (34). MDSCs can be roughly divided into two groups, granulocytic or polymorphonuclear MDSCs (PMN-MDSCs) and monocytic MDSCs (M-MDSCs). PMN-MDSCs can produce ROS and reduce T cells responses to antigens (34). PMN-MDSCs induce CTL apoptosis through the Fas/FasL axis, whereas M-MDSCs produce nitric oxide to inhibit immune activation (35). M-MDSCs can also differentiate into immunosuppressive macrophages and inhibit T cell activation (36). In addition to interacting with Tregs, IL-10, and TGF-β produced by MDSC also impair CTL function (37). MDSCs reduce NK cell numbers and inhibit their function via membrane-bound TGF-β (38). MDSCs express galectin 9, which binds to TIM-3 on lymphocytes and induces T cell apoptosis (39). Inhibition of MDSCs enhances the function of T cells (36, 40).

M2 macrophages are usually the dominant cells in TAM. M2 macrophage polarization is mediated by M-CSF, IL-4, IL-10, IL-13 and TGF-β (41). M2 macrophages secrete immunosuppressive cytokines, TGF-β, IL-4, IL-10 and IL-13 (19, 42–44). M2 macrophages are involved in activating Th2 immune response (45). In addition, M2 macrophages, involved in the recruitment of Tregs cells via M2 derived CCL20/CCL22 (46), as well as by increasing the expression of PD-L1 to attenuate the effects of CTLs and induce MDSC differentiation (47, 48).

Polarization of N2 neutrophils is mainly mediated by TGF-β (49). Recently, IL-6 produced by gastric cancer mesenchymal stem cells was also found to determine N2 polarization (50). N2 neutrophils induce CD8 +T cells apoptosis through TNF-α and NO-dependent mechanism (51). In addition, N2 can also inhibit T cell proliferation by releasing argininase-1 (ARG1) and regulating PD-L1/PD-1 signaling (52), as well as secreting chemokine CCL17 to recruit Tregs (53). Although the exact mechanism remains nonclear, studies have shown that N2 neutrophils inhibit NK cell function (54).

ILC2 secrete cytokines (IL-4, IL-5, IL-9, IL-13) and recruit immunosuppressive cells to shape the TIME (55). ILC2 secrete IL-13, which promotes the aggregation of MDSC and inhibits the anti-tumor response of CTL (56, 57). Besides, ILC2 induce the production of TGF-β from MDSCs, which contributes to the polarization of M2 macrophages (58). LC2s produce the epidermal growth factor (EGF)-like molecule Amphiregulin (AREG), which costimulates ICOSL/ICOS to establish and maintain an immunosuppressive microenvironment, leading to Treg activation and accumulation (59, 60). In addition, ILC2s may inhibit the activity of NK cells (61).

NKT switch between inflammatory and immunosuppressive subsets to respond to the TIME status (62). NKT1 is antitumor, while NKT2 is primarily tumor-promoting.IL-13 produced by NKT2 induces MDSC to produce TGF-β, which inhibits the anti-tumor immune response mediated by CD8+T cells (63). In myeloma, the weakening of NKT2 cell population has the potential to mediate tumor regression (64).



Metabolic: Hypoxia-Adenosinergic Immunosuppression

The numerous and complex cell populations and the limited vasculature within the tumor microenvironment render nutrient and oxygen delivery and waste clearance inefficient. In addition, tumor cells shape the metabolic fitness of tumor infiltrating immune cells by competing for and consuming essential nutrients or otherwise, such as the classical ‘Warburg effect’. Tumors prefer to perform aerobic glycolysis to convert virtually all glucose to lactate even in the presence of oxygen (65). Metabolism in the microenvironment, such as nutrient consumption, increased oxygen consumption, and production of reactive nitrogen and oxygen intermediates, significantly influences antitumor immune responses. As a result, high lactate and low pH, hypoxia, and high levels of ROS are prevalent in the TME. This hostile environment shapes the metabolic adaptation of tumor infiltrating immune cells, and these metabolic changes in immune cells undermine the effectiveness of antitumor immune responses. (A more detailed overview of immunometabolism in review (66, 67)). The main focus here is on the role of the hypoxia adenosine in immunosuppression as well as adenosinergic blockade in reprogramming the TIME. Tumor, especially the solid tumor microenvironment, provides fertile soil for adenosine production. A series of cascades driven by the hypoxia/HIF-1α-CD39/CD73 axis represent major sources of adenosine (68, 69). In addition, some alternative activation modalities, CD38, CD203a, and PAP also contribute to adenosine levels in the TIME (70, 71). There are four receptors for extracellular adenosine, A1, A2a, A2b, and A3. Adenosine is an immunosuppressive metabolite, signaling largely through the A2a receptors on innate and adaptive immune cells (72). A2AR is upregulated due to hypoxia induced HIF-1α transcriptional activity (73). Adenosine accumulation in the TIME can inhibit antitumor immune cell functions by binding to A2AR. For example, T cells and NK cells (68, 74, 75). In addition, adenosine enhances the activity of immunosuppressive cells, such as MDSCs and Tregs, contributing to CAF shaping as well as inducing the formation of new blood vessels (76–80).




Therapy to Reshape TIME

Currently mainstream immunotherapies, Immune checkpoints, CAR-T, DC cell vaccines, contribute to reshaping the TIME, (e.g., changes in immune cells and cytokines after immune checkpoint blockade, changes in T cell function and microenvironmental status after CAR T infusion). This has driven the development of combination therapies. The effects of different immunotherapies on the TIME help us to find effective combination treatment strategies (Figure 2). For example, most classically, CAR T cells provide infiltration while Immune checkpoints inhibitors (ICIs) reverse CAR T cells inhibition and restore functional persistence.




Figure 2 | Crosstalk of various treatments in TIME (By Figdraw).




Targets for Antibodies and Small Molecule Inhibitor

At present, the mainstream strategy of immunotherapy is to target some components of the TIME through antibodies or small molecule inhibitors (Table 1). We will summarize the key functions of major immunotherapies in the TIME, with an emphasis on how therapeutically enabling the TIME to generate an anti-tumor immune response. During anti-tumor immunity, negative regulators of T cell activation act as “checkpoint molecules” to modulate the immune response. Depending on checkpoints. This strategy can be implemented by inhibiting inhibitory checkpoints or activating stimulant checkpoints. CTLA-4 and PD-1 are the most effective examples of immune checkpoint therapy.


Table 1 | Immunotherapy targets within TIME and the treatment effect.



CTLA-4 is induced on the cell surface of conventional T cells by antigen activation and is constitutively expressed on Treg (85). As having the same B7 ligands as CD28, including B7-1 (CD80) and B7-2 (CD86), CTLA-4 with a higher affinity competes with CD28 expressed on effector T cells for binding to B7-1 and B7-2 which ubiquitously expressed on B lymphocytes, dendritic cells, and other immune cells (112). The result is that costimulatory signals CD80/CD86 which can activate T cells by ligating CD28 are inhibited. As a result, T lymphocyte proliferation and cytokine secretion are hampered (113). CTLA-4 can reduce the activation of T cells by generating inhibitory signals, thereby attenuating the anti-tumor immune response. CTLA-4 can induce indoleamine 2,3-dioxygenase (IDO) and trigger reverse signaling through B7 ligands to inhibit T cell proliferation (114). Inhibition of CTLA-4 enhanced the antitumor activity of effector T cells mainly by inhibiting Treg. Anti-CTLA-4 antibody enhances IL-36 stimulated anti-tumor activity by consuming Tregs, leading to increased CD4+ and CD8+T cells proliferation and IFN-γ levels (115). Anti-CTLA-4 antibody reduces Treg cells in the TIME but do not affect the status of peripheral lymphoid organs, reducing immune-related adverse events (irAEs) (116). Compared with glycoprotein 100 (gp100) peptide vaccine, melanoma patients treated with ipilimumab had improved survival (OS of 10 months/ipilimumab and 6.4 months/GP100, P<0.001) (117). A pooled analysis of 10 prospective studies and 2 retrospective studies, including 1,861 patients with advanced melanoma, found a 22% 3-year survival rate in patients treated with ipilimumab (118).

PD-1 is a transmembrane protein mainly expressed on the surface of activated T cells, B cells and macrophages. PD-L1 and PD-L2 are dual ligands of PD-1, and both have been shown to inhibit T cell activity upon PD-1 engagement (119). PD-L1 over-expressed on cancer cells can interact with PD-1 on activated T cells, inducing T cell inhibition and CTL dysfunction. Correspondingly, blockade of PD-1/PD-L1 promotes pro-inflammatory factors release, T cells proliferation, CTL activation (120). PD-1/PD-L1 is an ideal immunotherapeutic target to restore the effector function of anti-tumor specific T cell. Patients with metastatic melanoma who respond to anti-PD-1 therapy (pembrolizumab) exhibit active CD8+T cell proliferation in the TIME, which is associated with reduced tumor size (121). In addition, it has been observed in melanoma patients that CD4 + T cells expand after PD-1 blockade and that activated CD4 + T cells secrete IFN- γ and chemokines, which contribute to antitumor immunity (86). A trial that enrolled 655 patients with advanced or metastatic melanoma showed long-term antitumor activity and tolerability of pembrolizumab in advanced melanoma, with a mean follow up of 55 mouths. The estimated 5-year overall survival rate was 34% for all patients, 41% for patients receiving initial treatment (122). Pembrolizumab also provided a long-term response and prolonged OS in non-small cell lung cancer, with the combination of pembrolizumab and chemotherapy achieving objective response in 55% of patients compared to 29% of who those treated with chemotherapy alone, with a significantly longer median PFS than chemotherapy (13.0 months vs 8.9 months) (123). Blockade of PD-1/PD-L1 can restore the killing ability of T cells and induce tumor regression, resulting in better clinical outcomes (119).

LAG-3 is expressed on tumor-infiltrating T cells with defective cytokine production and on Tregs (124, 125). Treg cells with high expression of LAG-3 produce immunosuppressive cytokines IL-10 and TGF-β and inhibit effector T cell activity (126). LAG-3 expression levels correlate with tumor progression and poor prognosis (126). Anti-LAG-3 antibodies slow tumor growth in mouse model of fibrosarcoma (127). The combination therapy of anti-LAG-3 antibody and tumor-associated antigen inoculation increases CD8+T cells in the TIME and destroyed tumor parenchyma in prostate cancer tumor models (128). LAG-3 and PD-1 were highly co-expressed in CD4+T cells and CD8+T cells, and the inhibitory effect of the blocking of LAG-3 and PD-1 on tumor progression (129, 130). Moreover, dual blockade of LAG-3 and PD-1 can also increase the number of tumor-infiltrating CD8+ T cells and reduce Treg, thereby synergically enhancing anti-tumor immunity (131). In a Phase I/II study (NCT0198609) evaluating the safety and efficacy of anti-LAG-3 antibody in combination with anti-PD-1 antibody, 61 melanoma patients in a Phase I/II study well tolerated with an ORR of 11.5%. Patients with high LAG-3 expression had a significantly higher objective response rate than those with low expression (132, 133). PD-L1/LAG-3 bispecific antibody induced stronger anti-tumor effect than each parental antibody (134, 135). In addition, PD-1 and LAG-3 blockade improve anti-tumor vaccine efficacy (136). As mentioned above, there is a synergistic effect between anti-LAG-3 and certain immunotherapies, and the combination of anti-LAG3 with more therapies is worth investigating. According to the present findings, LAG-3 is a promising cancer therapeutic target secondary to PD-1/PD-L1 and CTLA-4.

T cell immunoglobulin and mucin-domain containing-3 (TIM-3), T cell immunoglobulin and ITIM domain (TIGIT), V-domain immunoglobulin suppressor of T cell activation (VISTA) and Siglec-15 are also attractive targets (Table 2). Cancer immune checkpoint therapies are increasingly being developed to restore immune activity against tumor cells. In addition to monotherapy, rational combination of immunotherapy and multi-target combination such as bispecific antibodies, trispecific antibodies have also been considered to achieve synergistic effects to inhibit tumor growth. We anticipate that translating candidate targets into the clinical area may yield better clinical benefits than CTLA-4 or PD-1 inhibitors.


Table 2 | Functions of new immune targets.



Small molecule drugs, which are more suitable for oral administration than polymeric antibody drugs, could reduce severe immune-related adverse events (irAEs) resulting from prolonged target occupancy by modulating the half-life of the drug (161, 162). They can cross the cell membrane, penetrate more easily into the tumor tissue and aggregate in a sufficient concentration (161, 162). In addition, they are lower production costs and higher stability (163, 164). We focus here on the role of colony stimulating factor-1 receptor (CSF-1R) in reshaping TIME. CSF-1/CSF-1R signaling is a key activator of the mononuclear phagocyte system, and blockade of CSF-1/CSF-1R creates an environment of reduced immunosuppression and enhanced interferon response that can impede tumor growth (103). Pexidartinib (CSF-1R inhibitor) was demonstrated to alter the distribution of TAMs in TIME and reduce tumor volume in a mouse model of lung adenocarcinoma (165). In a mouse model of BRAF V600E mutant melanoma, Pexidartinib combined with adoptive cell transplantation decreased TAM and increased tumor-infiltrating lymphocyte levels (166). The combination of Pexidartinib and BRAF inhibitors resulted in a significant inhibition of tumor growth by reducing the recruitment of M2 macrophage (104). Moreover, in a pancreatic cancer mouse model, blocking of CSF-1/CSF-1R reduced M2 macrophages within the TIME and polarized the remaining TAMs into an anti-tumor phenotype (103). This study also found that PD-1/PD-L1 expression on TAMs and CTLA-4 expression on CD8+ T cells was increased in the presence of CSF-1/CSF-1R blockade, and the combination of PD-1 or CTLA-4 antagonists resulted in more significant tumor regression (103). A recent clinical study of advanced tenosynovial giant cell tumor found that Pexidartinib significantly reduced tumor size with an overall response rate of 39% (167). To enhance the response of CSF-1/CSF-1R blockade, researchers tend to combine CSF-1/CSF-1R blockade with immunotherapy. The combination of oncolytic virus, CSF-1R inhibition and anti-PD-1 immunotherapy was found to enhances anti-tumor immune response by increasing T cell infiltration and augmenting anti-tumor CD8+ T cell function (168). In addition, the combination of targeted TIME and anti-angiogenesis has been suggested to enhance the antitumor activity of the drug (169). For example, the combination of the tyrosinase inhibitor sorafenib and the immunomodulator lenalidomide has long been found to be more effective than drugs alone (170). Surufatinib is a drug that targets tumor angiogenesis (VEGFR and FGFR1) and tumor immune evasion (CSF-1R). Surufatinib was effective against neuroendocrine tumors in two phase III trials. Whereby it may become a mainstream treatment for neuroendocrine tumors (171). These results suggest that in addition to developing drugs for novel targets, multitarget fusion drugs or combinations of antibodies and small molecule immune modulators also play important roles in reshaping TIME.

Despite the success of anti-PD1/PD-L1 and anti-CTLA4 therapies in advanced cancer. There are a considerable number of patients who remain unresponsive or relapses after initial response. Combination strategy of immunotherapy are used to address these challenges. Furthermore, targeting hypoxic adenosine pathway represents another idea to improve immunotherapy (172, 173). This treatment can be broadly divided into two types.

1. Reduced adenosine production. As mentioned above, hypoxia induces upregulation of CD39 and CD73 and downregulation of adenosine transporters to promote the accumulation of extracellular adenosine. Hyperoxic respiration (60% O2) significantly reduced adenosine levels and gained tumor control and prolong survival. Hyperoxic breathing upregulates antigen-presenting MHC class I molecules on tumor cells, tumor infiltration of CD8 T cells and attenuate immunosuppressive effects of Tregs (69, 174). CD73 can convert AMP produced by catabolism to adenosine. Antagonism of CD73 increases the activity of CD8 + T cells, B cells and related cytokine, and tumor growth and metastatic spread are retarded in CD73 blocked mice (175–177). Compared with anti-PDL1 alone, ORR close to 40% in the dual CD73/PDL1 blockade arm with statistically improved 10-month PFS (64.8 vs 39.2) (NCT03822351). Similar to studies with CD73, tumor growth and metastasis were reduced in CD39-blocked mice (178, 179). CD39 blockade enhance the function of T, NK cells, as well as decreased Treg-mediated immunosuppression (178, 180, 181). Finally, although studies have demonstrated the effectiveness of this approach within tumor-bearing mice. Clinical studies exploring CD39 blockade/inhibition have not yet yielded results.

2. Block the binding of adenosine receptor. A2AR antagonists are a more direct approach to inhibit adenosine induced signal transduction. A2AR-deletion leads to delayed tumor progression and prolonged survival (68, 182). TIME of A2AR antagonist treated mice showed similar changes in immune level as blockade of CD39/73, which was more infiltrated by CD8 T cells and NK cells and contained fewer Tregs (183, 184). Besides, A2AR blockade reduced PD-1 and LAG-3 expression on Tregs and T cells (182). For renal cell cancer, A2AR antagonism (CPI-444) induces durable responses when used as monotherapy as well as in combination with anti-PD-L1. Patients who experienced a positive response included individuals who were resistant or refractory to anti-PD-1/PD-L1 antibodies. Adenosinergic blockade resulted in higher cytotoxic T cell tumor infiltration (172). Besides, A2AR antagonists have shown similar activity in other types of cancer (NCT02403193, NCT03720678, NCT03720678).



Adoptive Cell Therapy

Adoptive cell therapy (ACT) uses autologous immune cells that are isolated, engineered, amplified and injected into a patient to generate durable anti-tumor immune response. T cells genetically modified to express chimeric antigen receptor (CAR), or CAR T, are the most effective cell therapies. CAR T cells specifically recognize tumor-associated antigens (TAA) and kill tumor cells (185). Adoptive transfer of tumor-reactive T cells resulted in persistent clonal repopulation of T cells in patients, with the transferred cells proliferating, displaying functional activity, trafficking to the tumor sites and promoting tumor control (186). Anti-CD19 CAR T cell can produce cytokines that respond specifically to CD19+ target cells and effectively eradicate lymphoma cells (187). In a clinical trial, 82% (89/108) of patients with refractory large B-cell lymphoma (ZUMA-1) achieved an overall response and 58% (63/108) achieved a complete response (188). CAR T cells have achieved remarkable success in treating hematologic malignancies but face unique challenges in solid tumors, such as lack of suitable targets, inefficiency of CAR T cells to infiltrate into tumor sites, and TIME limitations on CAR T efficacy (189). CAR-T holds promise in addressing these issues through diversifying edits and in combination with other therapy approaches. Her-2, a receptor tyrosine kinase overexpressed in many human cancers, is used as a TAA for targeted CAR T in glioblastoma. Although such CAR T cells only expand for a short term, they maintain long-term antitumor activity (190). CAR T cells expressing high levels of the CCR2 receptor can migrate more efficiently to CCL2-secreting tumor sites and exhibit greater antitumor activity (191). In addition, overexpression of heparanase (HPSE), an enzyme that can degrade major components of the extracellular matrix, on CAR T cells effectively promotes tumor T-cell infiltration and antitumor activity (192). CAR-T editing is diverse, for example, PD-1 knockdown can inhibit immune checkpoint signaling (193), LAG-3 knockdown can disrupt negative regulators of T cell activity (194), IL-12-secreting CAR T cells polarized TAMs to M1 phenotype and reduce the levels of MDSCs and Tregs in mouse models (193), IL-18-secreting CAR T cells can increase M1 macrophages, activated DC and activated NK cells while decreasing M2 macrophages and Treg in the TIME (195). CAR T cells co-expressing CCL19 and IL-7 can recruit large numbers of endogenous T cells and DCs to enhance and sustain tumor clearance (196). In addition to the specific operation of CAR T cells, the therapy of reshaping the TIME can theoretically enhance the therapeutic effects of CAR T cells (197).



Cancer Vaccines

Cancer vaccines generate antitumor immune responses against TAAs or tumor-specific antigens (TSAs). DCs are specialized antigen-presenting cells that are key targets for cancer vaccines because of their unique ability to link innate and adaptive immunity (198). The main route of this strategy is to modulate the antigen presenting function of DCs to enhance the antitumor immune response in the TIME. Sipuleucel-T, composed of cultured peripheral blood mononuclear cells containing activated APCs, induces sustained responses of T and B cells to the target antigens prostatic acid phosphatase (PAP) and GM-CSF (199). Patients with localized prostate cancer, when Sipuleucel-T was administered preoperatively, exhibited increased T-cell proliferation and IFN-γ levels. In addition, infiltrating T cells were increased more than threefold in resected tissue specimens after surgery compared with controls (P 0.001) (200). In the early stages of prostate cancer, Sipuleucel-T significantly promotes the activation of APCs and increases the level of antigen presentation (201). In a clinical trial for metastatic prostate cancer (NCT00065442), Sipuleucel-T significantly improved OS compared with placebo (median 25.8 months vs 21.7 months, [HR] 0.78, P =0.03) (202). This suggests that cancer vaccines have considerable potential in tumor immunotherapy. In phase I clinical trial of nine men with metastatic castrate-resistant prostate cancer treated with Sipuleucel-T and escalating doses of ipilimumab showed that IgG and IgM levels against PA2024 and PAP increased significantly after ipilipumab (203). Combination therapy with vaccines and checkpoint inhibitors is effective, although few vaccines are now available for clinical use and multiple clinical studies have been negative (204–207). Vaccines can trigger long-term immunological memory, thus contributing to long-lasting anti-tumor immune response. Antigen and vaccine vectors were developed to achieve optimal antigen presentation by APCs, combined with multiple approaches to overcome immune evasion and immunosuppression by cancer cells. Development of antigens and vaccine vectors to achieve optimal antigen presentation by APCs, as well as combination therapy approaches, hold promise to overcome immune evasion and immunosuppression by cancer cells.




Combination Therapy

Different treatments reshape TIME in different ways. Therefore, we can combine complementary or augmentation strategies to achieve better clinical outcomes. Herein, we discuss the principles and clinical application of combination therapy.

CAR T cells can provide an infiltrate for the TIME, and ICI can reverse CAR T-cell inhibition and restore functional persistence. CAR-T may escalate the expression of PD-1 inhibitory signaling, and interference of PD-1 pathway may restore the effector function of CAR-T cells (208). Combination therapy of oxaliplatin and anti-PD-L1 synergistically improves CAR-T cell-mediated lung tumor control and survival (193, 209, 210). Patients with Malignant Pleural Disease in a Phase I Trial of CAR T-cell combination with Pembrolizumab, have a median overall survival of 23.9 months (211). In another multi-center phase II trial, the combination of anti-PD-1 antibody enhanced CAR-T therapy in lymphoma patients with minimal toxicities (212).

Blocking CSF-1/CSF-1R alone increased PD-1/PD-L1 expression on TAM cells and CTLA-4 expression on CD8+ T cells, whereas combination with PD-1 or CTLA-4 antagonists led to more significant T cell infiltration and tumor regression (213–216). CSF-1R inhibitor overcome the resistance to PD-1/PD-L1 axis blockade in an esophageal adenocarcinoma model, resulting in enhanced T cells infiltration and reduced M2 macrophage polarization in the TIME. It confirms that the direct translation of TAM suppression into clinical benefit (217). Emactuzumab, an anti-CSF-1R antibody, has a manageable safety profile in combination with atezolizumab over atezolizumab monotherapy. The increase in CD8 +TILs after therapy appeared to be associated with persistence of TAM subsets (218). Similarly, combined blockade of different targets is worth exploring its clinical effect. Sabatolimab, an Anti-TIM-3 Antibody, in combination with spartalizumab, an Anti-PD-1 Antibody, shows preliminary signs of antitumor activity (219). The combination of relatlimab, a LAG-3-blocking antibody, and nivolumab has been shown to be safe and to have antitumor activity in patients with previously treated melanoma. The ORR was 33% in some pembrolizumab-refractory patients and 50% in PD-1 naïve patients (220). Afterwards, in patients with previously untreated metastatic or unresectable melanoma, this combination did not show a new safety signal but it provided a greater benefit in progression-free survival than inhibition of PD-1 alone (221).

Vaccines will increase tumor-specific T cells due to intensified immunogenicity. Tumor-specific T cells will still be subject to the immunosuppressive microenvironment, which can be altered by checkpoint inhibitors. Effective vaccines combined with therapies targeting the TIME, such as checkpoint inhibitors, are likely to yield optimal results (222). The personalized neoantigen-based vaccine, NEO-PV-01, combined with nivolumab stimulate durable neoantigen-specific T cell responses in patients with advanced melanoma, non-small cell lung cancer, or bladder cancer (207). GX-188E in combination with pembrolizumab showed preliminary anti-tumor activity in patients with recurrent or advanced cervical cancer (223).

Multiple non-redundant immunosuppressive mechanisms coexist within the tumour microenvironment. A major immunosuppressive mechanism is the hypoxia adenosinergic immunosuppressive pathway, which now represents an attractive new target for cancer therapy. Several strategies described above can inhibit this mechanism. The ultimate goal of these strategies is to attenuate hypoxia driven and CD39/CD73 mediated accumulation of extracellular adenosine and immunosuppressive signals (174, 224, 225). This liberates the anti-tumor immunity of T and NK cells. In addition to the combination of A2AR inhibitor and anti-PD-1/PD-L1, A2AR inhibitor was also combined with nanovaccine to activate CD8 T and NK cells and inhibit the proliferation of regulatory T cells. Thus, this strategy could trigger a robust systemic antitumor immune response (173, 226). Furthermore, deletion of A2AR enhances the efficacy of CAR T cells (226, 227). Another way to implement this strategy is hyperoxygenation to improve cancer immunotherapies (69, 224).

In addition to the combination of immunotherapy above, the combination of immunotherapy with antiangiogenics, chemotherapy and radiation is under clinical consideration. Nearly every targeted therapy proven to modulate the immune response is currently being tried in combination with immunotherapy (228, 229).



Conclusion

The development of immunotherapy has achieved great clinical results, but the heterogeneity of the TIME makes it difficult to determine the best immunotherapy for individuals. There are still many obstacles in the potential development of immunotherapy. The formation of immunosuppressive microenvironment promotes tumor immune escape and restricts the clinical effect of immunotherapy. The further understanding of the TIME mechanism is conducive to the development of immunotherapy. Combined therapy is more conducive to the remodeling of microenvironment and can bring better clinical benefits. However, this raises the question whether improving anti-tumor immunity will lead to more serious irAEs (More detailed explanations in review (66, 230, 231). On the one hand, the further understanding of microenvironment mechanism is expected to balance the internal environment balance between anti-tumor immunity and Irae. On the other hand, the interpretation of a large number of clinical results, including the detection and summary of adverse immune events, helps to determine the best treatment combination.
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Macrophages are one of the most important cells in the innate immune system, they are converted into two distinct subtypes with completely different molecular phenotypes and functional features under different stimuli of the microenvironment: M1 macrophages induced by IFN-γ/lipopolysaccharides(LPS) and M2 macrophages induced by IL-4/IL-10/IL-13. Tumor-associated macrophages (TAMs) differentiate from macrophages through various factors in the tumor microenvironment (TME). TAMs have the phenotype and function of M2 macrophages and are capable of secreting multiple cytokines to promote tumor progression. Both tumor cells and macrophages can meet the energy needs for rapid cell growth and proliferation through metabolic reprogramming, so a comprehensive understanding of pro-tumor and antitumor metabolic switches in TAM is essential to understanding immune escape mechanisms. This paper focuses on the functions of relevant signaling pathways and cytokines during macrophage polarization and metabolic reprogramming, and briefly discusses the effects of different microenvironments and macrophage pathogenicity, in addition to describing the research progress of inhibitory drugs for certain metabolic and polarized signaling pathways.
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Introduction

The latest global data released by the World Health Organization International Cancer Research Agency (IARC) show that the number of new global cancer cases in 2020 rose to 19.3 million, with 10 million deaths. At present, the main treatment methods of cancer are surgical treatment, chemotherapy, radiotherapy, molecular targeted therapy and immune checkpoint inhibitor treatment. Immunotherapy uses immune cells in the tumor microenvironment (TME) to specifically identify and attack cancer cells, which has better application prospects. The TME contains a variety of immune cells, such as macrophages, effector T cells, natural killer cells and dendritic cells. Among these, macrophages are the largest and critical population of innate immune cells in the TME. Macrophages are derived from bone marrow hematopoietic stem cells and embryonic yolk sac tissue. Macrophages involved in the pathogen response are derived from monocyte precursors in the blood circulation; these cellular precursors are found in chemokines such as CCL5, CCL7, CCL20. Then cytokines such as the macrophage colony-stimulating factor and macrophage migration inhibitory factor (MIF) are recruited and infiltrate into tumor tissues, and macrophage inflammatory protein 1α causes, differentiation of macrophages into TAM under the influence of the TME. These cells also secrete a variety of cytokines, chemokines, and proteases and promote tumor cell growth, invasion, metastasis, and drug resistance (1).

TME is the environment surrounding a tumor during its own growth or mutation, and includes cancer cells and invasive immune cells. Tumor cells can promote their own growth by improving this environment, and the body can inhibit or kill tumor cells by changing the environment surrounding the tumor cells (2). The interaction between the metabolic reprogramming of tumors and immune cells is one of the determinants of the tumor immune response (3). Tumor metabolism plays a key role in maintaining tumorigenesis and survival, and also affects immune cells by releasing metabolites. Tumor cells can regulate energy metabolism through metabolic reprogramming to promote rapid cell growth and proliferation, and select appropriate metabolic modes depending on the concentrations of external nutrients and different stress conditions. This complex metabolic pattern also exists in immune cells, and different metabolic patterns also affect the differentiation of different immune cell subsets. Indeed, metabolic competition between tumor and immune cells limits the nutrient supply of immune cells. The metabolites of tumor cells, such as high levels of lactate, low pH, hypoxia and high levels of reactive oxygen species (ROS) are found in the TME and lead to tumor progression and immune escape (4).

Tumor angiogenesis is one of the most important mechanisms of tumor growth and invasion. TAM can be involved in tumor angiogenesis through the secretion of pro-angiogenic factors, including VEGF-A, EGF, TGF-, TNF-, IL-1, and IL-8 (5). Hypoxia is another crucial condition for tumor angiogenesis. Studies have demonstrated that TAM in the hypoxic TME significantly induces tumor angiogenesis, a process accompanied by the polarization and metabolic reprogramming of macrophages (6). Hypoxia inducible factor (HIF) is involved in the aerobic glycolysis process of TAM, while studies have demonstrated that the expression of HIF in TAM is significantly increased and induce the production of VEGF-A (7). This suggests the relevance of tumor angiogenesis and reprogramming of TAM metabolic reprogramming.

Immune cells undergo metabolic reprogramming during proliferation, and differentiation and when performing effector functions, and are essential for the immune response process (8). Cross-talk between macrophages and other innate immune cells in the TME plays an important role in the metabolic reprogramming process of immune cells. Both tumor-associated neutrophils (TANs) and TAM can affect cancer growth and metastasis, and their spatial distribution in the TME is interrelated. Studies have shown that co-cultured TANs and TAM can greatly secrete OSM and IL-11, which promotes the proliferation and invasion of intrahepatic cholangiocarcinoma (ICC) cells. Meanwhile, the team also found that there may be a positive feedback loop between TAN and TAM, TAN expresses CCL2, CCL5 and CSF1 mediate TAM infiltration, while TAM expresses CXCL8 and CSF3 promote TAN infiltration (9). This process is accompanied by the metabolic reprogramming of both TAN and TAM. Thus, understanding how the metabolic reprogramming of tumors and immune cells regulates the antitumor immune response could allow us to identify therapeutic approaches for targeted metabolic pathways in antitumor immunotherapy. This review focuses on the effects of macrophage activation and polarization in the TME on tumor growth and development.



Metabolism-Related Signaling Pathways in Macrophage Polarization

Macrophage polarization refers to the morphological, functional and phenotypic differentiation of macrophages under the action of different microenvironmental signaling in vitro and in vivo. According to their immunological functional differences, polarized macrophages can be divided into M1 macrophages in the classical activation pathway and M2 macrophages in the alternative activation pathway (10), while M2 macrophages can in turn be subdivided into M2a (induced by IL-4 or IL-13), M2b (induced by immune complexes in combination with IL-1β or LPS), M2c (induced by IL-10, TGF-β or glucocorticoids) and M2d (induced by TLR + adenosine A2A receptor ligands or IL-6) (11). Different M2 macrophage subtypes can be identified by different surface markers, M2a highly expresses CD206, Arg1, Ym1, FIZZ1 and TGF-β; M2b highly expresses IL-1β, IL-6 and TNF-α; M2c highly expresses CD206 and CD163; M2d highly expressed VEGF and IL-10 (12). M1 macrophages are generated upon stimulation by LPS and IFN-γ. They, produce ROS and induce the production of inducible nitric oxide synthase (iNOS) and a large number of inflammatory factors such as TNF-α, IL-6 and IL-1β, and play important roles in physiopathologic processes such as killing pathogens, resistance to parasite and tumor cells, and anti-inflammatory responses. M2 macrophages, mainly produced by IL-4/IL-10/IL-13 stimulation, can be classified into multiple subtypes based on differences in induced environmental and functional typing, with immunomodulation, immunosuppression and tissue remodeling (13).

The above is a traditional typing method, and with further study of the macrophage polarization process, it was found that the M1 and M2 alone do not well distinguish the macrophage phenotype. Therefore, macrophages were genotyped based on the expression of macrophage surface markers (14). Furthermore, it has also been suggested to incorporate stimulators during naming to differentiate between macrophages (15).

Macrophage polarization is a complex process co-regulated by multiple signaling molecules and their signaling pathways. The main signaling pathways are JAK/STAT, PI3K/AKT, JNK and Notch pathways (Figure 1) (16). Macrophage metabolism is similarly regulated by a variety of signals and pathways, including the HIF, PI3K/AKT, PPAR and AMPK pathways, some of which play a key role in macrophage polarization, along with the associated cytokines (Figure 2 and Table 1).




Figure 1 | Related signaling pathways for macrophage polarization. M1 macrophages, which are classically activated by IFN-γ and LPS, are mediated by the PI3K-AKT-mTOR-HIF-1 signaling cascade pathway. Moreover, JAK-STAT1, Notch, and NF-κB also play important roles in the polarization of M1 macrophages. M2 macrophages alternatively activated in response to IL-4/IL-10 are mediated by JNK-STAT axes.






Figure 2 | Metabolic reprogramming of polarized macrophages. M1 macrophages mainly use glycolysis as the predominant energy supply mode. M2 macrophages mainly use fatty acid oxidation and oxidative phosphorylation as the main energy supply mode.




Table 1 | Signaling molecules involved in the metabolic reprogramming of macrophages.




PI3K/AKT Pathway

M1 macrophages mainly utilize glycolysis to meet biosynthesis and energy needs. M1 macrophages are activated by LPS via the PI3K/AKT pathway. LPS upregulates NF-κB expression by activation of the PI3K/AKT pathway and induce M1 macrophage polarization. Knockdown of AKT1 was shown to result in negative transcriptional regulation of miR-155, with activation of RelA/NF-κB, inhibiting the cytokine signaling suppressor 1 and ultimately promoting M1 macrophage polarization (31).

Meanwhile, the activated PI3K/AKT pathway can upregulate multiple glycolytic key enzymes and enhance the ability of macrophage to uptake and utilize glucose (32). G-protein coupled receptors (GPCRs), receptor tyrosine kinases (RTKs) and Toll-like/IL-1 receptors (TLR/IL1Rs) all activate the PI3K/AKT pathway, enhance cancer-associated inflammation in TAMs and promote glycolytic progression in M1 macrophages (33). It has been demonstrated that Renalase is a secreted flavin that acts as a survival factor after ischemic and toxic damage, signaling through the plasma calcium channel PMCA4b and activating the PI3K/AKT and MAPK pathways, with significantly increased expression in primary melanoma and CD163(+) tumor-associated macrophages, which in turn regulates the metabolic reprogramming of tumors and TAM (34). Therefore, it can be argued that both macrophage polarization and metabolic reprogramming processes are affected when LPS activates the PI3K/AKT pathway.



mTOR Pathway

The mammalian rapamycin target (mTOR) is a serine/threonine kinase consisting of two scaffold complexes mTOR complexes 1 (mTORC1) and mTOR complex 2 (mTORC2), located downstream of the PI3K/AKT/mTOR signaling pathway and is a key site in regulating energy supply, biosynthesis, glycolysis and lipid metabolism (35). mTORC1 primarily promotes protein synthesis, adipogenesis, energy metabolism, autophagy inhibition and lysosomal formation processes, while mTORC2 plays a critical role in cytoskeletal composition, cell survival and metabolism (20).

mTORC1 can regulate the polarization of M1 macrophages as well as the metabolic reprogramming processes. In M1 macrophages, the mTORC1/HIF-1α axis is indispensable for the transcription of pro-inflammatory cytokines and metabolic genes related to glycolysis (36). It was demonstrated that mTORC1 affects glycolysis, the pentose phosphate pathway, and lipid metabolism processes by activating the gene transcription of hypoxia-inducible factor and sterol regulatory element-binding protein (37). Furthermore, FOXK1 directly regulates mTORC1 signaling and CCL2 expression in a manner independent of NF-κB, promoting tumor progression through the secretion of CCL2 (38). M2 activated macrophages use fatty acid oxidation and oxidative phosphorylation (OXPHOS) as the main metabolic pathways while increasing glucose utilization, in which mTORC2 acts in parallel to the IL-4Rα/STAT6 pathway to promote increased glycolysis during M2 activation by inducing the transcription factor IRF4 (39). Some studies have established that constitutive activation of mTORC2 can promote the polarization of M2 macrophages in TAMS, which in turn leads to the immunosuppression of TME. However, existing studies demonstrate that IL-4 signaling selects the Akt-mTORC1 pathway to regulate ATP citrate lyase, leading in increased histone acetylation and M2 gene induction (19). This suggests that mTOR, an energy regulatory center, may have a more complex role in the process of macrophage polarization. Thus, mTORC1 and mTORC2, as key nodes in macrophage polarization and metabolism, receive the effects of multiple signaling molecules in the TME and are not only involved in M1 or M2 typing, but serve as nodes in the interconversion of M1 and M2 typing.

The tuberous sclerosis complex (TSC1 and TSC2) are negative regulators of mTOR activity, and the main role is to inhibit mTORC1 signaling. On the PI3K/AKT/TSC/mTORC1 signaling pathway, upstream signaling molecules inhibit the TSC complex via the PI3K-AKT pathway to activate mTORC1 kinase activity (40). Molecular studies show that TSC1 can inhibit M1 macrophage polarization by inhibiting RasGTPase/Raf1/MEK-ERK signaling, whereas TSC1 promotes M2 macrophage polarization through the mTOR-dependent CCAAT/enhancer-binding protein-β pathway (41). This suggests a critical role of TSC in coordinating macrophage polarization through mTOR-dependent and independent pathways.



HIF

HIF is a heterologous protein dimer composed of a α subunit and a β subunit that can regulate a range of gene expression of cells in a hypoxic environment. HIF is divided into three subtypes, HIF-1α, HIF-2α and HIF-3α, in which the role and function of HIF-1α and HIF-2α have been extensively studied.

In inflammation and TME, macrophages undergo metabolic reprogramming to be adapted to hypoxic conditions, involving many HIF-1α -dependent gene expression, with many regulatory processes involved (21). PI3K/AKT/mTOR, RAS/RAF/MEK/ERK and IKK/NF-kB are upstream regulatory signals of HIF-1a and can induce increased HIF-1a expression (22). HIF-1a is constitutively expressed. Normally, HIF-1α can be ubiquitinated by VHL for rapid degradation, maintaining the normal function of the body. However, under hypoxia, HIF-1a is required for glycolytic gene expression, including those encoding the GLUT1, LDH-A, hexokinase, phosphofructokinase, pyruvate kinase, and GAPDH. During glycolysis, HIF-1α is considered a key factor in determining how cells convert pyruvate into lactate. In normal cells, the pyruvate produced by glycolysis enters the tricarboxylic acid cycle for oxidative phosphorylation (OXPHOS). However, in tumors, as well as in some immune cells, HIF-1α can facilitate the aerobic glycolysis by conversion of pyruvate to lactase by promoting the expression of lactic acid dehydrogenase (LDHA) and pyruvate dehydrogenase kinase (PDK) (42, 43). Furthermore, the glycolytic process mediated by AKT/mTOR/HIF-1α was shown to be associated with training immunity in monocytes and macrophages, and the researchers found that HIF-1a-deficient mice were unable to produce a trained immune response to bacterial sepsis (44). HIF-1α induced by pro-inflammatory cytokines is strongly associated with M1 macrophages. Overexpression of HIF-1α induces M1 macrophage polarization via NF-κB and upregulates genes related to glycolytic metabolism (45). In addition, it has been demonstrated that HIF-1α-stabilizing long noncoding RNA (HISLA) blocks PHD2 and HIF-1α interaction and thereby suppresses HIF-1α hydroxylation and degradation, while HIF-1α promotes aerobic glycolytic processes in tumor cells and released lactate upregulates HISLA, in macrophages that constitutes a feedforward loop between TAMs and tumor cells (46).

Among the known functions, HIF-1α and HIF-2α have partially overlapping roles. However, HIF-2α expression is more restricted for structural reasons. Studies indicated that HIF-1 α and HIF-2α are expressed in M1 and M2 macrophages, respectively (24). LPS or IFN-γ significantly increased HIF-1α protein abundance and inhibited HIF-2α gene expression. In contrast, IL-4 or IL-13 significantly increased the HIF-2α protein abundance. Meanwhile, HIF-2α induces Arg1 gene expression, a specific marker of M2 macrophages (47). HIF-1α and HIF-2α have been thought in the past to be involved in the polarization process of M1 macrophages and M2 macrophages, respectively. However, a recent study noted that in Clear cell renal cell carcinoma, HIF-1α highly expressed in TAMs is associated with poor prognosis and polarization of M2 macrophages, and HIF-2α with good prognosis, in contrast to previous studies (48). This suggests that the functions of HIF-1α and HIF-2α are plastic during tumor progression, play an important regulatory role in the metabolic reprogramming of tumor cells and macrophages, and produce interesting changes under the influence of TME.



AMPK

Adenosine 5′-monophosphate-activated protein kinase (AMPK) is an energy sensor that regulates energy homeostasis in response to metabolic stress (49). Anti-inflammatory cytokines such as IL-4 and TGF-β have been shown to promote M2 macrophage polarization and to favor glucose metabolism via OXPHOS (50). AMPK is a key regulator of OXPHOS. It is activated by adenosine, its substrate and anti-inflammatory factors, and puts macrophages into an immunosuppressed state. Activated AMPK will induce macrophages to take OXPHOS as the main metabolic mode and promote the polarization of M2 like macrophages (51). Conversely, LPS-induced M1 macrophages show inhibition of AMPK and favor glycolysis as the major glucose metabolic pathway. Some results suggest that AMPK is involved in the polarization and metabolic reprogramming of M2 macrophages. AMPK plays a key role in the M2c macrophage activation pathway induced by IL-10. AMPK can inhibit pro-inflammatory responses and promote M2 macrophage polarization by negatively regulating LPS-induced IkappaB-degradation and positively regulating Akt activation (52). Follow-up studies by this research team demonstrated that AMPK promotes the IL-10-mediated macrophage polarization to the M2 phenotype through the PI3K/Akt/mTORC1 and STAT3 signaling pathways (25).



PPARs

The peroxisome proliferator activation receptor (PPAR) is a key sensor for lipid metabolism. As a nuclear receptor and transcription factor, PPARs can directly initiate or inhibit the expression of many target genes and play regulatory roles in cellular glycolipid metabolism. IL-13 and IL-4 secreted by adipocytes or Th2 cells activate STAT6 and phosphorylate AMPK, resulting in increased expression of PPAR-δ with ACE, inhibiting M1 polarization and promoting the expression of type M2 genes (53, 54). PPARγ depletion results in the inhibition of M2 macrophage polarization. Studies have shown that M2 macrophage polarization was inhibited by arachidonic acid, but was inversely promoted by its derived metabolite prostaglandin E2 (PGE2). PPARγ connects the two processes via OXPHOS. PGE2 enhanced OXPHOS through inhibiting PPARγ, resulting in the alternative activation of macrophages (55). PPARδ, a member of the PPAR family, plays an important role in the clearance of apoptotic cells and is involved in tumor construction. Studies have shown that PPARα/β promotes TAM activation through enhanced IL-10 expression and induces the polarization process in M2 macrophages (56).



Other Signaling Pathways

There are many other signaling molecules involved in the polarization and metabolic processes of macrophages. The transcription factor c-Myc is involved in glycolysis and glutaminolysis of immune cells. It was demonstrated that c-Myc plays an important role in the induced macrophage polarization and metabolic reprogramming process by LPS. The c-Myc is required to increase early glycolysis and regulates the pro-inflammatory and microbial-killing functions of inflammatory macrophages (57). FOXO1 promotes the transcriptional polarization of M2 macrophages and the recruitment of M2 macrophages at TME through the transcriptional modulation of CCL20 and CSF-1 (58). The C/EBPβ is a member of the C/EBP family. It has been demonstrated that the CREB-C/EBPβ cascade can induce M2 macrophage-specific gene expression, including Arg-1, IL-10, IL-13ra, and Msr1 (29). The JAK-STAT1 pathway mediated by IFN-γis a putative pathway for M1-like macrophage polarization (59). Currently, most consider JAK-STAT1 as a key node in macrophage polarization, but further studies are needed to determine whether it regulates the metabolic processes of macrophages. Moreover, DII4-Notch is also an important pathway for the polarization of M1-like macrophages. One report showed that the lactate metabolism regulated by activated Notch signaling may be involved in MDSC differentiation and TAM maturation, so we can speculate that the Notch pathway may be involved in macrophage metabolic reprogramming by regulating lactate metabolism (30).

In addition, epigenetic regulation has important implications for macrophage polarization and metabolism. Epigenetic regulation mainly consists of three aspects, including DNA methylation, non-coding RNA and histone modifications. It has been reported that JMJD3 contributes to decreased H3K27 methylation levels and increases the transcriptional activity of M2 marker genes (60). Meanwhile, it was found that activated PERK promotes serine biosynthesis through the downstream transcription factor ATF-4, which leads to enhanced mitochondrial function and α-ketoglutarate production required for JMJD3-dependent epigenetic modification, thus promoting mitochondrial respiration and lipid oxidation in M2 macrophages (61). Furthermore, it has been demonstrated that the transcription factor CTCF recruits histone acetyltransferase E1A binding protein p300 to promoter regions by binding to downstream acting targets, thereby enhancing histone acetylation and gene transcription and promoting M2 polarization of TAM (62).

In summary, polarization and metabolic reprogramming of macrophages are the result of coregulation by multiple signaling pathway interactions that produce adaptive changes based on differences in the microenvironment.




Effects of The Microenvironment on Macrophage Polarization and Metabolism

Macrophages have strong plasticity, and can be polarized into different subtypes by the TME, with a two-sided relationship with tumors (Figure 3) (63). M1 macrophages can be activated by IFN-γ and TLRs to recognize tumor cells through cell surface antigens, releasing tumor killer factors such as NO and ROS, which have antitumor effects. M2 macrophages can be activated by IL-4 and IL-13 and are regulated by multiple transcription factors and secreted cytokines when regulating tumor growth progression, which inhibits immune response, hypoxia regulation, angiogenesis, invasion, and metastasis. Metabolic regulation between TME and TAMs is gaining attention, and all components of the TME rely on nutrients for survival, maintenance, and proliferation (64). At the same time, competition and symbiosis between tumor cells and other components of the TME can influence each other, and an excess of metabolites can lead to the reprogramming of immune cells, resulting in new phenotypes and functions. Normally, immune cells in the microenvironment are in a relative resting state and which usually metabolize glucose to pyruvate within the mitochondrial TCA cycle to acetyl-CoA or undergo fatty acid oxidation. However, when the body is stimulated by infection, tumors and other factors, immune cells such as macrophages need to undergo metabolic reprogramming to change the cellular metabolic pathways to obtain large amounts of energy and metabolic intermediates to meet their biosynthetic needs, to undergo proliferation and differentiation and perform effector functions (65).




Figure 3 | Macrophage polarization process and the associated functions of M1/M2 macrophages.



Under normal physiological conditions, macrophages use OXPHOS as their primary metabolic pathway for their energy requirements. However, macrophages undergo polarization and metabolic reprogramming when stimulated by external pathogens, cytokines, and tumor metabolism, such as LPS, IFN-γ, TNF-α, IL-1, IL-4, IL-10. M1 macrophage metabolism changes from glucose OXPHOS to glycolysis, and is accompanied by increased lactate release, decreased oxygen consumption rates, and glutaminolysis (66). The aforementioned changes in glucose metabolism patterns can produce the metabolic intermediates and meet the energy needs of the M1 macrophages. In addition, disruption of the TCA cycle in M1 macrophages causes the accumulation of succinate and citrate, which stabilize HIF-1α and IL-1β by inhibiting proline hydroxylase activity, to further accelerate glycolytic metabolism and drive inflammatory responses; citrate participates as a synthetic substrate for NO and prostaglandin (67). Unlike the metabolic pattern of M1 macrophages, M2 macrophages have a complete TCA cycle and a significant increase in oxygen consumption upon activation and mainly rely on OXPHOS and FAO for metabolic energy supply. Moreover, the polarization of M2 macrophages also depends on glutamine, which can supplement TCA cycle intermediates for the synthesis of biomolecules such as lipids, and provide a nitrogen source for the synthesis of non-essential amino acids and nucleic acids. Thus, altered glycolipid metabolism in macrophages determines M1/M2 polarization and regulates its immune function (Figure 4). Metabolic reprogramming of macrophages is mainly caused by changes in the TME, and polarized macrophages are not unchanged. M1 macrophages and M2 macrophages can be mutually transformed through action of lactate as well as some cytokines (28).




Figure 4 | Various nutrients and metabolites in the tumor microenvironment. Glucose, amino acids, glutamine, fatty acids, and other metabolites, or growth factors in the TME are all important factors affecting tumor cell proliferation and immune cell function.




The Influence of Glucose-Rich Milieu on Macrophage Function

The main energy source for the normal function of macrophages is glucose. Glucose is metabolized within the cell through three main pathways: glycolysis, the pentose phosphate pathway (PPP) and the TCA cycle. The main steps of glycolysis are completed in the cytoplasm, where glucose is decomposes into pyruvate in an aerobic environment. It then reenters the mitochondria to participate in the TCA; which decomposes glucose into lactate in an anaerobic environment and produces ATP (68). The pyruvate produced by normal glycolysis further produces more ATP through OXPHOS. However, in tumor cells in an aerobic environment, glycolysis does not enter the TCA, which causes high consumption of glucose in the TME and produces metabolites such as lactate, which affect the metabolic reprogramming of immune cells in TME (69). Glycolysis powers macrophages and other cells more rapidly than OXPHOS while providing cells with essential intermediate metabolites. Normally, naive M0 macrophages acquire energy through the efficient process of OXPHOS. However, polarized macrophages choose appropriate metabolic patterns based on the TME and their own energy metabolism characteristics.

TAMs constitute the largest immune cell population in the TME and play an immunosuppressive role during tumor development. Since cancer cell energy metabolism is mainly dependent on glucose, they consume large amounts of glucose in the TME and undergo aerobic glycolysis to meet the rapidly growing tumor energy needs. Thus, TAM metabolic features shift to OXPHOS and FAO metabolism and exhibit a function similar to M2 macrophages in a low glucose TME and demonstrate an immunosuppressive effect (70, 71). Minor differences in environmental stimuli can give rise to significantly different macrophage phenotypes and metabolic profiles. Macrophages can exhibit different reactivity even with the same stimulus. TAMs actually have a higher glucose uptake capacity and high levels of glycolytic metabolism similar to M1 macrophages to support their cytokine profile and function. Proteomic analysis revealed that glycosylase expression including HK2 was upregulated in macrophages stimulated with tumor extracts from breast cancer patients (72), which is consistent with pancreatic ductal adenocarcinoma (PDAC) (73) and non-medullary thyroid carcinoma (74). At the same time, lactate release of glycolysis into the TME in cancer cells also upregulated HIF-1a expression in TAMs, resulting in increased glycolysis and the M2-like state (75, 76). In addition, in vivo, macrophages are able to repolarize from the M2 to the M1 phenotype, and can co-express M1 and M2 polarization features after tumor progression (77). It has been shown that a novel subtype of CD19+ TAMs was found in HCC, and the results showed that glycolysis may be an innate feature benefiting tumor progression. Glucose-rich milieu may induce a macrophage polarization shift to a M2-like phenotype. It was found that O-GlcNAc in TAMs can enhance glucose flow to promote polarized M2 macrophages through the hexosamine biosynthetic pathway (HBP) and drive cancer progression and immune evasion (78). Indeed, compared to immune cells, tumor cells rely more on glucose to support their growth than TAMs, and this nutritional competition between tumor and immune cells is clearly unfavorable for tumor cell proliferation. In conclusion, the glucose-rich environment favors macrophage polarization to the M1 isoform and plays the tumor-suppressive role in M1 macrophages.



The Influence of Free Fatty Acid-Rich Milieu on Macrophage Function

Under normal conditions, the expression of key enzymes of fatty acid anabolism in tumor cells, such as sterol regulatory element binding protein and fatty acid synthase (FAS) is increased, and the anabolism of fatty acids dominates. Fatty acid metabolites released into the TME can use multiple pathways to affect the metabolic phenotype and function of immune cells. The effect of tumor fatty acid metabolites on macrophages in different polarized states varies significantly. Among them, M1 macrophages, after uptake of excessive amounts of unsaturated fatty acids, can stimulate the production of IL-1α, leading to increased inflammation, which will further stimulate increased fatty acid synthesis in macrophages and contribute to the inflammatory function of M1 macrophages; M2 macrophages, in contrast, take up triglycerides in the microenvironment mainly through the fatty acid receptor CD36, resolved by lysosomal acid lipase, through high levels carnitine palmitoyl transferase 1α(CPT1), which mediate the conversion of fatty acid mitochondria transmembrane, coordinating mitochondrial respiration and fatty acid oxidation, while reducing the production of inflammatory cytokines and increasing fatty acid metabolism (79).

M1 macrophages are primarily dependent on glycolytic metabolism; however, fatty acid levels in cells can also significantly affect cell function. Research has shown that the performance of the inflammatory function in M1 macrophages requires the participation of the fatty acid synthesis pathway (80). Inflammatory stimuli such as LPS and cytokines trigger increased fatty acid synthesis in M1 macrophages. When macrophage colony-stimulating factor (M-CSF) induces macrophage differentiation, the sterol regulation factor binding to the transcription factor 1c is upregulated, with increased expression of fatty acid synthesis-related target genes and increased lipid synthesis. Alternatively, mitochondrial uncoupled protein 2 promotes NLRP3 inflammatory body activation by regulating FASN and stimulating fatty acid synthesis, exacerbating the inflammatory response to during sepsis (81). In brief, these studies suggest that fatty acid synthesis is required for the differentiation and function of inflammatory macrophages.

The main mechanisms by which M2 macrophages exert immunosuppressive effects include the expression and functional activity of arginase and the S-nitrosylation of surface proteins in infiltrating T cells (including T cell receptors). The metabolic characteristics of M2 macrophages are clearly distinct from M1 macrophages, and the process driving the M1 macrophage glycolytic switch is downregulated in M2 macrophages and exhibits higher levels of FAO, mitochondrial quality and mitochondrial respiration rate, and decreased OXPHOS significantly inhibited the M2 phenotype, including anti-inflammatory cytokine secretion and expression of M2 activation markers. CPT1, which is located in the outer mitochondrial membrane and is capable of transporting fatty acids through the mitochondrial membrane, is a rate-limiting step in β-oxidation. Upregulation of CPT1α expression in macrophage cell lines promotes FAO and reduces inflammatory cytokine production (82). This effect is mediated by signaling transduction and transcriptional activator 6 and the peroxisome proliferator activating receptor coactivator 1 β (83). However, it has been shown that CPT2 deletion does not affect M2 macrophage polarization, although it inhibits FAO (84). Therefore, CPT1 has additional roles other than fatty acid transport during M2 polarization and a complex mechanism of action. One study showed that M2 takes up triacyl glycerol substrate through the scavenger receptor CD36, which is followed by adipolysis by lysosomal acidic lipase, and this is the first finding that cellular intrinsic lysosomal lipolysis plays a critical role in M2 activation (85).




Control of Cellular Metabolism as a Target for Cancer Therapy

Given that TAMs promote tumor development, there are two major strategies for targeting them, reducing the number of TAMs or controlling metabolic reprogramming. Metabolic alterations after macrophage polarization are the major driver in mediating macrophage function. Furthermore, the metabolic requirements of tumor cells are significantly increased compared to normal differentiated cells, and cancer cells exhibit extremely high metabolic activity such as aerobic glycolysis and glutamine metabolism (86). Therefore, the development of therapeutic methods for key metabolic enzymes and metabolic pathways may have important clinical significance (Table 2) (101).


Table 2 | Current status of various metabolic pathway inhibitors.




Glycolysis Inhibition

2-Deoxy-D-glucose(2-DG), a non-metabolizable glucose analogue, suppresses glycolysis by acting on hexose kinase (102). A completed phase I clinical trial evaluated the effect of 2DG alone and in combination with docetaxel on advanced solid tumors (87). Studies have also shown that low doses of 2-DG inhibition of glucose metabolism combined with a MEK inhibitor induces apoptosis in krasg12d-driven pancreatic ductal adenocarcinoma cells, and experiments also show that this combination treatment inhibited the growth of xenograft pancreatic ductal adenocarcinoma and prolonged total survival (103).

The pyruvate kinase M2 (PKM2) is a key enzyme in the last step of glycolysis, and is also a regulatory site of many signaling pathways, promoting aerobic glycolysis in cancer cells during tumor progression (104). Shikonin was reported as an inhibitor of PKM2 that suppresses cancer cell proliferation and overcomes chemotherapeutic drug-mediated resistance (88, 105). In addition, it has been proposed that HA344 inhibits the final and rate-limiting steps of glycolysis by covalently binding to PKM2 while blocking the effect of inosine monophosphate dehydrogenase activity, and the authors described the considerable potential of HA344 in overcoming cancer resistance (89).



PDK Inhibition

Dichloroacetate (DCA), a PDK inhibitor that inhibits the Na+-K+ -2Cl-cotransporter and mitochondrial potassium channel axis, increases reactive oxygen species generation, causes apoptosis in cancer cells, and inhibits tumor growth (106).. DCA has shown good results in clinical trials of head and neck cancer, glioblastoma, and other recurrent brain cancers. Furthermore, it has been demonstrated that DCA-treated melanoma cell line metabolism shows reduced glucose consumption and lactate production, downregulated proliferation, increased apoptosis, decreased activation of the mTOR pathway. Therefore, DCA alone or in combination with mTOR inhibitors has the potential to treat cutaneous melanoma (107).



HIF Inhibition

HIF-1α is a transcription factor that regulates metabolism, affecting the gene expression involved in glycolysis, angiogenesis and cell proliferation (108). PX-478 acting as a HIF1α inhibitor has antitumor activity against a variety of cancer cell lines under constant hypoxia in vitro and in vivo (109). However, in recent years, no additional clinical studies on PX-478 have been reported, and more studies on PX-478 in combination with other drugs are needed to reduce the side effects of the drug itself and improve efficacy. The combination of DCA and PX-478 demonstrated synergistic effects in a variety of cancers, inhibiting cancer proliferation through the production of ROS and apoptosis (110). Currently, phase I clinical trials are ongoing in patients with advanced solid tumors. EZN-2968, an antisense oligonucleotide inhibitor of HIF-1α, has proved potentially beneficial for HCC patients in a phase I clinical study (92). In addition, other drug types, such as inhibitors of microtubule dynamics, Na+/K+ ATPase, translational regulation of HIF-1α by ATR and inhibitors of stabilization of the HIF-1α protein, have been reported in the literature (111).

Belzutifan, an oral HIF-2α inhibitor for treating adults with cancers linked to the rare genetic disorder von Hippel-Lindau disease, has now been approved for clinical treatment (112).



Inhibition of the PI3K-AKT-mTOR Pathway

Currently, the efficacy of immunotherapy in multiple tumors is less than satisfactory, and the loss of PTEN or activation of the PI3K pathway in cancer cells enhances the resistance to immunotherapy (113). Studies have shown that PI3K-AKT-mTOR overactivation may be an important reason for USP12 downregulation, which leads to increased TAM abundance in the TME and improves tumor resistance to immunotherapy (114). Thus, targeting the USP12-PPM1B cascade may perturb the TME and increase the efficacy of immune checkpoint blockade in certain cancers.

PI3K is an upstream regulatory target of AKT and mTOR and plays an important role in the PI3K-AKT-mTOR signaling pathway. CYH33, a PI3K inhibitor, has been shown to enhance infiltration and activation of CD8T and CD4T cells while attenuated M2 macrophages and regulatory CD4T cells, in combination with the FA synthase inhibitor C75, inhibit tumor growth and enhance host immunity (94).

AKT activates the mTOR signaling pathway to regulate metabolism. Previous studies have shown the limited efficacy of AKT inhibitors as monotherapy in a clinical trial, but combinations with other drugs showed good results (115). Clinical studies have shown that the application of the AKT inhibitor MK-2206 in breast cancer patients can significantly improve the immune characteristics of TME, and can provide the basis for AKT inhibition combined with immunotherapy (116).

mTOR can induce glycolysis, stimulate cell growth, and play a major role in macrophage polarization and metabolic reprogramming, and dysregulation of mTOR expression underlies multiple human diseases. Therefore, targeting mTOR has great potential in tumor therapy (117). Temsirolimus, a specific inhibitor of mTOR, has shown positive effects in patients in several clinical trials (96). It has also been demonstrated that temsirolimus in combination with capecitabine is effective in patients with advanced solid tumors (118). Everolimus is another mTOR inhibitor that shows anti-antitumor efficacy as a single drug or in combination with other drugs in various clinical trials (119) and performs well in a variety of tumors such as advanced breast (97) and neuroendocrine tumors (120). It has entered phase 2 clinical trials. Another mTOR inhibitor, ridaforolimus, showed antitumor activity in hematological malignancies (121), endometrial carcinoma (122) and sarcoma (123). In addition, relevant clinical trials with several other inhibitors such as sapanisertib have been reported and are performing well in phase I clinical trials in renal, endometrial and bladder cancer (124). Results of phase I clinical trials assessing the safety and resistance of AZD8055 to patients with advanced solid tumors are acceptable (100).

Accumulating evidence suggests that epigenetic modifications have the potential for therapeutic development. Analysis of metabolomics in trained monocytes demonstrated that fumarate accumulation promotes the training of immune reprogramming by inhibiting KDM5 histone demethylases, increasing H3K4me3 and H3K27 acetylation, and inducing epigenetic reprogramming of monocytes (125). It has been found that the mir-144/mir-451a cluster induces M1 like repolarization of TAMs by targeting HGF and MIF. In a regulatory circuit, mir-144 can target histone H3K27 methylation catalyzed by EZH2 and EZH2 to silence the mir-144/mir-451a cluster in HCC (126). Thus, demethylation agents may have the potential to treat inflammatory diseases. However, one challenge is that the same pathway used in tumor cells and other cells in TME cells may play the opposite role depending on different cellular environments. It has been shown that mTOR activation has an antitumor effect in hypoxic TAMs but a tumor-promoting effect in cancer cells. The antitumor effect of mTOR inhibitors is mainly achieved by inhibiting this pathway in cancer cells, but the cancer suppressor effect will be offset by drug harmful results on TAMs (127). In this case, mTOR’s drug inhibition in combination with the TAM depletion strategy showed enhanced effects. In addition, the development of novel nanoagents that target and influence TAMs may be another promising alternative for the successful treatment of tumor (128). It has been reported that nanoagents have been developed and tested in clinical trials in primary breast cancer, bone metastatic breast cancer, and glioblastoma (129, 130).




Conclusion and Perspectives

TAMs are an important part of the TME and immune ecology and have an important role in regulating tumor progression and metastasis. Molecular targeted therapy that regulates TAM metabolism has become a hotspot in research and development. TAM has a high degree of plasticity, and the effects of M1 and M2 macrophages are completely different for tumors. According to the results of current clinical trials, anti-TAM treatment should be combined with traditional chemotherapy to inhibit tumor cells and regulate the TME, which can achieve an obvious treatment effect and improve the treatment effect of patients. However, the current therapeutic strategies related to TAM pay more attention to exhaust TAM in TME and the research of antimetabolizing drugs tends to inhibit tumor cell metabolism rather than TAM.

The mechanisms of the signaling pathways associated to TAMs polarization and metabolism require further investigation. HIF is the most important regulatory signal for metabolism and polarization. However, it is far from clear about how HIF regulates M1/M2 macrophage expression-associated markers. Furthermore, c-Myc has been shown to influence the expression of genes associated with M2 macrophage polarization induced by IL-4, but the connection between c-Myc and metabolism in M2 macrophage polarization remains unclear. In conclusion, the metabolism and polarization of TAMs are highly correlated with tumor progression and treatment. Further study of the molecular mechanism of TAM metabolic reprogramming can lay a solid theoretical foundation for the targeted inhibition of TAM, to enhance the body’s immune response and develop new therapeutic programs.
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Immunotherapy is acquiring a primary role in treating endometrial cancer (EC) with a relevant benefit for many patients. Regardless, patients progressing during immunotherapy or those who are resistant represent an unmet need. The mechanisms of immune resistance and escape need to be better investigated. Here, we review the major mechanisms of immune escape activated by the indolamine 2,3-dioxygenase 1 (IDO1) pathway in EC and focus on potential therapeutic strategies based on IDO1 signaling pathway control. IDO1 catalyzes the first rate-limiting step of the so-called “kynurenine (Kyn) pathway”, which converts the essential amino acid l-tryptophan into the immunosuppressive metabolite l-kynurenine. Functionally, IDO1 has played a pivotal role in cancer immune escape by catalyzing the initial step of the Kyn pathway. The overexpression of IDO1 is also associated with poor prognosis in EC. These findings can lead to advantages in immunotherapy-based approaches as a rationale for overcoming the immune escape. Indeed, besides immune checkpoints, other mechanisms, including the IDO enzymes, contribute to the EC progression due to the immunosuppression induced by the tumor milieu. On the other hand, the IDO1 enzyme has recently emerged as both a promising therapeutic target and an unfavorable prognostic biomarker. This evidence provides the basis for translational strategies of immune combination, whereas IDO1 expression would serve as a potential prognostic biomarker in metastatic EC.
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Introduction

Endometrial cancer (EC) is the most common gynecologic malignancy in Europe, and its prevalence is increasing. EC makes up 2% of all new cancer cases (1). It is typically detected in the early stages when the disease is confined to the uterus for most patients. The 5-year survival rates are high for patients with early-stage disease, and the 5-year survival rates of 76% have been reported for all patients with EC in Europe (all disease stages) (2).

In 2013, the Cancer Genome Atlas (TCGA), by evaluating the genomic and epigenomic landscapes of primary EC, delineated four distinct molecular subtypes, namely polymerase ϵ (POLE)-mutant/hypermutated, microsatellite instability-high (MSI-H), copy number low, and copy number high. This molecular classification reflects the underlying tumor biology and potential therapeutic strategies (3).

In this regard, EC cells and the tumor microenvironment (TME) have been shown to modulate the immune response. Firstly, EC cells possess the ability to activate programmed cell death protein 1 (PD-1) signaling, an immune checkpoint receptor able to downregulate the immune response by overexpressing programmed death-ligand 1 (PD-L1) and 2 (PD-L2). PD-L1 and PD-L2 bind PD-1 expressed on tumor-infiltrating CD4 and CD8 T cells, inactivating them in the TME (4). Immunohistochemical studies have described PD-1 and PD-L1 expression levels (40%–80% in endometrioid, 10%–68% in serous, and 23%–69% in clear cell subtypes, respectively) in EC, representing the highest expression within gynecologic cancers (3, 5). Secondly, EC subtypes with high tumor mutational burden (e.g., POLE-mutant/hypermutated and MSI-H) are highly immunogenic and exhibit more tumor-specific neoantigens, resulting in increased CD4 and CD8 tumor-infiltrating lymphocytes (TILs) and a compensatory upregulation of immune checkpoints (6). Increased TILs, an indicator of the anticancer immune response, have been associated with improved outcomes in EC (7).

This peculiar TME combination of increased mutational load, TILs, and PD-1/PD-L1 expression makes EC an ideal target for immunotherapeutic interventions. When considering therapeutic targets, it is important to note that EC was recently shown to have the highest prevalence of MSI across 30 human cancer types; approximately 30% of primary EC are MSI-H, and 13%–30% of recurrent ECs are MSI-H or DNA mismatch repair system defectives (dMMR) (8). This subgroup is characterized by low copy-number aberrations and a high mutational burden (8). Because the MSI-H status is a biomarker of response to immune checkpoint inhibition, in 2017, pembrolizumab (KEYTRUDA, Merck), an anti–PD-1 monoclonal antibody, was approved for the treatment of MSI-H or dMMR solid tumors, such as in EC (9). In April 2021, the FDA approved dostarlimab (Jemperli), an anti–PD-1 monoclonal antibody, to treat recurrent or advanced dMMR EC that has progressed on or following prior treatment with platinum chemotherapy (9).

Unfortunately, women with advanced and recurrent EC still have limited therapeutic options following standard therapy based on a platinum-based regimen (9). Given the critical role of the immune dysregulation process in EC progression, and considering that EC is more likely to benefit from immunotherapy than other gynecological malignant tumors, the use of immune checkpoint inhibitors has been explored as a therapeutic mechanism, both as monotherapy and in combination with targeted agents (5, 9). Most advanced EC patients are expected to receive immunotherapy alone or in combination, either in the first or the second line, worldwide. The treatment of patients resistant to immunotherapy is thus a clear unmet need. Therefore, the mechanisms of resistance to immunotherapy should be better investigated.

It has been suggested that the immunometabolic dysregulation mediated by the indolamine 2,3-dioxygenase 1 (IDO1) pathway protects EC cells from the cytotoxicity induced by T cells, thus actively generating an immunosuppressive milieu (10–12). The IDO1 enzymatic activity catalyzes the first rate-limiting step of the so-called “kynurenine (Kyn) pathway”. It depletes the tissue microenvironment of the essential amino acid l-tryptophan by converting it into the immunosuppressive metabolite l-kynurenine. In this review, we discuss the role and features of the TME in EC by focusing on the involvement of immunometabolism mechanisms mediated by the IDO1 pathway and its potential prognostic role. Finally, we also evaluate the potential application of targeting the IDO1 pathway in the therapeutic strategy of EC for overcoming immunotherapy resistance.



IDO1 and immune functions

IDO1 is known to exert immune regulatory functions in several conditions, comprising infection, allergy, pregnancy, autoimmunity, chronic inflammation, transplantation, and mechanisms for the immune escape of tumors (13, 14). Investigation of other functions of IDO1, such as those related to its effect on vascular biology, nociception, and the central nervous system, is beyond the scope of this review and, therefore, will not be addressed.


Mechanisms of the IDO1 immune function

In physiological conditions, IDO1 is expressed primarily in mucosal tissues, such as in the lung and placenta by endothelial cells, in the woman’s genital tract by epithelial cells, and also in lymphoid tissues by mature dendritic cells (DCs) with a phenotype (CD83+, DC-LAMPþ+, langerin−, CD123−, and CD163−) different from plasmacytoid DCs (15). The IDO1 activity is regulated by metabolic factors, such as heme cofactor, substrate supply, redox potential, and nitric oxide (NO). The inducible NO synthase (iNOS) enzyme is induced by interferon (IFN)-γ with subsequent NO production and blockage of IDO1 activity. Hence, IFN-γ co-induces iNOS and IDO1, but metabolic cross-regulation may override the IDO1-mediated one (16). The IDO1 pathway activity can also be reduced by lowering the IDO1 enzyme levels. In some cells, IDO1 levels are regulated by SOCS3, which sends IDO1 to proteasomal degradation (17, 18).

In some settings, the trade-off between tolerance and immunity seems to depend on factors altering the balance between local pro-inflammatory signals and the immunosuppressive activity by IDO1 (13). Because immune-related molecules induce IDO1 gene expression, the IDO1 pathway also occurs during inflammation in many tissues, especially in case of sustained inflammation. Indeed, IDO1 gene activation manifests together with the production of pro-inflammatory cytokines locally. IDO1 enzymes are intracellular, but their effects are not limited to the cells expressing IDO1 as they can act in a paracrine fashion. There are two main mechanisms through which IDO1 modulates immune responses: innate or inflammatory IFN-dominated responses, which cause a short but intense course of tryptophan degradation and Kyn metabolites’ production, and a transforming growth factor β (TGF-β)–driven self-maintaining form of intracellular signaling activity, which confers plasmacytoid DCs an immunosuppressive phenotype (14).

With regard to the IFN-mediated response, the IDO1 enzyme metabolizes the essential amino acid tryptophan producing soluble factors, such as Kyn and downstream metabolites, which strengthen an immunosuppressive milieu (10–12, 18). The production of secreted Kyn metabolites and the tryptophan-depleted environment can be sensed by neighboring cells (15). When Kyn pathway metabolites bind to the ligand-activated transcription factor aryl hydrocarbon receptor (AhR), it exerts immunosuppressive effects through the suppression of antitumor immune responses (19, 20), the promotion of the differentiation of FOXP3+ Tregs (regulatory T cells) (21, 22), and the decrease in the immunogenicity of DCs mediated by IDO1 expression (22). Tryptophan depletion is also a potent regulatory signal, as it activates molecular stress-response pathways, such as GCN2 kinase and mTOR (13). Although direct effects of IDO1 on the mTOR pathway have not been found yet, it is plausible that mTOR is a downstream pathway affected by IDO1 because amino acid withdrawal can affect this nutrient-sensing pathway (15, 23). Indeed, mTOR activity is inhibited during inflammatory responses where amino acids are catabolized by IDO1 and other enzymes (23–25). Regarding GCN2, it appears that the latter inhibits T effector cells while enhancing Treg activity (15). GCN2 activation by IDO1 leads to cell-cycle arrest and functional anergy in CD8+ T cells (26). In contrast, in CD4+ T cells, it blocks TH17 differentiation (27, 28) and promotes de novo Treg differentiation and activation of functional suppressor activity in mature Tregs (29, 30).

IFNs are the most important regulators of IDO1 expression. They activate the JAK/STAT complexes to induce transcription of many IFN-stimulated genes, such as the IDO genes. Mammalian IDO1 gene promoters possess IFN-stimulated response elements and IFN-activated sites (16). Other factors capable of triggering IDO1 transcription comprise regulatory cytokines, such as IL-10 and TGF-ß, and AhR ligands such as Kyn (16). Although these inflammatory insults can induce IDO1 expression, multiple factors restrict its expression and regulate its activity (e.g., the IFN-induced IDO1 expression is regulated by the transcriptional factor DAP12) (17, 18).

In professional antigen-presenting cells (APCs), such as DCs, IDO1 can confer tolerogenic phenotypes by acting as a direct intracellular signaling molecule (13, 14). In the presence of IDO1 activity, APCs start producing inhibitory cytokines, such as TGF-β, instead of inflammatory cytokines (31–33). Whereas acute responses are best controlled by the IFN-γ–IDO axis, TGF-β is critical in establishing a regulatory, long-lasting phenotype in DCs (14). In vitro experiments showed that, in response to TGF-β, the IDO1 promoter began to be transcriptionally active and maintained considerable activity later and for longer compared with that of IFN-γ. These effects remained sustained after TGF-β wash-up (14). Moreover, TGF-β–conditioned DCs and CD4+ T cells cultured with or without anti–TGF-β showed that the emergence, but not maintenance, of CD4+Foxp3+ T cells depended on TGF-β, suggesting that once induced, the regulatory population was not contingent on TGF-β. These elements suggest that TGF-β–dependent signaling in DCs induces IDO1 expression and a regulatory phenotype, which does not need TGF-β to be sustained (14).

These two mechanisms (IFN-induced and TGF-β–induced IDO1 expression) underline the importance of IDO1 upregulation in altering the whole local milieu from immunogenic to tolerogenic and changing the nature of the APC itself (14, 16). As stated before, IDO1 expression does not act exclusively on the cell expressing it but also in close-by cells, such as T cells interacting with APCs (15). This enables APCs to generate and sustain the function of Tregs through the combined effects of tryptophan starvation and Kyn acting via the AhR of T cells (14).



Immunosuppression by IDO1 in the tumor microenvironment

More than 60% of human tumors possess cells that express IDO1. These include tumor cells and stromal and endothelial cells in varying proportions according to tumor types. The gene expression data obtained from the TCGA database and immunolabeled samples show that the carcinomas of the cervix, followed by the endometrium, bladder, kidney, and lung, are the highest IDO1-expressing carcinomas. In particular, about 80% of EC expresses IDO1 (15). The expression of functional IDO1 in these tumors is constitutive, indicating that the IDO1 gene is active regardless of environmental factors (15, 34). This constitutive IDO1 expression represents a critical mechanism of intrinsic/primary immune resistance, limiting both accumulation and proliferation of TILs and making these tumors “cold” (i.e., not triggering a strong immune response), as shown in Figure 1.




Figure 1 | The tumor microenvironment in endometrial cancer. Two different mechanisms of immune resistance mediated by the IDO1 enzyme activity and expression in the TME in endometrial cancer. (Left) IDO1 is constitutively expressed in cancer cells (intrinsic or primary resistance) typically in non-inflamed tumors, such as endometrial and ovarian cancers. This expression prevents the accumulation of the activated antitumor CD8+ T cells, thus inducing an immunosuppressive TME. (Right) IDO1 is induced in endometrial cells (IDO + EC cells) and other cell types (stromal and endothelial cells) by IFN-γ released by neighboring activated T or NK cells in the context of a negative feedback loop (adaptive or acquired resistance). EC, endometrial cancer; IDO1, indolamine 2,3-dioxygenase 1; PD-L1, programmed death-ligand 1; TCR, T-cell receptor; TME, tumor microenvironment.



Moreover, like PD-L1, IDO expression seems more common in mismatch repair–deficient ECs than mismatch repair–intact tumors (not specified if only IDO1 or IDO2 as well) (35). Interestingly, in a study by Liu et al. (12), the percentage of primary (38%) and metastatic (43%) EC samples expressing IDO (not specified if only IDO1 or IDO2 as well) was significantly lower when compared with normal endometrium samples (57%). On the other hand, recurrent EC specimens showed a higher percentage than normal endometrial samples. Despite this, blocking the IDO1 pathway might be a useful treatment option in some settings, given that IDO is highly expressed in 21% of primary EC (12). In the same study, IDO was found to be expressed not only in the cytoplasm but also apically, and cells expressing IDO were in close proximity to the tumor vessels (12). Thus, tumoral IDO expression, as well as that of PD-L1, tends to be directed to the infiltrating edge of endometrial carcinomas suggesting an ongoing adaptive immune response (12, 35).

Stromal expression of IDO1 is usually observed in tumors rich in immune infiltrates, such as TILs. Because IDO1 transcription is strongly induced by IFN-γ, the IDO1 expression in inflamed TME likely results from IFN-γ produced by TILs. Consistently, the transcriptomic analysis reported a strong correlation between CD8+ T-cell infiltration and IDO1 expression in tumor models, such as melanoma. This is similar to CD274 (the gene encoding PD-L1), which is also inducible by IFN-γ, whose expression is also correlated with TILs. This represents a typical mechanism of adaptive resistance, where the immune system recognizes cancer, but protects itself by adapting to the immune attack mediated by infiltrating T cells through the production of immunosuppressive factors, such as PD-L1, TGF-ß, and IDO1 (13). Other mechanisms activated by tumor cells to escape the immune surveillance include the paracrine production of negative mediators, such as adenosine, VEGF, and overexpression of inhibitory immune checkpoints. The intrinsic or adaptive resistance mechanism mediated by IDO1 expression in the TME is shown in Figure 1.

Patients with EC have increased tryptophan degradation resulting in higher serum Kyn concentrations and a higher Kyn/tryptophan ratio compared with healthy woman controls (36). Tryptophan depletion through IDO1 overexpression favors cell-cycle arrest and apoptosis in T lymphocyte or NK cells (10, 11). Moreover, in NK cells, Kyn downregulates the specific triggering receptors NKp46 and NKG2D, suppressing the killer functions (11). Given that the TME is depleted of tryptophan, it can be expected that immune cells and cancer cells will suffer from tryptophan shortage as they are found close to each other. Cancer cells may be less sensitive to this condition than T or NK cells, resulting in localized tolerance within the TME and the contribution to the tumor escape from host immune surveillance (11). In fact, IDO1 induces a novel tryptophan transporter expression in mouse and human cancer cells (37). Such alternative means of tryptophan intake are probably involved in maintaining an adequate cellular tryptophan status when the microenvironment becomes depleted (38).

Because IDO1 expression is found in tumor cells of different types of cancers, many studies report that a high IDO1 expression is associated with a negative effect on prognosis (11, 13, 16, 39–45). Tumors in this category include EC, colon cancer, melanoma, ovarian cancer, brain tumors, acute myelogenous leukemia, and others (16). The prognostic significance of intra-tumoral IDO expression has been investigated in large cohorts of EC patients. Indeed, the IDO expression in EC correlates with the frequency of nodal metastases and lower numbers of intra-tumoral CD8+ T lymphocytes (not specified if IDO1 or IDO2 as well) (38, 43, 46). The intra-tumoral high IDO expression has a negative impact on survival in advanced EC. Finally, the IDO expression in EC could be an independent prognostic factor for impaired progression-free survival (35) and independently associated with poor disease-specific survival in a general cohort of EC patients and among patients with early-stage EC, but not in subgroups with advanced stage and an endometrioid tumor type (38).




Immune checkpoint inhibitors in endometrial cancer

Treatments based on immune checkpoint blockade (ICB), especially PD-1 or PD-L1 inhibitors, have been explored as a therapeutic strategy in advanced EC, both as monotherapy and in combination with cytotoxic chemotherapy, other immunotherapy, or targeted agents. In microsatellite stable (MSS) or PD-L1–positive advanced EC, response rates ranging from 3% to 23% have been observed with PD-1 inhibitors, such as nivolumab and dostarlimab, and with PD-L1 inhibitors, such as atezolizumab, avelumab, and durvalumab (5). In MSI-H or dMMR-advanced ECs, PD-L1 inhibitors, such as durvalumab and avelumab, have shown response rates of 43% and 27%, respectively. Conversely, the PD-1 inhibitors, such as dostarlimab and pembrolizumab, appear more effective, showing response rates of 49% and 57%, respectively (5). However, the tumoral expression of PD-1 and PD-L1 is just one of the many potential mechanisms of immune evasion in EC.

Lenvatinib is a selective inhibitor of VEGF-α, KIT, and RET and is a potent angiogenesis inhibitor. It has also been shown to be an effective immunomodulator. Lenvatinib decreases tumor-associated macrophages, increases T-cell population, upregulates the type I IFN signaling pathway, and leads to the activation of CD8+ T cells. In 2019, the FDA granted accelerated approval for the combination therapy of lenvatinib and pembrolizumab for the treatment of advanced non–MSI-H and non-dMMR EC that has progressed following prior therapy, according to substantial activity in phase Ib/II KEYNOTE-146/Study 111 (5). Later, in a randomized phase III trial (KEYNOTE-775/Study 309), lenvatinib plus pembrolizumab led to significantly longer progression-free survival and overall survival than chemotherapy among patients with advanced EC who had received one or two previous platinum-based chemotherapy regimens (47). To verify whether pembrolizumab plus lenvatinib is superior to chemotherapy in terms of progression-free survival and overall survival in patients with mismatch repair-proficient tumors and all patients even in the first line, the ENGOT-en9/LEAP-001 trial is currently ongoing (48). This trial has the potential to define the new standard of first-line treatment in advanced EC.



Targeting IDO1 pathway in cancer


Efficacy of IDO1 blockade

IDO1 inhibition has already been shown to be effective in preclinical settings. Over the past decade, intense efforts have been made to develop IDO1 inhibitors, and several small-molecule IDO1 inhibitors have been reported.

Among the several investigations with murine models attempting the clinical application of the IDO1 inhibitor therapy, the synthetic analog of tryptophan, 1-methyltryptophan (1-MT), best known as indoximod, is by far the most employed IDO1 inhibitor in the preclinical literature (49). 1-MT was first described as a competitive inhibitor of the IDO1 enzyme in the early 1990s. However, unlike its L-isomer, which has shown weak inhibitory activity, the D-1-MT isomer neither binds nor inhibits the purified IDO1 enzyme. In contrast to direct enzymatic inhibition of IDO1, indoximod acts downstream of IDO1 to stimulate mTORC1, which is a central regulator for cell growth (49). 1-MT, while not cytotoxic itself, may heighten the cytotoxic effects of chemotherapeutic agents in IDO1-expressing tumors (11). In murine P815 mastocytoma, tumor growth was significantly reduced by 1-MT in immunized mice, whereas, in mice depleted of T cells, the 1-MT effect was abolished (11). IDO1 inhibition has shown to increase the therapeutic efficacy of checkpoint inhibitors, cancer vaccines, or even chemotherapy (34, 50–52) in mice and human tumors grafted into immunodeficient mice reconstituted with human lymphocytes (53). This background indicates that murine and human lymphocytes are sensitive to IDO1-mediated immune suppression. Clinical trials with 1-MT have been conducted in different clinical settings, albeit none in EC. Results indicated that when used in monotherapy, indoximod exerted limited anticancer efficacy. In contrast, the combination of indoximod with other therapies including cancer vaccines, immune checkpoint inhibitors, and chemotherapy showed an antitumor efficacy (49).

Of the various IDO1 inhibitors that entered clinical trials targeting different advanced solid tumors, those in combination with the anti–PD-1 antibody have displayed better cooperativity, which would help overcome the drug resistance and maximize the survival benefits of patients (54). In the development of IDO1 inhibition targeting, the most advanced is epacadostat, which has already been tested in several clinical trials. Epacadostat is an orally available, highly specific, reversible competitive IDO1 inhibitor with over 1,000-fold selectivity to IDO1 over IDO2 or tryptophan dioxygenase. In vitro and in vivo studies showed that epacadostat reduced the tumor growth and promoted the proliferation of both T and NK cells. Preclinical studies showed that epacadostat and immune checkpoint inhibitors had a synergy effect, and several clinical trials were initiated to evaluate the combination of epacadostat with immune checkpoint inhibitors.

Based on encouraging clinical results in early-phase trials in other tumors such as melanoma, a crucial randomized phase III study (ECHO-301/KN-252; NCT02752074) was launched to test the benefit of adding epacadostat to pembrolizumab therapy in the first line. This study investigated the efficacy, safety, and tolerability by combining pembrolizumab with epacadostat or placebo in patients with unresectable or metastatic melanoma. Unfortunately, the negative results hampered the development of IDO1 inhibitors (55). Therefore, several phase III trials were terminated and withdrawn. Among these clinical trials, the study NCT03310567, designed for patients with recurrent or metastatic EC, was terminated due to these reasons and low enrollment (Table 1).


Table 1 | Current development status of IDO1 inhibitor strategies in advanced endometrial cancer.



The failure of the phase III trial with epacadostat in first-line metastatic melanoma is a key turning point in developing IDO1-targeting drugs (54). The mechanism of IDO1 inhibition and rational trial design should be a priority for discovering and developing an IDO1-targeting molecule. Interestingly, Van den Eynde et al. proposed several potential reasons for the negative outcome of using epacadostat plus immunotherapy in metastatic melanoma (56), such as insufficient IDO1 inhibition by epacadostat in the tumor; no selection of patients for tumoral IDO1 expression; no selection for patients refractory to immunotherapy; the adaptivity of the IDO1 expression mechanism in melanoma; compensatory expression of tryptophan dioxygenase or IDO2; the activation of the AhR by epacadostat, which drives immune suppression; and the insufficient blockade of the tryptophan–Kyn–AhR pathway by IDO1 inhibitors (56). Thus, it is urgent to address now the reasons for the clinical failure of epacadostat and whether IDO1 remains a critical immuno-oncology target. This can help determine the path forward in the clinical development of IDO1 inhibitors for cancer therapy.



Rationale for the IDO1 blockade in endometrial cancer

To date, there are few data on how the concurrent presence of other anti-immune defenses may interfere with the effectiveness of anti–PD-1/PD-L1 therapies in solid cancers, including EC (12, 57). If the goal of immunotherapy is to activate T cells within the TME, the activation of immunosuppressive pathways, such as that of IDO1 by the same activated cells, must be avoided in order to not reduce nor inhibit the expected antitumor effect (Figure 2). Preclinical studies demonstrated this concern with IL-12 therapy (58) and adoptive cell therapy using CAR-T cells (59), whereas confirmation in the clinical setting is still lacking. IDO1 expression can reduce the effectiveness of immunotherapy regimens by turning tumor-associated cytotoxic T cells dysfunctional. Thus, immunotherapies inducing extensive inflammation at the tumor site might benefit from a combination with an IDO1 inhibitor medication, as exposing a tumor to immune recognition is of little utility if the immune system cannot effectively eliminate it (12, 16, 57). The IDO1 expression in EC spans the four molecular subtypes, with higher levels in dMMR tumors, particularly Lynch syndrome–associated EC, and the POLE subtype (35, 60–63). However, it remains common in mismatch repair–intact tumors, a group for which immunotherapy is not currently considered a viable option. Therefore, IDO1 targeting can be also effective in tumors without abnormalities in the mismatch repair system, although further research is warranted (35).




Figure 2 | Targeting the IDO pathway. (A) The schematic representation of the effect of IDO1 on immune system cells of TME. IDO1 inhibits immune responses through several mechanisms, including the depletion of the essential amino acid tryptophan and the overproduction of kynurenine. The tryptophan depletion can inhibit T-cell proliferation arresting the cell progression cycle. In addition to the depletion of tryptophan, the accumulation of kynurenine exerts also immunosuppressive effects through the promotion of the differentiation of FOXP3+ Tregs, the decrease in the immunogenicity of DCs, and the inhibition of T effector cell. Thus, IDO1 represents a driver of tumor-mediated suppression. (B) The IDO1 pathway inhibition directly acts on the modulation of both innate and adaptive immune system in TME. Thus, the IDO1 inhibition can potentially turn these “cold” tumors into “hot” tumors. Abbreviations: IDO1, indolamine 2,3-dioxygenase 1; MHC, major histocompatibility complex; MDSC, myeloid-derived suppressor cells; TCR, T-cell receptor; Tregs, regulatory T cells.



In light of these considerations, the blockage of the IDO1 pathway in ECs appears as an attractive treatment option, as IDO1 provides a direct mechanism of tumor protection against attack by closely located or contacting T lymphocytes (14). The high expression frequency of both IDO1 and PD-L1 in EC suggests that therapies targeting only the PD-1/PD-L1 axis may be turned down in this tumor type due to IDO1 interference with immune cell function (Figure 2). Moreover, almost all tumors expressing PD-L1 coexpress IDO (not specified if IDO1 or IDO2 as well), but more than half of tumor-expressing IDO lacks PD-L1 expression, suggesting that IDO-expressing tumors are significantly more common than PD-L1–expressing ones (35). Thus, combination therapy might be of clinical utility in this scenario.



Clinical trials in endometrial cancer

Table 1 gives an overview of the clinical investigations targeting the IDO1 pathway in advanced EC treatment. Of the four trials in EC, three investigated the use of epacadostat and one investigated the use of BMS-986205.

The first positive preliminary data from a phase I/II study (NCT02178722) of the combination of epacadostat with pembrolizumab in patients with selected advanced cancers such as endometrial adenocarcinoma showed that epacadostat with pembrolizumab was generally well tolerated, and efficacy data suggest promising clinical activity (64). In this study, seven patients (11%) had endometrial adenocarcinoma. Of these patients, one achieved complete response and one partial response (65).

NCT04106414 is a Memorial Sloan–Kettering Cancer Center investigator-initiated, single-center, randomized, open-label, phase II study to evaluate the activity of the PD-1 inhibitor nivolumab with and without the IDO inhibitor BMS-986205 (linrodostat) in patients with recurrent or persistent EC or endometrial carcinosarcoma and is currently in the recruiting phase.

Finally, POD1UM-204 (NCT04463771) is the most attractive ongoing trial. This is an umbrella study of PD-1 inhibitors (retifanlimab, INCMGA00012) alone or in combination with other therapies in patients with advanced EC who have progressed on or after platinum-based chemotherapy. Previously, the POD1UM-101 study provided encouraging efficacy data (cohorts A and B). Retifanlimab was well tolerated and demonstrated antitumor activity in patients with pretreated recurrent MSI-H or dMMR EC, consistent with other PD-1 therapies (66). In POD1UM-204, patients with advanced EC with disease progression on or after >1 platinum-based regimen are enrolled in four treatment groups based on prior immunotherapy exposure and tumor characteristics, such as MSH-I, dMMR, ultra-mutated POLE, and FGFR mutation. Indeed, approximately 16%–20% of advanced EC patients have FGFR mutation associated with more aggressive disease and significantly shorter progression-free survival and overall survival. Therefore, an additional clinical benefit could be expected from the PD-1 inhibitor in addition to the FGFR inhibitor (pemigatinib). Interestingly, group C provides the use of retifanlimab plus epacadostat in select participants who are allowed on prior checkpoint inhibitors. Conversely, group E provides the same combination therapy as retifanlimab plus epacadostat in patients naïve to checkpoint inhibitors.

Despite the relevant progress made so far, there are still some issues. It is unknown if the prolonged activation of AhR affects cancer progression, considering that its activation by IDO1 inhibitors may induce pro-carcinogenic effects and can be associated with poor prognosis. The reduced mTOR activity due to tryptophan depletion can be reactivated by tryptophan-mimicking IDO1 inhibitors that can act as fake nutritional signals, in turn causing artificial antitumor efficacy of these inhibitors. Indeed, mTOR can reactivate the T-cell function, thus overcoming the tumor immune escape (54). IDO1 is also known for participating in different aspects of vascular biology. In this regard, Kyn contributes to vasodilatation, acting as a vascular relaxing factor. Thus, the vascular-related side effects of drug IDO1 inhibition are possible (67). Finally, a more accurate clinical trial design, possibly through the stratification according to the IDO expression level, can also help overcome the risk of failure in EC model clinical studies.




Conclusion

Advanced EC remains the most aggressive and life-threatening gynecologic malignancy, albeit remarkable therapeutic advances have been achieved. In several tumor types, including ECs and ovarian cancers, IDO1 expression can be observed in non-inflamed tumors and is confined to tumor cells themselves. Interestingly, this constitutive expression represents a mechanism of intrinsic immune resistance, which can prevent the accumulation of TILs in the TME, thus making these tumors “cold”. Given the presence of immune dysregulation in EC, the ICB has been explored as a therapeutic mechanism, both as monotherapy and in combination with cytotoxic chemotherapy, other immunotherapy, or targeted agents. IDO1-related ICB could potentially turn these “cold” tumors into “hot” tumors. A better understanding of the biological and molecular mechanisms involved in endometrial tumor progression and immune evasion is required. Overexpression of IDO1 by human EC cells is known to enhance tumor progression in vivo, and IDO1 inhibitors improve tumor rejection in mice models when combined with checkpoint inhibitors. Based on encouraging multiple preclinical models and results in early-phase trials, some randomized studies are ongoing also in advanced EC to test the benefit of adding IDO1 inhibitors to conventional immunotherapy. Immunotherapy combinations are relevant strategies aimed at restoring anticancer immunity and restraining primary and acquired resistance to immune checkpoint inhibitors.

In conclusion, based on these findings, clinical studies aiming at translating IDO1 inhibition strategies into EC treatment are required to evaluate the targeted blockade of IDO1 signaling as an additional, alternative, and effective future approach.
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RNA-binding proteins (RBPs) mainly contribute to abnormalities in posttranscriptional gene regulation. The RBP Musashi-2, an evolutionarily conserved protein, has been characterized as an oncoprotein in various tumors. However, the prognostic value and potential roles of Musashi-2 in clear cell renal cell carcinoma (ccRCC) have not yet been elucidated. In this study, we found that Musashi-2 was mainly expressed in the normal distal tubular cells and collecting duct cells of the kidneys, while its expression was significantly decreased in ccRCC. And higher expression levels of Musashi-2 indicated better overall survival (OS) in ccRCC. Furthermore, immunohistochemistry demonstrated that PD-L1 expression was negatively correlated with Musashi-2 expression, and Musashi-2 was found to be remarkably correlated with multiple immune cells and immune inhibitors, including CD8+ T cells, CD4+ T cells, regulatory T (Treg) cells, PDCD1, CTLA4, Foxp3, and LAG3. Functional enrichment analysis revealed that Musashi-2 might be involved in ccRCC metabolic reprogramming and immune infiltration and further predicted the therapeutic sensitivity of ccRCC. Taken together, Musashi-2 is a prognostic biomarker for ccRCC patients that may provide novel insights into individualized treatment strategies and guide effective immunotherapy.
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Introduction

Clear cell renal cell carcinoma (ccRCC) is the most prevalent pathological subtype of kidney cancer (accounting for 70–80% of renal cell carcinoma cases) (1) and is characterized by inactivation of the von Hippel–Lindau (VHL) tumor suppressor gene and dysregulation of hypoxia-related signaling pathways (2). Although surgical resection is an effective treatment for early-stage ccRCC, 30% of patients still experience tumor recurrence or metastasis after surgery (3). Currently, the main reason for the poor prognosis of ccRCC patients is that distant metastases are present at the time of diagnosis, and the clinical effect of tyrosine kinase inhibitor (TKI) therapy is limited (4). Therefore, further discovery of more effective molecular biomarkers is crucial for achieving early diagnosis of tumors and improving patients’ quality of life.

RNA-binding proteins (RBPs) are a class of highly evolutionarily conserved proteins consisting of more than 2,000 members that interact with transcripts produced in various RNA-driven processes (5, 6). RBPs have been proven to maintain the physiological balance involved in the regulation of essential cellular processes, such as the splicing, modification, transport, localization, stability, degradation, translation and metabolism of RNA (7, 8). Previous studies have shown that some RBPs significantly contribute to the remodeling of the ccRCC transcriptome by regulating target mRNA stability (9–11). Recent studies have also indicated that the abnormal expression of some RBPs is involved in the occurrence, proliferation, metastasis, and progression of ccRCC (10–13). Furthermore, prognostic models related to RBPs have also been investigated with database data, which may provide a way to predict the prognosis of ccRCC (14–18). However, the precise roles of RBPs in ccRCC tumorigenesis and development remain unknown.

The RBP Musashi-2, a member of the Musashi gene family, has been characterized as an oncoprotein in a variety of tumors, and its aberrant expression is closely associated with tumor occurrence and progression (including in breast, lung, pancreatic, liver, prostate and colorectal cancers) (19–24) mediated by its participation in the regulation of various molecules and signaling pathways (25). Although some studies that comprehensively analyzed RBPs have shown that multiple prediction models based on RBPs have important guiding significance for the outcome of ccRCC, it is worth noting that these studies were based on increased expression levels of RBPs (15–18). However, the role and function of Musashi-2 in RCC, particularly in ccRCC, are still not clear, and there are currently no studies on the effects of the RBP Musashi-2 on ccRCC patients.

This study is the first to demonstrate that the role of Musashi-2 in ccRCC differs from that in other tumors owing to the pivotal functions of Musashi-2 in metabolic reprogramming and immune infiltration. Our results may shed light on the clinical importance of Musashi-2 in ccRCC and provide a possible predictive indicator for evaluating the prognosis of patients with ccRCC.



Materials and methods


Tissue microarrays 

A tissue microarray was purchased from Shanghai OUTDO Biotech Co., Ltd. (HkidE180Su02). It contained 144 cases of ccRCC tumor tissues and 29 cases of normal adjacent tissues available for statistical analysis after exclusion of tissue defects. The operation time range covered February 2008 to March 2010, the follow-up time ended in August 2015, and the follow-up period ranged from 5.5 to 7.5 years. Clinicopathological characteristics, including age, sex, tumor size, tumor grade, T classification, N classification, and M classification, were retrospectively collected. The T, N and M stages were determined according to the 7th edition of the American Joint Committee on Cancer (AJCC) TNM staging system.



Hematoxylin and eosin staining

For histological analysis, sections were stained with H&E. Briefly, sections were incubated with a hematoxylin solution for 10 min to stain nuclei, and then they were incubated with an eosin solution for 3 min and transferred into an alcohol gradient (70% ethanol for 1 min, 90% ethanol for 1 min, and 100% ethanol for 1 min). Finally, the sections were dehydrated and cleared in xylene.



Immunohistochemistry

Immunohistochemical staining was performed as described previously (26). Briefly, IHC was performed on the paraffin-embedded ccRCC tissues using Musashi-2 (Abcam, #ab76148), PD-L1 (GeneTech, #GT228002, Colone: ZR3), HIF1A (CST, (E1V6A), #48085), CA9 (MXB Biotechnologies, RAB-0615), KIT (MXB Biotechnologies, KIT-0029, Colone: YR145) and MKI67 (MXB Biotechnologies, MAB-0672, Colone: MX006) antibodies. IHC images were captured with a Leica Aperio Versa 200 microscope. Musashi-2 expression levels were scored by multiplying the percentage of positive cells by the staining intensity. The percentage was scored as follows: no positive cells, 0 point; 1%‐25%, 1 point; 26%‐50%, 2 points; 51%‐75%, 3 points; and 76%‐100%, 4 points. The staining intensity was scored as follows: no positive staining, 0 point; weak staining, 1 point; moderate staining, 2 points; and strong staining, 3 points. The final Musashi-2 IHC scores were classified as follows: 0‐4, low expression; and 6-12, high expression. For PD-L1 IHC evaluation, positive expression was defined as a tumor proportion score exceeding 1% (27).



Analysis of the cancer genome atlas datasets using UALCAN

The ccRCC data in the TCGA database were analyzed using the UALCAN platform (http://ualcan.path.uab.edu). UALCAN is an online platform that contains raw TCGA data, including gene expression and clinicopathological data (28). In this study, the UALCAN database was employed to analyze the mRNA and protein expression of Musashi-2 in primary ccRCC tissues and its relationships with stage and grade.



Survival analysis using TCGA datasets and the UCSC Xena platform

The prognostic value of Musashi-2 in ccRCC was evaluated using the TCGA datasets and the UCSC Xena Functional Genomics Explorer platform (https://xenabrowser.net/) (29). The Xena platform comprises gene expression profiles and survival information for multiple cancers, including survival and mRNA expression data for 607 ccRCC patients. The optimal cutoff value for survival was determined by the algorithms. In addition, samples lacking cancer results were excluded from the corresponding analyses.



Analysis of Musashi-2 mRNA at the single-cell level and transcript level

The single-cell mRNA levels of Musashi-2 in the kidneys of normal humans were analyzed in data from The Human Protein Atlas (https://www.proteinatlas.org/). The mRNA expression in the cell type clusters identified in this study was visualized by a UMAP plot and a bar chart. Multiple transcripts of Musashi-2 were analyzed in normal kidney (GTEX) and TCGA ccRCC tissues by using the UCSC Xena platform (29).



Immune infiltrate correlation analysis using TIMER and the Xena platform

Associations between immune cell infiltration and Musashi-2 expression were analyzed with the Tumor Immune Estimation Resource (TIMER) tool (https://cistrome.shinyapps.io/timer/). TIMER is an online tool for systematic analysis of immune infiltration in various cancers (30). In this study, the purity-corrected partial Spearman’s correlation (partial-cor) and p value provided by TIMER are shown in scatterplots, and immune infiltration estimations were calculated with immunedeconv-EPIC and CIBERSORT (31, 32). The correlations between immune inhibitors and Musashi-2 expression determined with the Xena platform are shown in heatmaps and scatterplots, and samples lacking results were excluded from the corresponding analysis.



Functional enrichment analyses of Musashi-2

The limma package in R software was used to study the differentially expressed mRNAs in the Musashi-2 High (n=265) and Low (n=265) groups from the TCGA ccRCC datasets. “Adjusted P < 0.05 and Fold Change >1.5 or Fold Change < −1.5” were defined as the threshold for differential mRNA expression. The Cluster Profiler package (version: 3.18.0) in R was employed to analyze the Gene Ontology (GO)-identified functions of potential targets and perform Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis (33). The genes (top 100) similar to Musashi-2 were obtained using the Gene Expression Profiling Interactive Analysis platform (GEPIA2, http://gepia.cancer-pku.cn/) (34). Similar gene visualization of the functional enrichment analysis results was achieved by using an online bioinformatic platform from China (http://www.bioinformatics.com.cn/).



Signaling pathways, drug half-maximal inhibitory concentration (IC50) values and tumor immune dysfunction and exclusion scores

To calculate signaling pathway scores, ccRCC RNA-sequencing (RNA-seq; FPKM) data were downloaded from the TCGA. The R software GSVA package (35) was used to perform single-sample gene set enrichment analysis (ssGSEA), and the correlations between Musashi-2 and pathway scores were analyzed by Spearman correlation analysis. For analysis of drug IC50 values, we predicted the therapeutic response for each sample based on the largest publicly available pharmacogenomic database [the Genomics of Drug Sensitivity in Cancer (GDSC), https://www.cancerrxgene.org/]. The prediction process involved the use of the R package “pRRophetic” (31), in which sample IC50 values were estimated by ridge regression and the prediction accuracy. All parameters were set to the default values with removal of the batch effect of combat and tissue type of all solid tumors, and duplicate gene expression data are summarized as the mean value. The potential therapeutic response to immune checkpoint blockade (ICB) was predicted with the TIDE algorithm as described previously (36). All the above analysis methods and R packages used the R foundation for statistical computing (2020) version 4.0.3.



Statistical analysis

Clinical data analysis was conducted using GraphPad Prism 7.5 software. Differences between two groups were compared by using the Mann–Whitney test. Correlations were determined using Pearson correlation coefficient tests. Survival curve were plotted by the log-rank test with the hazard ratio (HR) and 95% confidence interval. Chi-squared tests were applied to analyze the relationships between Musashi-2 expression and clinicopathological features. A p value <0.05 was considered to indicate a significant difference.




Results


Increased Musashi-2 expression indicates good clinical outcomes in ccRCC

As an oncogene, Musashi-2 has been found to exhibit increased expression in a variety of tumors. However, there are currently no studies on Musashi-2 in ccRCC. Therefore, we first analyzed the expression of Musashi-2 across cancers, including colon adenocarcinoma (COAD), breast cancer (BRCA), esophageal cancer (ESCA), and lung adenocarcinoma (LUAD), etc (Figure 1A). Unlike the findings for other types of tumors, the mRNA and protein expression levels of Musashi-2 in normal kidney tissues were significantly higher than those in cancer tissues (Figures 1B, C). This finding was further confirmed with the GSE53757 and GSE66272 datasets (37, 38)(Figures 1D, E). The associations of Musashi-2 mRNA expression with the stage and grade of ccRCC were also analyzed. As illustrated in Figures 1F, G, Musashi-2 mRNA expression was closely associated with the cancer stage and grade of ccRCC patients. We further assessed the prognostic value of Musashi-2 mRNA expression in patients with ccRCC. Surprisingly, lower mRNA expression levels of Musashi-2 were significantly related to poorer overall survival (OS), progression-free survival (PFS) and disease-specific survival (DSS) in patients with ccRCC (Figures 1H, S1A, B). Collectively, these results indicate that Musashi-2 is significantly downregulated in ccRCC and the lower expression predicts a poorer prognosis in ccRCC patients.




Figure 1 | The expression of Musashi-2 and survival of ccRCC patients in the TCGA cohort. (A), The expression of Musashi-2 in normal (N) and primary tumor (T) in the pancancer view. Blue, normal; and red, primary tumor. Sample size: BLCA: N=19, T=408; BRCA: N=114, T=1097; CESC: N=3, T=305; CHOL: N=9, T=36; COAD: N=41, T=286; ESCA: N=11, T=184; GBM: N=5, T=156; HNSC: N=44, T=520; KICH: N=25, T=67; KIRC: N=72, T=533; KIRP: N=32, T=290; LIHC: N=50, T=371; LUAD: N=59, T=515; LUSC: N=52, T=503; PAAD: N=4, T=178; PRAD: N=52, T=497; PCPG: N=3, T=179; READ: N=10, T=166; SARC: N=2, T=260; SKCM: N=1, T=472; THCA: N=59, T=505; THYM: N=2, T=120; STAD: N=34, T=415; UCEC:N=35, T=546. (B, C), The mRNA and protein expression of Musashi-2 in normal n=72; n=84 and primary ccRCC n=533; n=110 tissues. (D, E), The mRNA expression of Musashi-2 in the GSE53757 (Tumor=72, Normal=72) and GSE66272 (Tumor=27, Normal=27) datasets, statistical analyses were performed by using the Wilcox test. (F, G), The mRNA expression of Musashi-2 related to the clinical stage and grade of ccRCC patients. (H), Overall survival (OS), progression-free survival (PFS), disease-free survival (DFS) and disease-specific survival (DSS) of ccRCC patients based on Musashi-2 expression. The cutoff value was set at 50%, and survival was analyzed by the log-rank test. ns, not significant; *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.





Abnormal features of Musashi-2 in normal kidney and ccRCC tissues

To explore why abnormal expression of Musashi-2 appears in the kidneys, we obtained a single-cell map of the kidneys from The Human Protein Atlas. Normal kidney tissue cells were divided into 14 single-cell subpopulations, including 9 proximal tubular cell clusters, 1 distal tubular cell cluster, 1 collecting duct cell cluster, and 3 immune cell clusters. The mRNA expression levels of Musashi-2 in the distal tubular cell cluster-c11, collecting duct cell cluster-c12 and proximal tubular cell cluster-c5 were higher than those in the other cell clusters (Figures 2A, B). We further analyzed all transcripts of Musashi-2 in normal kidney and ccRCC tissues. It was found that 14 of the 19 transcripts of Musashi-2 were mainly expressed in kidney, with the transcripts ENST00000284073.6 and ENST00000581523.5 accounting for a relatively large proportion (total proportion exceeded 80%) (Figures 2C, D). In addition, some transcripts including ENST00000581776.5, ENST00000579590.5 and ENST00000584476.1were only expressed in ccRCC; but they were scarcely expressed in the normal kidneys. Most importantly, the expression abundance (TPM) of the transcript ENST00000581523.5, accounting for a large proportion in the isoform percentage, was significantly reduced in ccRCC, whereas the expression abundance (TPM) of the transcripts ENST00000284073.6 was similar in the normal kidney and ccRCC (Figures 2C, D). We further assessed the expression of Musashi-2 by immunohistochemical staining of a TMA including 29 normal kidney tissues and 144 primary ccRCC tissues. Our immunohistochemical results were consistent with the above finding that the expression of Musashi-2 in normal kidney tissues was mainly distributed in the distal renal tubules and collecting ducts and was higher than that in cancer tissues (Figures 2E, F). In conclusion, the expression characteristics of Musashi-2 in normal kidney and ccRCC tissues are abnormal.




Figure 2 | Musashi-2 mRNA transcripts and expression in normal kidney and ccRCC tissues. (A, B), Musashi-2 mRNA expression in single cell type clusters identified in the normal kidneys visualized in a UMAP plot (A) and a bar chart (B), including 9 proximal tubular cell clusters, 1 distal tubular cell cluster, 1 collecting duct cell cluster, and 3 immune cell clusters. (C, D), Musashi-2 transcript expression unit (TPM) (C) and isoform percentage (D) in GTEX normal kidney and TCGA ccRCC data, 19 transcripts of Musashi-2 were analyzed, purple, normal kidney; and cyan, KIRC. (E, F), Representative image of immunohistochemical staining for Musashi-2 in normal (E) and ccRCC (F) tissues. Scale bars, 200 μm.





Musashi-2 is negatively correlated with PD-L1 expression in ccRCC

To explore the potential effects of Musashi-2 in ccRCC, we first analyzed the significance of Musashi-2 in our clinical TMA. Musashi-2 expression was significantly downregulated in tumor tissues compared with adjacent tissues (Figure 3A, Table 1). Furthermore, as shown in Table 2, Musashi-2 expression was closely associated with tumor grade (p=0.006) in ccRCC patients, while the associations with other clinical features were not significant. In our cohort of 144 cases, we found that the patients with higher expression of Musashi-2 also had a better prognosis (p=0.009) (Figure 3B). The results of univariate and multivariate Cox analyses indicated that Musashi-2 expression could act as an independent prognostic factor for ccRCC (Table 3). Moreover, we performed immunohistochemical staining analysis of PD-L1 in the TMA. However, the patients with higher expression of PD-L1 had a poorer prognosis (p=0.0491) (Figure 3C). Notably, the patients with higher Musashi-2 expression had lower PD-L1 expression, and Musashi-2 expression was slightly negatively correlated with PD-L1 expression (p=0.0208, r=-0.1886) (Figures 3D, E). In conclusion, the expression of Musashi-2 in ccRCC is associated with clinicopathological characteristics and PD-L1, and can act as an independent prognostic factor for ccRCC.




Figure 3 | Musashi-2 and PD-L1 expression in 144 clinical ccRCC and 29 adjacent specimens. (A), Musashi-2 expression in 144 clinical ccRCC tissues and 29 adjacent tissues determined by IHC. Statistical analyses were performed by using the Mann–Whitney test. (B, C), Survival analysis based on Musashi-2 (B) and PD-L1 (C) expression in clinical ccRCC. Statistical analyses were performed by using the log-rank (Mantel–Cox) test. (D), Associations between Musashi-2 and PD-L1 expression measured by IHC determined by using the Pearson correlation coefficient test. (E), Representative image of H&E staining and immunohistochemical staining for Musashi-2 and PD-L1 in ccRCC tissues. Scale bars, 100 μm. ***p < 0.001.




Table 1 | Differential expression of Musashi-2 in 144 ccRCC tumors and 29 adjacent normal tissues.




Table 2 | Correlation between Musashi-2 expression and clinicopathological characteristics in 144 ccRCC tumors.




Table 3 | Univariate and multivariate analyses of the factors correlated with Overall survival of 144 ccRCC patients.





Tumor-infiltrating immune cells are associated with Musashi-2 in ccRCC

In view of the fact that Musashi-2 expression predicted a better prognosis and was negatively correlated with PD-L1 expression, we speculated whether Musashi-2 affected the tumor immune microenvironment. We first compared the immune infiltration in TCGA ccRCC patients with high and low expression of Musashi-2 and found that CD4+ and CD8+ T cells were significantly increased in the high Musashi-2 expression group (Figure 4A). Then, we further analyzed the relationships between Musashi-2 expression and the infiltration of various types of cells in the tumor microenvironment. The results showed that the expression level of Musashi-2 was significantly positively correlated with the infiltration of CD8+ T cells (Rho=0.364) and CD4+ T cells (Rho=0.603) (Figures 4B, C) but negatively correlated with that of regulatory T (Treg) cells (Rho=-0.332) and natural killer (NK) cells (Rho=-0.523) (Figures 4D, E). Cancer-associated fibroblast (Rho=-0.121) and endothelial cell (Rho=0.189) infiltration was also evaluated (Figures 4F, G). Collectively, these results indicate that Musashi-2 expression is closely associated with immune infiltration, especially CD4+ T-cell, CD8+ T-cell and Treg-cell infiltration.




Figure 4 | Associations between Musashi-2 and tumor-infiltrating immune cells in ccRCC. (A), The distribution of immune EPIC scores in ccRCC patients with high (n=265) or low (n=265) Musashi-2 expression. Immune infiltration estimations were performed with immunedeconv-EPIC, the abscissa represents immune cell types, and the ordinate represents the expression distribution of immune score in different groups, blue, Musashi-2 low patients; and red, Musashi-2 high patients, statistical analyses were performed by using the Wilcox test. (B–G), Associations between Musashi-2 and tumor-infiltrating immune cells including CD4+ T cells (B), CD8+ T cells (C), Treg cells (D), NK cells (E), cancer-associated fibroblasts (F) and endothelial cells (G) in ccRCC, (n=533). The left panels show tumor purity. ***p < 0.001.





Musashi-2 expression is inversely associated with immune inhibitors in ccRCC

Treg cells play an important inhibitory role in antitumor immunity, and Muashi-2 expression was inversely correlated with PD-L1 expression and Treg-cell infiltration in ccRCC (Figures 3D, 4D). To explore how Musashi-2 affects tumor immune infiltration, we focused on the profiles of key immune inhibitors in ccRCC, and the relationships between Musashi-2 and immune inhibitors in 607 cases of ccRCC were evaluated. In cases with high expression of Musashi-2, the levels of inhibitory immunoregulators were significantly downregulated (Figure 5A). Further correlation analysis revealed that the expression of Musashi-2 was negatively correlated with the expression of TGFB1 (r=-0.6932), IL10RA (r=-0.5663), IL10RB (r=-0.6856), NT5E (r=-0.2887), ENTPD1 (r=-0.5296), IL2RA (r=-0.4217), FOXP3 (r=-0.4519), PDCD1 (r=-0.4836), CTLA4 (r=-0.4313), IDO1 (r=-0.5099), LAG3 (r=-0.5158), TIGIT (r=-0.5208), and HAVCR2 (r=-0.4046) (Figures 5B–N). Additionally, the roles of Musashi-2 and immune inhibitors in the prognosis of 602 ccRCC cases were also assessed, and high expression of Musashi-2 in ccRCC was associated with a better prognosis (p=0.02164), while high expression of immune inhibitors, including IL10RA (p=0.0723), IL10RB (p=0.01748), FOXP3 (p=0.00009978), PDCD1 (p=0.02439), CTLA4 (p=0.000272), LAG3 (p=0.001281) and TIGIT (p=0.01299), was associated with a poor prognosis (Figures S2A–N). In summary, these results indicate that Musashi-2 expression is negatively correlated with the expression of immune inhibitors.




Figure 5 | Associations between Musashi-2 and immune inhibitors in 607 cases of ccRCC. (A) Heatmap of Musashi-2 and immune inhibitor genes expression in ccRCC (n=607). (B–N), Associations between Musashi-2 and immune inhibitors including TGFB1 (B), IL10RA (C), IL10RB (D), NT5E (E), ENTPD1 (F), IL2RA (G), FOXP3 (H), PDCD1 (I), CTLA4 (J), IDO1 (K), LAG3 (L), TIGIT (M) and HAVCR2 (N) in ccRCC (n=607) were shown in Scatter plots, blue plots represent patients with low expression of the indicated genes, red plots represent patients with high expression of the indicated genes, and grey or white plots indicate patients with no significance of the indicated genes.





Functional enrichment analysis of Musashi-2 in ccRCC-metabolic reprogramming and immune regulation

Based on the above results, we inferred that Musashi-2 may regulate immune infiltration in ccRCC, but the biological function of this regulation remained unknown, leaving us to wonder whether it could affect signal transduction in related pathways. First, the associations between Musashi-2 expression and major signaling pathway scores were analyzed. The expression of Musashi-2 was negatively correlated with anti-inflammatory IL-10 (p =1.74e-10, cor =-0.27), the cellular response to hypoxia (p =2.22e-23, cor =-0.41), P53 signaling (p =7.75e-15, cor =-0.33), tumor proliferation (p =4.24e-17, cor =-0.35), angiogenesis (p =2.62e-12, cor =-0.30) and apoptosis (p =8.51e-11, cor =-0.28) (Figures S3A–F). Then, we further analyzed the association of Musashi-2 with metabolism-related eigengenes in ccRCC (Figure S4A). It was found that Musashi-2 expression was positively correlated with VHL (p =3.495e-23, r =0.3875), HIF1A (p =3.490e-24, r =0.3957) and KIT (CD117) (p =2.771e-58, r =0.5904) but negatively correlated with EPAS1 (p =6.674e-18, r =-0.3401), VEGFA (p =3.589e-57, r =-0.5857), SLC2A1 (p =8.422e-58, r =-0.5884), CA9 (p =4.302e-123, r =-0.7759), MKI67 (p =6.728e-35, r =-0.4714) and TP53 (p =3.270e-22, r =-0.3794) (Figures S4B–J). Among these genes, VHL, HIF1A, VEGFA, SLC2A1 and CA9 play critical functions in ccRCC development, tumorigenesis, energy metabolism and angiogenesis (2, 39). The immunohistochemical features of HIF1A, CA9, MKI67 and CD117 were further verified in our clinical specimens, and Musashi-2 expression was positively correlated with HIF1A, but negatively correlated with CA9 (Figure S4K).

More importantly, the differentially expressed genes between the Musashi-2 high and low groups in the TCGA ccRCC datasets showed that there were 574 upregulated genes and 197 downregulated genes (Figures 6A, B). The differentially expressed genes were then analyzed by KEGG and GO enrichment analyses. The upregulated KEGG pathways and GO terms mainly included valine, leucine and isoleucine degradation; carbon metabolism; and small molecule catabolic process. In contrast, the downregulated KEGG pathways and GO terms mainly included cytokine–cytokine receptor interaction, coronavirus disease-COVID-19 and regulation of leukocyte migration (Figures 6C–F). Additionally, the top 100 genes similar to Musashi-2 were obtained with GEPIA2 (Supplementary Table 1). The biological functions of these genes were also explored by GO annotation and KEGG pathway analyses. As shown in Figure 6G, the top 10 KEGG pathways with p < 0.05 for the genes similar to Musashi-2 were determined. KEGG pathways such as hsa00020 (citrate cycle (TCA cycle)), hsa00190 (oxidative phosphorylation), hsa00010 (glycolysis/gluconeogenesis) and hsa00620 (pyruvate metabolism) were correlated with the functions of the genes similar to Musashi-2 in ccRCC. In addition, the GO annotation results are shown in Figure 6H. Biological process (BP) terms such as GO:0006099 (tricarboxylic acid cycle) and GO:0006086 (acetyl-CoA biosynthetic process from pyruvate), cellular component (CC) terms such as GO:0033176 (proton-transporting V-type ATPase complex) and GO:1990204 (oxidoreductase complex), and molecular factor (MF) terms such as GO:0044769 (ATPase activity, coupled to transmembrane movement of ions, rotational mechanism) and GO:0046961 (proton-transporting ATPase activity, rotational mechanism) were prominently related to the genes similar to Musashi-2. Taken together, these results indicate that Musashi-2 may regulate multiple signaling pathways, especially tumor metabolic processes and immune regulation in ccRCC.




Figure 6 | Metabolic reprogramming and functional enrichment analyses of Musashi-2-associated genes in ccRCC. (A, B), Volcano plot (A) and heatmap (B) of the differential gene expression between ccRCC patients with high (n=265) or low (n=265) Musashi-2 expression from GDC TCGA, “Adjusted p < 0.05 and Fold Change >1.5 or Fold Change < −1.5” were defined as the threshold for differential mRNA expression. (C, D), Functional enrichment of differentially expressed genes in up- and downregulated KEGG pathways, the up-regulated KEGG pathways include valine, leucine and isoleucine degradation, citrate cycle (TCA cycle) and carbon metabolism, the downregulated KEGG pathways include cytokine–cytokine receptor interaction, coronavirus disease-COVID-19 and complement and coagulation cascades. (E, F), Functional enrichment of differentially expressed genes in up- and downregulated GO terms, the up-regulated GO terms include small molecule catabolic process, carboxylic acid transport and catabolic process, the downregulated GO terms include regulation of leukocyte migration and defense response to bacterium. (G), Enrichment analysis of KEGG pathways based on the top 100 genes similar to Musashi-2, which are mainly enriched in the tricarboxylic acid cycle and oxidative phosphorylation. (H), Enrichment analysis of GO terms based on the top 100 genes similar to Musashi-2, which are mainly enriched in the tricarboxylic acid cycle.





Targeted TKI drug IC50 and ICB TIDE score predictions based on Musashi-2 expression in ccRCC

At present, the first-line targeted TKIs for advanced or metastatic renal cancer mainly include sorafenib, sunitinib, temsirolimus, gefitinib, pazopanib and axitinib. We wondered whether the expression level of Musashi-2 is related to the clinical response to targeted drug therapy. We further predicted the IC50 values for first-line treatments for ccRCC in the high and low Musashi-2 expression groups. It was found that in ccRCC patients with high Musashi-2 expression, sorafenib, sunitinib, temsirolimus and gefitinib had lower IC50 values (Figures 7A, B, E, F), reflecting higher sensitivity to targeted drug treatment. In contrast, pazopanib and axitinib did not show significant differences (Figures 7C, D). In addition, consistent with the above conclusion that Musashi-2 expression was negatively correlated with immunosuppressive factors, TIDE scores were used to predict the tumor response to ICB treatment, and patients with lower Musashi-2 expression were found to be more responsive to ICB treatment (Figure 7G). Based on the above findings, we concluded that the expression level of Musashi-2 may guide responsiveness to clinical therapeutic options, such as TKI or ICB treatment.




Figure 7 | Targeted TKI drug IC50 values and ICB response prediction based on Musashi-2 in 530 cases of ccRCC. (A–F), The distribution of IC50 values for targeted drugs including sorafenib (A), sunitinib (B), pazopanib (C), axitinib (D), temsirolimus (E) and gefitinib (F) in ccRCC tissues with high (n=265) or low (n=265) Musashi-2 expression and normal tissues (n=72) based on tumor RNA-seq data from GDC TCGA, statistical analyses were performed by using the Kruskal-Wallis test. (G), The distribution of immune checkpoint blockade (ICB) response-TIDE scores in the Musashi-2 high (n=265) and low (n=265) ccRCC groups based on tumor RNA-seq data from GDC TCGA, statistical analyses were performed by using the Wilcox test. ns, not significant; *p < 0.05; **p < 0.01; ****p < 0.0001.






Discussion

ccRCC is characterized by high mortality. Most patients are already in an advanced stage of disease at diagnosis, and there are currently no biomarkers for prognostic assessment, resulting in relatively poor outcomes. Therefore, the identification of sensitive biomarkers, a comprehensive understanding of potential functions, accurate prognostic assessment and the selection of appropriate treatments will facilitate improvements in the survival of ccRCC patients.

The relationships between the expression of various RBPs and the prognosis of ccRCC patients have attracted extensive attention due to recent studies suggesting that RBPs have important effects on ccRCC tumor initiation, progression, and metastasis and the immune microenvironment. Several RBP-related gene prognostic models have been identified as indicators for ccRCC (14–16, 18). To date, only Xing et al. identified a six-RBP gene model profile associated with immune infiltration (16), and no studies have attempted to investigate the precise role and function of the RBP Musashi-2 in ccRCC. In this study, we demonstrated that Musashi-2 is an independent prognostic factor for OS in ccRCC and that high Musashi-2 expression indicates good survival. Analyses of both database data and our clinical specimens confirmed this finding. Previous studies have shown that Musashi-2 is significantly upregulated in various tumors compared with the corresponding normal tissue, with these studies mainly focusing on the involvement of Musashi-2 in biological behaviors, such as cell stemness, proliferation and metastasis, as illustrated in Figure 1A. In contrast, we found for the first time that the expression level of Musashi-2 was downregulated in ccRCC, especially that of the transcript ENST00000581523.5. More importantly, the expression of Musashi-2 was negatively correlated with the immune inhibitor PD-L1 in our clinical specimens. PD-L1 plays a key role in maintaining the immunosuppressive tumor microenvironment, and the expression of tumor immunosuppressive factors determines the fate and survival status of patients (40). The involvement of Musashi-2 in the regulation of the immune microenvironment, such as modulation of allergic inflammation and interleukin secretion, has also recently been proven (22, 41).

In addition, the results of the immune infiltration analysis showed that Musashi-2 expression was positively correlated with CD4+ and CD8+ T cells but negatively correlated with Treg-cell infiltration. Based on the inverse correlations between Musashi-2 expression and Treg-cell infiltration or PD-L1 expression, further associations between immune inhibitors and Musashi-2 suggest that they also have opposite patterns in terms of ccRCC prognosis. Previous studies have shown that metabolic competition between tumor and immune cells may lead to tumor immunosuppression and progression (42). Energy metabolism also modulates immune activity in the tumor immune microenvironment, in which glycolysis can enhance immune activity (43). Morphologically, ccRCC cells are rich in glycogen, suggesting that aberrant glucose metabolism mainly changes during ccRCC development. To elucidate the potential underlying mechanism by which Musashi-2 regulates metabolic reprogramming and immune infiltration, we performed differential gene expression analysis to identify biological processes and signaling pathways enriched in the TCGA ccRCC cohort. Musashi-2 expression was found to be negatively correlated with the anti-inflammatory effect of IL-10, the cellular response to hypoxia, the p53 signaling pathway, tumor proliferation, angiogenesis and apoptosis. Notably, the biological functions of Musashi-2 and similar genes explored by GO annotation and KEGG pathway analyses revealed that Musashi-2 was upregulated in the tricarboxylic acid cycle and other carbon metabolism-related pathways but downregulated in cytokine–cytokine receptor interactions and the regulation of leukocyte migration. These findings suggest that Musashi-2 may regulate tumor immune invasion through ccRCC metabolic reprogramming. And recent studies have also shown that Musashi-2 is involved in metabolism related pathways to regulate cancer development and progression, including the reprogramming of branched-chain amino acids metabolism in myeloid leukaemia (44) and the regulation of glycolipid metabolism in Glioma (45).

Moreover, cancer immunotherapy has exhibited effectiveness in the treatment of various cancers. ICB treatments, such as targeting CTLA-4, PD-1 or PD-L1, are being clinically used for the treatment of diverse cancers. Nevertheless, many cancer patients exhibit a limited response or no response to immune checkpoint inhibitors (46, 47). TKIs targeting the VEGF/VEGFR axis and immunotherapies targeting PD-1/PD-L1 have also become the standard treatment for metastatic ccRCC, and these combinations are now recommended as the first-line treatment for metastatic ccRCC according to the latest European recommendations (48). However, there appear to be no biomarkers that can accurately assess the efficacy of immunotherapy and/or TKI therapy, as many biomarker-negative patients do not respond to these treatments. We innovatively found that patients with Musashi-2 overexpression had greater sensitivity to sorafenib, sunitinib, temsirolimus and gefitinib; conversely, patients with lower Musashi-2 expression were more sensitive to ICB immunotherapy, given the high expression levels of immunosuppressive factors in their tumors. These findings may help guide the development of better individualized clinical treatments for ccRCC patients.

Inevitably, our study also had some shortcomings. This study detected only the expression of Musashi-2 and PD-L1 in clinical specimens, and we should also explore changes in other immune checkpoints, metabolism-related genes and infiltrating immune cell subsets. The mechanism of Musashi-2-related metabolic reprogramming affecting immune infiltration of ccRCC needs to be further validated and explored in vivo and in vitro.



Conclusion

We found for the first time that Musashi-2 expression was associated with immune infiltration in ccRCC, particularly showing positive correlations with CD4+ and CD8+ T cells and negative correlations with Treg cells and immune inhibitors. The Musashi-2 expression signature can be used as a novel indicator for predicting the clinical outcomes of ccRCC patients and will help us to deeply explore the roles of cellular metabolic reprogramming and immune infiltration in ccRCC.
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Targets Treatment Effects on TIME Reference
CTLA-4 Promote the reduction of Treg cells, enhance the activity of effector T cells (29, 81-84)
PD-1/PD-L1 1. Promote the expansion and migration of CD8+ T cells and inhibit their apoptosis. (85-89)
2. Ampilification of CD4 + T cell subsets. 3. Proliferation, survival and activation of macrophages (co-stimulating molecular expression,
cytokine production), and enhancement of phagocytosis of macrophages.
4. Activation of NK cell response, especially in the NK cell subpopulations (CD69 and SCA-1).
LAG-3 Increased populations of APC, NK and CD8 + T cells, (90, 91)
TIM-3 1. Promote antibody-dependent phagocytosis of bone marrow cells/macrophages expressing FcyR and promote the M1 phenotype. (92-97)
2. Enhance DC antigen presentation ability and promote DC maturation. 3.CD8+T cell proliferation 1, IFN-y production 1.
4.Treg proliferation |, cell apoptosis 1
TIGIT 1. Proliferation, cytokine production and cytotoxicity of CD8 + T cells. (98-100)
2. Depletion of Tregs and proliferation of CD4 + T cells.
3. Inhibits the depletion of tumor-infiltrating NK cells.
VISTA Improve the infiltration, proliferation and effector function of tumor-infiltrating T cells in TME. (101)
Siglec-15 Reverse TAM-related inhibition of T cell activity. (102)
CSF-1/CSF-  1.Reduce TAM and induced residual TAM to polarize M2 phenotype, increase the level of tumor-infiltrating lymphocytes. (103, 104)
1R 2.Increased PD-1/PD-L1 expression on TAM and CTLA-4 expression on CD8+ T cells.
FAK Decrease immunosuppressive MDSC, TAM and Treg, increase CD8+ T cells and enhance CD8+ T cell-mediated antitumor activity in (105-107)
tumors.
TGF-Band  Increase the number of CD8+ T cells, establish immunological memory in TIME and decrease immunosuppressive myeloid cells. (108, 109)
isoform
VEGF-A Decrease PD-1 expression of CD8+ T cells. (110, 111)
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Targets Cells expressing Ligands Mechanism References
TIM-3 Th1, Th17, Galectin-9, 1.Binds Gal-9 to induce apoptosis in Th1 and CD8 TIL. (137-145)
CD8T, Treg, HMGB1, 2. TIM-3 blockade enhance tumor antigen-specific T-cell proliferation and activity.
NK, DC CEACAM-1,  3.TIM-3 interacted with HMGB1 to suppress antitumor immunity mediated by nucleic acids
PtdSer
TIGIT CD8T, CD4 T, NK, Treg CD155, 1.TIGIT indirectly impedes T cell function by binding to CD155 on DCs, promoting tolerogenic DCs (146-153)
CD112, with decreased production of IL-12 and increased production of IL-10.
CD113 2.TIGIT exhibits direct immune cell-intrinsic inhibitory effects.
3. TIGIT inhibits NK cell degranulation, cytokine production, and NK cell-mediated cytotoxicity of
CD155-expressing tumor cells.
4.TIGIT is highly expressed on Tregs and TIGIT+Tregs demonstrated to be superior in suppressing T
cells.
VISTA T cell, Treg, PSGL-1, 1.over-expression of VISTA suppressing T cell immunity (154-158)
macrophage, myeloid VSIG3 2. Anti-VISTA reduces the number of MDSCs and tumor specific Tregs, increases the proliferation of
cell subset TIL and promotes T cell effector function.
3.VSIG3 interaction with VISTA on T cells suppresses T cell activation and proliferation.
Siglec-  macrophage, Sialyl-Tn 1.Siglec-15 ablation slowed down tumor growth and prolonged survival. (159, 160)
15 2. A expansion of tumor-infiltrating CD8+ T and NK cells as well as several inflammatory myeloid

populations, whereas a decrease of TAMs and MDSCs.
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Vector Purpose Clinical Trial Identification Phase Status

VSV-IFNB-NIS Cancer Systemic VSV-IFNB-NIS and Pembrolizumab in Refractory NSCLC and NEC NCT03647163 i Recruiting™
treatment
VSV-IFNB Cancer Administration of VSV-IFNB-NIS Monotherapy and in Combination With Avelumab in  NCT02923466 | Active not
treatment  Pts With Refractory Solid Tumors recruiting**
VSV-IFNbetaTYRP1 Cancer Modified Virus VSV-IFNbetaTYRP1 in Treating Patients With Stage lll-IV Melanoma ~ NCT03865212 | Recruiting*™
treatment
VSV-GP Cancer Phase 1b Study to Evaluate ATP128, VSV-GP128 and Bl 754091 in Patients With NCT04046445 | Recruiting*™
treatment  Stage IV Colorectal Cancer
VSV-IFNB-NIS Cancer Intratumoral Administration of Recombinant VSV in Patients With Refractory Solid NCT02923466 | Recruiting™
treatment  Tumors
VSV-IFNB-NIS Cancer  VSV-IFNB-NIS With or Without Ruxolitinib Phosphate in Treating Patients With NCT03120624 | Recruiting™
treatment  Stage IV or Recurrent Endometrial Cancer
VSV-IFNB-NIS Cancer VSV-hIFNbeta-NIS in Treating Relapsed or Refractory Multiple Myeloma, Acute NCT03017820 | Recruiting*™
treatment Myeloid Leukemia, or T-cell Lymphoma
rVSVAG-ZEBOV-GP Vaccine  Placebo-Controlled, Dose Response, Safety and Immunogenicity Study of Vesicular  NCT02314923 | Completed
Stomatitis Virus (VSV) Ebola Vaccine in Healthy Adults (V920-004) (75)
VSVAG-ZEBOV Vaccine  Safety and Immunogenicity of Prime-Boost Vesicular Stomatitis Virus (VSV) Ebola NCT02280408 | Completed
Vaccine in Healthy Adults (V920-002) (76)
VSV-EBOV Vaccine  Immune Durability After VSV-EBOV Vaccination NCT02933931 | Completed
(77
VSV-ZEBOV Vaccine  VSV-ZEBOV Geneva Vaccine Trial NCT02287480 I Completed
(78, 79)
VSV-Indiana (one type of VSV Vaccine  Evaluating the Safety of and Immune Response to the VSV-Indiana HIV Vaccine in -~ NCT01438606 | Completed
vector) HIV gag vaccine Healthy, HIV-Uninfected Adults (80)
rVSVA-ZEBOV-GP Vaccine  Phase | Trial of an Ebola Virus Vaccine ('VSVAG-ZEBOV-GP) NCT02283099 | Completed
(52,78, 81)
rVSVAG-ZEBOV Vaccine  STRIVE (Sierra Leone Trial to Introduce a Vaccine Against Ebola) NCT02378753 1] Completed
(82-84)
VSVAG-ZEBOV Vaccine  Vaccine Treatment for Ebola Virus in Healthy Adults (V920-001) NCT02269423 | Completed
(76)
'VSV-HIVigag Vaccine  Therapeutic Vaccine for HIV NCT01859325 | Completed
85)
rVSVN4CT1-EBOVGP1 Vaccine  Ebola Zaire Vaccine NCT02718469 | Completed
(86)

**no publications, (published).
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Clinical
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NCT02178722

NCT04106414

NCT04463771
(POD1UM-
204)

Drug

Epacadostat

Epacadostat

BMS-
986205

Epacadostat

Mechanism
of action

IDOL1 inhibitor

IDOL1 inhibitor

IDO1 inhibitor

IDOL1 inhibitor

Pharmaceutical
company

Incyte Corporation,
Merck Sharp &
Dohme

Incyte Corporation,
Merck Sharp &
Dohme

Bristol-Myers Squibb

Incyte Corporation

Phase of
development
hig

/1

I

I

BMS-986205, linrodostat; INCMGA00012, retifanlimab; pemigatinib, FGFR 1,2,3 inhibitor.

Condition or disease

Recurrent/metastatic endometrial

carcinoma

Advanced selected cancers

Endometrial cancer or endometrial
carcinosarcoma

Metastatic endometrial cancer that

has progressed on or after platinum-
based chemotherapy

Drugs
combination

Epacadostat;
pembrolizumab

Epacadostat;
pembrolizumab

BMS-986205;
nivolumab

Epacadostat;
INCMGAO00012;
pemigatinib

Status

Withdrawn
(sponsors pulled
out of the study)

Completed

Active, not
recruiting

Recruiting





OPS/images/fimmu.2021.774103/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2021.774103/fimmu-12-774103-g001.jpg
- Growth factors

= I inG (HEEEHEE0E - Receptor tyrosine kinases - NutHents

- Antigen . - .
= - Essential amino acids
- Co-stimulator
- Glucose

- Cytokine ¢ /g LS

> Ptdlns(3,4,5)P3

_—» Metabolism
~—> Survival

mTORC2

Amino Acids

Glocose
metabolism

High lactic acid /
Autophagy Prutem Action

synthesis Differention and organization
Metabolism function of immuno cells






OPS/images/fonc.2022.795159/crossmark.jpg
©

2

i

|





OPS/images/fonc.2022.795159/fonc-12-795159-g001.jpg
Anglogenesis






OPS/images/fonc.2022.795159/fonc-12-795159-g002.jpg
Monocytes recruitment

Auti-CSFIR Anti-MIF

Polarization

Ml ———>——— M2

AN,

Angiogenesis
AniEORA Fr— R AscsER
Ani.ANGPT2 Gl g ypanetin Ptk
AniaTORCIC FaKpabvsy)

REDDD,






OPS/images/fonc.2022.795159/table1.jpg
Mode of action
B-glucan

Compound Vitamin BI2

Fluvastatin sodium

Migrat ion Inhibitory Factor (Anti-Mff)
Antibody
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Metfonnin Hydrochloride
Estrogens/Bazedoxifene

N/A, not applicable.

Condition
Squamous Cell Carcinoma of the Oral Cavity

Nasopharyngeal Cancers

Breast Cancer

Metastatic Adenocarcinoma of the Colon or
Rectum

Hepatocellular Carcinoma

Oral Cavity Squamous Cell Carcinoma

Non Small Cell Lung Cancer
Oropharyngeal Neoplasm

Lung Carcinoma

Ductal Breast Carcinoma

Progress

N/A

Phase Il
Phase Il
Phase |

Phase Il
Phase Il
N/A

Phase Il
Phase Il
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Status

Active, not
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N/A
Completed
Completed
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Recruiting
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Not yet recruiting
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Developer
Shih-Jung Cheng
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Characteristics Datasets

TCGA (n = 334) GSE31210 (n = 226) GSE30219 (n = 81) GSE50081 (n = 121) GSE37745 (n = 43)

Age
<=65 156 176 59 40 20
>65 169 50 22 81 28
unknown 9
Sex
male 153 105 64 62 18
female 181 121 17 59 25
Smoking
no 50 115 22
yes 275 m 88
unknown 9 1"
EGFR
wild 290 99
mutation 38 127
unknown 6
KRAS
wild 248 206
mutation 80 20
unknown 6
ALK
wild 306 215
mutation 22 "
unknown 6
T stage
T 128 68 41
T2 181 12 78
T3 25 1 2
N stage
NO 264 79 90
N1 65 2 31
unknown 5
Stage
stage | 232 168 88 33
stage Il 102 58 33 10
OS status
dead 101 35 42 49 27
alive 233 191 39 72 16
Recurrence status
recurrence 127 64 26 37 21

no-recurrence 207 162 55 84 22
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Variables

RFS
Age

Sex
Smoking

EGFR
KRAS
ALK

T stage

N stage
Stage
Risk score
0os

Age

Sex
Smoking

EGFR
KRAS
ALK

T stage
N stage

Stage
Risk score

<65/>65
Unknown
male/female
No/Yes
Unknown
Wild/Mutation
Unknown
Wild/Mutation
Unknown
Wild/Mutation
Unknown
T1/T2
T3
NO/N1
Unknown
i
Low/High

<65/>65
Unknown
male/female
No/Yes
Unknown
Wild/Mutation
Unknown
Wild/Mutation
Unknown
Wild/Mutation
Unknown
Ti/T2
T3
NO/N1
Unknown
i
Low/High

Ref.

male
No

Wild

Wild

Wild

™

NO

male
No

Wild

Wild

Wild

™

NO

Low

Univariate analysis

Multivariate analysis

HR (95% CI)

1.298 (0.907 - 1.858)
0682 (0.270 - 1.724)
1.128 (0.792 - 1.605)
1.075 (0.650 - 1.777)
1.036 (0.384 - 2.798)
1.710 (1.046 - 2.795)
0839 (0.252 - 2.792)
0.889 (0.584 - 1.353)
0767 (0.229 - 2.575)
1.345 (0.682 - 2.655)
0812 (0.245 - 2.694)
1.515 (1.026 - 2.237)
2.710 (1.408 - 5.217)
1.643 (1.097 -2.461)
2,116 (1.471 - 3.044)
1.955 (1.366 - 2.798)

1.401 (0.939 - 2.091)
0.302 (0.073 - 1.260)
0.988 (0.667 - 1.463
1.036 (0.595 - 1.801
1.075 (0.388 - 2.979)
1,518 (0.875 - 2.632)
0523 (0.114 - 2,393
0.862 (0.535 - 1.390)
0475 (0.102 - 2.204)
1.037 (0.480 - 2.238)
0508 (0.111 - 2.290)
1.530 (0.982 - 2.386)
2,099 (0.949 - 4.643)
2.383 (1.563 - 3.633)
0.900 (0.124 - 6.507)
2.868 (1917 - 4.290)
2,011 (1.338 - 3.022)

)
)
)
)
)
)

P value

0.153
0.419
0.504
0.778
0.944
0.032
0.774
0.582
0.668
0.392
0.734
0.037
0.003
0.016
0.964
<0.001
<0.001

0.099
0.1
0.952
0.902
0.889
0.137
0.403
0.543
0.342
0.927
0.374
0.06
0.067
<0.001
0.917
<0.001
0.001

HR (95% CI)

2.077 (1.445 - 2.986)
1.923 (1.343 - 2.752)

2.785 (1.862 - 4.165)
1.936 (1.287 - 2.909)

P value

<0.001
<0.001

<0.001
0.002
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n Musashi-2 expression Chi-square value p value

High Low

Tumor 144 67 77 26.803 <0.001
Adjacent 29 28 1
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Genes Consequences of the alteration Refs

Akt Amplification and overexpression of Akt have been reported in many cancer types. (40)

Rictor  Rictor is amplified in a subset of human cancers, such as lung and breast cancers, and is associated with cancer progression and therapeutic (41-43)
resistance. There is an association between RICTOR amplification and sensitivities to mTOR1/2 inhibitors in non-small cell lung cancer cells.

PIBK  PI3K mutations and activity is associated with cell transformation, cancer initiation, and tumor progression. High PI3K activity has been reported (40, 44-46)
in many human cancers such as ovarian, gastrointestinal, pancreatic, breast, and prostate.

PTEN PTEN is a tumor-suppressor gene that acts as a major regulator of the PIBK/Akt/mTOR signaling pathway. Impaired PTEN function results in (46)
tumor initiation and progression and has been described in a large proportion of human cancers.

Rheb  Rheb is the major activator of MTORC1 and frequently overexpressed in human carcinomas and induces multistage carcinogenesis through (47)
induction of multiple oncogenic mechanisms.

TSC1/ Loss of function mutations in TSC7 and TSC2 genes results in constitutive mTOR activation and tumor progression. (48)

7SC2

S6K1  S6K1 is considered a critical downstream target for mTOR and is abnormally activated in a wide range of human cancers. Overexpression of (49, 50)
S6K1 is associated with poor prognosis in many cancer types such as esophageal squamous cell carcinoma (ESCC), non-small cell lung cancer
(NSCLC), breast cancer, and nasopharyngeal carcinoma (NPC).

4EBP1 Overexpression of 4EBP1 has shown to be associated with tumorigenesis and poor prognosis in many human cancers, such as breast, head (51-54)

and neck, colon, and prostate.

RICTOR; rapamycin-insensitive companion of mTOR; 4EBP1; elF4E -binding protein 1; S6K1; S6 kinase 1, The following abbreviations are used; mTOR; mechanistic target of rapamycin;
PI3K; phosphoinositide 3 kinase; mTORC1; mTOR complex 1; mTORC2; mTOR complex 2; TSC; tuberous sclerosis complex; PTEN; phosphatase and tensin homologue; Rheb; RAS
homologue enriched in brain.
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