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Field-Scale Co-fermentation of Solid
Waste From Urine-Diverting Dry
Toilets (UDDT-SW) and Banana Waste
to Produce Undissociated Carboxylic
Acids to Inactivate Ascaris Eggs

Lauren A. Harroff', Janice L. Liotta2, Emily E. Wangolo?®, Tim J. S. Egan?,
Dwight D. Bowman? and Largus T. Angenent*

" Department of Biological and Environmental Engineering, Cornell University, Ithaca, NY, United States, ? Department of
Microbiology and Immunology, College of Vieterinary Medicine, Cornell University, Ithaca, NY, United States, ° Sanergy,
Nairobi, Kenya, * Center for Applied Geosciences, University of Tubingen, Tubingen, Germany

Innovative, low-cost methods for inactivating pathogens in human fecal material (HFM)
are needed, particularly in expanding urban areas where conventional sewer systems
and centralized wastewater treatment plants are not feasible. To address this challenge,
we have developed a bioprocess that utilizes open cultures of anaerobic bacteria (i.e.,
microbiomes) to produce carboxylic acids using HFM as substrate. When the pH is
sufficiently low, the carboxylic acids exist in the undissociated form and inactivate
pathogens. Here, we used real solid waste (SW) collected from container-based,
urine-diverting dry toilets (UDDT) in Nairobi, Kenya to conduct lab-scale and field-scale
trials. Through these trials, we investigated operating conditions required to use
carboxylic acid fermentation in sanitation waste treatment processes. We tested three
different inoculum treatments and determined that the microbiome in UDDT-SW is well-
suited to produce carboxylic acids without the need for an external inoculum. We also
tested co-fermentation of UDDT-SW with carbohydrate-rich food waste as a means
of reducing the pH. We found that when food waste was incorporated in a way that
maintained the pH between 4.8 and 5.2, then the food waste was quickly converted to
carboxylic acids, and the low pH created high concentrations of undissociated carboxylic
acids. The resulting concentrations of undissociated carboxylic acids resulted in Ascaris
inactivation within 15 days. However, we found that a temperature >30°C is required for
carboxylic acid production to occur.

Keywords: carboxylic acids, volatile fatty acids, Ascaris, sanitation, pathogen inactivation

INTRODUCTION

As a global community, we struggle to manage our waste in a safe and sustainable
manner. Management of human excreta is particularly concerning due to the implications
it has for human health and dignity, and yet 4.5 billion people still lack access to safely
managed sanitation services (WHO and UNICEF, 2017). The provision of a sanitation
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facility alone does not address the challenge because excreta
must also be either safely contained on-site or transported,
and treated off-site. Connection to a sewer system also does
not guarantee access to safely managed sanitation. Of the 2.8
billion people using sewer connections, only 1.9 billion people are
expected to have safely managed sanitation due to sewer lines that
empty directly into the environment or wastewater treatment
plants with insufficient treatment (WHO and UNICEF, 2017).
Sewer systems are also frequently unfeasible due to high costs,
uncertain land tenure, lack of appropriate space, and challenging
topography among others (World Bank, 2019). Instead, a
variety of treatment approaches and technologies are required
to address the diverse challenges faced in achieving universal
safe sanitation, including innovative methods for inactivating
pathogens in excreta.

One method under investigation uses anaerobic fermentation
of human fecal material (HFM) to produce carboxylic acids
(Harroff et al., 2017). Complex organic molecules are first
broken down to short-chain carboxylic acids (e.g., acetic acid,
propionic acid, and n-butyric acid) through hydrolysis and
primary fermentation. Oxidation of an electron donor, such
as ethanol, sugars, amino acids, or lactate, is then coupled to
chain elongation of the short-chain carboxylic acids to produce
n-butyric acid (C4), n-caproic acid (C6), and even n-caprylic
acid (C8) (Agler et al., 2011; Spirito et al., 2014). Acetic acid
(C2) is often the dominant primary fermentation product, and
hydrocarbon chains are elongated with two carbon molecules at
a time. Therefore, molecules with even-numbered hydrocarbon
chains are more common than those with odd-numbered chains,
but both are produced. Previous work has shown that HFM can
be used as substrate to produce up to 257 mM n-butyric acid,
11.3mM n-valeric acid, and 27.1 mM n-caproic acid (Harroff
etal., 2017).

Carboxylic acids have been used as food preservatives for
decades due to their antimicrobial properties (Freese et al.,
1973), and past work has demonstrated that for short-chain
(one to five carbons) and medium-chain (six to eight carbons)
carboxylic acids, antimicrobial activity increases as the length
of the hydrocarbon chain increases (Abdul and Lloyd, 1985;
Salsali et al., 2006; Royce et al., 2013). More recent work has
demonstrated that carboxylic acids are also toxic to Ascaris
eggs, which are commonly used as indicators for pathogen
inactivation in waste treatment processes due to their high
resistance to inactivation (Butkus et al.,, 2011; Harroff et al.,
2017; Riungu et al., 2018a). The importance of hydrocarbon
chain length has also been demonstrated for Ascaris inactivation.
When exposure time, pH, and temperature were constant, n-
caproic acid (C6) concentrations required for a 3-log reduction
in Ascaris viability were more than an order of magnitude
smaller than concentrations required for n-butyric acid (C4)
(Harroff et al., 2017).

Carboxylic acids exist in both a dissociated (carboxylate) and
undissociated (carboxylic acid) form, depending on the pH in
the solution. When the pH is below the pKa (~4.8 for the
carboxylic acids of interest here), a majority of the molecules
are in the undissociated form with a hydrogen atom attached to
the carboxyl group. At a pH above the pKa, a majority of the

molecules exist as the dissociated carboxylate with the hydrogen
detached. The specific concentrations can be calculated using
the Henderson-Hasselbalch equation, pH = pK, + log (%),
where [A™] represents the concentration of the dissociated form,
and [HA] represents the concentration of the undissociated
form. Throughout this paper, we will explicitly specify if we are
referring to the undissociated form. If the undissociated form is
not specified, then we are referring to the total concentration of
undissociated acid plus dissociated conjugate base.

The distinction between the total concentration and the
concentration of undissociated carboxylic acids is important
because only the undissociated form inhibits pathogens (Butkus
et al, 2011; Royce et al, 2013; Harroff et al, 2017). We
previously produced carboxylic acids from HFM, but the pH
remained nearly neutral throughout the experiment. Therefore,
the fraction of undissociated carboxylic acids form remained
relatively low, while the total carboxylic acid concentrations were
promising (Harroff et al., 2017). Co-fermentation of HFM and
food waste may present a solution to this problem. Many studies
have shown that anaerobic fermentation or co-fermentation
of carbohydrate-rich food waste results in rapid lactic acid
production and pH decline (Rajagopal et al., 2014; Wang et al,,
2014; Liang and Wan, 2015). In a series of recent studies,
mixed food waste and HFM were co-fermented specifically
to increase concentrations of undissociated carboxylic acids to
inactivate pathogens, but these studies did not focus on chain
elongation or report concentrations of individual carboxylic
acids (Riungu et al., 2018ab). Co-fermentation with food
waste may be challenging because low pH and increased
undissociated carboxylic acid concentrations can inhibit the
bacteria responsible for fermentation and chain elongation, in
addition to inactivating pathogens (Agler et al., 2012; Riungu
et al, 2018a). Therefore, pH reduction must be carefully
balanced with maximizing carboxylic acid production and
chain elongation.

The primary goal of our study was to better understand how
HEM can be fermented to produce undissociated carboxylic
acids that cause pathogen inactivation in real sanitation and
waste treatment systems. To accomplish this, we collaborated
with Sanergy, which is a sanitation enterprise in Nairobi, Kenya,
that maintains a network of container-based, urine-diverting dry
toilets (UDDTs) and converts the collected waste to valuable
reuse products. Carboxylic acid fermentation may be useful as
a pre-treatment step in treatment facilities similar to Sanergy’s
facility, because the output has an adequately reduced pathogen
load and has already undergone the often rate-limiting stages
of biological degradation. It can then be used as the input for
further processing into value-added products such as biogas
from anaerobic digestion or livestock feed from black soldier
fly larvae production. Here, we used real HFM collected from
Sanergy’s UDDTs, which we refer to here as UDDT-solid waste
(UDDT-SW), and tested fermentation: (1) with 500-mL media
bottles in the lab during Experiments 1 and 2; and (2) 45-L
plastic barrels at the field-scale during Experiment 3. We tested
three different inocula to determine if a specialized inoculum
would be required to implement new treatment systems. We also

Frontiers in Environmental Science | www.frontiersin.org

September 2019 | Volume 7 | Article 139


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

Harroff et al.

Field-Scale Inactivation of Ascaris Eggs

tested the addition of banana waste at different times during
the fermentation process and at different ratios to maximize
concentrations of undissociated carboxylic acids. Finally, we
demonstrated pathogen inactivation from co-fermentation of
HFM with banana waste using Ascaris suum eggs as indicators.

MATERIALS AND METHODS

Materials

HFM Samples

HFM was obtained from UDDTs that are located in informal
settlements around Nairobi, Kenya. The UDDTs have separate
containers to collect urine and solid waste. The UDDT solid
waste (UDDT-SW) container is 30 L and contains a mixture of
HFM and sawdust, which is added by users to reduce odor in the
toilets. Sawdust is expected to constitute about 20% of the total
mass of the UDDT-SW. Sanergy collects the urine and UDDT-
SW containers each day and replaces them with clean containers.
On the starting day for Experiments 1 and 3, samples of UDDT-
SW were taken from several containers that had been collected
from UDDTs that same day.

Banana Waste

The pre-consumer banana waste originated from Twiga Foods,
which is a food supply platform that connects smallholder farms
to market vendors. Sanergy receives fresh banana waste that is
unsuitable for market every few days and stores it outdoors in a
pile until it is used in waste treatment and recycling processes.

Chain-Elongation-Bioreactor Inoculum

The chain-elongation-bioreactor inoculum originated from
a semi-continuous lab-scale bioreactor that chain-elongated
ethanol-rich fermentation beer for 4 years (Ge et al., 2015). The
effluent was collected from the bioreactor and centrifuged to
concentrate the biomass. The bioreactor broth was discarded,
and the biomass was re-suspended in an equivalent volume of
liquid that was 50% (v/v) glycerol and 50% (v/v) fresh bioreactor
media. The biomass was then frozen at —80°C for ~1 year until
use. After thawing, the biomass was washed twice to remove
the glycerol by centrifuging and replacing the supernatant with
tap water. A new culture was then started by inoculating 10%
(m/m) biomass into diluted UDDT-SW. This culture was kept
in an airtight 1-L glass bottle. The headspace was sparged with
nitrogen gas to create anaerobic conditions, and the bottle was
incubated at 30°C in the dark for 24 days with periodic manual
shaking to mix. Contents from this culture were used directly as
chain-elongation-bioreactor inoculum for lab-scale experiments.

Rumen Inoculum

The rumen contents were selected for testing because
considerable carboxylic acid production occurs in the rumen,
and rumen contents were originally used to inoculate the
bioreactor that was used for the chain-elongation-bioreactor
inoculum (Agler et al., 2012). The rumen contents are also easier
to obtain than chain-elongation-bioreactor inoculum, which
would depend on successful implementation of carboxylic acid
fermentation for waste treatment. The rumen inoculum was

TABLE 1 | Initial conditions for Experiment 1.

Inoculum type Mass Mass HFM (g) % Moisture
inoculum (g) Inoculum  content
(m/m) (%)
1: Chain-elongation- 65.4 584.9 10.1 84.0
bioreactor
2: Rumen 65.1 587.1 10.0 83.7
3: None (tap water) 65.3 586.1 10.0 84.7

Masses are total mass for the triplicate media bottles for each treatment.

collected from the rumen contents of a cow that had been freshly
slaughtered at Dagoretti Slaughterhouse in Nairobi, Kenya. Next,
the rumen contents were strained through a mesh screen and
cheesecloth to remove large particulate matter before use.

Methods

Experiment 1: Determining the Importance of a
Specialized Inoculum

Three inoculum treatments were tested to determine whether
a specialized inoculum was necessary to achieve carboxylic
acid production and chain elongation: (1) chain-elongation-
bioreactor inoculum; (2) rumen inoculum; and (3) no inoculum.
The chain-elongation-bioreactor inoculum and rumen inoculum
were obtained as described above. For the third treatment,
tap water was used in place of an inoculum, and therefore
the fermentation in the media bottles for this treatment was
dependent on the microbiome residing naturally in HFM.
UDDT-SW was collected in the morning of the starting day
of the experiment. The UDDT-SW samples were combined
and homogenized in a kitchen blender before separating into
treatments. Each treatment was prepared with ~65g inoculum
and 585g UDDT-SW (Table 1). The treatment mixtures were
manually mixed with a spatula, and 200g was allocated to
triplicate 500-mL glass media bottles. A 5-g sample of each
treatment was also kept for pH and carboxylic acid analysis. The
headspace in each media bottle was sparged with nitrogen gas for
1 min at a rate of 12 L min~!. The media bottles were then sealed
with a rubber stopper and plastic ring (Figure S1) and incubated
in the dark at 30°C for 26 days. Additional mixing occurred only
during sample collection. The fermentation gas was vented from
the media bottles on Day 1 and 2 to avoid excessive pressure
buildup before the first sampling point. Venting was performed
by inserting a hypodermic needle into a septum that was located
in the rubber stopper of each media bottle. The samples were
collected from each media bottle on Day 5, 12, 18, 21, 25, and
26 to measure pH and carboxylic acid concentrations. The rubber
stopper and plastic ring were removed from the media bottle, and
the contents were manually mixed with a spatula before removing
a small sample (~5 g) of contents. Finally, the headspace in the
media bottle was sparged with nitrogen for 1 min at 12L min~!,
and the rubber stopper and plastic ring were replaced. Carboxylic
acid concentrations were measured using gas chromatography
(Hewlett-Packard 5890 Series II; Wilmington, DE) with a method
described previously, except nitrogen was used as the carrier gas
instead of helium (Usack and Angenent, 2015).
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Experiment 2: Co-fermentation With Banana Waste
to Reduce pH, Increase Concentrations of
Undissociated Carboxylic Acids, and Inactivate
Ascaris Eggs

After Day 26 of the operating period, the media bottles from
Experiment 1 were emptied. All of the remaining fermented
UDDT-SW was combined, homogenized in a kitchen blender,
and divided into three new treatments: (1) 0% banana-mash
addition; (2) 10% banana-mash addition; and (3) 20% banana-
mash addition, with all percentages on a mass basis. The banana
waste had been collected from the outdoor storage pile 1 day
prior to Day 0 and kept in the laboratory refrigerator overnight.
The peels from the bananas were removed, and the bananas were
homogenized in a kitchen blender. Finally, the resulting banana
mash was combined with the fermented UDDT-SW to produce
360 g of each treatment. The mixtures were manually mixed with
a spatula, and 155-g aliquots were distributed to duplicate 500-
mL glass media bottles. We used duplicate treatments instead of
triplicates based on limitations from the quantity of fermented
UDDT-SW material available. The media bottles (Figure S1)
were sparged with nitrogen, sealed, and sampled as described
above, with samples collected on Day 1, 3, 6, and 15 to measure
pH and carboxylic acid concentrations.

We tested Ascaris inactivation for the 0% and 20% banana-
mash treatments using A. suum eggs. The eggs were collected
from fecal material in the intestines of naturally infected
slaughterhouse pigs and purified and stored as described
previously (Harroff et al, 2017). We used plastic chambers
(2.5 cm diameter, 2.5 cm height), which were sealed on both ends
with 38-pm metal mesh, to contain the eggs while exposing them
to the conditions inside the media bottles. The plastic chambers
were initially sealed on one end, and the open end was used to
fill them with the 0 and 20% banana-mash treatment mixtures
and to spike them with 10,000 unembryonated A. suum eggs.
A soldering iron was then used to seal the open end of the
plastic chamber with a second piece of mesh (Figure S2). Nylon
mesh bags have frequently been used to contain Ascaris eggs in
similar experiments (Johnson et al.,, 1998; Nordin et al., 2009;
Manser et al., 2015; Fidjeland et al., 2016), but we found that
the plastic chambers were more reliable. Prior to performing the
experiment, we made several nylon mesh bags and sealed the
seams with a thermal sealer, as has been done before, but we
found that the seams separated over time or had incomplete seals.
In a study that directly compared Ascaris egg recovery from nylon
mesh bags vs. plastic chambers, plastic chambers were also found
to perform better and more consistently (Nelson and Darby,
2002). The mesh bags often trapped gas inside, and the seams
became unsealed, possibly due to the increased gas pressure. In
contrast, the fixed volume of the plastic chambers seemed to
force gas out of the chamber, and the more substantial seal held
throughout the experiment (Nelson and Darby, 2002).

Eight plastic chambers were prepared, with two plastic
chambers placed in each of the duplicate media bottles for the
0% and 20% banana-mash treatments. One plastic chamber from
each media bottle was removed during sampling on Day 6 and
15. Ascaris eggs were recovered from the plastic chambers using

a method adapted from several methods published previously
(Nelson and Darby, 2002; Bowman et al., 2003; Tronnberg
et al., 2010; Amoah et al., 2018). First, the mesh from one
side was peeled off, and a metal spatula was used to divide
most of the contents between two 50-mL centrifuge tubes. The
empty plastic chamber was then placed in a 200-mL wide-mouth
cylinder with about 75mL of 1.5M ammonium bicarbonate
(AmBic) solution. The cylinder was sealed and shaken for 30s
to dislodge any remaining solid material. The solution in the
cylinder was poured into the two centrifuge tubes, and additional
AmBic solution was used to rinse the chamber and cylinder
into the tubes. The two centrifuge tubes were sealed and shaken
for 1 min and then centrifuged at 1,000 x g for 5min. The
supernatant was discarded, and the tubes were filled with MgSO4
(specific gravity = 1.2), vortexed, and centrifuged again at 1,000
x g for 5 min to float the Ascaris eggs. The supernatant was sieved
through US 50 and US 200 sieves, before collecting the eggs on a
US 400 sieve. Diluted H,SO4 (0.1 N) was used to rinse the sieve
into a clean 50-mL centrifuge tube. The tube was centrifuged at
1,000 x g for 5min to concentrate the eggs at the bottom of the
tube, and a pipette was used to remove supernatant to a final
volume of 5mL. Next, the tube was vortexed for a final time,
the cap was loosened to allow oxygen flow, and the tube was
incubated in the dark at 28°C for 3 weeks to allow any viable
A. suum eggs to develop into larvae. After 3 weeks, at least 100
eggs were observed microscopically to determine viability. Fully
developed larvae were considered viable, and all others were not.

Experiment 3: Field-Scale Trial

A field-scale fermentation trial was performed on-site at
Sanergy’s waste processing facility located southeast of central
Nairobi in Kinanie. Six 45-L screw-top plastic barrels were
used as batch bioreactors to test three treatments in duplicate
(Table 2, Figure S3). For Treatments 1 and 2, UDDT-SW was
fermented alone for 42 days before adding banana waste because
we expected the banana waste to cause a low pH that would
be inhibitory to carboxylic acid production. For Treatment 3,
banana waste was mixed with UDDT-SW on Day 0, and no
additional banana waste was added on Day 42 of the operating
period. We used cow rumen inoculum for Treatments 1 and
3, and no inoculum for Treatment 2. We obtained rumen
contents from a cow that was slaughtered the same morning,
and we prepared the inoculum as described above. UDDT-SW
was collected from two randomly selected storage containers that
had been transferred to Kinanie within the previous 2-3 days.
Each storage container held UDDT-SW collected from ~3-4
UDDTs. We collected banana waste from the storage pile onsite
and roughly chopped the waste with the peels left intact. The
required material for each barrel was combined and manually
mixed with a shovel.

Data loggers (HOBO UX100-003, Bourne, MA and Lascar
Electronics EL-USB-1, Eerie, PA) were contained in sealed plastic
tubes and placed in each barrel to record temperature every
15 min. The barrels were initially placed in a sunny area outside
and covered with a black tarp to promote warmer temperatures.
We conducted the field trial in May-July, which is the cool
season for Nairobi. After 29 days of operation, the barrels were
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TABLE 2 | Treatment summary for field-scale trial (Experiment 3).

Treatment Initial setup Second stage

number (Day 42)
UDDT-SW Inoculum Inoculum Banana Banana waste

(kg) type  mass (kg) waste (kg) (kg)
1 225 Rumen 2.5 0 6.5
2 22.5 None (tap 2.5 0 6.5
water)
3 17.5 Rumen 2.5 5 0

Masses given are per barrel, with duplicate barrels used for each treatment.

moved inside a greenhouse to achieve warmer temperatures.
Throughout the operating period, samples were collected every
2-6 days from the barrels. At sampling, the lid was removed,
and the barrel contents were manually mixed with a large spoon.
Small samples were collected from several points in the barrel and
mixed together in a plastic tube. The composite sample was used
to measure pH and carboxylic acid concentrations.

We also tested Ascaris inactivation in the field-scale trial. First,
we placed A. suum eggs in plastic chambers as described above.
Ten chambers were prepared for each barrel, with two chambers
collected from each barrel at each time point. The chambers
were attached to wires and sunk in the barrels to expose the
A. suum eggs to the fermentation conditions. An additional 20
chambers were prepared and filled with autoclaved UDDT-SW
instead of the UDDT-SW used in the barrels. Each of these
chambers was sealed in a 50-mL plastic tube that was also filled
with autoclaved UDDT-SW, and the plastic tubes were sunk
in the barrels for Treatment 1. Duplicate chambers with the
autoclaved UDDT-SW were collected at the same time points
as the other chambers and were used to isolate inactivation that
occurred for reasons unrelated to the fermentation process (e.g.,
temperature or compounds already existing in the UDDT-SW
before fermentation).

RESULTS AND DISCUSSION

Experiment 1: Specialized Inoculum Was
Not Necessary to Produce Carboxylic
Acids in HFM

During 26 days of fermentation for the lab-scale trial, we
found no benefit from either the chain-elongation-bioreactor
inoculum or rumen inoculum compared to the no-inoculum
treatment (Figures 1A,B). The n-butyric acid concentrations
between the three treatments were nearly identical throughout
the operating period with maximum average concentrations
observed on Day 25 for all three treatments (Figure 1A). The
average maximum n-butyric acid concentrations were 107,
111, and 107mM for chain-elongation-bioreactor inoculum,
rumen inoculum, and no inoculum, respectively, but the
differences were within the standard deviations of the triplicate
samples (Figure 1A). For n-caproic acid, the treatment with no
inoculum actually outperformed the other two treatments with
an average maximum concentration of 24.3 vs. 21.0 mM with

chain-elongation-bioreactor inoculum and 20.0 mM with rumen
inoculum (Figure 1B). We also observed that the trends for n-
valeric acid concentrations were similar to the n-caproic acid
concentrations (Figure S4). The treatment with no inoculum
consistently produced the highest n-valeric acid concentrations,
and a maximum average n-valeric acid concentration of 35.0 mM
was observed on Day 25 of the operating period (Figure S4).
This n-valeric acid concentration is notably larger than the
11.3 mM observed in a previously published study (Harroff et al.,
2017) and may be the result of competing pathways before
entry into the chain-elongating pathway. Such pathways include
the acrylate pathway, which converts lactic acid into propionic
acid (Kucek et al., 2016). Chain elongation of propionic acid
would then result in production of n-valeric acid instead of one
of the even-numbered carboxylic acids. Although we did not
measure lactic acid here, it is a common product of primary
fermentation in addition to acetic acid, and is quickly removed
while being produced in the anaerobic food web. We observed
only a small difference in pH between the three treatments and
throughout the time-course of the experiment. The average pH
was 6.2 with a minimum of 6.0 and maximum of 6.3 (data
not shown), which is similar to the previously published study
(Harroff et al., 2017).

The promising performance of the treatment with no
inoculum indicates that the gut microbiome, which is inherent
to HEM, can be used to produce carboxylic acids. This finding
is not surprising because the human-gut microbiome is already
known to produce n-butyric acid and n-caproic acid within the
digestive system (Cummings et al., 1987; Miller and Wolin, 1996).
While not surprising, the finding is important for implementing
the proposed treatment method in sanitation systems because the
system becomes less complex and less expensive if a specialized
inoculum is not required. However, human diet is known to
affect the gut microbial community and resulting fermentation
products (Flint et al., 2015). Therefore, variability in rates of
carboxylic acid production and final concentrations should be
expected when relying on the gut microbiome.

Experiment 2: Co-fermentation With

Banana Mash and Ascaris Inactivation
Co-fermentation With Banana Mash Reduces pH

We observed only small changes in pH throughout the operating
period when solely UDDT-SW was fermented for Experiment 1
(average pH of 6.2), which continued during Experiment 2 for
the 0% banana-mash treatment (Figure 2A). A pH value of 6.2
causes only 4.2% of the total carboxylic acid concentration to
exist in the undissociated form (Figures 2B,C, Figures S5, S6).
After banana mash was mixed with the fermented UDDT-SW ata
rate of 20% by mass, the pH dropped from 6.1 to 4.8 within 6 days
of the operating period (Figure 2A). At such a pH value, half of
the total carboxylic acid concentration was in the undissociated
form (Figures 2B,C, Figures S5, S6). In the 10% banana-mash
treatment, the pH decreased to 5.2 within 6 days (Figure 2A),
resulting in 32% of the total carboxylic acid concentration in the
undissociated form (Figures 2B,C, Figures S5, $6). A previous
study co-fermented mixed food waste and UDDT-SW at a series
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FIGURE 1 | Average total concentrations of n-butyric acid (A) and n-caproic acid (B) found in triplicate batch-fermentation media bottles for Experiment 1, which
were started with inoculum from a semi-continuous chain-elongation bioreactor (e); inoculum from rumen contents of a cow (l); and no inoculum (A). Error bars

of substrate ratios and observed similar pH values compared to
our study (Riungu et al., 2018a). When food waste made up 20%
of the total mass, the pH decreased from 5.7 to 4.9 in 4 days
(Riungu et al., 2018a).

Low pH Causes Inhibition of Carboxylic Acid
Production

On Day 0 for Experiment 2, carboxylic acid concentrations
were already 73.5-88.7 mM n-butyric acid, 23.3-27.3mM n-
valeric acid, and 15.4-17.1mM n-caproic acid due the pre-
fermentation during Experiment 1. The addition of banana
mash lowered these concentrations slightly due to dilution
(Figure 2B, Figures S5A, S6A). When no banana mash was
added, carboxylic acid concentrations continued to increase for
the first 3 days of the operating period before tapering off
(Figure 2B, Figures S5A, S6A). This result is similar to the result
we would have anticipated if we had allowed the Experiment
1 treatments to continue fermenting. We observed maximum
average concentrations for the 0% banana-mash treatment of
101 mM n-butyric acid, 31.4 mM n-valeric acid, and 21.7 mM n-
caproic acid. The n-caproic acid concentration was similar to
the maximum average concentration we observed in a previous
fermentation experiment, but the n-butyric acid concentration
was less than half of the concentration we observed (Harroff
etal., 2017). Similar to Experiment 1, concentrations of n-valeric
acid were higher than those seen previously (Figure S6), and this
may partly account for the lower concentrations of n-butyric
acid. In addition, a higher conversion efficiency of n-butyric acid
to n-caproic acid may also have contributed to a relatively low
n-butyric acid concentration.

For the 20% banana-mash treatment, no additional carboxylic
acid production occurred (Figure 2B, Figures S5A, S6A), which
can be attributed to a combination of inhibition from: (1) the
low pH directly; and (2) the high concentration of undissociated
carboxylic acids, which was considerably increased due to
the low pH (Figure 2C, Figures S5B, S6B) (Agler et al.,, 2012;
Riungu et al, 2018a). For the 10% banana-mash treatment,

production rates of carboxylic acids were slightly higher than
those observed for the 0% banana-mash treatment (Figure 2B,
Figures S5A, S6A). While the pH declined for the 10% banana-
mash treatment, it remained above 5 (Figure 2A), which did
not cause noticeable inhibition compared to the 0% banana-
mash treatment. Therefore, the added banana mash provided
a readily degradable carbon course that contributed to the
increased production rates of carboxylic acids compared to the
0% banana-mash treatment.

A Low pH Must Be Balanced With Carboxylic Acid
Production to Produce High Concentrations of
Undissociated Carboxylic Acids

Although no additional carboxylic acid production occurred after
banana mash was added in the 20% treatment, this treatment
still resulted in the highest concentrations of undissociated
carboxylic acids due to the lower pH value compared to the 0 and
10% treatments (Figure 2C, Figures S5B, S6B). The difference
in undissociated n-caproic acid concentrations between the 20%
treatment and the 10% treatment was minor (Figure 2C), but
it was more pronounced for undissociated n-valeric acid and
undissociated n-butyric acid concentrations (Figures S5B, S6B).
The concentration of undissociated carboxylic acids is a function
of the total carboxylic acid concentration and the pH value. The
pH relationship is exponential and has a greater effect than the
total carboxylic acid concentrations. This is clearly visualized by
the much higher concentrations of undissociated n-caproic acid
in the 10% banana-mash treatment compared to the 0% banana-
mash treatment, while the total concentrations of n-caproic
acid were somewhat equivalent between the two treatments
(Figures 2B,C). However, comparing the 10% and 20% banana-
mash treatments demonstrates that a high total n-caproic acid
concentration is also important. The difference in undissociated
concentrations of n-caproic acid between these two treatments
was minor because the 10% treatment had a larger concentration
of total n-caproic acid (22.3 mM in the 10% treatment and vs.
12.3 mM in the 20% treatment) (Figures 2B,C).

Frontiers in Environmental Science | www.frontiersin.org

1"

September 2019 | Volume 7 | Article 139


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

Harroff et al.

Field-Scale Inactivation of Ascaris Eggs

7.0 -

A
6.5 |-
0’?“’"———-— —————————— -0
6.0 T (]
\ i
= GE |- ¥ \
) N A
n
5.0 |- :
..PKa=438 . . .. L TSP ——
45 |-
40 |
l 1 | 1 1 1
30 |
B
25 |
= . i l
S = j—2 —
2 ’7 o P
25 |fa .
2 &
8 g 15 \. —— -é ~. -
T i o o e &=
=g '
BE™
= O
5 -
O -
1 1 1 1 1 1
8 -

o
T

concentration (mM)
N »
T T

Undissociated n-caproic acid

¢ ————————————— e
0 -
1 ] | ! i |
. 8 8 9 12 15
Time (d)

FIGURE 2 | Average pH (A), total n-caproic acid concentration (undissociated
plus dissociated) (B), and undissociated n-caproic acid concentration (C)
found in duplicate batch fermentation media bottles for Experiment 2 with
banana mash added at 0 % (m/m) (), 10 % (m/m) (A), and 20 % (Mm/m) (M).
Error bars indicate the range of the measured values between the duplicate
media bottles. The dotted horizontal line at pH = 4.8 indicates the pKa of
carboxylic acids.

The baseline concentrations of carboxylic acids produced
during Experiment 1 were also important here. Without it, the
20% treatment would have had very low total carboxylic acid

concentrations (and therefore low undissociated concentrations)
due to inhibition from low pH after banana-mash addition.
Therefore, 20% banana-mash addition may be appropriate
if fermentation is completed in two stages, as was done
here. However, it is simpler to conduct the fermentation
in a single stage with UDDT-SW and banana mash mixed
upfront. For this scenario, a lower fraction of banana mash
may be desired, which would maintain a moderate pH (~5)
that does not inhibit carboxylic acid production but still
maintains a large portion of the total concentration in the
undissociated form, as we saw in the 10% banana-mash
addition treatment.

Ascaris Eggs Are Inactivated Faster When Banana
Mash Is Used to Produce a Higher Concentration of
Undissociated Carboxylic Acids

We only compared Ascaris egg inactivation for the treatments
containing 20% banana mash and 0% banana mash. For both
treatments, we observed large decreases in Ascaris viability
after 6 days and 15 days, but viability below detection was
only achieved for the 20% banana-mash treatment after 15
days (Figure 3). The inactivation rates were also faster for the
20% banana-mash treatment compared to the 0% banana-mash
treatment, with 1.4% viability observed after 6 days compared to
53% viability, respectively (Figure 3). The observed inactivation
for the 0% banana-mash treatment was unexpected because
the undissociated carboxylic acid concentrations were very low
(Figure 2C, Figures S5B, S6B). However, similar inactivation
rates have been observed previously for treatments with low
undissociated carboxylic acid concentrations, and they were
attributed to additional fermentation products that were not
measured (Harroff et al., 2017). One fermentation product that
we thought might be important, particularly with added banana
waste, was lactic acid. However, during a preliminary experiment
we exposed Ascaris eggs to concentrations of lactic acid up to
1 M (at pH 2, for 1-15 days at 30°C), and we observed less than
a 10% decrease in viability for all treatments (data not shown).
Previous studies that performed similar batch fermentations with
food waste found lactic acid concentrations in the range of 0.1-
0.2M (Wang et al,, 2014; Liang and Wan, 2015). Therefore, we
can reasonably assume that lactic acid did not cause the Ascaris
inactivation we observed in the present study.

Riungu et al. (2018a) also tested Ascaris inactivation related
to fermentation of UDDT-SW and food waste. The results
are difficult to compare because individual carboxylic acid
concentrations were not measured in the Riungu et al. study;
however, inactivation below detection limits was observed within
4 days for many treatments (Riungu et al, 2018a). These
inactivation rates were even faster than in our study, which
can be partly attributed to the higher temperature of 35°C for
the Riungu et al. study. Indeed, temperature has been shown
to have a significant impact on Ascaris inactivation rates by
ammonia (Fidjeland et al., 2015). We anticipate a similar effect
for carboxylic acids because both methods rely on the ability of
the chemicals to cross the lipid membrane of the eggs (Fidjeland
et al., 2015).
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FIGURE 3 | Average percent viability of Ascaris eggs collected from duplicate
batch fermentation media bottles for Experiment 2 with banana mash added
at 0% (m/m) (e) and 20% (m/m) (). Error bars indicate the range between the
two samples. Open symbols indicate that viability was below the detection
limit (0.6%).

Experiment 3: Field-Scale Trial

Cow Rumen Inoculum Did Not Affect Carboxylic Acid
Concentrations

The effect of cow rumen inoculum was tested in Treatment 1
(rumen inoculum) and Treatment 2 (no inoculum). Although
we already demonstrated that inoculum was not necessary in
Experiment 1 (Figure 1), these results were not available when
we started Experiment 3 because Experiment 1 was not fully
completed. In Experiment 3, we further confirmed that the use
of inoculum did not improve carboxylic acid concentrations
(Figure 4A, Figure S8A).

Warm Temperatures Are Needed to Produce
Carboxylic Acids

We used data loggers to measure and record the temperature
every 15min in each of the 6 barrels that were used for the
field-scale trial. Two of the loggers failed during the experiment,
and the data was not retrievable. However, we can assume
that the temperatures in all barrels were the same because the
temperatures measured from the remaining four loggers were
not statistically different (p = 0.235) (Figure S7). During the
first 29 days of the trial, the barrels were kept outside under
a black tarp. The average temperature during this period was
22.1°C with a range of 17.7 — 29.0°C and standard deviation
of 1.8°C. The observed temperatures were lower than we had
originally anticipated, which resulted in very little carboxylic acid
production during this period (Table 3, Figure 4, Figure S8).
Previous fermentation trials that produced carboxylic acids from
HFM or UDDT-SW, including the lab-scale trials here, were
performed at higher temperatures of 30°C (Harroff et al., 2017)
and 35°C (Riungu et al., 2018a). Therefore, we moved the barrels
to a greenhouse on Day 29 of the operating period. From Day

29 until the end of the trial on Day 56, the average temperature
was 26.9°C with a range of 18.7-34.5°C and standard deviation
of 2.2°C. This temperature increase resulted in modest increases
in n-caproic acid concentrations between days 29 and 42
(Figures 4A,B), but concentrations remained lower than seen
previously, likely because the average temperature remained
below 30°C.

If pH >5 Is Maintained, Then Banana Waste Is
Rapidly Converted to Carboxylic Acids, and High
Undissociated Concentrations Can Be Achieved
Without Experiencing Product Inhibition

We added banana waste to Treatments 1 and 2 on Day 42
of the operating period as 20% of the total mass, which was
after the temperature had been increased. As anticipated, the
pH decreased within 2 days from 6.9 to 5.1 for Treatment 1
and from 6.3 to 5.2 for Treatment 2 (Figure 4C). However,
the pH never decreased below 5.0 for either treatment. Based
on the 20% banana-mash treatment during Experiment 2, we
had anticipated a lower pH. We are attributing the higher pH
for Experiment 3 to two possible reasons: (1) the different
composition between banana mash without peel (Experiment
2) and banana waste with peel (Experiment 3); and (2)
ammonia production from protein breakdown during the longer
fermentation period compared to Experiment 2 (ammonia data
not available), which would have caused a higher buffering
capacity of the UDDT-SW (Prochazka et al., 2012; Rose et al.,
2015). For Treatment 3, we added banana waste from the
beginning of the operating period (Day 0), and the pH was
reduced to 4.5 within the first 3 days of the trial (Figure 4D),
even though the temperature had been relatively low. The pH
consistently remained below the carboxylic acid pKa of 4.8 until
Day 29 of the operating period (Figure 4D). However, after
moving the barrels to the greenhouse on Day 29, the pH for
Treatment 3 increased slightly to above 5.0 (Figure 4D), likely
due to increased ammonia production coinciding with increased
microbial activity. However, ammonia concentration data is not
available to confirm this theory. From Day 32 until the end of
the trial, the average pH further increased, but remained below 6
(Figure 4D).

For all three treatments, n-caproic acid concentrations
increased rapidly when the pH was >5.0 and banana mash was
available as substrate. Similarly, Riungu et al. (2018b) found
that co-digestion of UDDT-SW and food waste with a pH
>5 resulted in higher total volatile fatty acid concentrations
than when UDDT-SW was digested alone. Here, we achieved
average final n-caproic acid concentrations for Treatments 1, 2,
and 3 of 35.4, 43.1, and 53.7 mM, respectively (Table 3). If we
had not stopped the trial on Day 56 of the operating period,
the longer fermentation period would likely have resulted in
even higher concentrations because the concentrations were
still increasing. During Experiments 1 and 2, we observed a
maximum average n-caproic acid concentration of 22.4mM
(Figures 1B, 2B), while the maximum average n-caproic acid
concentration previously had been 27.1 mM (Harroff et al., 2017).
The likely reason for the highest concentrations of n-caproic
acid during Experiment 3, is the relatively high conversion

Frontiers in Environmental Science | www.frontiersin.org

13

September 2019 | Volume 7 | Article 139


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

Harroff et al. Field-Scale Inactivation of Ascaris Eggs

TABLE 3 | Carboxylic acid concentrations at transitional time points during the field-scale trial for Experiment 3.

Day Treatment 1 Treatment 2 Treatment 3

n-Butyric acid n- Valeric acid n-Caproic acid n-Butyric acid n- Valeric acid n-Caproic acid n-Butyric acid n- Valeric acid n-Caproic acid

(mM) (mM) (mM) (mM) (mM) (mM) (mM) (mM) (mM)
0 55.8 (+5.7) 5.6 (:0.3) 2.0 (+0.04) 70.4 (+3.3) 7.1 (£2.0) 3.5 (+0.7) 41.2 (+0.1) 4.6 (+0.3) 2.5 (£0.2)
29 69.8 (&1.0) 15.7 (+£2.4) 7.7 (£1.4) 73.3 (+2.0) 15.5 (+0.7) 4.0 (+0.5) 431 (+1.8) 57 (+1.2) 1.4 (+£0.9)
42 68.8 (+2.8) 19.2 (+0.5) 12.6 (£1.1) 751 (+1.3) 16.0 (40.8) 18.5 (+2.0) 58.0 (+13.4) 18.1 (£12.2)  24.7 (£21.1)
(£0.5) (£6.4)

56  85.0(+0.5 22.2 (+4) 35.4 (+11.7) 84.0 (6.4 27.4 (+1.3) 431 (+5.5) 63.6 (+2.7) 25.4 (+2.7) 53.7 (1.6)

Barrels were moved into a greenhouse on Day 29, banana waste was added to Treatments 1 and 2 on Day 42; and Day 56 was the final day of the trial. Banana waste was already
added at Day O for Treatment 3.
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FIGURE 4 | Total n-caproic acid concentrations (A,B), undissociated n-caproic acid concentrations, (C,D) and pH (C,D) for the field-scale trial during Experiment 3.
For (C) and (D), undissociated n-caproic acid concentrations (solid colored lines) are plotted against the left axis, and pH (dashed, ray-scale lines) is plotted against
the right axis. Treatments (H) and 2 (A), which were conducted in two stages are shown on the left (A,C). Treatment 3 (s), which had banana waste mixed with
UDDT-SW at initial startup is shown on the right (B,D). Error bars show the range between duplicate barrels. The dashed vertical line at Day 29 indicates the time that
barrels were moved into the greenhouse, and the average temperature increased from 22.1 to 26.9°C. The dashed vertical line at Day 42 in (A) and (C) indicates the
time that banana waste was added to Treatments 1 and 2. The dotted horizontal line at pH = 4.8 indicates the pKa of carboxylic acids.

efficiency of n-butyric acid into n-caproic acid, explaining the =~ 44. Accordingly, the total concentration of n-caproic acid in
lower concentrations of n-butyric acid during Experiment 3 than  that bioreactor increased from 3.6 mM on Day 42 to 18.0 mM
what we have observed previously (Table 3, Figure $8) (Harroff ~ on Day 44. The pH remained above 4.8 after that point, and
etal, 2017). the total n-caproic acid concentration increased steadily until it
After increasing the temperature, we observed a larger  reached the same concentration as the duplicate barrel on Day 56
difference in results between the two barrels per treatment than  (Figures 4B,D). Regardless of the precise onset of carboxylic acid
before for both the carboxylic acid concentrations and the pH  production, banana waste was rapidly converted to carboxylic
(Figure 4, Figure S8). Particularly for Treatment 3, one barrel  acids when the pH was above 5.0 at the higher temperature
lagged behind the other one (Figure 4B). For one barrel, the  (Figures 4A,B, Figures S8A,B).
pH immediately increased from 4.7 to 5.6 between Day 29 and Undissociated n-caproic acid concentrations were also
Day 32, and the total concentration of n-caproic acid increased ~ higher than we have observed previously (Figures4C,D).
simultaneously. For the second Treatment 3 barrel, the pH  The average pH in all treatments was above the pKa by the
increased more slowly after Day 29 and was not >4.8 until Day = end of this experiment, which caused <50% of the total
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concentration to be in the undissociated form. However, a pH
of 5 combined with the relatively high total concentrations
of n-caproic acid resulted in undissociated n-caproic acid
concentrations of 10.2, 13.1, and 12.6mM for Treatments
1, 2, and 3, respectively (Figures4C,D). The highest
undissociated n-caproic acid concentration observed, thus
far, was 7.1mM in the 20% banana-mash treatment from
Experiment 2. For Treatment 3, an unexpected trend for
undissociated n-caproic acid was observed around Day 44
of the operating period because the total concentration of
n-caproic acid steadily increased as anticipated, but the
undissociated concentration increased between Day 42 and
44 and then decreased between Day 44 and 46 (Figure 4D).
This inconsistency occurred because of non-homogenous
conditions within the barrels, resulting in changes in the
average pH between sampling days. The pH on Day 44
was slightly lower than on Day 46 (Figure4D), and small
differences in pH result in large differences in undissociated
carboxylic acid concentrations due to the exponential
relationship between the two. This result is noteworthy
because it demonstrates that non-homogenous conditions
within a bioreactor can result in large differences in efficacy for
pathogen inactivation.

Additional Work Is Needed to Optimize
Co-fermentation Conditions

The results here suggest that banana waste (or alternative food
waste) co-fermentation rates should be optimized to result in
a pH of about 5, which will maximize undissociated carboxylic
acid concentrations by promoting a large fraction of the total
concentration to be in the undissociated form, while avoiding
inhibition that appears to result at pH values below 4.8.
One goal of the current study was to determine whether a
two-stage (Treatments 1 and 2) or one-stage (Treatment 3)
process was preferred for accomplishing this goal. The final
concentrations of undissociated n-caproic acid were similar
between the three treatments, but they were also still increasing
when the experiment ended on Day 56 (Figures 4C,D). With
additional fermentation time, more differences may have been
observed between the treatments. Therefore, it is difficult
for us to make a firm conclusion about which treatment
performed better. If the experiment is repeated with temperatures
at 30°C during the entire experiment, fermentation should
occur faster, and differences between the treatments may
become apparent with less time required. When resulting
performances in the one-stage and two-stage processes are
determined to be equivalent, then a one-stage process is strongly
preferred because it is simpler to operate and implement.
Additional work should also be performed to determine optimal
ratios of food waste to UDDT-SW that will result in a pH
of ~5.

Ascaris Inactivation in Field-Scale Trial

We only collected Ascaris data at two time points
(Days 11 and 29) during the field-scale trial and only
during the low temperature period (Table4). One of
the duplicate Treatment 1 barrels caused lower viability

TABLE 4 | Average percent viability of Ascaris eggs collected for field-scale trial
during Experiment 3.

Day Percent viability (standard deviation)
Treatment Treatment Treatment Autoclaved
1 2 3 UDDT-SW
ihl 50.9 43.9 67.3 66.4 (5.0)
(17.9) 9.1) 3.1)
29 6.54.9) 26.9 19.5 22.1 (8.9
(12.0) (8.8)

Viability is expressed as Umberof vieble €995 400, Standard deviation of four samples (two

Ascaris chambers in each of two replicate barrels) is given in parentheses. The baseline
viability of Ascaris eggs used in this experiment was 69.9%.

than any of the others for unknown reasons. With
the exception of this barrel, viabilities for the Ascaris
eggs exposed in the barrels were similar to the eggs
contained in tubes of autoclaved UDDT-SW. The
similarity between the barrels and autoclaved UDDT-SW
are supported by the slow fermentation rates observed
during this time period. The barrels did not have high
undissociated carboxylic acid concentrations until after
Day 42 (Figures4C,D, Figures S8C,D). Therefore, we
expect that the conditions in the barrels were similar
to the autoclaved UDDT-SW between Day 0 and
Day 29.

The viability of Ascaris eggs in all of the barrels plus the
autoclaved UDDT-SW decreased considerably between Day 11
and Day 29 (Table 4). Because undissociated carboxylic acid
concentrations were still low at this time, we expect that the
decline in viability was related to confounding factors in the
UDDT-SW that were not measured here. Therefore, we did not
collect additional Ascaris samples beyond 29 days because we
recognized that we would not be able to identify the cause of
inactivation or to determine the effect of undissociated carboxylic
acid concentrations.

CONCLUSIONS

Several findings were made in this study that improve our
understanding of how carboxylic acid fermentation can be
used as part of a sanitation waste treatment system to
inactive pathogens:

1. Fermentation of UDDT-SW in combination with food waste
can be used to inactivate Ascaris eggs in a real sanitation
setting when the carboxylic acid product spectrum is shifted
toward longer-chain carboxylic acids, including n-butyric
acid, n-valeric acid, and n-caproic acid, rather than just
acetic acid.

. A specialized inoculum of carboxylic acid-producing bacteria
is not necessary because the gut microbiome found in UDDT-
SW is already capable of producing carboxylic acids with
longer carbon chains.

3. Fermentation temperatures should be higher than 30°C to

promote reasonable rates of carboxylic acid production. Lower
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temperatures will result in longer required fermentation times
or no carboxylic acid production at all. For waste treatment
systems, long fermentation times require larger and more
expensive bioreactors.

. When easily degraded food waste, such as banana waste, is
co-fermented with UDDT-SW in a way that maintains a pH
between 4.8 and 5.2, we can accomplish our two main goals
of: (1) producing high total concentrations of carboxylic acids;
and (2) reducing the pH to cause a greater fraction of the total
concentration to exist in the undissociated form. If the pH
is below 4.8, then carboxylic acid production is inhibited. If
the pH is above ~5.2, the fraction of carboxylic acids in the
undissociated form is too low for the process to effectively
inactivate pathogens.

5. The timing of food waste addition and ratio of food waste
to UDDT-SW can both be optimized in a two-stage process
to maintain an appropriate pH. However, for practical
implementation of waste treatment systems, it is simpler to
mix food waste and UDDT-SW when the fermentation is
started. Therefore, an appropriate ratio of food waste should
be found that could maintain the appropriate pH. This ratio
will need to be adapted to individual systems based on
composition and buffering capacity of the UDDT-SW and
food waste used.

6. Ascaris eggs were inactivated faster when food waste was
used to increase concentrations of undissociated carboxylic
acids, but more investigation will be needed to determine
appropriate operating conditions to inactivate pathogens,
including Ascaris eggs.
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Christian Gerten*, Stefan Fina and Karsten Rusche
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Germany

Recent decades have been characterized by a rapid and steady urbanization of
the global population. This trend is projected to remain stable in the future and to
affect land use patterns in multiple ways. Monitoring and measurement concepts for
urbanization processes have presented difficulties with the multitude of driving forces
and variations in urban form as well as the assessment of outcomes of sometimes
contradictory objectives for economic, social, and environmental policies. The monitoring
frameworks that are employed with the aim of assessing the land use changes related to
urbanization break down this complexity into singular dimensions that can be measured
with individual indicators. Such monitoring allows planners and policy analysts to
assess new urban growth against sustainable development criteria. Examples include
compact city policies that allow urbanization to happen in suitable locations rather
than laisser-faire urbanization that can happen regardless of environmental impacts and
resource efficiency. In this context, we note that monitoring methods are most often
designed for case studies in Europe or North America where urban structures are rather
mature and consolidated. However, such monitoring can provide crucial information
on urban development at a phase at which structures are currently evolving and can
potentially still be modified. This is frequently the case in developing countries. Given
this background, this paper presents an approach to simplifying the measurement of the
land use changes related to urbanization with a new methodology. This paper condenses
the needed measurement components into two dimensions: land use inefficiency and
dispersion. The method can be used globally based on the newly available Global Human
Settlement (GHS) layer that is available from the European Commission at no cost. In an
initial application of the method to over 600 cities worldwide, we show the land use trends
related to urbanization by continent and city size. In summary, we observe a consolidation
of urban centers worldwide and continued sprawl! on the outskirts. In European cities, a
consolidation phase of urban structures began earlier, and cities are more mature and
develop less dynamically compared to those in other regions of the world. More in-depth
analyses of case studies present results for Paris, France, and Chicago, United States. In
the case of Paris, the method helps to illustrate the growth pressures that led to massive
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urban sprawl on the outskirts with a continued densification of the inner city. In the
case of Chicago, we observe a type of urban sprawl that goes along with the waves
of suburbanization with population loss in the inner city and continued urban sprawl on
the outskirts that are consolidated over time.

Keywords: urban land use change, urban sprawl, density, dispersion, global human settlement

INTRODUCTION

Urbanization has been a megatrend of global land use change that
can be observed in all parts of the world. By 2050 close to 70%
of the global population will live in cities (Eurostat, 2016). The
reasons that explain why the global population is more attracted
to city life than ever have been widely discussed in the literature
(see for example Adli, 2017). Many lines of argumentation
suggest the so-called “urban advantage” that drives urbanization:
city life is associated with better prospects for prosperity and
progress, access to services, education, and amenities, as well
as a richer cultural life. However, from a sustainability point of
view, this promise may only hold true for the most attractive
inner city locations where the distances between destinations are
walkable, public transportation is good, and there is a density of
people and activities result in what is perceived as urbanity. As a
matter of fact most urban growth happens in the surrounding
areas: We are living on a “suburban planet” and are trying
to “make the world urban from the outside in” (Keil, 2017).
These processes are not uniform though, the dichotomy between
spatial categories has increasingly been contested over the last
years. Suburbanization can have functional subcenters of high
urbanity, peri-urban areas can consolidate over time to dense
urban fabric, rural areas have centers with urban cores, and a
high level of centrality and service quality (Hugo, 2017). The
continuum between urban and rural areas becomes even more
blurry in polycentric regions, where networks of cities form
large metropolitan areas that exhibit a diverse set of land uses
and urban functions (Danielzyk et al., 2016). It is increasingly
becoming difficult for applications in urban land use monitoring
to delineate functional urban areas in order to report on land
use policies and related objectives. One such objective is to
combat excessive forms of urban land take. This can be frequently
observed in suburban areas, where the influx of people and the
building activities that are needed to accommodate increased
residential, industrial, and business land uses give rise to what
is often labeled urban sprawl. The term “urban sprawl” has
not yet been clearly defined. The term basically describes a
form of urban growth whereby residential areas and social
classes are highly segregated and dispersed over space, distances
to amenities and workplaces can be comparatively long, and
architecture lacks diversity (Galster et al., 2001; Wolman et al.,
2005; European Environment Agency, 2006; Soule, 2006; Couch
et al., 2007; Frenkel and Ashkenazi, 2008; Wei and Ewing,
2018). Urban theory concerned with sustainable planning has
identified this form of urban growth as problematic. Expansions
of urban areas should not be subject only to demand factors
such as the housing preferences of the urban population or land

market conditions. Planning regimes must manage urbanization
with more foresight before unsustainable and irreversible urban
sprawl structures are established to prevent the impacts of
inefficient and environmentally harmful urban land use (Soule,
2006). Examples of such planning include urban containment
policies or regional planning approaches that work with spatial
concepts to optimize land use change (i.e., transit-oriented
development or nodal growth, see Calthorpe and Fulton, 2001).
Evidence-based policy aims to increase urban densities along
development axis and nodes of good public transport accessibility
and high quality service provisions, strengthening the links
between the urban core and subcenters in such concepts.
Favoring urban development in such a way is complemented by
development restrictions in the interspaces between development
axes. The objective of spatial planning in this line of thinking
is to minimize the environmental impact of land conversions to
sealed surfaces and ensure good outcomes for resource efficiency,
accessibility and mobility and at the same time to prevent social
imbalances with mixed-use urban design and affordable housing
areas. The monitoring of these processes, however, is complex,
since it is almost impossible to assess the causalities of land use
change between the effects of spatial planning policies and global
trends. Another difficulty is that such functional relationships
are difficult to assess when analyzing land use change. Dedicated
indicators that measure different aspects of dispersion, density,
concentration, and other features of urban land use structures are
typically employed to overcome this problem (Tsai, 2005; Herzig
et al., 2018).

Early attempts to conceptualize sustainable urban
development have identified three main characteristics, which
are referred to as the three D’s of urban development (diversity,
density, and design, Cervero and Kockelman, 1997). Other
researchers have enhanced this view and presented measurement
concepts for urban sprawl. The work of Siedentop and Fina
(2010), for example, takes a similar approach and focuses on the
state and trends of land use in terms of surface features (urban
land use change), patterns (urban land use structure), and density
(population or business density). To date, the implementation of
such measurement concepts has mainly been conducted in study
areas in the Global North, using advanced geodata structures
and population registers to calculate indices. Most scholars agree
that there cannot be one combined index to measure urban
sprawl. One must approach the topic with multiple criteria and
indicators that capture the complexity of the different aspects
that drive the land use change related to urbanization (Frenkel
and Ashkenazi, 2008; Fina, 2013).

Global measurement concepts for urbanization have been
studied in a meta-analysis by Seto et al. (2011). The authors look

Frontiers in Environmental Science | www.frontiersin.org

19

September 2019 | Volume 7 | Article 140


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

Gerten et al.

The Sprawling Planet

at 326 studies and applied four indicators of land expansion and
population growth. In the results they identify the countries with
the highest urbanization rates and analyzed correlations with
factors like GDP growth or locational aspects. Zhang and Seto
(2011) present an innovative way to display urban expansion in
their research by using multi-temporal nighttime light data. This
method allows for the differentiation between stable and highly
dynamic urban areas, potentially defining urban growth rates for
different countries. A more recently published way to present
global urban growth is the Atlas of Urban Expansion (2019).
Scientists from the New York University, the Lincoln Institute
of Land Policy and UN Habitat developed an online visualization
of urban land use for 200 cities worldwide. The project website
contains information and visualizations of indicators suitable
to differentiate between different types of urban form based on
extent, density, and the composition of newly developed area.
In our study we would like to conceptually advance and test
such measures of urban form with a simplified approach that
can be applied for multi-temporal data worldwide. Our main
interest is to contribute toward monitoring concepts that detect
and evaluate trends in urban development for global and regional
land use dynamics.

In this context, this paper aims to use the knowledge generated
by urban sprawl researchers in selected study areas and extend
it to a global dataset that has only recently become available
for a time series from 1975 to 2015. We use the global human
settlement layers (GHSL) provided by the European Space
Agency to calculate representative indices to measure urban
growth worldwide. Based on these data, we establish a large
database for each country with more than 5 million inhabitants.
We apply the processing procedures for indicator calculations
to the catchments of the cities with the highest urban land
expansion rates in the observation period. To determine a valid
logic for comparative analysis, we structure our sample by the
selection of the fastest growing city regions in the classes of
large, medium, and small cities (in terms of population size).
We can thus assess some of the worldwide trends of land use
change related to urbanization for growing cities. City borders
are modeled using network analysis, taking travel times of up
to 1h in 15min intervals as threshold values. This approach
allows us to model catchments without arbitrary delineations
of urban areas based on administrative boundaries. Monitoring
applications for the largest urban regions in Germany conducted
by the authors have shown that such delineation would not
be realistic given the increasingly diverse mobility patterns of
commuters. This is particularly true for polycentric city regions
where the diversity of urban functions is increasingly becoming
detached from theoretical conceptualizations of an urban-rural
dichotomy (Fina et al., 2019). This methodology enables us to
analyze the resulting land use characteristics in a comparative
way, although some data inconsistencies explain deviations from
the general logic.

These data and indicators provide the possibility of comparing
the indicator results for world regions, planning regimes, or
any other grouping logic in which urban researchers might
be interested. However, the wealth of information is difficult
to communicate and present. This paper therefore suggests

a simplification procedure for urban growth assessments that
concentrates on the dynamics of two dimensions: land use
inefficiency and urban dispersion. We explain how the logic
of this method was inspired by the discussion of existing
quantification methods for urban sprawl represented in the
literature. Subsequently, we apply the methodology in global
observation and in two sample implementation areas (Paris,
France, and Chicago, United States), including descriptions of
the city selection procedure and indicators used. For the first
applications of our methodological approach, we focus on the
growth of cities and portray how the urban land use change
has progressed in growing cities. We discuss interpretation
prospects, methodological potentials and limitations as well as
concepts for further research. By doing so, we hope to initiate
discussion on the value of such a monitoring approach. In
addition, the suggested approach could be a contribution to the
spatial monitoring. Our two dimensional approach simplifies
the measurement of urban form and provides policy makers
and planning practitioners new information about regional and
urban development trends, especially in terms of sustainable city
development (United Nations, 2018).

BACKGROUND

The growth of urban land use is a worldwide trend that threatens
a range of ecosystem functions through the loss of vegetation
and biodiversity, habitat functions, agricultural resources, and
soil (Hasse and Lathrop, 2003; Haase et al., 2018). Such growth
conflicts with climate change mitigation strategies in coastal
locations that are susceptible and vulnerable to the effects
of sea level rise and the higher frequency of extreme events
(McGranahan et al., 2007). The actual impact of these effects
varies; geographic conditions and specific sets of drivers of urban
growth on global, regional and local scales as well as regulatory
planning each play a role. There is a large consensus in the
research community that some cities are more successful in terms
of urban growth management than other cities (Fregolent and
Tonin, 2015). In this respect, Tosics et al. (2010) classified the
regulatory regimes of Europe in terms of land use controls and
related it to the topic of urban growth. The authors basically
consider the governance system to be either fragmented or
consolidated and the planning policy system to have either strong
or weak control at the regional or national governance levels.
The findings of that study are instructive in comparing current
planning systems across Europe but do not relate the findings to
actual assessments of land use change in terms of urban growth.
The influence of planning thus remains unknown, with some
authors arguing that it may not be sufficiently effective to remedy
the power of other driving forces in the context of urban sprawl.
In this context, Angel et al. (2011) found that despite all planning
efforts to control urban sprawl, such as compact city policies and
urban growth management initiatives, urban land use change
will continue to increase worldwide. The main reason for this
increase is a rise in living standards that goes along with more
land consumption per person. It is very rare that citizens dispense
with less space for living and activities over time, although quite
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a few initiatives promote this way of thinking where high inner
city density is proclaimed to be a factor for quality of life (see
for example the OECD compact city policies, Organization for
Economic Cooperation and Development, 2013). Besides the
problems of decreasing densities in growing cities, Wolff et al.
(2018) detected this process also in shrinking urban areas. As
the demand (e.g., for infrastructure) decreases, shrinking cities
are more challenged with dedensification than their growing
counterparts. These efforts, however, are outmatched by a strong
global trend for more land consumption. The most recent
population prospects published by the United Nations shows
that the main driver for more urban land, population growth,
is expected to bring the global population from 7.7 million
people in 2019 to 9.7 million in 2050, a 26% increase. This
growth is expected to occur with varying rates across world
regions, ranging from 99% increase in Sub-Saharan Africa to
only 2% in Europe and North America. As a matter of fact,
more than half of the projected growth is expected in only nine
countries: India, Nigeria, Pakistan, the Democratic Republic of
the Congo, Ethiopia, the United Republic of Tanzania, Egypt, and
the United States of America. In contrast, 27 countries or areas
are already experiencing population decline today, including the
most populous country, China. Fertility rates are decreasing
worldwide, so that population growth can actually reverse over
the generations. The increase of life expectancy compensates for
some of this dynamic, and some countries will see a high increase
in elderly people over the next decades (United Nations, 2019).
With regard to the consequences of population growth for
urbanization, any regulatory approach must be based on robust
information about the current state and development trends
of urban land use change. Beginning in the 2000s, a line of
research focused on this topic with studies that have given
considerable research attention to land use dynamics. Cervero
and Kockelman (1997) showed how to identify the influential
factors of urban form with a view toward travel demand. The
landmark study by these authors on the influence of the “density,”
“diversity;” and “design” of urban neighborhoods (the so-called
“three D’s”) inspired subsequent studies to work with multiple
indicators to quantify urban land use patterns. In this line of
thinking, authors such as Galster et al. (2001), Wolman et al.
(2005), and Ewing and Rong (2008), established theories and
measurement frameworks for urban sprawl assessments in the
United States. These studies consider the drivers of urban sprawl
and acknowledge the fact that the assessment of urban areas is
very complex in terms of urban land use change. For example,
Galster et al. (2001) identify eight criteria (density, continuity,
concentration, clustering, centrality, nuclearity, mixed uses,
proximity) related to land use and its distribution over an urban
area for urban sprawl assessment in the United States. The
criteria can be measured individually and are used in that study
as inputs for a factor analysis to apply a form of multicriteria
assessment for the ranking of US cities. Such rankings are
useful for comparative analysis of development paths between
cities but provide no normative information on the success of
planning interventions or the criticality of urban sprawl in terms
of its impacts. For such purposes, time series in monitoring
frameworks dedicated to the testing of policy interventions are

needed. In this context, the European Environment Agency
inspired further research with a technical report on urban sprawl
in 2006 in which it identified the challenges of measuring
urban sprawl with a matrix of drivers that are differentiated by
topic (land, transport, governance, economy, society) and scale
(global, regional, local) (European Environment Agency, 2006).
Subsequent state-of-the-environment studies adopted these ideas
by applying a so-called pressure-state-response model to the
assessment of undesirable land use changes, resulting in rather
alarming qualitative assessments of urban sprawl perspectives for
the near (five-plus years) and more distant (20-plus years) future
(European Environment Agency, 2011, 2015). The measurement
approach considers the interrelationships among the current
state of land use, the driving forces that exert pressure on the
system (for example, population growth), the actual impacts on
ecosystem functions (in a normative assessment), and the effects
of policies. Other work that was later taken up by the European
Union to report on landscape fragmentation with a view toward
urban sprawl adopted measurement methods based on landscape
metrics. The aim was to assess the configuration and patterns of
urban land use using geographic information systems (Siedentop,
2005; Jaeger and Bertiller, 2006; Jaeger et al., 2009; Siedentop
and Fina, 2010; European Environment Agency, 2011; Fina, 2013;
Behnisch et al., 2018).

Our interpretation of the literature is that the US literature
seems to focus more on economic urban functions and their
resource efficiency within cities (e.g., Galster et al., 2001)
whereas the European literature is more concerned with
the environmental impacts of urban sprawl (e.g., European
Environment Agency, 2006). However, there is no clear research
agenda that explains this observation, and there are certainly
many overlapping areas. A range of indicators are presented
in the literature to measure the degree of urban sprawl that
are applied to geographic datasets on different scales, from a
binary view of urban vs. non-urban land, to the study of the
building blocks of different land uses, to analysis at the level of
street addresses and types of households and enterprises. There
are too many indicators to discuss in this paper. However, the
common denominator of most measurement concepts is the
use of selected indicators that represent different dimensions of
urban land use change. In this context, the study by Galster
et al. (2001) mentioned above was able to operationalize eight
dimensions based on census block data in the United States. Such
data structures are not available for international comparative
analyses on such a detailed level. Some authors have therefore
employed simplified measurements, grouping the dimensions
with the most essential indicators. A research group from
Switzerland worked with only three indicators to determine
the amount of urban structures in a study area (“degree of
urban permeation”), their locational setup (“degree of urban
dispersion”) and the intensity of use that might justify a higher
urbanization level (“sprawl per capita”; Jaeger et al., 2010). These
authors combined the indicator values for their study area to
only one measure (“total sprawl”). Frenkel and Ashkenazi (2008)
work with three dimensions of urban sprawl (“density;” “scatter,”
“mixture of land uses”), to which they refer as configuration and
composition parameters. The indicators to operationalize these
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dimensions are as follows: population density, irregularity of
the shape of the central built-up area boundary, fragmentation,
land-use segregation, and land-use composition. Both of these
studies require datasets that are not available everywhere.
Similarly, a study from an environmental government institution
in the German state of Baden-Wiirttemberg suggested a
measurement based on three dimensions that can be translated
as density, efficiency, and quality of urban land use. This
concept places explicit emphasis on indicators that detect changes
over time in addition to indicators that measure the state of
urban land uses at the beginning of an observation period
(Landesanstalt fiir Umwelt, 2007).

Another example is the theoretical framework by Siedentop
and Fina (2010) (see Supplementary Figure 1). This framework
differentiates three dimensions of urban sprawl as being subject
to singular indicator assessments. These dimensions include (1)
surface characteristics, such as the amount of urban land use
and its increase over time, the sealing degree of different urban
land uses or the amount of urban green spaces and mixed
land use functions. The resulting land use pattern (2) is the
second dimension and addresses the configuration and position
of different land uses toward one another as being dispersed
or compact, fragmenting open space or forming planned and
optimized structures, such as transit-oriented development or
nodal growth. Urban density (3) considers the number of users
in a given residential population, for example, based on their
reliance on certain urban land uses, such as public transportation.
In that case, more users would create a higher demand for such
services, which would improve cost-efficiency.

The framework attributes certain impacts of urbanization
to the sphere of influence of these dimensions (e.g., the
loss/degradation of farmland, urban heat islands). Subsequent
attempts to operationalize this concept have resulted in a
challenging demand on data availability and time series
consistency. The indicators that were implemented as
representative are urban density; change in urban density;
greenfield development rate (dimension: density); effective share
of open space; patch density; mean shape index; openness index
(dimension: pattern); and share of urbanized land and new
consumption (dimension: surface). A full description would
exceed the scope of this paper; however, references can be found
in Siedentop and Fina (2010). Nevertheless, it is important to
note that the pattern indicators are especially complex study
objects in themselves. For example, the effective share of open
space as a measure of landscape fragmentation is employed to
reflect the value of habitat size for the health of flora and fauna.
The resulting value is higher for large habitats and smaller for
small habitats based on complex procedures to geographically
extract habitat sizes among urban areas for a given study area
and to assess the remaining connected size (Ackermann and
Schweiger, 2008). The important aspect to note here is that
many of the indicators presented in these studies can only be
operationalized in administrations with advanced capacities
to provide detailed geographic objects on urban land use and
statistical data (e.g., on population development) on small-scale
urban units. The results are convincing and promising; however,
they cannot be extended to other regions with limited data

availability. From this viewpoint, it is regrettable that monitoring
methods are being designed in regions of the world with
advanced data structures in rather mature and consolidated
environments that cannot be easily applied where they are
needed most, namely, in regions where urbanization is still very
dynamic and information on the alarming trajectories of land
use change could be used in crucial decision-making processes
and adjustments to land use policies. In this context, Wei and
Ewing (2018) recently published a call for new research efforts
on the topic with a view toward capturing the variety of urban
land use change worldwide. The following sections present a
dataset that we tested in this context. These are worldwide data,
and they provide a consistent time series from 1975 to 2015.

MATERIALS AND METHODS

Land Use and Population Data

We use the GHSL as our main source for the analysis. This source,
which is based on Landsat satellite and census data, is a dataset
that is available worldwide. This dataset covers built land areas
(built-up layer) and population data (population layer) for 1975,
1990, 2000, and 2015 (Pesaresi et al., 2013). The GHS built-up
layer, with a high resolution of 38 m, provides the opportunity
to monitor changes in urban land use and the resulting patterns
using indicators that are applicable in a global context. In
addition, we have information on population development from
the GHS population layer on a 250 m cell size so that we can
report on the demographic impact on urban growth. This data
is available for 1975, 1990, 2000, and 2014 and stems from
population estimation and disaggregation models (Freire et al,,
2016). There are some caveats that come with the use of the
dataset, although we generally assess it to be a unique source
for the observation and analysis of global urban developments
in the future. In their research, Pesaresi et al. (2016) described
challenges and problems with the GHSL and its validation. A
relevant issue for our study is that, due to a lack of available
image data for 1975, there are problems in identifying built-
up areas for this year. As the information of population is a
result of the census data and the built-up layer, we also expect
inaccuracies in the population dataset (see for the example of
the German city of Pirmasens in Supplementary Table 25). We
documented such inconsistencies found during data processing
in the population (Supplementary Table 25) and in the remote
sensing data (Supplementary Figure 2). This led to an exclusion
of possible cities to analyse and to a drop in sample size (see
Supplementary Table 3).

City Selection Procedure

To find a representative dataset of the most growing cities
from different world regions, we defined a specific selection
procedure. In a pre-analysis step, we used a 60km buffer
around every city centroid as a typical catchment for cities.
The source is a point dataset provided by Esri and Garmin
(Esri Word Populated Places), which contains a centroid for
the administrative boundaries of every city with more than
50,000 inhabitants. This distance can generally be managed in
1 h travel time by car, which represents a maximum commuting
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time in Europe (Eurostat, 2019). We are aware that this not
applicable for every country or city, but we need equal distances
for our selection procedure. In comparison to the delimitation
of functional urban areas of the urban audit, which includes
employment and population data, we could identify similar
catchment areas for the larger cities (Eurostat, 2013). As the
research focus is set on cities with increasing urbanized areas,
we concentrate on two kinds of city: those with most absolute
growth and most relative growth in built-up land in city regions.
The calculation of growth makes use of the GHS change layer
of built-up areas and identifies the time period with the largest
values from 1975 to 2015. Considering the fact that the most
populated cities are often also the most growing cities, we
decided to divide cities into three size classes: category A (over
500,000 inhabitants), category B (100,000-500,000 inhabitants)
and category C (50,000-100,000 inhabitants). The information
about the population classes is also part of the Esri world
populated places with 2017 as reference year.

We also applied two filtering steps. The first approach
eliminates the dataset entries for smaller countries, giving effect
to the assumption that the growth of cities in small countries,
such as Liechtenstein or Luxembourg, is highly influenced by
neighboring metropolitan regions in other countries and does
not provide the number of cities to present a solid selection
base (e.g., small island country states, such as Samoa or Cape
Verde). As a result, we excluded countries with fewer than 2
million inhabitants from this part of the research. To avoid
agglomeration and overlap effects in polycentric urban regions—
cities affecting the growth of catchments of neighboring cities—
such as in the Ruhr area in Germany or the east coast of
China, we implemented the second filtering rule: the cities of
category A are not subject to any special restrictions. The cities
of category B cannot be in a radius of 60km from a city of
category A. We dropped the cities of category C from the sample
if they are in 60 km proximity to a larger city from categories
A and B. Excluded cities remain part of the larger city region.
Subsequently, the sample for a specific city category is filled with
the next entry in the ordered list of growing cities in its category.
For example, if a city of category B is part of the catchment
of a city from category A, it will be part of the analysis for
the larger city and will no longer be considered individually.
Then, the city that is next in rank in category B is taken into
consideration for spatial analysis. In its final state, the database
contains a maximum of six cities per country, with the exception
of smaller countries where many cities are geographically close
to one another and affected by the application of filtering
rules. As a result, some city categories are missing in such
countries. For a total overview of all of the selected cities (see
Supplementary Table 4).

Table 1 shows the resulting cities for the example of France. Of
the largest cities, Paris had the highest absolute growth in hectares
(4,614 km? from 1975 to 2015), which is certainly due to its
extraordinary size compared to the next-largest cities. However,
in relative terms, Reims had a higher growth rate in percentage
terms (150% from 1975 to 2015). For cities with 100,000-500,000
inhabitants, Lille had the highest absolute growth rate, Avignon
had the highest relative growth rate. In category C (under 100,000

TABLE 1 | Cities with the highest urban development dynamics in France, by
population class (in brackets: absolute and relative change of urban land).

City/growth Absolute Relative

Paris (4,614 km?)
Lille (3,554 km?2)

A (more than 500,000 population)
B (between 100,000 and 500,000
population)

C (under 100,000 population)

Reims (150%)
Avignon (221%)

Saint Quentin
(1,208 km?)

Beziers (271%)

inhabitants) Saint Quentin had the highest absolute growth and
Beziers the highest relative growth.

Processing and Analysis

Our logic for delineating catchments for cities uses travel
time areas from the city centers as its core element. This
approach reflects the functional relationships between the city
center and its surroundings better than linear rings or squares.
Processes of urbanization (e.g., sub- or re-urbanization) and
related phenomena (i.e., commutersheds) rely on street networks.
Indicators that measure such processes are therefore better
calculated in alignment with network geographies. In particular,
the analysis of urban growth will provide more realistic and
comprehensible results in this context. Topographic features
such as mountains, water surfaces, forests, or conservation areas
are usually not accessible by road and were therefore intentionally
excluded from the research area. If frozen boundaries were used,
inaccessible or unconnected areas would also be part of the
analysis. However, defining the catchment areas by travel time
polygons also contains some deficiencies. Although indicators for
cities can be compared, they are based on different geometry sizes
in contrast to static squares or circles. We have to consider this in
the interpretation of the results.

The resulting polygons represent so-called isochrones
(polygons of equivalent travel time for the centroid) or spatial
units such as those shown in Figure 1. The travel time polygon
for the city of Innsbruck in Austria runs through the valley
locations to the east, south, and west. Northern parts in the
alpine valleys are more difficult to reach and thus take longer.
Another example is shown on the right-hand side, which
is located in the desert. The isochrones of Hafar al Batin in
Saudi-Arabia span the first two rings, the outer rings are singular
radial roads, which are officially labeled as highways, and other
parts are not accessible by sealed roads (excluding dirt tracks).
Unaffected by any topographic restrictions, the city of Dusseldorf
in Germany approximates circular travel time rings, albeit with
some deviations.

For our analysis of individual cities, we calculated isochrones
for car travel times of 15, 30, 45, and 60min to the city
center. Data basis for the analysis is the ESRI ArcGIS Online
network analysis services, which delivers “up-to-date” road data
by HereMaps. With an almost worldwide available routing
network, this source ensures our requirements for the analysis
with a given reference year of 2018 (Esri, 2019). We use the
resulting isochrones for all observation years to make the results
comparable. For the application on the global level in section
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Innsbruck, Austria Dusseldorf, Germany

Travel Time
I up to 15 minutes
W 15 to 30 minutes
30 to 45 minutes
45 to 60 minutes

1:2.500.000 1:3.500.000

Hafar al Batin, Saudi-Arabia

1:2.500.000

FIGURE 1 | Examples of travel time polygons.

TABLE 2 | Overview of indicators and their calculation (gray = main indicators).

Indicator Range Calculation

Growth rate of built land  (~c0) to (+00)  BuiltGR = (,"/ Start Buit _ 1) ¢ 100
per year (n) (BuiltGR)

Growth rate of population (~o0) to (+00) PopGR = (”/%m - 1).100

per year (n) (PopGR)

Land use inefficiency (~00) to (4-00) LUl = BuiltGR — PopGR
(LU
Dispersion index change —100 to 4+ 100 DIC = End DI — Start DI
(DIC)
Dispersion index (D) 0to 100 Dy = NPn+(190-LPn)
LP— < —
2L Al
Largest patch 0to 100 LPn = 10077’1 « 100
(normalized) (LPn) 1@
n
maxa;
| =
Largest patch (LP) 0to 100 LP = —+— 100
18y
Number of patches 0to 100 NPn = (an\”:’ﬁ ¢ 100
(normalized) (NPn) =1
Number of patches (NP) 0 to (+o0) NP = NP (absolute)

Global Observation, we simplify and aggregate the database by
reducing the research area to a single catchment ring per city
category. The travel time used to create the rings relies on city
size. For the cities of category A (over 500,000 inhabitants),
we assigned a travel time of 45 min; for the cities of category
B (between 100,000 and 500,000 inhabitants), we assigned a
travel time of 30 min; and for the cities of category C (<100,000
inhabitants), we assigned a travel time of 15min. Restrictions
such as toll roads or unpaved roads are ignored for this
purpose because they prevent general accessibility and would
have yielded unrealistic and complex isochrones, including
islands, and possibly disconnected polygons. Such restrictions are
therefore set to the minimum in the software we used, the ESRI
ArcGIS Online network creation tool. Excluding toll roads or
unpaved roads also leads to better results in the US and rural

parts of Asia and Africa, where a large number of roads are
actually unpaved. The only restriction we considered is the use
of ferries to avoid areas that are inaccessible by car. Despite
its good usability, there are some limitations in the use of Esri
service areas. In general, there are problems in countries, such as
North Korea, Afghanistan or Yemen, where the street network
data do not seem to be very reliable and yielded inconclusive
results (mainly visible in the form of the resulting polygons).
In addition, there are potential problems when calculating drive
time areas in smaller cities in Asia, Africa and South America,
most likely also due to deficiencies in the available street network
data. Countries and cities with inconclusive results had to be
excluded from the city selection to avoid unrealistic indicator
calculations. It is important to note that especially smaller cities
in the named continents have outer rings with smaller areas.
We suspect that the definition problems in street hierarchy
and connectivity in rural areas are responsible for this issue.
In the interpretation of the results, it is crucial to check the
forms of the catchments to reflect the topographic conditions
in the area. It is also important to note that the isochrones are
valid for the recent past when the street network we used was
in place. Therefore, for the previous years of our observation
period, we may have potentially overestimated accessibility. From
a methodological point of view, this is a necessary specification
and provides a solid framework for the analysis of trends from
the past. For future monitoring purposes, such fixed spatial units
could impose restrictions when excessive growth renders these
polygons outdated.

Indicators

As shown in the literature review the measurement and
analysis of urban land use trends requires a multitude
of indicators. According to the framework depicted in
Supplementary Figure 1, multiple indicators are selected
to represent the three dimension of growth (see Table2):
change of land surface characteristics (dimension 1), change of
urban density (dimension 2), and change of land use patterns
(dimension 3). The indicators we selected for our study can
be implemented with the GHSL. With this background, we
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FIGURE 2 | Example for urban land use patterns and the corresponding largest patch index (LPn), normalized number of patches (NPn), and dispersion index (DI)

condensed the three dimensions of urban sprawl to only
two dimensions: the dimensions of land use (in-) efficiency
and dispersion.

e Land use inefficiency: we borrowed this concept from a range
of reporting tools on urban form but could not identify who
published the idea first'; however, it is a simple comparison
of population growth vs. urban area growth. If the population
growth is higher, the urban footprint will become denser. If
the population growth is much lower, the urban structure
will become less dense, which is typical for urban sprawl.
This dimension therefore measures the economic use of
land resources over time in light of population development.
This approach is sometimes labeled as land use efficiency,
a term we adopt but invert the logic in terms of land use
inefficiency to make our results more accessible in light of
the indicator values. Land use efficiency is also an indicator
in the United Nations Sustainable Development Goals and
therefore highly relevant for policy formulation (Number 11,
see United Nations, 2018; Florczyk et al., 2019). Put simply,
land use inefficiency covers the dynamics of the surface and
density dimensions.

e Dispersion: we monitor and assess the pattern dimension with
the changes observed for the so-called “dispersion index.”
The methodology for this indicator was first presented by
Taubenbock et al. (2018) with a very simple binary analysis of
settlement and non-settlement areas. Dispersion index derives
two spatial metrics from these land use classes, the largest
patch, and the number of patches (McGarigal, 2015), and it
positions these metrics in relation in one another. The share
of the largest settlement patch in the entire area represents

ISee for example the planning tool “Vitalititscheck” [vitality check] for rural
settlements in Bavaria, Germany at http://www.stmelf.bayern.de/landentwicklung/
dokumentationen/059178/index.php (March 31, 2019).

the dominance of one patch in a landscape. The number of
patches equals the total number of all patches in the landscape.
By normalizing the values of the number of patches and the
largest patch, we obtain equal ranges from 0 to 100 (see
Figure 2). Low values indicate a compact settlement structure,
and high values indicate dispersion.

Based on these indicators, we can portray the development of
a city in a two-dimensional matrix. On the y-axis, we translate
the surface and density dimension of our measurement concept
into a value for the land use inefficiency as a result of land
consumption and population growth in a given time period. If
the population and urban land use grow at similar rates, the land
use inefficiency remains constant (see Figure 3). Urban land
use change that exceeds population growth considerably is an
indication of wasteful land use management and a decrease in
urban density (“less dense” in Figure 3, upper two quadrants).
If the population grows much more than the urban land use,
we obtain densification and higher efficiency (“denser;” lower
two quadrants).

In other words, land use inefficiency measures the difference
of built-up area growth in relation to population growth and
indicates whether urban density is increasing or decreasing.
The x-axis, in contrast, is defined by the development of the
dispersion index over time. If urban areas grow from a very
patchy (or “sprawling”) condition to more compact structures,
the values will be negative (“more compact,” two quadrants
toward the left). Accordingly, if new patches of urban land are
built in isolation from existing urban areas, the dispersion (and
urban sprawl) will increase (positive values), placing the value of
the dispersion index change further to the right (two quadrants
on the right-hand side).

Based on this idea, we can now depict the development of
urban areas in terms of land use inefficiency and the change in the
dispersion index in combination. A positive land use inefficiency

Frontiers in Environmental Science | www.frontiersin.org

25

September 2019 | Volume 7 | Article 140


http://www.stmelf.bayern.de/landentwicklung/dokumentationen/059178/index.php
http://www.stmelf.bayern.de/landentwicklung/dokumentationen/059178/index.php
https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

The Sprawling Planet

Gerten et al.
{7
a8
2
s+
3
&
e
=
S
less dense 7 less dense
compact disperse
z
(=
k]
v
E
(7
£
&
= ]
2
- compact growth < | dispersion index change ~ + disperse growth
-100 +100
more dense more dense
compact disperse
o
5
©
=
£
3
o[ 8
FIGURE 3 | Trends of urbanization, divided into the four quadrants.

value refers to less dense growth with a higher consumption of
land; a negative land use inefficiency value refers to denser growth
in the particular period. The objective of this approach is to
portray the urban land use changes for the three time periods
from 1975 to 1990, 1990 to 2000, and 2000 to 2015. To present
the results on the full time series (1975 to 2015), we use the
geometrical mean as the average of the growth rates between
single time periods (e.g., 1975-1990, 1990-2000, 2000-2015).
The complete mathematical definitions of the single indicators
required to fill the land use inefficiency and dispersion index
change matric is shown in Table 2.

RESULTS

In the first step, we apply the introduced methodology on a
global observation level. For this purpose, we work with only one
catchment ring, simplifying outputs to one value for a city per
year, categorized by city size classes.

Global Observation

The overview in Figure4 shows the average values for
urbanization trends by continent, taking the mean indicator
values for each city type. The general development trajectories of
urban land use change are comparable. Every continent exhibits
a highly dynamic, less dense, and compact growth in the first
period with some specific deviations. The growth development
in Asia is more intense than, for example, in Europe, Australia
and Africa. North and South American cities are characterized
by a development compaction where the existing sprawling
structures have been filled with new built-up areas over time;
thus, urban footprints consolidate over the observation period

and become denser. The time periods from 1990 to 2000 and 2000
to 2015 suggest that the growth dynamics on every continent
have accelerated. Differences can be observed when examining
the location of the darker red points in the quadrants of
Figure 4. The growth dynamics in African cities do not lead
to the same densification as on other continents, i.e., the land
use inefficiency increases on the y-axis. At the same time, the
growth curve in Asia moves across the quadrants to the 3rd
quadrant, illustrating a compaction and densification of the
urban footprint. In Australia, built areas change from being less
dense and dispersed to denser and more compact. European
urbanization since 1990 is characterized by a starting point that
is already quite consolidated, i.e., closer to the zero points of the
x- and y-axis in Figure 4.

The above findings are typical for mature urban development
with comparatively slow dynamics; however, the results show
urban areas steadily becoming less dense and more dispersed
due to fewer people on average using and increasing amount of
urban land. In North and South America, the growth patterns
can be described as becoming denser but dispersed over time,
with a slowing dynamic in the most recent observation period
from 2000 to 2015. In this context, it would be of great
value to enhance this analysis with ring structures, which we
demonstrate in further analyses for Paris and Chicago in the
next section. The presence of rings around the inner city allows
for a differentiation of urban structures from the historical core
to the latest phases of urban extensions and for the monitoring
of the land use inefficiency and dispersion dimensions for each
ring. This analysis could be conducted for all of the cities in the
sample if the validity of the measurement concept can further be
substantiated in future studies.

For the time being, we would like to highlight that
the interpretation of the results presented here follows the
movements of points from paler shades of red to the location
of the darkest red point. This dark red point symbolizes the
end of our observation period. The values very close to the zero
point of both axes show a decreasing dynamic that we interpret
as a mature level of consolidation for urban development. The
analytical value of this observation lies in the future monitoring
of these points across the four quadrants. Once policies for urban
containment and land saving densification are in place, one can
detect progress toward policy objectives using this method.

In order to examine the difference of indicator results between
the continents we apply the Kruskal-Wallis-Test (Vargha and
Delaney, 1998) to all city regions in the sample, grouped by
continent. The calculations were done in the SPSS statistical
software package. Complete tables for the summary results
presented here can be found in Supplementary Tables 5-24. If
the value of the asymptotic significance p of the test is <0.05,
there is a difference in the central tendency, otherwise the
sample is homogenous. We computed these numbers for the
various time periods and the two indicators. If there is indeed a
difference, a post-hoc-test determines which continents exhibit
significantly different values. In such cases we use the Dunn-
Bonferroni-Test df (Cohen, 1992; Dinno, 2015). The results are
presented in Tables 3, 4, including the Qui-Square values as
context information.
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FIGURE 4 | Urbanization trends for the continents.

In the first time period the values for both indicators in
the sample are not significantly related, the urban development
paths are therefore heterogeneous. The pairwise comparison in
the post-hoc-test shows that this result is mainly due to the
large difference between urban development paths of South
America in comparison to Asian city regions. The medium
effect size of r = 0.45 shows that the land use inefficiency
deviates significantly, the data shows that it is Asian cities
that densify over time, South American cities much less. The
heterogeneity of the dispersion index change can mainly be
attributed to the difference between Asia and Europe (r = 0.32,

medium effect size) and Asia and Africa (r = 0.32, medium
effect size). In contrast, the continents in the subsequent periods
are homogenous with regards to the dispersion index change.
For the land use inefficiency we can also identify differences in
the central tendency in the more recent observation periods.
For 1990-2000, we see a multitude of relations that emphasize
the inequality of urban development paths across continents.
The effect size is small and varies between 0.23 and 0.29.
In the last period the inequality can mainly be attributed
to the difference between Europe and North America (r =
0.23, small size effect), Europe and South America (r = 0.29,
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TABLE 3 | Results of the Kruskal-Wallis-test (continents).

1975-1990 1990-2000 2000-2015
Land use Dispersion Land use Dispersion Land use Dispersion
inefficiency index change inefficiency index change inefficiency index change
Qui-square 17,566 32,185 41,513 2,223 29,345 2,149
Dunn-bonferroni-test (df) 5 5 5 5 5 5
Asymptotic significance (o) 0.004 0.000 0.000 0.817 0.000 0.828
TABLE 4 | Results of the Kruskal-Wallis-test (city-size).
1975-1990 1990-2000 2000-2015
Land use Dispersion Land use Dispersion Land use Dispersion
inefficiency index change inefficiency index change inefficiency index change
Qui-square 22,873 4,245 29,605 5,759 28,131 14,173
Dunn-bonferroni-test (df) 2 2 2 2 2 2
Asymptotic significance (o) 0.000 0.120 0.000 0.056 0.000 0.001

small size effect) as well as Europe and Asia (r = 0.21, small
size effect).

In addition, we can aggregate the data on the city size level
with the same methodology as above. Figure5 presents the
results for the three city categories A, B, and C. The results are
similar to the comparison by continent. From 1975 to 1990,
the growth dynamic was higher in the smaller cities. The cities
in categories B and C develop in a less dense and compact
fashion on average at this point as well as in the succeeding time
periods. The largest category, cities over 500,000 inhabitants,
moves from the quadrant with less density but a compaction of
development (upper left) to the denser but dispersed quadrant
on the lower right. We interpret these effects as maturing urban
development where urban sprawl in the 1980s was followed by
a densification and consolidation of suburban areas in the more
recent observation periods.

Similar to city region groupings by continent we also
conducted the Kruskal-Wallis-Test for city region groupings by
city category. For the dispersion index change we identified
homogeneity in the sample for the first two decades. However, the
asymptotic significance value p for 1990-2000 is close to the level
of significance and in the last period it falls under the threshold.
This is due to major differences between cities of city category A
and the smaller city categories, effect sizes are small. In contrast,
we see a continuous heterogeneity between the size classes in
terms of land use inefficiency. In all time periods we determine
differences in the central tendency between major cities (City A)
and the smaller cities (City B and C). Checking for the position
of the city size. A symbol in the matrix of Figure 5 which is closer
to the x and y axis we can conclude that large cities over 500,000
population have experienced less dispersion and dedensification
than smaller cities in the observation period.

Urbanization Trends for Selected Cities
To apply this new methodology for individual cities, we selected
Chicago and Paris. Both cities have similar populations (city

category A), and they show the largest increase of total urbanized
land in their respective countries, the United States of America
and France (for more detailed information on city statistics
see Supplementary Tables 1, 2). In addition, we can reflect on
the urbanization trends for these two cities based on a rich
body of literature on their historical development and influential
factors (e.g., Dear, 2001; Hudson, 2006; Angel et al., 2010). Such
knowledge is valuable in testing new measurement concepts such
as the one we present here.

Urbanization Trends in Chicago

With over 2 million inhabitants in the core city and over 9 million
in the metropolitan area, Chicago is one of largest cities in the
United States. Located at the Western edge of Lake Michigan,
Chicago is subject to specific growth conditions that have been
a prominent subject of research in urban theory for a long time
(Dear, 2001). Waves of suburbanization and reurbanization have
changed and enlarged the outskirts of Chicago and have placed
pressure on land resources and changes in land rents (McMillen,
2003; Hudson, 2006). To measure the resulting growth patterns
since 1975, we have delineated the expansion area toward the
west with travel time rings formed as semicircles around the city
core, not covering the water area of Lake Michigan. Figure 6
shows that the main areas of rings 1 and 2 were covered by built-
up land before 1975. Urban land built between 1975 and 1990
closed the gaps in rings 1 and 2. Urban land extended toward
the existing built-up areas in rings 3 and 4. New urban land that
was developed after 1990 is mainly located in the outer two rings.
Some parts extended new settlement areas in ring 2.

Figure 7 illustrates urban land use change in Chicago for the
three time periods subdivided into the different rings (graphs on
the left). To put the values into context, additional graphs on
the right show the development of built-up areas (green graph)
and population growth (red graph) since 1975. The values are
indexed and normalized for the starting value in 1975, which is
set to 80. Subsequent developments show the deviation from 80
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FIGURE 5 | Urbanization trends by city size.

for the different years after 1975 on the x-axis. This information
is complemented by the absolute change of the dispersion index
(dark yellow graph) from 1975 to 2015. It is important to note
that all of the values represented here are calculated as change
rates based on the starting point in 1975.

The resulting graphs on the left-hand side show that the
inner core ring represents high growth dynamics in the first time
period from 1975 to 1990. This trend reflects a compaction of
urban form with a loss of urban density and can be seen as a
consequence of the strong suburbanization in this time period
during which large shares of the affluent population fled the
inner city problems of industrial pollution and crime in deprived
neighborhoods (also known as “white flight”) (Boustan, 2010;
Boustan and Margo, 2013). The following two periods indicate
a further consolidation of the built-up area in the first ring with
a decreasing value for the dispersion index change. The decrease
in population in the city core continued, leading to a less dense
settlement structure during the whole research period. Similar
trends can be seen in ring 2. From 1975 to 1990, the total built
area increased by ~50 %, while we find no significant changes in
the population numbers and a strong decrease in the dispersion
index change. Development is found to be less dynamic in the
following time periods. We can see a form of stagnation from
1990 to 2000 and decreasing urban density in the last time period
due to a shrinking population base. The exterior rings 3 and 4 are
similar in their development paths.

Overall, we determine an increasing population in these
zones, extraordinary growth rates of built-up land that are
typical of suburbanization (graphs on the right-hand side) and
shrinking dispersion from 1975 to 2015. Here, the development
path during the first period was less dense and very compact.

This development is a reflection of continued development in
formerly dispersed land use patterns that are typical for the
outskirts of large cities. In both outer rings, the second time
period from 1990 to 2000 shows a temporal increase in dispersion
until 2010, probably a result of newly developed built-up land in
isolated locations. However, this trend reversal does not continue
in the last given period from 2010 to 2015, where we find
a decreasing dispersion index and, therefore, a compaction of
urban land use patterns. In this sense, the indicator values in
Figure 7 suggest a convergence of the urbanized land in the
outer rings.

In summary, we can characterize the urbanization in Chicago
as a form of urban consolidation with compact development
in the inner rings, and a subsequent compaction of dispersed
land use patterns in the outer rings. This is a typical form
of suburbanization. The example of Chicago lends itself to
the application of this new monitoring concept that provides
information about dispersion and land use inefficiency for such
urban sprawl conditions. The trend analysis for Chicago shows
that the growth in urban land was accompanied by a continuous
decrease in urban density over all rings in the research area.
We attribute this result to a massive migration of the inner city
population to the outer rings in the wake of suburbanization,
largely surpassed by the tremendous growth of urbanized land
in rings 3 and 4.

Urbanization Trends in Paris

In contrast to Chicago, our second test case, the city of Paris,
has no substantial topographic or natural restrictions for urban
growth around the city. This lack of restrictions is why Paris
has equal travel time rings in a radial growth pattern around
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FIGURE 6 | Urbanization periods in Chicago, based on the GHSL.

the city core, with strong concentrations of newly built urban
land along the major transport routes into the hinterland. As
the capital of France, Paris has historically attracted urban
growth with a concentration of government and business
functions for centuries, dominating spatial development with
strong transportation linkages to second-tier cities in France. It
is therefore not surprising that Figure 8 shows the inner rings
as already vastly built-up at the beginning of our observation
period in 1975. Newer urban growth mainly occurred in the third
ring along the main transportation axis. Ring 4 contains some
smaller separated settlement areas in 1975, which we identify as
formerly self-contained cities that attracted new growth in our
observation period. The urban areas that were created after 1990
extend existing settlements, visible here in the orange and yellow
patches of new urban land in rings 3 and 4.

In the city core, the existing urban layout did not allow
for much compaction in our observation period; it was already
built-up. Our measurement concept reflects this observation
accurately: the built-up land and subsequent dispersion remain
constant, and the added area of 1.1 km? of urban land in 39
years of our observation period is marginal considering the
area. Nevertheless, we identify continuous population growth in
the first ring and therefore a denser settlement structure. The

popularity of Paris for city dwellers obviously led to new infill
development or perhaps denser forms of living arrangements
on average. The second ring, also part of the inner city of
Paris, is characterized by dense and compact growth based
on the negative land use inefficiency (e.g., population growth
exceeding the growth of urban land) and development trends
for the dispersion dimension. Figure 9 presents a shift over the
time periods from 1975 to 1990, 1990 to 2000, and 2000 to
2015 along the x-axis to the zero point of the dispersion index
change dimension.

We interpret these changes as a form of spillover effect from
the first ring to the second ring where continued population
pressure led to a compaction of neighboring suburbs. In
contrast to the urban center of Paris, the third ring exhibits a
different development path. We can observe increasing values of
population and urbanized land but also a growing dispersion in
the first two periods. Because we find a higher growth in built-
up areas than in population in ring 3, we can assume a form of
sprawling suburbanization with less dense and dispersed growth
in the first two time periods. However, this trend was reversed in
the third time period where population growth exceeds the built-
up area growth. The land use inefficiency shows the effect along
the y-axis, and the result is a gain of urban density. This minor
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FIGURE 8 | Urbanization periods in Paris, based on the GHSL.

trend of densification and dispersion in the last period could be
a result of densification policies in the city-region (Touati-Morel,
2015). The exterior ring follows this trend with higher dynamics.
Notable is the change in the urbanized land, which increases
by a factor of 2.5 since 1975 and promotes the dispersion and
the decrease in urban density in the fourth ring. We suspect
that advantages in land rents and accessibility for commuters
shifted the suburbanization from the city core further out to
rings 3 and 4 of the research areas. This phenomenon is a typical
process for European cities where historically compact cities have
seen massive forms of urban sprawl on the outskirts. This is an
observation that is often overlooked in theories on urban form
that falsely idealize European cities as blueprints for compact city
policies (European Environment Agency, 2006).

In summary, in Paris, we can identify different trends from
rings 1 through 4. The city core is very compact and can
only grow in density; ring 2 experiences a consolidation of
urban form as a consequence since 1975. The low value for
the dispersion index change in 2015 suggests that this process
is largely completed, and the urban form is fully built-up.
The developments in rings 3 and 4 have been subject to
massive processes of suburbanization and urban sprawl in our
observation period, with less dense and disperse growth of urban
land and very high land consumption rates.

DISCUSSION

The main results of our study inform about global urbanization
trends and new monitoring methods based on remote sensing
data. In terms of selected examples on urbanization we show
that the highest growth dynamics occurred in the period from
1975 to 1990. In most world regions, this result is typical for
the expansive building policies in the wake of the automobile-
oriented suburbanization that dominated urban development
from the 1950s onward for some decades. This trend is global,
although with variations in timing and scale (MacLean, 2008).
Our results deliver additional evidence for such variations
for selected cities and city groupings in this time period. In
the following periods, from 1990 onwards, we see a general
compaction of urban development. We attribute this compaction
to a consolidation of suburban developments over time with new
built-up areas. However, the results of densification or land use
inefficiency are not as clear. Most of the cities in our sample
show densification in the inner rings and later in the outer rings.
Generally, cities exhibit a time lag between the growth of built-up
areas and the influx of inhabitants that leads to higher densities.
The dichotomy between urban and rural areas becomes blurry.

The additional results of our analysis indicate the following
urbanization patterns in the study areas:
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FIGURE 9 | Urbanization trends for Paris divided into the four rings. The line charts illustrate the corresponding development of built-up land, population, and
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e Chicago shows a decreasing density that is in line with the
results obtained by Angel et al. (2010) from the early 1950s
onwards. According to the results of that study, the share
of urbanized land increased from 1970 to 2000 from 50 to
100%. We can verify this result with the urbanization shown
in Figure 7 that illustrates a steadying trend of increasing land
consumption per inhabitant.

e Due to the historically established high density in the urban
core of Paris, the growth of urbanized land occurred in
the outer rings, although the inner city is still growing in
population. As a typical characteristic of this process, the
settlement patterns are most compact in the city core, and they
become more dispersed in the outer rings, following the main
transport routes. In the outer rings, the settlement density
decreases as a consequence of the high land consumption rate,
which is typical for urban sprawl.

e Angel et al. (2011) already showed that the growth of
urbanized areas in European cities had already peaked before
1975. In contrast, cities in Asia, Africa and South America are
still experiencing high growth rates, after 1970 and continuing
until the last year of data availability in 2015. These trends
were also identified by Seto et al. (2011). Figure4 shows
these differences in land use inefficiency and dispersion
dimensions. The results of the statistical analysis present a
major difference in the dispersion index change between the
continents for the first time period. Since 1990 the sample
seems to be more equal. In comparison, the differences of the
land use inefficiency for the continents are tremendous for the
complete observation time.

From a methodological point of view, our findings show that
monitoring methods need to be complemented by validation
procedures to test for data reliability. Future analysis must work
with ground truth data and more in-depth case studies to assess
the accuracy of monitoring results. This aspect is important due
to doubts about data quality. As explained in the section on data,
we cannot rule out that the limited data quality for the 1975
data is responsible for the large deviations of this time period
compared to the trends of the whole observation period. This
warning especially applies to the population data presented in
section Land Use and Population Data. In terms of land use
we expect an improvement of data reliability for more recent
years based on the introduction of higher quality sensors and
classification procedures. Due to our city selection procedure, our
interpretation results on the global level refer only to growing
cities. Therefore, we cannot comment on shrinking or stagnating
cities. Other methodological findings are:

e The differentiation of growth trends according to city size
is affected by the cities catchment areas. For cities with
more than 500,000 inhabitants, we used a 45 min travel time
polygon as the research unit, which may also include suburban
and rural areas in cities with a high density gradient. This
area is mostly where urban sprawl happens, namely, at the
outskirts along motorways, often as a result of suburbanization
processes. In these cities, the urban density can increase in
the core. On the outskirts, the urban patterns become more
sprawled due to newly developed settlement structures. This

effect is evidenced by major differences in land use inefficiency
and dispersion between city size categories. Statistical analysis
shows that large cities with more than 500,000 inhabitants have
consolidated dispersed and inefficient sprawling conditions
much more over time than smaller sized cities.

Our analysis of cities by continent does not obtain clear
differences for interpretation. Grouping cities by continent
obviously mixes too many specific city types with unique
development paths, and the resulting average values disguise
the analytical power of a single portrayal of development
trends such as those we presented for Chicago and Paris.
To extract more analytical value from city classes, we aim
to concentrate on planning regimes and other characteristic
properties of cities for future groupings and the inclusion of
different rings of observation.

In essence, we used this study to test a new methodology for
a rich database. Our initial results show that the results can
be conclusive and reflect global urbanization trends in a new
and simplified way. In comparison to other global assessment
methodologies (e.g., Seto et al., 2011; Zhang and Seto, 2011) that
utilize more measures, we manage to combine the dimensions
of population, land expansion, and urban sprawl in one
measurement approach. The strength of this methodology is in
the analysis of the individual cities and their different catchment
areas, which can be adapted for further analysis. Thus, we can
assign the development in the individual city rings to different
trends of urban land use change. The delineation of cities and
their catchments remains a problem for monitoring applications.
Our approach to use network analysis and the most recent street
network to model multiple rings around an urban core provides
the flexibility to analyze urban development phases over time.
Based on this approach we can capture land use changes in the
rings without relying on the stability of administrative areas.
In addition, we do not have to differentiate arbitrarily between
urban fringes, suburbia and the rural hinterland, categories
that have changed highly dynamically in many city regions
of our observation period. In addition, we can customize our
methodology. With far-reaching methodological changes of our
previous dataset, we are able to exchange the GHSL with
similar data sources. The minimum requirements include small-
scale information about population and built-up land. Such
requirements also apply to our indicators as long as the new
indicators are based on the same theoretical and methodological
foundations. However, we have also identified limitations in the
methodology. To interpret and compare the results additional
information such as the initial absolute values of the indicators
are useful. Further, our selected indicators also have strengths
and weaknesses. As already determined, the application of the
dispersion index does not consider the intensity of urban land use
or functional centrality (Taubenbock et al., 2018). The indicator
focuses on adjacent cells, where minimal inaccuracies in the
dataset can break topological adjacency. However, we assess this
problem as a minor inaccuracy that is acceptable with a view
toward capturing general trends. It is also clear that aspects like
urban density could be more accurate when using construction
volume or 3D-building data. However, our approach is designed
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to work with data that is available worldwide, which is not the
case for 3D data (e.g., Jahn et al, 2015; Krehl et al, 2016).
For future analysis, it would be interesting to compare the
results of our simplified analysis to a more complex and detailed
measurement. For the time being we can validate the results
based on the literature on urban development trends. Future
analysis on drivers and impacts will certainly demand additional
indicators and qualitative assessments.

We are aware that this idea initially requires some effort
to conceptualize. However, once it has been understood
and established as a monitoring concept, we expect benefits
from its continuous use. In addition, this idea can be a
relatively accessible and easy-to-communicate approach for
the measurement of urban land use change. The advantage
we envisage is that the data requirements are by far not
as demanding as in most other measurement concepts. We
also expect that further research is needed to make the
analytical power more accessible to planning practitioners. Such
research must include working with advanced visualization
techniques and incorporating other reference data to validate the
results. For example, further research could consider planning
regimes or economic conditions to obtain information about
the development paths of land use change. Such analysis
will be left to future endeavors once we have established,
communicated, and received feedback on the explanatory value
of our methodological approach.

CONCLUSION

This study was designed to extend measurement methods on
urban land use change for worldwide assessments of cities by
city size. To achieve this goal, we explored several methods and
produced a simplified framework based on the previous studies in
Western countries. The idea of this framework is to condense the
dimensions of urban land use change suggested in the literature
without compromising the analytical depth. Our new approach
combines the dimension of urban area, land use patterns, and
urban densities into a unified measurement model on two axes:
land use inefficiency (built-up area growth divided by population
growth) and dispersion of urban patches in the research area.
Overall, the portrayal of global development based on this
method provides a first glimpse into the analytical potential of
both the method and dataset. Indicator results can be used as
single measurements or in the combined analysis of the land use
inefficiency and dispersion matrix. Future analysis will provide
more insight into the actual development trends by using several
rings and other groupings of cities, for example, with a view
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Ecologists are improving predictive capability using near-term ecological forecasts, in
which predictions are made iteratively and publically to increase transparency, rate of
learning, and maximize utility. Ongoing ecological forecasting efforts focus mostly on
long-term datasets of continuous variables, such as CO» fluxes, or more abrupt variables,
such as phenological events or algal blooms. Generally lacking from these forecasting
efforts is the integration of short-term, opportunistic data concurrent with developing
climate extremes such as drought. We posit that incorporating targeted experiments and
regional surveys, implemented rapidly during developing extreme events, into current
forecasting efforts will ultimately enhance our ability to forecast ecological responses
to climate extremes, which are projected to increase in both frequency and intensity.
We highlight a project, “chasing tree die-off,” in which we coupled an experiment with
regional-scale observational field surveys during a developing severe drought to test
and improve forecasts of tree die-off. General insights to consider in incorporating this
approach include: (1) tracking developing climate extremes in near-real time to efficiently
ramp up measurements rapidly and, if feasible, initiate an experiment quickly —including
funding and site selection challenges; (2) accepting uncertainty in projected extreme
climatic events and adjusting sampling design over-time as needed, especially given
the spatially heterogeneous nature of many ecological disturbances; and (3) producing
timely and iterative output. In summary, targeted experiments and regional surveys
implemented rapidly during developing extreme climatic events offer promise to efficiently
(both financially and logistically) improve our ability to forecast ecological responses to
climate extremes.

Keywords: ecological forecasting, adaptive monitoring, anticipatory science, disturbance, climate change, climate
extremes, extreme climatic event, drought
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INTRODUCTION

The frequency and severity of climate extremes such as drought,
floods, and heat waves are projected to increase with global
climate change (de Coninck et al., 2018; Hayhoe et al., 2018).
These climate extremes can trigger rapid ecosystem responses
(i.e., extreme climatic events; Smith, 2011), including widespread
tree die-off (Allen et al., 2010, 2015), algal blooms (Havens et al.,
2016), wildfires (Moritz et al., 2010), plant invasions (Sheppard
et al, 2012), and extensive soil erosion (Coppus and Imeson,
2002). This has created a need for rapid anticipatory science
and management to increase ecosystem resistance to and/or
recovery following extreme climate events (Ummenhofer and
Meehl, 2017; Bradford et al., 2018). Yet forecasting not only the
climate extremes, but also the ecological responses (Smith, 2011),
is a key prerequisite toward conducting anticipatory science
and management in the face of climate change (Dietze et al,
2018). Near-term ecological forecasting has been developed to
make iterative predictions of ecological responses to inform
management action and has the potential to transform our
ability to rapidly manage natural resources during and following
extreme climatic events (Clark et al., 2001; Dietze et al., 2018). In
this Perspective, we propose that near-term ecological forecasting
can be enhanced by targeted experiments and regional surveys
implemented rapidly during developing extreme climatic events
to improve our ability to forecast, and ultimately manage,
ecological responses to climate extremes.

Near-term ecological forecasting has already been used
to iteratively forecast wildfires (Chen et al, 2011), influenza
outbreaks (Shaman and Karspeck, 2012), algal blooms (Stumpf
et al., 2009), and more (see also Dietze, 2017; Dietze et al,,
2018) and can be coupled with adaptive management to further
improve predictions and guide anticipatory management
(Bradford et al, 2018). Successful near-term ecological
forecasting can be achieved by continually making predictions,
taking measurements, observing results of those predictions,
and integrating data with models (Kalnay, 2002; Dietze, 2017)—
in essence “learning by doing” (Shuman, 1989). These steps
can be further refined using the scientific method to propose
alternative models that test appropriate hypotheses by comparing
observations to specific, quantitative predictions rather than
the conventional null hypothesis. These improved models are
then used to forecast, observe, analyze, and refine hypotheses,
and the iterative forecast cycle continues (Dietze et al., 2018).
Coupled synchronously with this ongoing iterative forecast cycle
is the adaptive management cycle, wherein monitoring data can
be used not only to assess previous management decisions but
can also be assimilated into forecasts that explore alternative
management scenarios moving forward (Gregory et al.,, 2012;
Ketz et al., 2016). Performed in tandem, these two cycles will
accelerate our capacity to predict and respond to extreme
climatic events.

We see an opportunity to complement the near-term
ecological forecasting framework to more effectively address
rapidly developing, ecologically significant extreme climatic
events that are projected to increase with global climate
change. At present, most examples of near-term ecological
forecasting have generally relied on long-term data from a

single site (e.g., Hobbs et al, 2015), a network of sites
(e.g., Kuikka et al, 2014; Thomas et al., 2017), or near-real
time data through satellites (e.g., Stumpf et al., 2009). Yet
speedily implemented natural and manipulative experiments
provide a way to target transient and progressive spatially-
heterogeneous extreme climatic events (e.g., algal blooms, exotic
species invasions, disease and insect outbreaks, drought-induced
tree mortality and dieback) while simultaneously increasing
understanding of these events and harnessing the predictive
power of long-term datasets. As highlighted by recent efforts to
increase adaptive monitoring whereby monitoring efforts adjust
overtime to more efficiently capture spatiotemporal dynamic
ecological processes (e.g., Hooten et al., 2009; Krause et al., 2015),
we posit that targeting the event as it develops is an informative
way to study these phenomena. Manipulative experiments, a core
tool in ecology (Hairston, 1989; Peters, 1991; Sala et al., 2000;
Scheiner and Gurevitch, 2001; Weltzin and McPherson, 2003),
can identify the mechanisms underpinning responses and the
potential thresholds that are difficult to identify post-hoc, and
have successfully been used to improve ecological forecasting
(Jiang et al., 2018). Additionally, regional surveys and associated
summaries are effective for change detection associated with
extreme climatic events (Hughes et al., 2018; Ruthrof et al,,
2018; Fettig et al., 2019; Flake and Weisberg, 2019), and are
especially useful given the often spatially heterogeneous nature of
many ecological disturbances (e.g., Lybrand et al., 2018). There
are a range of remote sensing technologies that can be used to
augment regional field surveys and forecast changes at a broader
spatial scale. These include an array of satellite imagery, including
not only traditional multispectral imagery (Landsat, Sentinel-2,
MODIS, VIIRS), but also lidar (GEDI), thermal (ECOSTRESS),
radar (PALSAR, NISAR), microwave soil moisture (SMAP),
gravimetric (GRACE), high temporal resolution geostationary
imagery (GOES), and commercial cubesat constellations (e.g.,
Planet Labs). There are also emerging opportunities to leverage
airborne and drone technologies to augment field data and/or
satellite imagery and ultimately improve near-term ecological
forecasting. We propose that adding rapidly implemented
experimental and regional studies during developing extreme
climate events can complement existing near-term ecological
forecasting efforts to ultimately improve our capacity to forecast
ecological responses to climate extremes.

Below we: (1) provide a framework for expanding near-term
ecological forecasting by incorporating targeted experiments and
regional surveys implemented rapidly during developing extreme
climatic events; (2) illustrate our points with a case study,
“chasing tree die-oft”; and (3) provide examples of where this
approach can be used to improve our ability to forecast other
critical ecological processes.

EXPANDING NEAR-TERM ECOLOGICAL
FORECASTING TO OPPORTUNISTICALLY
EXPLOIT EXTREME EVENTS AS THEY ARE
DEVELOPING

A key aspect of near-term ecological forecasting to date is
that it is generally based on ongoing long-term measurements
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at a single site or across a network of sites at regional or
larger scales (Figure 1B). This is practical because there is
substantial effort needed to launch an iterative and highly
automated near-term ecological forecasting framework. The
advantages of such a framework are sound and can aid
management decisions (Dietze, 2017; Dietze et al, 2018).
However, ecological changes are increasingly being driven by
climate extremes, which are infrequent in time, variable in
space, and therefore require a rapid-response capacity to capture
observations or implement experiments. Some of these ecological
changes, such as vegetation and biogeochemical responses to
extreme drought (e.g., Ciais et al., 2005; Schlesinger et al.,
2016) can potentially be anticipated during the development
of the extreme event. Given the importance of extreme
climatic events, we propose that rapidly implemented studies
at local and regional scales can be a useful complement to
other approaches based on ongoing long-term data collection
(Figure 1A). A developing extreme climatic event can become
the focus of an experimental study implemented rapidly within
the impact location to increase return on investment, such
as by implementing water additions as treatments during a
developing drought (Jentsch et al., 2007). This type of effort
is most likely to provide rapid useful information on the
impacts of climate extremes, particularly concerning ecological
thresholds. Similarly, opportunistic surveys at a regional scale
can provide added insight on extreme event impacts. An
excellent example of this is the rapid monitoring of an emerging
influenza outbreak in 2009 to document and ultimately improve
forecasting of influenza spread (Ong et al., 2010). These targeted
regional surveys are especially useful in documenting spatially
heterogeneous disturbances. The rapid approach and long-term
approach are highly complementary: long-term monitoring sites
can be used to generate forecasts during developing extreme
events (e.g., Diffenbaugh et al., 2017) and insights learned from
the rapid approach can subsequently be used to improve forecasts
at these long-term monitoring sites.

Within this proposed expanded framework of near-term
ecological forecasting (Figure 1), there are pros and cons to
each spatiotemporal quadrant. In the simplest type of near-term
ecological forecast, ongoing long-term data at a site are used to
iteratively update predictions (Figure 1B, lower). This type of
approach is most feasible in terms of effort because it is focused
on a single site, allowing for intensive, detailed measurements,
and access to long-term time series, which makes the specific
timing of initiating the forecasting perhaps less critical (Dietze,
2017; Dietze et al., 2018). However, in this type of forecast, the
study site has a high probability of being located outside the
area impacted by an extreme climatic event and much data may
need to be collected before the timing and location of an extreme
event impact that site. Moving to a regional scale, with a network
of long-term ongoing data (Figure 1B, upper) the probability
of capturing an extreme climatic event within the network
increases, although this depends on network density. Networks
of sites are beneficial in that they are more spatially extensive
relative to a single-site but, in general, have less detailed data
due to the greater expense of maintaining multiple sites. Further,
there is still the issue, albeit of less concern relative to a single

A Rapid Approach
Focused on Location(s) of
Developing Extreme Event

B Long-term Approach
Focused on Long-Term
Measurement Location(s)

RAPID REGIONAL SURVEY NETWORK
E Greatest likelihood of Increased probability of
S capturing extreme events. capturing extreme event but
S | Observational and requires low probability the event will
« prior studies to inform occur in a given year. Resource
K] predictions. intensive leading to less
S detailed data.
%)
=
8
@ RAPID TARGETED
EXPERIMENT
3 Difficult to implement quickly
S but most targeted for event
= impacts. Experimental
component allows for more
robust inferences.

Short

Long

Temporal Scale

Complementary Framework Existing Framework
FIGURE 1 | Approaches used for near-term ecological forecasting that vary in
spatial and temporal scale. Rapid approaches (A) complement existing
long-term studies (B) to improve near-term ecological forecasting of ecological
events driven by extreme climate events. Blue text details the pros and cons of
each spatiotemporal quadrant for near-term ecological forecasting.

site, of potentially waiting a long time for an extreme climatic
event to occur at one of the sites within a network, particularly if
there is a low density of sites. By observing progressive conditions
for climate extremes such as a drought, efforts can potentially be
rapidly deployed at a specific location within the area forecasted
to be impacted by the extreme event (rapid targeted experiment;
Figure 1A, lower). Similarly, at regional scales, a survey following
an extreme climate event can document its impact (rapid regional
survey; Figure 1A, upper), but this type of approach often
relies on having preliminary data at a regional scale that can
be built upon. This survey can be done using observations
from on the ground field surveys and/or with remote sensing
technologies to document ecological responses (e.g., Miller et al.,
2006; Schepaschenko et al., 2019) and to also develop forecasts
(e.g., Liu et al,, 2019). These two types of efforts, can strongly
enhance our understanding of the ecological consequences of
extreme climate events and require less financial costs over-
time, but can be challenging to implement because funding,
site selection, experimental treatments (Figure 1A, lower only),
and monitoring all need to occur quickly. Importantly, the
rapid approach discussed here is most effective in climate
extremes like drought that develop on slower time-scales. In
summary, each of these four quadrats (Figure 1) can provide
useful information for near-term ecological forecasting, and each
has constraints. Furthermore, advances in statistical methods for
iterative forecasting, and data fusion approaches for informing
models with multiple data constraints, play a critical role when
trying to combine information from these four quadrats (Dietze,
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2017). We next illustrate how rapidly implemented local and
regional scale studies provide useful insights into the left-hand
column of the framework.

CHASING TREE DIE-OFF: A CASE STUDY

We began tracking predictive maps provided by the US Drought
Monitor (The National Drought Mitigation Center, 2019) and
local weather stations during the winter of 2017/2018. The
cumulative evidence predicted 2018 to be an exceptionally dry
year that could lead to regional tree mortality comparable to
2002-2003 (Breshears et al., 2005). We received funding from the
NSF-RAPID program to implement a two-part study integrating
an experiment and regional surveys into near-term ecological
forecasting to evaluate pifion pine (Pinus edulis) mortality during
a developing drought in the US Southwest during 2018. We
coupled a watering experiment at two sites (i.e., Figure 1A,
lower) with a regional survey (i.e., Figure 1A, upper) to forecast
mortality based on over a dozen published equations to predict
mortality at varying spatiotemporal scales (Breshears et al., 2018).

Rapid Target Experiment

In April 2018, two sites were established in a pifion-juniper
woodland separated by approximately 300 m in elevation. To
test previously published hypotheses on how tree size and age
affect mortality (e.g., Floyd et al., 2009; Meddens et al., 2015),
we identified 24 clusters of trees at each site that consisted
of one reproductively mature individual in close proximity to
a sapling and a seedling. We randomly assigned each cluster
of trees to one of three treatments: ambient (drought), small
watering, and large watering. Watering treatments were done
on May 21, 2018 by imposing an artificial rain event of two
magnitudes by slowly saturating either the top 10 or 30 cm of
soil. This was done in an effort to vary soil moisture across
trees to refine mortality thresholds. We tracked soil moisture
using a combination of handheld and permanent soil moisture
probes through the duration of the experiment. We sampled pre-
dawn water potential, stomatal conductance, and canopy percent
brown from late May to mid-September at ~2-week intervals to
assess water stress and tree mortality, and continued to sample
canopy percent brown monthly through mid-November, 2018 to
obtain final estimates of tree mortality. Mortality forecasts were
updated ~every two weeks during the duration of the experiment
based on our water stress measurements and compared to
mortality data.

Rapid Regional Survey

The regional survey of pifion pine mortality was stratified by
elevation and soil available water capacity across a 700 km
region of Colorado and New Mexico to target sites that were
anticipated to have variable levels of mortality. In October, 2018,
we measured the size, vigor, and survival of all trees at 32 sites.
Further, we recorded microsite conditions of all juvenile trees to
refine predictions of nursing effects on juvenile survival under
varying climate conditions (e.g., Redmond et al., 2015). The
landscape to regional-scale mortality predictions for pifion pine

focused on here can only be updated at an annual time-step
(Breshears et al., 2018) and thus forecasts were done at the end
of the study once all input climate data were available. Due to the
short duration of this study (1 year), we were only able to perform
iterative predictions for the finer spatiotemporal scale predictors
assessed in the experimental survey and we were unable to assess
whether mortality continued into the following growing season.
Collectively, these two approaches (manipulative experiment and
regional survey) allowed us to test previously published equations
used to predict pifion pine mortality at varying spatial scales and
refine future predictions.

Watering treatments in the rapid targeted experiment
successfully increased soil moisture levels initially, with the
small and large watering treatments resulting in a 4.7% and
11.6% increase in volumetric water content, respectively. This
subsequently resulted in a trend of decreased tree water stress
(i.e., less negative water potentials) at the low elevation site only.
Yet the effect of watering on soil moisture rapidly declined—
by 2 weeks soil moisture levels were equivalent between the
treatments and there were no differences in mortality between
treatments. The rapid target experiment was challenged by a
1,000-year rainfall event that occurred in July 2018 and resulted
in very little (<3%) subsequent overstory mortality, despite
predictions of high (>30%) mortality based on prior plant
water potential thresholds identified in Adams et al. (2017).
As a result, we documented the recovery of a population
affected by drought following a substantial rain event despite
exceeding previously established thresholds that closely linked
extreme plant water potentials to mortality. Forecasting mortality
based on data collected during the developing drought in
the rapid target experiment (i.e., Figure 1A, lower) allowed
us to refine previous predictions by providing data of where
mortality was expected to occur, but ultimately did not occur.
This highlights the importance of forecasting mortality during
droughts rather than post-hoc investigations following known
die-off events. Notably, the rapid regional survey (Figure 1A,
upper) allowed us to sample areas where the developing
drought continued to persist and ultimately lead to tree
mortality (Wion et al., unpublished). Given uncertainties of
forecasting climate extremes and the spatially heterogeneous
nature of ecological disturbances, this two-part study reveals
the benefit of integrating targeted experiments with regional
surveys during an emerging drought to further improve
ecological forecasting.

From our project, some of the more general insights that apply
toward conducting rapid studies during developing extreme
climate events (e.g., Figure 1A) include:

(1) The need to track developing events and their potential
timeline. This is more challenging for extreme climate events
that occur and end rapidly, such as heat waves, relative
to extreme climate events that develop over longer time
periods, such as drought.

The ability to ramp up measurements rapidly and if
appropriate install and initiate an experiment quickly. This
includes challenges associated with quickly obtaining or
redirecting funding and selecting sites on a tight timeline.

2
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TABLE 1 | Examples of where near-term ecological forecasting can be enhanced by experiments and regional surveys implemented rapidly during emerging climate
extremes to improve our ability to forecast extreme ecological events and mitigate risk through early detection.

Climate Extreme

Extreme Ecological
Event

Forecasting Challenge

Opportunities for Rapid Approaches

Drought Insect Outbreaks & Tree Determining mortality thresholds under Experiment:
Mortality>® varying levels of insect densities and water e Experimental management interventions (e.g., insect
stress; efficacy of management options control techniques)
® Precipitation manipulation treatments
Survey:
e Pheromone traps to quantify insect population densities
e Tree mortality surveys (field and/or remote sensing based)
Extreme Coral Bleaching® Determining expulsion thresholds, spatial Experiment:
Temperature (Acute extents, and cascading effects e Mesocosms to manipulate abiotic conditions (temperature, pH)
Heat Wave) and biotic communities
Survey:
¢ Rapid implementation of surveys before, during, and after heat
events coupled with abiotic monitoring of currents, temperature,
and other abiotic conditions.
Extreme Permafrost thawing®®, Uncertainty in rate of thawing and drying; Experiment:
Temperature peatland & alpine high spatial heterogeneity requires e Manipulation of temperature, moisture, or solar input
(Sustained Heat) grassland drying extensive sampling Survey:

e Carbon stocks and fluxes and changes to organic
matter stoichiometry

e Surveys of changes in vegetation species richness and biomass
(field and/or remote sensing)

Extreme Infectious disease Waterborne transmission of viral, bacteria, Experiment:
Precipitation outbreaks?" and parasitic diseases leading to disease * Experimental management interventions (e.g., sterilization of
(Flooding) spread and high risk areas with flooding disease vectors)
* Mesocosm experiments to manipulate density and diversity
of hosts
Survey:
¢ Rapid response through population monitoring of vectors and
disease agents and tracking outbreaks with social media
Extreme Wind Windfall' Predicting changes in forest structure and Experiment:
(Hurricane) understory vegetation following high wind; e Experimental silvicultural treatments, nutrient additions to couple

managing to promote recovery

biogeochemical changes with understory vegetation responses
Survey:
e Tree mortality surveys to test forecasts across species and

size classes
e Biogeochemical and understory vegetation sampling

aAnderegg et al., 2015, PLiu et al., 2019, CLiu et al., 2018, ¥Schuur et al., 2015, ©Brouchkov and Fukuda, 2002, fGanjurjav et al., 2018, 9Hunter, 2003, "Wells et al., 2015, 'Cooper-Ellis

etal., 1999.

(3) Accepting uncertainty in projected climate extremes
and, when possible, altering the sampling design (ie.,
adaptive monitoring) as the event progresses, especially
given the spatially heterogeneous nature of many
ecological disturbances.

(4) Producing timely and iterative output under a short
time period.

EXAMPLE OPPORTUNITIES THAT CAN
RAPIDLY EXPLOIT DEVELOPING
DISTURBANCES

We highlight five disparate examples of how coupling rapid
experiments and/or regional surveys with near-term ecological
forecasting can allow for efficient and effective investigation of
extreme events (Table 1). These examples represent both aquatic
and terrestrial responses to shifting climate drivers and are not
an exhaustive list. We summarize some of the major challenges

related to predicting and understanding these ecological events,
while cataloging some of the opportunities available for future
study using our expanded framework (see Table 1).

CONCLUSIONS

Climate change is occurring at such a rapid pace that the
Anthropocene falls outside of the typical range of natural
variability (Smith et al., 2009), creating a need for iterative
near-term ecological forecasting (Dietze et al., 2018). Generally
lacking from these near-term ecological forecasting efforts is
the integration of shorter-term, opportunistic data associated
with developing extreme events such as targeted experiments
or regional surveys. In this Perspective, we propose that
studies implemented rapidly during developing extreme
events such as drought can provide useful complements
to near-term ecological forecasting. Implementing targeted
experiments and regional-scale surveys increase the
likelihood of capturing highly spatially heterogeneous
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ecological disturbances and ultimately improve our ability
to forecast the ecological responses to climate extremes. By
drawing on advancements in adaptive monitoring whereby
monitoring efforts adjust overtime to more efficiently capture
spatiotemporal dynamic ecological processes, we posit that
studies implemented rapidly during a developing extreme
climate event can ultimately enhance our ability to forecast
extreme ecological events. This approach has already been
successfully used to study influenza outbreaks (Ong et al,
2010) and tree die-oftf in response to drought. Notably, this
framework can be further expanded as near-term ecological
forecasting models continue to be developed to not only
target developing extreme climate events but to also use
ecological forecasting predictions to target sampling efforts to
test alternative hypotheses and ultimately refine hypotheses
and predictions.
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Tackling complex environmental issues requires transdisciplinary solutions that cannot be
achieved, unless we integrate scientific disciplines and communicate science directly with
civil society actors, decision-makers, and stakeholders. Alexander von Humboldt offered
an approach to integrate knowledge across disciplines aiming to broadly understand
human-environmental issues, yet current scientific practices largely ignore that holistic
transdisciplinary approach. Here, we develop a conceptual framework for sustaining
mountain environmental integrity and securing their ecosystem services based on
transdisciplinarity. We use headwater systems located in old tropical mountains as
examples of meta-ecosystems because they supply water for multiple human uses
and are home to disproportionately high levels of species richness and endemism.
We describe the vulnerability of mountains to global changes in the Anthropocene and
discuss difficulties in implementing sustainable development goals for them. Specifically,
we indicate the importance of mountains to human water supplies and the conflicts
between anthropogenic disturbances and riparian stream meta-ecosystems for providing
ecosystem services particularly failures. We also argue that the interplay between
academia and other sectors of society must improve and increase the permeability of
scientific knowledge into policy- and decision-making, which is crucial for improving
natural resource management and sustaining ecosystem services. We argue that the
prioritization of tropical montane headwater systems is a feasible, desirable and strategic
issue to be included in the global sustainability agenda. Failure to implement sustainable
development goals in global mountains is likely to continue resulting in catastrophic
events with harsh consequences for both humans and global biodiversity.

Keywords: biodiversity conservation, freshwater governance, global changes, transdisciplinarity, mountain
conservation, freshwater conservation, Anthropocene, meta-ecosystems
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INTRODUCTION

Humboldt Inspired Transdisciplinary

Research and Management

Alexander von Humboldt was born 250 years ago in Germany,
and his contribution to science is unparalleled (Walls, 2009;
Korner and Spehn, 2019). He pioneered studies linking
geodiversity and is considered a founder of biogeography and
vegetation ecology (Nicolson, 1987). Humboldt was the first
scientist to describe similarities in vegetation along altitudinal
gradients and across different mountains, emphasizing the
importance of understanding that all organisms, including
humans, are interconnected and form a web of life (Pausas and
Bond, 2019). His transdisciplinary studies were not limited to
mountains. He also studied astronomy, geology, soils, climate
(including anthropogenic climate change), geomagnetism, and
ocean currents, including how they influenced human cultures
and vice-versa. His advocacy for an integrative view of
nature shaped the way we understand our world (Pausas and
Bond, 2019), being a cornerstone for evolutionary biology,
ecology, oceanography, geography, and science. After witnessing
deforestation in Venezuela nearly 200 years ago, Humboldt
described concerns about water provisioning for both humans
and animals.

Mountain Headwater Streams and Water

Governance

Headwater streams are excellent indicators of environmental
change, analogous to the blood system, which indicates the
state of human body health. Mountain headwater streams are
intertwined systems, responsible for sustaining biodiversity as
well as water recharge of rivers, lakes, and estuaries globally
(Hoorn et al., 2018). Mountain degradation, therefore, affects the
functioning of several ecosystems, also influencing lowlands and
their human-production systems, which are dependent on water
supply (e.g., agriculture, industry).

Considering the alarming rates of changes throughout the
planet, many scientists agree that several environmental issues
are a lost battle if fought as they have been traditionally (Barber
etal., 2014). Several ecological papers present “results with policy
implications,” concluding that those results will support more
effective environmental policies and actions. However, very few
studies provide clear recommendations and action plans that
could be readily used by decision-makers, and even fewer are
effectively implemented. Considering the urgency for evidence-
based conservation actions, resource management needs much
more than “research with potential applications.” Together
with basic science, we also need studies that are designed
toward specific conservation goals with evidence-based guidance.
Hence, recommendations, guidelines and experimental scenarios
must account for legal and socioeconomic aspects to be
effectively applied and useful for decision-makers. The current
scant resources for environmental research should advance our
understanding of ecosystem functioning and services, as well as
sustainable conservation goals (Costanza et al., 1997; Fernandes
etal., 2017).

Therefore, what should our research priorities be? Inspired
by von Humboldts transdisciplinary view of nature and
human society, we advocate for multi-disciplinary research
and management approaches that integrate all components
of ecosystems and society (including the public, academics,
and decision-makers) and that takes an integrated view
of scientific sub-disciplines that are usually lacking in the
ecological literature. We argue that reclaiming a Humboldtian
holistic approach is fundamental for understanding and
managing ecosystems and for securing sustainable resource
quality and quantity. For instance, geological, hydrological,
and climatological research must be merged with ecological
research to build a robust scientific knowledge of mountain
systems. In addition to this inter-disciplinary starting point
amongst the natural sciences, socioeconomic research (e.g.,
Ringold et al., 2013) must be incorporated to develop and
implement meaningful conservation policy for maintaining
or restoring ecosystem health and ecosystem services
(Figure 1). For example, management of federal forests in
the U.S.A. Pacific Northwest has been driven since 1993 by
a plan mandated by President Clinton that incorporated
contributions from terrestrial and aquatic ecologists, wildlife
biologists, botanists, foresters, fish biologists, hydrologists,
geomorphologists, GIS geographers, economists, sociologists,
and policy analysts [Forest Ecosystem Management Assessment
(FEMAT), 1993]. Implementation of the Murray-
Darling Basin’s (Australia) water resources is driven by a basin
plan and an advisory panel with expertise in climatology,
fluvial geomorphology, hydrology, aquatic ecology, cultural
geography, water law, and economics [Murray-Darling
Basin Authority (MDBA), 2019]. The U.S. Environmental
Protection Agency’s National Aquatic Resource Surveys were
developed in response to a Clean Water Act requirement
to assess the status and trends of all U.S.A. surface waters.
They incorporate inputs from statisticians, geographers,
hydrologists, soil scientists, biogeochemists, limnologists,
phycologists, botanists, wetland scientists, benthic ecologists,
fish ecologists, and economists (U.S. Environmental Protection
Agency, 2019). In the Brazilian state of Para, the Sustainable
Amazon Network (Rede Amazonia Sustentavel, RAS)
incorporates research by economists, sociologists, geographers,
soil scientists, agronomists, fire ecologists, hydrologists,
ecologists, botanists, mammalogists, ornithologists, aquatic
and terrestrial entomologists, and fish biologists to guide
sustainable land uses in Amazonia (Gardner et al., 2013; RAS,
2019).

Team

Anthropocene Degradation of Nature

Our species is imposing unprecedented pressures on the planet
(Diaz et al., 2019). Since the 1950’s we have accelerated several
indicators of global change, such as human population size, gross
domestic product, water use, carbon dioxide release, biodiversity
loss, and pollution of terrestrial and aquatic ecosystems (Sachs
et al, 2009; Rands et al, 2010; Steffen et al, 2015; Young
et al., 2016; Diaz et al, 2019; Sanchez-Bayo and Wyckhuys,
2019). As a result, we have entered a new geologic epoch in
Earth’s history: the Anthropocene (Crutzen and Stoermer, 2000;
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FIGURE 1 | A Humboldtian view of scientific disciplines and society. This conceptual framework shows how interdisciplinary research is needed to build scientific
knowledge to support conservation policy to maintain mountain integrity and ecosystem services. Healthy montane ecosystems provide a plethora of ecosystem
services that are depleted (inverted triangles) by human activities (the anthropogenic filter). Mountain rehabilitation is needed to return ecosystem services to
pre-disturbance levels, but full restoration is unlikely. A close interplay among different societal sectors is needed to transform scientific knowledge into public policy
and maintain biodiversity and ecosystem services that, in turn, sustain human quality of life.

Lewis and Maslin, 2015). Human impacts are so strong that
our activities currently surpass the effects of natural events, for
example, transporting more sediment than all natural forces
combined (Hooke, 2000; Wilkinson, 2005). The detrimental
effects of such global changes combined with social issues such as
political-social ignorance and apathy are severely compromising
our ability to maintain our natural world, our well-being and,
ultimately, our very own survival (Rockstrom et al., 2009; Steffen
etal., 2015).

Sociopolitical and Scientific Connections

Are Needed

In 2015, world leaders adopted the 2030 Agenda for Sustainable
Development at the United Nations. Its 6th Sustainable
Development Goal is ensuring the availability and sustainable
management of water and sanitation for all people, which
requires inter-basin cooperation. Despite the necessity of
integrating socio-political and environmental efforts, billions of
people on Earth lack clean drinking water and 71% face a water
security crisis along with increased frequency and severity of

droughts and floods (Vorosmarty et al., 2010; Diaz et al., 2019;
Reid et al., 2019).

Regardless of widespread knowledge of human-water
interactions, there is rising awareness that much of the available
ecological research has been neglected by decision-makers
(Giehl et al, 2017). In several countries, politicians ignore
scientific evidence in decision-making and public policy, despite
ecologists’ claims to have solutions for environmental problems
(Azevedo-Santos et al, 2017). This condition is evidently
induced, and generally favored, by political-economic sectors
less concerned with the maintenance of ecosystem quality than
instant monetary gains, and continuous unsustainable economic
growth; such as widespread unsustainable agribusiness and
industry practices (Limburg et al., 2011; Czech and Daly, 2013).
However, not only has society ignored scientific evidence, but
ecologists and economists have also failed to understand the
needs of society (Pilling, 2019; Weber and Ringold, 2019),
creating many mismatches between science and policy (Karam-
Gemael et al., 2018). This stems from poor communication and
little mutual understanding between scientists and other sectors
of society (Azevedo-Santos et al., 2017; Fabian et al., 2019).
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Therefore, a vast portion of information that is generated is not
read or used by non-scientists nor across scientific disciplines,
thus preventing the development of economic, land, and
governance systems capable of safeguarding water quality and
distribution. This must be changed to achieve sustainable levels
of population and consumption, and secure the life-support
systems underpinning current and future human well-being
(Guerry et al., 2015; Ripple et al., 2017; Wantzen et al., 2019).

Therefore, we have two objectives here. First, we offer
a multi-disciplinary framework to study and understand
ecosystems and ecosystem services with a focus on mountain
headwater catchments. Second, we delve into the complex social
networks that drive (or should drive) scientific knowledge,
environmental management, and transdisciplinary approaches
for sustaining ecosystem services, using mountain water
management as examples.

DISCUSSION

Humboldt Inspired Transdisciplinary

Research and Management

Freshwater ecosystems are best understood through a
hierarchical organization divided into several spatial extents:
hydrographic basin, segment, site, habitat type, and micro-
habitat (Frissell et al, 1986). They are influenced by the
surrounding landscape as well as human changes in their flow
regimes (Poff et al., 1997; Fausch et al., 2002; Hughes et al., 2019).
Thus, a Humboldtian transdisciplinary approach is needed to
assess the aquatic biota and the physical and chemical indicators
of ecological quality in landscapes and riverscapes that are
driven by human activities. Fish and benthic macroinvertebrate
assemblages are particularly suitable aquatic biological indicators
of these impacts (Resh, 2008; U.S. Environmental Protection
Agency, 2016).

Despite von Humboldt’s influence, our current scientific
practice, including much of ecology (Moret et al., 2019) and
geography (Omernik and Griffith, 2014), are diversions from
the integrative approach he pioneered and championed. Such
disconnection challenges the development of integrative
ecological theories, ecosystem conservation, ecosystem
management, and ecosystem services. A remarkable case of
such dissociation is the usual way ecologists and managers
have disassembled terrestrial and aquatic systems from each
other in their research and management. For example, by
conducting a scientometric assessment of the major aquatic
ecology and general ecology journals, we tracked the citation
patterns of papers published in prominent journals specializing
in aquatic ecology and journals devoted to general ecology.
More than 150 years after the publication of the last volume
of Humboldt’s Kosmos, subareas in ecology rarely or weakly
interact, thereby fragmenting and segregating knowledge into
distinct modules (Modularity Q = 0.36, Figure 2). Therefore,
aquatic and terrestrial ecology and resource management remain
fundamentally disassociated.

The many ecosystem services provided by mountain streams
exemplify the complexity of mountain ecosystems and their

emergent properties. Thus, to understand ecosystems and
manage their resources wisely, we need a transdisciplinary
approach that combines natural science disciplines and
socioeconomics rather than a reductionist approach focused on
separate ecosystem components [Forest Ecosystem Management
Assessment Team (FEMAT), 1993; Michael, 2017]. In other
words, rigorous meta-ecology studies and management of
mountain ecosystems need professionals from different
fields (e.g., chemists, climatologists, hydrologists, biologists,
engineers, landscape ecologists, geographers, economists,
sociologists, political scientists, historians, and philosophers),
thereby embracing the full complexity of mountains and their
surrounding human-natural environments.

Mountain Headwater Streams and Water

Governance

Mountains are spatially-defined territories in which complex
social-ecological systems can be explored to provide quicker
answers to the impacts of global change on ecosystems worldwide
(Korner et al., 2011; Encalada et al., 2019; Malanson et al., 2019;
Salick et al., 2019). Mountains are home to disproportionately
high levels of biological and geological diversity and species
endemism (Kier et al., 2005). Yet, they are especially vulnerable
to global change drivers including land-use changes, biological
invasions, and climate warming because several mountaintop
species cannot migrate upwards to track climatic belts associated
with cooler temperatures (Colwell et al., 2008; Hoorn et al.,
2018). In addition, those species cannot easily migrate to
other mountains because of innate dispersal limits and the
impermeable intervening lowland environments between other
mountaintops (e.g., de Castro Pena et al.,, 2017). In other words,
mountaintops act as islands in a sea of lowlands, as proposed
six decades ago by Janzen (1967) and Brown (1971). In the
short distance that changes occur in altitudinal gradients we can
better understand and predict the synergistic and additive effects
of those environmental and social demographic changes, all of
which affect biodiversity and ecosystem services (Alexander et al.,
2016; Fernandes, 2016).

Being highly biodiverse and providing multiple ecosystem
services (Diaz et al., 2019), yet still undergoing rapid changes,
mountains are important natural laboratories for long-term
studies of global change and ecosystem resilience (e.g., Korner
et al, 2017). Many recent initiatives to establish mountain
research networks arose from the recognition that mountains
provide many ecosystem services essential to human well-being
[including water supply (Diaz et al., 2019)]. However, most
present-day research networks are focused on geologically young
mountains such as the Alps (Steck and Hunziker, 1994) and
Cascades (Kaylor et al.,, 2019). Therefore, we know less about
managing ancient tropical montane ecosystems for securing
ecosystem services in those ancient, bio-diverse and nutrient-
poor landscapes (Hopper et al., 2016; Silveira et al., 2019).

The multitude of abiotic and biotic conditions found in
mountains, together with the compression of climatic belts
make mountains complex systems (Korner, 2004). Mountain
topographies are of critical importance for species distributions,
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biodiversity, and fundamental ecosystem services (e.g., Brown,
1971; Brown and Lomolino, 1998; Peters et al., 2019). The strong
selective pressures imposed by the low nutritional quality of the
derived soils drive the evolution of vegetation with profound
effects on biodiversity and ecosystem services (Korner, 2004;
Silveira et al., 2016).

The role of mountains in producing ecosystem services is
tightly linked to species diversity and vegetation cover (Korner,
2004). In addition, the loss of some species has cascading effects
across interaction networks (Barbosa et al., 2019). Therefore,
as complex as mountains are, they should be considered as an
intertwined system that varies spatially and temporally in the
ecosystem services that they provide. Among the main ecosystem
services produced in mountain environments, water provision
stands out because of the abundance of springs and creeks.
The headwater streams of many watersheds are found in their
mountains, owing to their unique physiographic and hydrologic
features. Beniston (2003) argues that mountains are the sources
of over half of the planet’s rivers. In fact, 26 of the 30 major rivers
in the world (including the Amazon and the Nile) are born in
mountain systems and 3.1 billion people live in these drainage
systems [Center for International Earth Science Information
Network (CIESIN), 2017].

Often the patterns that we observe over a given temporal
period or spatial extent are not solely explained by ecological

mechanisms and evolutionary processes acting at the same
time (Harding et al, 1998) or extent or even in the same
system (Chase et al, 2018). For example, the community
composition in a habitat patch of a lake or stream is not
simply driven by the environmental characteristics within
it, but also by extrinsic factors such as the dispersal of
organisms and the connectivity with other suitable patches,
including energy and matter exchanges. Thus, to understand
human impacts on mountains, we need tools for assessing
more extensive spatiotemporal patterns that encompass the
connections among systems (Hughes et al., 2019). The meta-
ecosystem approach tackles this issue by explicitly considering
the interdependency among ecological systems resulting from the
flux of organisms (i.e., meta-populations and meta-communities
Levins, 1969; Leibold et al., 2004), energy, and matter (Loreau
et al., 2003). Specifically, using a meta-ecosystem concept—a
set of ecosystems connected by their ecological processes in
larger spatial extents (e.g., watershed) (Loreau et al., 2003)—
is a promising approach for understanding and conserving
mountains. These complex systems offer clear examples of
habitat mosaics of terrestrial (cliffs, plains, valleys) and aquatic
systems (streams, ponds, wetlands) integrated by energy flow and
matter cycling. Therefore, under the same theoretical framework,
we understand that ecosystem services are not a function of a
single scale or system; consequently, we should also consider
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ecosystem-services generated at one place or time but delivered
in others.

Because montane headwater streams permanently link
highlands to lowlands and their surrounding landscapes,
applying the meta-ecosystem framework to mountain headwater
streams offers foundations for better conservation strategies
across different spatial extents. The clearest example is the pivotal
role of mountains as sources of freshwater for downstream
lowland ecosystems. However, the flux of matter and energy
in a mountain meta-ecosystem is not only downstream
(Schiesari et al., 2019). For instance, salmonids seasonally
migrate upstream for hundreds of kilometers from the ocean,
and atmospheric currents transfer pollutants from lowland
agriculture to mountaintops (Landers et al., 2010).

The latest estimates of Diaz et al. (2019) forecast a dire
situation for biodiversity and ecosystem services worldwide, with
1 million species threatened by human activities. Ecosystem
services are defined as ecosystems’ capacities to support human
well-being (Millenium Ecosystem Assessment, 2003; Ringold
et al, 2013; Hughes et al, 2019). Those ecosystem services
extend far beyond the physical boundaries of the stream riparian
vegetation and strongly affect lowland ecosystems, including the
provisioning of food, water, shelter, nutrient processing, and
energy that are provided to hundreds of millions of people
worldwide (Payne and Van Itterbeeck, 2017; Hoorn et al., 2018).
The safety and well-being of one-fifth, and the water supply
for almost half of all people, depend directly or indirectly
on the functional integrity of mountain ecosystems (Korner,
2004). Ultimately, mountains play a pivotal role in promoting
sustainable development (Glass et al., 2018), but their role
in providing ecosystem services should be more rigorously
assessed, especially in ancient mountains (Grét-Regamey et al.,
2012). Although it is undisputed that maintaining biodiversity
and vegetation cover is essential to secure permanent water
supplies (Korner, 2004), such mechanistic relationships remain
unclear particularly for geologically ancient mountains. Such old
mountains, some dating back to the Pre-Cambrian, are heavily
eroded. Consequently, they have relatively low altitudes and
soil fertility compared to young mountains, such as the Andes,
Alps, Himalayas, and Rockies. It could be argued that drainage
in such old mountains would not be paramount for water
supply, because these are snow-free mountains whose streams
lack contributions from glaciers or snow fields. Nonetheless, their
very old, fractured metamorphic geology allows precipitation
to seep into ground water and be stored there. These ground
waters are important sources of water for lowlands, thereby
providing ecosystem services for humans and ensuring the
conservation of numerous species of in stream endemic algae,
fungi, invertebrates, and macrophytes.

Montane land-water interfaces also help secure ecosystem
functioning (Abelho and Descals, 2019), and subsequent
ecosystem services, especially in terms of water quality and
quantity. Riparian forests help protect water bodies from
polluting sources and create essential microenvironments for
maintaining ecological processes (Gregory et al., 1991). These
processes include the use of riparian zones as biodiversity
corridors, as well as critical foraging and nesting sites for

terrestrial wildlife [Forest Ecosystem Management Assessment
Team (FEMAT), 1993]. Viewing the energy and matter
movements that link riparian and aquatic habitats within the
meta-ecosystem approach helps us produce more effective
conservation strategies and more sustainable ecosystem
services [Forest Ecosystem Management Assessment Team
(FEMAT), 1993; Hanna et al, 2018; Tiegs et al, 2019]. In
addition, riparian vegetation provides other meta-ecosystem
services, such as reducing siltation, soil loss, streambank
erosion, surface runoff, and light penetration [Forest Ecosystem
Management Assessment Team (FEMAT), 1993]. Likewise,
riparian vegetation helps maintain microclimate conditions,
biomass and carbon storage, biological diversity, pollinators, and
pest controls. Mountains are emblematic examples of natural,
cultural and economic landscapes (Messerli, 2012). Therefore,
ecologists and environmental scientists must undertake a
broad view of sustainable development in mountains and
include social scientists in research and management aiming of
mountain resources.

Anthropocene Degradation of Mountains
Although mountain ecosystems, particularly headwater streams,
provide many services for human populations, they are
constantly threatened by a series of unsustainable activities.
Among the major pressures to mountain stream biodiversity
and ecosystem services, road fragmentation, mining, agriculture,
climate change, and diffuse pollution clearly stand out (Hoorn
et al., 2018).

Roads on mountains are common consequences of mining,
agriculture, silviculture, recreation, and connections between
cities. During road construction and use, erosion occurs,
increasing sediment loads and petrochemical pollution from
vehicles. Roads also facilitate biological invasions (Barbosa et al.,
2010) and poorly constructed road crossings on small streams act
as barriers to fish movement, leading to riverscape fragmentation
(Nislow et al., 2011; Evans et al., 2015; Leitao et al., 2018).

Mining generates pollution, sediments, and hydrologic
alterations (Woody et al, 2010; Hughes et al.,, 2016). Recent
collapses of tailings storage facilities in southeastern Brazil
and British Columbia (Canada) reveal the catastrophic effects
that mining can have downstream (Fernandes, 2016; Hughes
et al., 2016). As a consequence of two recent dam failures in
southeastern Brazil (2015 and 2019), people have been killed,
biodiversity has been eroded, ecosystem services have been
compromised or eliminated entirely, and water supplies and the
quality of life for tens of thousands people have been degraded
(Silveira et al., 2019). Such tailing dam failures are recurrent
tragedies in mountains worldwide [Bowker and Chambers, 2017;
Santamarina et al., 2019; World Mine Tailings Failures (WMTF),
2019].

Agriculture occurs in numerous mountain systems and
areas adjacent to them. The main problems for headwater
streams from agriculture are siltation, agrochemicals, channel
homogeneization, and hydrological alterations. Livestock grazing
in mountainous regions is common and has particularly negative
effects on riparian vegetation, stream channels, and flow
permanence (Beschta et al., 2013). These effects propagate along
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river systems, from upstream to downstream, as well as through
channel incision and stream bed lowering that erodes from
downstream to upstream (Beschta et al., 2013).

Climate change alters hydrological cycles and water
temperatures (Isaak et al, 2018) with clear implications for
biodiversity and fisheries (Winfield et al., 2016). An example of
how climate change threatens water supply recently took place in
the ancient mountains of South Africa. The combination of three
consecutive dry years, poleward migration of moisture corridors
(Sousa et al., 2018), and economic and population growth
resulted in a water crisis known as “Day Zero” (Maxmen, 2018).
Nearly 3.7 million people experienced unprecedented water
shortages. Other episodes of water crisis in major cities such as
Sdo Paulo (Brazil) and Barcelona (Spain) suggest urban areas
must move from crisis responses to effective management of
the water that is essential to lives, livelihoods and environments
(Muller, 2018). Globally, we need to embrace governance
models that include the interests of the public, governments and
companies, as well as biodiversity and ecosystems, when dealing
with water issues.

Diffuse pollution is one of the most complex process to
understand among the global stressors on mountains. Despite
frequently occurring in legally protected areas, mountain
ecosystems act as sinks for invisible airborne compounds as
indicated by the high levels of pollutants that reach mountaintops
of national parks in southeastern Brazil (Meire et al., 2012) and
the western USA (Landers et al., 2010). The sources of pesticides
are extensive croplands thousands of kilometers from the
mountains. These pesticides are carried by wind and condense
on moisture particles under the lower temperatures above
mountaintops, then fall as precipitation. Similarly, phosphorous
is carried as atmospheric dust and reaches minimally disturbed
reference sites in the USA (Stoddard et al.,, 2016) in the same
manner that acidic deposition affects mountaintops far from
coal-fired power plants (Baker et al., 1991). Nutrient runoff
from land use in mountains degrades freshwaters, leading to
losses of sensitive species, dominance of tolerant organisms,
reduced species diversity, poor assemblage condition (U.S.
Environmental Protection Agency, 2016; Jacobson et al., 2019),
and establishment or dominance of invasive non-native species
(Hughes and Herlihy, 2012; Egan, 2017; Ruaro et al., 2018; de
Carvalho et al., 2019; Linares et al., 2019).

Sociopolitical and Scientific Connections
Are Needed

Scientific information is generated at an increasingly rapid rate
and at no other time in history has humanity had as much
access to information as it does today. However, the abundance
of information has not altered the behavior of people who base
their decisions on opinions or beliefs. At a time when there is
strong political polarization, high quality, trusted information is
key to rational environmental governance. In this sense, access to
inaccurate information leads us to a situation analogous to the
Middle Ages, in which myths thrive, conspiracy theories arise,
and much of the public believes that governments, media, and
universities are trying to manipulate them (Scheufele and Krause,

2019). Such a situation causes widespread disbelief in science and
scientific knowledge. Instead, people support information that
suits their current perspective, which is considered cognitive bias
and is not necessarily linked to educational or economic level
(Lazer et al., 2018).

In addition, politicians and managers have struggled to gather
information in a systematic way that is useful for decision
making (but see https://www.conservationevidence.com). Much
information produced by academics is not understood by
the public or used by practitioners, hindering environmental
solutions (Fabian et al., 2019). Also, during periods of serious
economic restrictions, environmental management is seen
as a luxury compared with other demands, such as jobs,
public safety, or health care. However, in the longer run,
environmental negligence has dreadful economic, health, and
criminal consequences. But again, such long-term consequences
must be made clear to both managers and the public, because
managers and the public respond to their most immediate
demands (Fabian et al, 2019). Clearly, it is important for
scientists to create new strategies of disseminating information
to better reach the public, policy makers and managers through
alternative media or technologies (da Rocha and da Rocha, 2018).

As with science in general, but especially in ecology, improved
education and nature appreciation are lacking or even declining
in many nations. In addition, scientists assume that their
information is of paramount importance, yet they claim to be
constantly ignored by policy makers. Why is that? We believe
that there are widespread misunderstandings, disconnects or
weak links between the multiple components of education and
environmental management (Figure 3). One of the roots of those
mismatches lies in society’s expectation of immediate solutions
from their leaders for their current concerns and needs—without
thorough understanding or appreciation of the complex nature
and basal causes of those problems. As a result, those short-
term solutions often create substantial, negative external effects
as discussed above. In addition, scientists generally overlook
or are unaware of the many other components that drive
sociopolitical decision-making.

How might we best resolve these dilemmas? We need leaders
and a public that know and agree with science and that also care
about nature, ecology, and ecosystem health (Wood, 2014). We
also need scientists who are willing to engage with the society
and policymakers at multiple levels of government and society.
To achieve that belief and engagement, we need improved formal
and informal public education, both in schools and in all types
of media. And the foundation of that education originates in
universities and their products, including the traditional path
of scientific publications, but also effective actions promoting
open debates and the dissemination of scientific knowledge with
the general public (i.e., outreach activities). Although certainly
much more is needed in terms of scientific publications related
to ecological processes involved in meta-ecosystems and the
associated ecological theories and applications, we believe this
kind of product is well done by researchers. On the other
hand, there is an evident failure to go beyond the walls of the
universities and the pages of scientific journals to effectively
communicate our science to the public (Figure 3). Therefore,
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it is important to improve university extension programs by
having university administrators recognize and reward extension
research and education that directly meets stakeholder and
public information needs (Lewinsohn et al., 2015). In addition,
extension publications and other forms of information must be
better translated so that they are understood by society and
elementary and secondary school teachers. Such information
might include field exercises, teacher training workshops,
webinars, and hands-on assistance from university students and
professors (e.g., Stapp, 1978; Franca et al, 2019). Improving
research and information exchanges with NGOs, civil society,
industries, and multiple local, state and federal agencies also leads
to more socially useful research and better educated societies
(Allen et al., 2019).

Assuming that scientifically and ecologically literate leaders
will eventually result from the public education process, we
presume that much more ecologically and environmentally
comprehensive and protective statutes will be developed as they
have been in some nations [e.g., United States of America, 1972;
Forest Ecosystem Management Assessment Team (FEMAT),
1993; Whittington et al.,, 2001; Minas Gerais, 2008; European
Community, 2017]. Those, in turn, should lead to better
agency management, stakeholder practice, and environmental
conditions. Clearly, such changes are directly and indirectly
expensive. But consider how much international money and
expertise are dedicated to understanding interstellar space and
seeking bacterial fossils on Mars, instead of knowing our own
planet (Mayr, 2004). Therefore, ecologists, the media, and writers
must do a better job of exciting the public and leaders, in the
same way that science fiction movies and books have functioned
to stimulate funds for space science and exploration. Certainly, if

the society and leaders can become interested in funding studies
of the infinity and timelessness of the universe, they can become
interested in global ecological concerns and the world we are
creating for future generations.

There is a widespread expectation that government leaders
can provide jobs and money to meet public demands.
Although citizens dislike taxes, politicians have the legal strength
to stimulate sustainable enterprises that could create such
employment. But there are direct links between economic and
population growth and environmental degradation (Czech and
Daly, 2013; Hughes, 2014; Green Party US, 2019; Pilling, 2019).
This is true throughout the whole society, including basin
committees, financing entities, regulatory agencies, universities,
and professional scientific societies. Being reductionist, we focus
on parts—not von Humboldt’s whole natural and social systems.
However, the complex nature of such relations allied with the
weak links among all sectors and actors hinder translating
ecological research and its benefits to society, as well as
translating managers’ and citizens” needs to scientists (Figures 2,
3). Strengthening those links is critical for effective governance of
ecosystems worldwide, including mountain headwater streams.

CONCLUSIONS

The re-emergence of a post-truth society in recent years
has significantly contributed to the environmental crisis we
experience today. However, looking back to achievements
can inspire current generations, driving us toward better
environmental governance. Humboldt taught us the value of
integrating environmental and social sciences to understand
the nature of the world and human societies. To solve our
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current and future environmental and social problems, we must
follow his iconic example and integrate multiple disciplines
such as ecology, geography, engineering, mathematics,
anthropology, economics, sociology, and political science
to create transdisciplinary solutions. Therefore, we call for a
multi-disciplinary and transdisciplinary, science-public strategy
to safeguard worldwide biodiversity and its associated ecosystem
services. By adopting this strategy, we believe that we can shift
environmental concerns from their current high-risk zones to a
safe-operating zone.
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Wetlands are the most diverse, highly dynamic, productive, and ecologically sensitive
areas in Earth. In Kashmir Himalaya, Srinagar city is bestowed with a large number of
picturesque wetlands. These wetlands are important in regulating ecosystem services
such as providing fresh water supplies, food products, fisheries, water purification,
harbor biodiversity, and regulation of regional climate. These are also important as
socio-economic support systems for the city inhabitants and valued as habitats of
migratory birds that visit Kashmir valley from different continents of the world. Owing
to the increased rate of anthropogenic activities and anthropogenically driven changes in
natural processes, these wetlands are degrading at an alarming rate, seriously affecting
their health and water quality. The major threats to wetlands include pollution, land
use and land cover changes, urbanization and encroachments, and climate change.
The intensive agricultural practices, introduction of exotic species, and changes in
hydrological flows during the past few decades have resulted in degradation of wetlands
over this region. Sustainable management of wetlands is crucial as these ecosystems
offer an array of ecological functions that sustain livelihoods all over the world. This review
provides special insights about the significant changes in spatial scale, land use and land
cover changes, and water quality of major wetlands in Srinagar city.

Keywords: wetland ecosystems, land system changes, water quality, management strategies, Srinagar, Kashmir
Himalaya

INTRODUCTION

Wetlands are ecosystems intermediate between aquatic and terrestrial systems, which are
permanently or seasonally covered with shallow water (Mitsch and Gosselink, 1986). They occupy
~6% of earth’s land surface (Maltby, 1988). Wetlands are productive (Ghermandi et al., 2008)
and biologically diverse ecosystems (Keddy et al., 2009). They provide numerous socio-economic
and ecosystem services (Prasad et al., 2002; Ramsar Convention Bureau., 2002) including wildlife
habitat, maintenance and conservation of biodiversity (Mitsch and Gosselink, 2007; Whitehouse
et al., 2008), water purification (Brown et al., 2000), fisheries and recreation (Keddy, 2010; Junk
etal.,, 2013), flood control (Penatti et al., 2015), water supply (Lemly, 1994), nutrient removal (Raich
and Schlesinger, 1992), carbon sequestration (Turner et al., 2000), and environmental restoration
(Fink and Mitsch, 2007; Moreno et al., 2007). Wetlands serve as a means of livelihood for rural
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FIGURE 1 | Global Wetland Extent Index (Source: Leadley et al., 2014).

populations (Turyahabwe et al, 2013; Lamsal et al., 2015),
particularly in developing nations and are greatly valued by
many cultures (Ghermandi et al.,, 2010; Maltby and Acreman,
2011). Owing to the high potential of wetlands for agricultural
productivity, fisheries, and water supply, many of the wetlands
of the world have been historically relied upon by human
civilizations. In spite of the ecosystem functions and sustenance
of human livelihoods, 30-90% of the wetlands of the world
are strongly modified or lost (Junk et al, 2013; Reis et al,
2017) and many remain threatened and degraded due to high
population pressure and urbanization (Central Pollution Control
Board, 2008; Bassi et al., 2014). Davidson (2014) reviewed 189
reports and estimated wetland loses as 64-71% in the twenty-first
century. There was a decline of 69-75% in the extent of inland
wetlands and 62-63% decline in the extent of coastal wetlands.
Wetland losses continue in the twenty-first century. Leadley
et al. (2014) found the Wetland Extent Index and estimated
~40% decline in coverage of both inland and coastal/marine
wetland ecosystems during last 40 years due to fragmentation and
degradation (Figure 1).

Presently, the wetland ecosystems are under tremendous
stress due to massive land system changes and infrastructure
development (Pramod et al., 2011), as well as intensification
of agricultural and industrial activities (Bassi et al, 2014),
manifested by the decline in their areal extent resulting in a
decline in the hydrological, economic, and ecological functions
(Bassi et al., 2014). This has led to adoption of various policies
and approaches for conservation, protection, and management of
wetlands [Ministry of Environment and Forests (MoEF), 2006].

CURRENT STATUS OF WETLANDS IN
SRINAGAR CITY

Srinagar city in Kashmir Himalaya has a rich natural heritage
of magnificent lakes and picturesque wetlands (Figure 2) lying
along the floodplains of river Jhelum, which are famous
waterfowl habitats (Kaul and Pandit, 1980; Habib, 2014). Besides
being a source of attraction for tourists from all over the world,
these freshwater ecosystems of the Kashmir Himalaya have been
playing a great role in the socio-cultural activity and economy
(Kaul and Pandit, 1980; Pandit, 1982) of the valley since ancient

times. They are a great source of natural products like fish, fodder,
vegetables, tourism, and a variety of economically important
aquatic plants (Pandit and Qadri, 1990; Bano et al., 2018).
However, over the last few decades, the deteriorating water
quality (Verma et al., 2001; Rashid et al., 2017a) and land system
changes (Romshoo and Rashid, 2014; Rashid and Aneaus, 2019)
including encroachment of otherwise notified wetland areas and
depleting stream flows (Mitsch and Gosselink, 2000; Showqi
et al.,, 2014; Romshoo et al., 2015) have impacted their health
(Iwanoft, 1998; Chauhan, 2010; Naja et al., 2010; Reza and Singh,
2010).

Nowadays, wetlands are being recognized as “wastelands”
serving as grounds for a variety of waste materials (Khan et al,,
2004; Bano et al.,, 2018). The increasing trend of conversion
of agricultural lands into urban areas is currently one of the
dominant patterns of land use change in the valley of Kashmir
(Rashid and Romshoo, 2013; Rashid et al., 2017b). This pattern
of land use change has the potential to alter the composition and
functional processes of wetlands by changing the hydrological
regimes and sedimentation processes besides the flux of nutrient
materials. The ecological consequences of agricultural runoft and
municipal wastewater discharges have resulted into widespread
eutrophication (Khan and Ansar, 2005; Badar et al., 2013a). The
conversion of forested and agricultural areas into built up areas
has impaired the water quality (Rather et al., 2016) that has led to
the extirpation of local populations of aquatic species. As a result,
many freshwater wetlands have altogether vanished or are facing
severe anthropogenic pressures. The harmful social, financial,
and ecological impacts of declining biodiversity and degrading
water quality are a matter of concern (Verma et al., 2001; Bassi
et al., 2014). Most of these wetlands used to act as buffers
soaking flood waters but the encroachment and infrastructure
development within these wetlands has reduced their water
holding capacity, increasing the vulnerability of people toward
flooding (Romshoo et al., 2017). The central business hub of
Srinagar, the capital city, is often affected during a normal
precipitation event as the drainage channels that used to drain
out storm water runoff have mostly been taken over by concrete
surfaces (Rashid and Naseem, 2008). The changes in the spatial
extent of lakes and wetlands in Srinagar are presented in Table 1.
As a result of unplanned urbanization, encroachments, and
population pressures, nearly 91.2km? of wetland area has been
lost between 1911 and 2004 (Rashid and Naseem, 2008).

Anchar Lake

Anchar is a semiurban, single basin lake situated between 34°07’-
34°10 N latitudes and 74°46'-74°48' E longitudes at an altitude
of 1,583 m above mean sea level (a.m.s.l.). The lake is situated
about 14km from Srinagar city on the northwestern part. The
lake covered an area of 19.54 km? during 1893-1894 (Lawrence,
1895). Since then, the area of the lake declined substantially
to 6.5km? (Jeelani and Kaur, 2012). The current area of the
lake is 4.26km? (Sushil et al., 2014; Fazili et al., 2017). The
water supply of Anchar Lake is maintained by Sindh, a tributary
stream of Jhelum and Achan Nallah in addition to springs
along the vicinity of lake. The lake has a vast catchment area
that comprised a mixture of residential, forest, agricultural,
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TABLE 1 | Changes in the spatial extent of lakes and wetlands of Srinagar
between 1911 and 2004 (Source: Rashid and Naseem, 2008).

TABLE 2 | Long-term water quality changes in Anchar Lake (Source: Kaul, 1977;
Kaul et al., 1978; Farooq et al., 2018).

S. No. Class name Area (km?)
1991 2004
1 Open water surface 40.00 30.65
2 Wetland/marshy area 134.25 64.07
3 Built-up land 17.45 107.91
4 Others 505.05 494.13
Total 696.77 696.77

and horticultural land (Jeelani and Kaur, 2012; Bhat et al,
2013). The last few decades have resulted in the decline of the
water quality of the lake (Farooq et al, 2018; Table2). The
main causes of degradation of Anchar Lake are anthropogenic
activities, encroachments, sewage, and dumping of domestic
wastes including polythene, clothes, plastic bottles, and effluents
from hospitals and wastewater treatment plants (Najar and Khan,
2012; Bhat et al., 2013; Fazili et al., 2017).

Parameter 1970-1972 1975-1976 2018
pH 7.4-9.6 7.5-9.5 7.2-8.3
Dissolved oxygen (mg L") 6.88-12.32 4.2-10.85 3.5-6.5
Condugctivity (1S cm~1) 132-385 388-555 200-475
Total alkalinity (mg L") 53-80 75-130 100-399
Ca(mg L") 16-30 20-24 48.5-74.5
Mg (mg L= 10-14 9-13 5.3-9.9
PO4-P (ngL™") 9-25 12-29 182-698
NO3-N (ng L=) 90-57 95-580 558-641
NH4-N (ng L) 70-85 5-18 231-381
Total P (ng L) - 92-666 550-910
Cl(mg L™ 8-10 - 23.5-42
Dal Lake

Dal is an urban lake, situated between 34°5'-34°6' N latitude
and 74°8'-74°9’ E longitude at an altitude of 1,584 m a.m.s.l. The
lake has been formed due to fluviatile activity of river Jhelum
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TABLE 3 | Land system changes within Dal lake from 1859 to 2013 (Source: Rashid et al., 2017a).

Class name Area (km?)

1859 1903 1962 1972 1979 1992 2001 2010 2013
Aquatic vegetation 2.91 1.35 3.85 8.23 9.42 7.75 8.75 10.40 8.64
Builtup 0.05 0.06 0.84 0.68 0.80 1.83 2.10 2.03 2.02
Floating gardens 0.78 0.82 5.66 1.1288 1.39 1.36 2.52 2.70 2.89
Marshy land 1.49 1.44
Plantation 6.02 3.99 3.63 3.16
Water 20.59 23.98 13.84 13.19 12.41 13.10 10.68 8.91 10.50
Total 31.84 31.64 27.82 26.40 24.02 24.04 24.04 24.04 24.04

(Rather, 2012) and is fed by Dagwan stream (Sabha et al., 2019).
The lake is under high stress due to anthropogenic influences
(Badar et al., 2013b; Khanday et al., 2018). During 1200 A.D.,
the extent of Dal Lake was about 75km? (Wani et al., 2013).
The lake covered an area of ~32km? in 1859 and has shrunk to
24km? (including the lake interiors) mainly due to the expansion
of settlement areas and proliferation of settlements (Rashid et al.,
2017a). The lake was abundantly supporting sensitive aquatic
macrophytes including Eurayle ferox (Lawrence, 1895; Mukerjee,
1921) and Chara sp. (Mukerjee, 1921), but as the pollution and
eutrophication of the lake continued, the species were pressed
to extinction from the lake (Kak, 2010). While it is believed
that boatmen (locally known as Ha'enz) are the main culprits
responsible for changing land use and land cover of the lake
(Fazal and Amin, 2012), there are policy failures that have led to
the majority of the lake area being highly deteriorated. The land
use patterns and land cover of the lake are presently composed
of open water (10.5 km?), aquatic vegetation (8.64 km?), floating
gardens (2.89 km?), and settlements (2.02km?) (Rashid et al.,
2017a). The historical changes in the land system of the Dal Lake
are shown in Table 3.

During the last 50 years, the rapid increase in houseboats,
population pressure, encroachment, urbanization, pollution, and
sewage has resulted in the decline of the quality of lake water
(Amin et al., 2014). About 1,200 houseboats (Fazal and Amin,
2012) present in the lake are a major source of untreated sewage
and pollution to the lake (Tanveer et al., 2017). The historical
water quality changes in Dal Lake are reflected in Table 4.

Brari Nambal

Brari Nambal is a marshy lagoon situated between 34°05/12.88"N
and 74° 48/50"E in Srinagar city. It is connected to the Dal Lake
via a channel on the eastern side. Previously, there was an outlet
channel known as Nallah Mar/Mar canal that used to provide
navigability to Dal Lake to Anchar Lake via Khushalsar (Tantray
and Singh, 2017). In addition, the Mar canal used to take the
excess water from Brari Nambal to Khushalsar Lake. However,
the channel was filled and converted into a motorable road during
the 1970s (Wani et al., 2014), which resulted into the alteration
of the hydrology (Figure 3). Brari Nambal has a narrow outlet
on the western side and drains into river Jhelum through an
underground channel. In 1971, Brari Nambal covered an area

TABLE 4 | Water quality changes in Dal ecosystem (Source: Trisal, 1977; Abubakr
and Kundangar, 2009; Khanday et al., 2018).

Parameter 1974-1976 1985 1996-1997 2006-2007 2018
Dissolved oxygen 10.25 8.7 8.6 6.8 7.07
(mgL™")

Total alkalinity (mg 69.5 85.6 104 115 101.75
L

Nitrate nitrogen 481 483 272 539 400
(gL

Ammoniacal 23.6 37.0 362 438 40
nitrogen (ug L~')

Ortho phosphate 65.5 80.5 135 93 40
phosphorous (j.g

L

Total phosphorus 187.8 211.5 768 615 200
(ng L™

Total dissolved 30.2 32.2 119.8 20 -
solids (mg L")

of 1km? (water body—0.28 km? and Marshy area—0.72 km?)
which reduced to 0.77 km? by 2002 (water body—0.21 km? and
marsh—0.56 km?) (Fazal and Amin, 2011).

The population pressure, pollution, encroachments, and
urbanization have led to great stress on the wetland, thereby
deteriorating the water quality to the verge of extinction. Most
of the sewage generated in the vicinity is treated at a sewage
treatment plant constructed on the southern area of the wetland.
The outflows from the sewage treatment plant have become
a major source of pollution and nutrients to the wetland.
The sewage treatment plant has failed in its operation as per
prescribed norms; as a consequence, it discharges partially treated
sewage, thereby turning the wetland into a gutter (Mukhtar et al.,
2014).

Gilsar and Khushalsar Lakes

Gilsar and Khushalsar are twin lakes in highly deteriorated
condition located toward the northwest of Srinagar city. The lakes
receive waters from the Nigeen basin of Dal Lake via a water
channel—Nallah Amir Khan (Nissa and Bhat, 2016). The total
area of the lake is 1.06 km?, and the average depth of the lake is
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FIGURE 3 | Filling up of Mar Canal as seen from earth observation data (A,B) Declassified CORONA spy images showing Mar canal in 1965. Red Line in (B) indicates
Mar canal. (C) Road built by filing up the Mar Canal. Red dot indicates Brari Nambal.

C

3.6 m. The lakes have been encroached upon at many places with
illegal construction and landfilling (Chowdhury, 2017). These
lakes receive sewage inputs estimated about 465 million liters per
day (MLD) from the catchment containing ~2 metric tons (MT)
of phosphorus and 1.71 MT of nitrogen (Kundangar, 2002) that
has resulted into the proliferated growth of aquatic weeds and
subsequent degradation of water quality.

Hokersar Wetland

Hokersar is the queen of the wetlands of Kashmir valley situated
between 34° 06’ N latitude and 74° 05" E longitude having an
altitude of 1,580 m a.m.s.l. in the northern part of Doodhganga
catchment, 10km west of Srinagar city. The water supply of
Hokersar wetland is maintained by the Doodhganga stream on
the eastern side and by the Sukhnag stream on the western
side. The depth of the wetland varies from a maximum of
2.5m to a minimum of 0.7m during spring and autumn,
respectively. Hokersar is a game reserve and habitat for about 2
million species of migratory birds of Europe, Siberia, and Central
Asia. The marshland supports various ecological and economic
services, which include fisheries, food products, freshwater, and
purification of water, and regulates global climate (Davis, 1993;
Romshoo and Rashid, 2014). The wetland supports a broad

range of hydrological functions, for example, regulation of floods,
recharge of groundwater, control stream flow (Joshi et al,
2002), and carbon sequestration (Romshoo and Rashid, 2014).
In this context, the wetland was designated as a Ramsar site
in November 2005. Due to increased human intervention and
changing natural processes (Joshi et al., 2002), the area of the
wetland has declined from 18.75km? in 1969 to 13.00 km? in
2008 (Romshoo and Rashid, 2014; Table 5). This wetland has
lost 5.75 km? of area during the last four decades (Romshoo and
Rashid, 2014). During the last two to three decades, macrophytic
species like Acorus calamus, Euryale ferox, and Nelumbo nucifera
within the wetland had disappeared (Khan et al., 2004). The
wetland is now choked by invasive species like Azolla spp.,
Salvinia natans, and Menynanthese spp. (Khan et al, 2004;
Bano et al., 2018). The increased sillt load from the catchment
area due to deforestation of higher reaches is the possible
cause for the disappearance of the species and depletion of
water depth, which has been reported to have reduced from
1.12m (Pandit, 1980) to 0.63m (Rather and Pandit, 2002). It
is also pertinent to mention that during the last few decades,
the water quality of the wetland has deteriorated (Shah et al,,
2019) severely (Table 6), mainly attributed to urbanization in the
vicinity (Romshoo et al,, 2011).
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TABLE 5 | Area covered by different land use land cover types from 1992 to 2008
within Hokersar wetland (Source: Romshoo and Rashid, 2014).

Class Area  Area Area Area Change from % Change
name 1992 2001 2005 2008 1992 to 2008

(km?)  (km?) (km?) (km?) (km?)
Agriculture 4.26 3.69 323 4.9 0.69 3.69
Aquatic 2.5 3.48 456  4.46 1.96 10.73
vegetation
Built up 0.01 0.05 012 0.1 0.1 0.55
Fallow 0.88 0.21 0.27 048 -0.4 —2.22
Marshy 7.74 8.06 727 5.62 -2.12 -11.86
Open water 0.85 0.43 0.31 0.36 —0.49 —2.72
Plantation 1.82 218 232 216 0.34 1.83
Road 0.03 0.03 003 0.03 0 0

TABLE 6 | Range value of various chemical parameters of Hokersar wetland
(Source: Kaul et al., 1978; Kaul and Trisal, 1985; Shah et al., 2019).

Parameter 1978 2012-2013
Oxygen (mg L~7) 3.2-12 2.4-10.1
pH 7.2-9.0 7.1-8.2
Alkalinity (mg L") 85-256 91.3-254.7
Conductivity (1S cm~1) 216-348 210-381
Cl(mg L") 0.0-79.0 10.3-39.3
Dissolved inorganic phosphate phosphorus (ug L~') 19.0-47 -
Total phosphate phosphorus (ug L) 11.2-306 134-390
NO3-N (ug L) 104-327  226.3-631.3
NH;-N (ng L") 3.0-10.0  16.7-242.3
SIO, (mg L= 3.0-9.0 -
Ca(mgL™") 24-61 44.2-107.2
Mg (mg L) 11.0-18.0 6.2-28.1

BRIEF INVENTORY ON SERVICES
PROVIDED BY WETLANDS

Having only a coverage of 0.6% of the Earths surface,
wetlands supply a tremendous proportion of ecosystem services
such as recreational amenities, flood control, storm buffering,
biodiversity, climate regulation, and socio-cultural values. They
are important habitats for biodiversity contributing to primary
productivity and home to many important migratory birds. Thus,
wetlands have a diverse fauna with a relatively large number
of endemic species. Goods and services derived from wetlands
include livestock and cultivation, fisheries, fiber for construction
and handicraft production, fuel wood, hunting for water fowl and
other wildlife, aesthetic value of wetlands, storm buffering, flood
water storage and stream flow regulation, water flow, sediment
and nutrient cycling—water quality improvements, erosion
control, carbon sequestration—climate change and mitigation,
and cultural knowledge and traditions (Eftec, 2005). Wetlands
are believed to have distinctive ecological features, which provide
various goods and services to mankind. They constitute a natural
resource of great economic, scientific, cultural, and recreational

TABLE 7 | Ecological and socio-economic importance of wetlands.

Services Brief description

Regulating

Air quality The wetland ecosystems have the ability to maintain air
regulation quality by extracting aerosols and chemical compounds from

the atmosphere.

Climate regulation  Wetlands through their biologically mediated processes
stabilize the micro-climate of the region, however at global
scale; they moderate climate vagaries through the land cover

and other processes.

Hydrological Wetlands regulate hydrological cycle and regulate water

regimes regime through ground water recharge, evapotranspiration,
and by capturing and gradually releasing the water.

Pollution Wetlands drastically reduce the nutrient input from through

abatement and flowing surface and sub-surface run-off. The biotic and

detoxification abiotic factors in the wetlands lead to the detoxification of the

pollutants and xenic compounds carried into the ecosystem.
Erosion control Wetland vegetation and biota reduce the erosion of soil
through sediment binding and reducing current velocity.

Natural hazard Wetlands help to lessen the negative impact of flooding by

mitigation soaking up the water and reducing the speed at which flood
water flows.

Biological Wetlands regulate population structure of the ecosystem

regulation through trophic relation.

Provisioning

Food Production of edible plants like Nelumbo nucefera and

animals like fish (Schizothorax sp., Cyprinus sp.).

Fresh water The biotic and abiotic processes taking place in the wetland
ecosystem enhances water quality. Wetlands have vast ability

to meet municipal water supply in the neighboring areas.

Fuel and fiber Wetlands are home to a number of species or abiotic

components with potential use for fuel or raw material.

Biochemical Wetlands act as huge reservoirs of potentially beneficial
products and chemical compounds having tremendous medicinal and
medicinal cosmetic properties.

resources

Genetic materials ~ Wetlands represent areas of high biological diversity and
support gene pools of the most diverse assemblages of a

wide variety of flora and fauna.

Ornamental
species

Wetlands provide vital habitat for many species and other
abiotic resources with Ornamental value.

Socio-economic

Cultural heritage ~ Wetlands symbolize the culturally significant landscapes by

and identity creating the sense of belongingness for certain features and
species it beholds.

Tourism and Wetlands provide panoramic views of landscapes having

recreational humongous recreational potential for tourism.

Aesthetic The aesthetics provided by the wetlands is based on

greenness, tranquility, and diversity.

value. Wetland characteristics such as biodiversity, abiotic
components, and ecological processes regulate a large number
of functions that are first transformed into a list of services
that can then be measured in appropriate units (biophysical or
otherwise) and later used for economic valuation. Ecosystem
functions represent the potential for benefits that may or may not
be used directly by humans. Usually, the same function is linked
to two or more ecosystem services. Some of the vital functions of
the wetlands are listed in Table 7.
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TABLE 8 | Threats perceived by wetlands of Srinagar city.

S. No. Threats Perceived impacts

1. Floating gardens Construction of floating gardens is a major threat to the lakes and wetlands of Srinagar city. This practice has resulted in conversion
of large areas of open water into floating islands. The impact of these floating gardens is very grave, and unless this practice is
stopped, the wetlands would be under a severe threat.

1. Willow plantations The creation of a network of willow plantations and populus trees within the wetlands (Anchar, Brari Nambal, Dal, Hokersar, Gilsar,
and Khushalsar) is a serious threat to wetland ecology. These plantations have obstructed natural flow of drainage, causing
deleterious morphological, hydrological, and ecological changes to wetlands.

2. Houseboats The direct discharge of untreated sewage from some 1,200 houseboats located in Dal lake is a growing threat to the lake
ecosystem. This has resulted into deterioration of water quality, prolific growth of aquatic macrophytes, and pollution of the lake
(Parvez and Bhat, 2014).

3. Mechanical The mechanical dredgers and de-wedeers used in wetlands of Srinagar City (Dal lake, Brari Nambal) for removal of sediments and

machines/harvestors aquatic macrophytes has resulted into loss of species of fish, macro-invertebrates, zooplankton, and other biologically important
organisms from the wetlands (Ali, 2014).
4. Sewage treatment Pollutant loads from point sources (STPs) constructed along the banks of Dal lake and Brari Nambal has become the main source of
plants (STPs) pollution for these water bodies.
The STPs have failed to operate as per prescribed norms resulting into increased nutrient loadings mostly nitrogen and phosphorus,
organic matter, metals, pathogen, nutrients, and supplementary water pollutants to the wetlands (Mukhtar et al., 2014).

5. Hospital effluents The effluents discharged from SKIMS into Anchar lake has resulted into increased nutrient concentrations and toxic compounds into
lake ecosystem that are very harmful for lake ecology and sometimes very toxic for fish and other aquatic biodiversity (Bashir et al.,
2017; Gudoo et al., 2017).

6. Red tide The unprecedented occurrence and frequent seasonal recurrence of red tide in lakes and wetlands of Srinagar city constitutes a
new environmental threat to the aesthetics and biological diversity of wetlands. The occurrence of red tide is due to ingress of
untreated sewage from nearby residential areas to lakes and wetlands of Kashmir valley (Khan, 2000).

7. Urban spraw! Unplanned urbanization in the vicinity of wetlands in Srinagar is the biggest threat and an important cause for the reduction of
wetland extent (Kuchay and Bhat, 2014; Romshoo and Rashid, 2014).

8. Hydrological alterations  Hydrological changes including alterations in inflows and hydrological makeup by surface water extraction, water diversions, and
stream channelization for a variety of human uses.

9. Climate change in Recession of glaciers in Himalayas and changes in precipitation have a significant impact on wetlands and their associated species.

Himalayas Anticipated changes in regional climate could be one of the main drivers besides anthropogenic factors for loss of wetlands in
Kashmir region given the depleting streamflow scenario as observed across Kashmir valley (Rashid et al., 2015; Zaz et al., 2019).

10. Exotic species Introduction of exotic species either deliberately or naturally into lakes and wetlands of Srinagar city has resulted into changes in
wetland ecology, biodiversity, land uses, and water quality. For example, exotic fish species Cyprinus carpio introduced in Dal lake
have eliminated the native Schizothorax sp. from Dal lake.

11. Siltation and erosion Siltation and erosion of sediments from the catchment areas is a major threat to the wetlands of the city. These result in loss in water
spread area of wetlands.

12. Roads Constructions of roads within Dal and Khushalsar have not only fragmented these water bodies into sub-basins but also impacted

the hydrology.

THREATS TO WETLANDS

Among the freshwater ecosystems, wetlands are the most widely
used and are heavily exploited for sustainability and livelihood
(Molur et al.,, 2011). The main threats to wetlands in Srinagar
city are attributed to anthropogenic pressures that include
urbanization (Farooq and Muslim, 2014), land use changes (Fazal
and Amin, 2011), and large-scale encroachments (Wani and
Khairkar, 2011; Kuchay and Bhat, 2014) in the catchment as well
as in the wetlands itself (Rather et al., 2016). Besides, natural
siltation associated with the anthropogenic siltation brought
about by deforestation in the catchment areas has also been an
important factor resulting in the loss of wetlands (Pandit and
Qadri, 1990; Pandit, 1991; Shah et al., 2017; Amin and Romshoo,
2019). Another important driver of the loss of wetlands comes in
the form of problems relating to drainage (Romshoo et al., 2017;
Alam et al., 2018). The huge inflow of sewage from the catchment
areas into the water bodies has resulted in excessive macrophytic
growth (Dar et al,, 2014). The main causes of wetland degradation
in Srinagar are summarized in Table 8.

MANAGEMENT OF WETLANDS

In Srinagar, wetland ecosystems are continuously seen as isolated
systems and hardly figure in any management plans. The
principal responsibility for management of wetland ecosystems
in Srinagar is with the Lakes and Waterways Development
Authority (LAWDA), Srinagar. Although one of the wetlands
in Srinagar—Hokersar—was declared as a Conservation Reserve
by the Jammu and Kashmir Wildlife Protection Act (1978)!
and selected as a Ramsar site under the Ramsar Convention
on wetlands of international importance on 8 November, 2005,
the wetland ecosystems are overlooked in management plans.
A wetland management plan would be imperative for deriving
sustained ecological and socio-economic services from these
important freshwater ecosystems. The wetland management plan
would adhere to various actions for protection, restoration, and
manipulation of wetland ecosystems that provide values and
functioning advocating to their sustainable usage (Walters, 1986).

1 http://www.jkdears.com/eers/pdf/J_K_Wildlife_Protection_Act.pdf
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The various strategies involved in management process should
aim at:

e Reducing the impact of current anthropogenic pressures and
natural processes for long-term protection of wetlands.

e Prohibiting any kind of anthropogenic interference in wetland
areas particularly where much of the natural functioning of
wetland ecosystems have already been lost.

e Regulating inflows using water quality standards set by
organizations for wetlands for their regular functioning while
deriving monetary benefits in a sustainable way.

e Creating barrier or green zones for protection of wetland
ecosystems, restraining detrimental human actions in
the demarcated area of wetland ecosystems for restoring
the wetlands.

e Addressing and treating point sources and non-point sources
of pollution in the vicinity and catchments that would improve
the trophic status of wetlands in peril.

e Setting up of robust treatment plants (STPs) within the
wetlands and their immediate catchments that would improve
wetland health.

e Involvement of local people, colleges, and universities for
regular monitoring of the health of wetlands and establish a
civil society—academia-policy interface that will help in the
better understanding of these ecologically sensitive areas for
formulating effective conservation and restoration efforts.

e Workshops and other programs with active participation of
school and university children in the vicinity of wetland
ecosystems on a regular basis so that hands-on education
is imparted to the dwellers and inhabitants for protection
of wetlands.

CONCLUSIONS

Wetlands are biologically most diverse and economically valuable
ecosystems all over the world. They cover about 6% of the surface
of the earth and provide important ecological and economic
services. Srinagar city in the valley of Kashmir has several lakes
and wetlands. These are important as socio-economic assets
and function as absorption basins for flood waters. They help
in the maintenance of biodiversity, purification, and recharge
of groundwater. The wetlands of Srinagar city are degrading
at an alarming rate mainly due to anthropogenic pressures
and climate change. The major threats to wetlands in the
city include pollution, siltation, encroachments, urbanization,
and establishment of floating gardens. Robust management
strategies must be adopted for conservation and protection of
wetland ecosystems to ensure sustainable socio-economic and
ecological benefits.
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Crop Resource Capture

Alison E. King*, Genevieve A. Ali, Adam W. Gillespie and Claudia Wagner-Riddle

School of Environmental Sciences, University of Guelph, Guelph, ON, Canada

The positive effect of soil organic matter (SOM) on crop yield has historically been
attributed to the ability of SOM to supply crops with nitrogen and water. Whether
management-induced increases in SOM meaningfully supplement water supply has
received recent scrutiny, introducing uncertainty to the mechanisms by which SOM
benefits crops. Here, we posit that to benefit crops SOM does not need to increase
the supply of a growth-limiting resource; it only needs to facilitate root access to
extant resource stocks. We highlight evidence for the ability of SOM to alleviate
negative impacts of inadequate aeration (mainly waterlogging) and compaction on roots.
Waterlogging, even if transient, can permanently downregulate root biosynthesis and
call for expensive growth of new roots. Management practices that promote SOM
reduce waterlogging by accelerating water infiltration and may promote aeration in non-
saturated soils. Compaction as a restriction to root development manifests in drying
soils, when mechanical impedance (M) inflates photosynthate required to extend root
tips, leading to short, thick, and shallow roots. SOM reduces Ml in dry soils and is
associated with root channels to subsoil, granting crops access to deep soil water. Both
waterlogging and compaction necessitate additional belowground investment per unit
resource uptake. In this framework, crop response to SOM depends on interactions of
crop susceptibility to inadequate aeration or compaction, soil moisture, and “baseline”
soil aeration and compaction status. By exploring the proposition that SOM catalyzes
resource uptake by permitting root development, future research may constrain crop
yield improvements expected from SOM management.

Keywords: aeration, available water capacity, compaction, crop yield, mechanical impedance, soil health and
quality, soil organic matter, waterlogging

INTRODUCTION

Despite comprising a small proportion of the mass of agricultural soils, soil organic matter (SOM)
is associated with improved soil structure (Feller and Beare, 1997; Six et al., 2000; Dexter et al., 2008;
King et al., 2019). Multiple features of agricultural systems limit the extent by which management
can alter SOM levels, but managing for even a modicum of increased SOM offers societal benefits,
including climate change mitigation from the storage of carbon (C; Paustian et al., 2016; Minasny
et al., 2017), a component of SOM, and reduced erosion (Barthés and Roose, 2002). Another,
potential benefit of SOM is increasing crop yield (Pan et al., 2009; Oldfield et al., 2018), however,
we have limited ability to explain inconsistent effects of management-induced increases in SOM on
crops (Xin et al., 2016; Bradford et al., 2019; Wade et al., 2020) or to constrain potential crop benefits
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from SOM in future climates, as crop stressors shift (IPCC, 2019).
Progress on these fronts relies on a sound understanding of
mechanisms through which SOM benefits crops in the first place.

Historically, improved crop yield from SOM has primarily
been attributed to SOM’s role in resource supply, either of water
or nitrogen (Gregorich et al., 1994; Arshad and Martin, 2002;
Lal, 2020). A large effect of SOM on available water capacity
(AWC) was established without consideration of limits of
management-induced SOM (Hudson, 1994). A recent synthesis,
however, concluded that management-induced increases in SOM
(10 g C/kg soil) effected on average only 1.16 mm additional
AWC in the top 10 cm of soil (Minasny and McBratney,
2018). This is a limited contribution to crop transpiration,
which can exceed 450 mm (Kimball et al, 2019, maize). If
a 1.16 mm increase in SOM-derived AWC is multiplied by
rain events during crop maturation, signifying the number
of times AWC is “used, and including 10-20 cm soil, the
augmentation of AWC by SOM is larger, but an effect on crop
performance is likely context-dependent. While SOM is linked
to AWC and management increases AWC in some situations,
crop water supply does not appear well-justified as a universal
mechanism linking management-induced SOM increases to
crop yield.

Larger SOM pools are linked to higher production rates of
plant-available nitrogen (N) via net N mineralization (Schimel,
1986; Booth et al.,, 2005), leading to the view that SOM benefits
crops by increasing N supply. However, to determine that N
supply from SOM limits crop growth, rates of plant N uptake
should approach rates of N mineralization, indicating a potential
for crop N demand that outpaces soil N supply. Results of
this comparison depend on method, with net N mineralization
deceeding (Brye et al., 2003; Loecke et al., 2012) but gross N
mineralization exceeding (Osterholz et al., 2016) crop N demand.
If gross N mineralization is indeed a better indicator of plant-
available N than net N mineralization (Schimel and Bennett,
2004), or an underestimate given crop uptake of amino acids (Hill
etal,, 2011), then increasing SOM would simply be increasing an
already sufficient N supply.

Here, we posit that SOM benefits crops not necessarily
by increasing resource supply but by catalyzing crop resource
capture (Figure 1). Roots, the locus of nutrient and water
uptake, rely on contact with soil for nutrient (Wang et al,
2006), and water uptake (Javot and Maurel, 2002). Vigorous
root development therefore multiplies the surface area of root-
soil contact through which resource uptake occurs. We highlight
below the consequences of inadequate aeration and compaction
on roots and the ability of SOM-enhancing management
practices to alleviate these stressors. While we acknowledge
that relationships between SOM and soil structure are known
(Karlen et al, 2001; Biinemann et al, 2018), we argue that
their connections to related crop stressors—poor aeration and
compaction—have received inadequate attention as mechanisms
that link SOM to crops. We also acknowledge that compaction
and inadequate aeration are often co-located, and we separate
them to discuss how they manifest differently in the soil
environment and as root stressors.

We refer to differences in SOM induced by agricultural
practices, such as cover crops (Poeplau and Don, 2015),
perennial forages (King and Blesh, 2018), manure application
(Maillard and Angers, 2014), straw retention (Liu et al., 2014),
or reduced tillage (in surface soil, Luo et al, 2010), except
where noted. Although some of the mechanisms discussed may
apply to naturally occurring variability in SOM, we defer their
discussion for brevity.

AERATION

Inadequate Aeration in Waterlogged and
Non-saturated Soils

As a substrate for respiration, O, and its transport potentially
affect all functions of crop roots (Grable, 1966). To study the
effects of O, deficiency in the field, researchers commonly
impose an extreme constriction of aeration with waterlogging,
the saturation of soil pores with water (Hodgson and Chan, 1982;
Bange et al., 2004). Our consideration of inadequate aeration
focuses accordingly on waterlogging, and we do not review
impacts of inadequate aeration in non-saturated soils on crops,
as these remain largely unexplored.

Waterlogging, Even if Transient, Can Indelibly
Damage Roots

Waterlogging damages diverse crops worldwide (Velde and Van
Der Tubiello, 2012; Shaw et al., 2013; Zhang et al, 2015; Li
etal., 2019), and increases in waterlogging due to climate change
are forecasted to exacerbate these damages (Rosenzweig et al.,
2002). Waterlogging reduces soil aeration due to a 10* fold slower
rate of O, diffusion through water than through air (Grable,
1966). Within hours, soil O, can be depleted as root or soil
organisms’ respiration demands exceed atmospheric O, supply,
with rate and extent of O, depletion depending on depth (Malik
et al., 2001) and temperature (Trought and Drew, 1982). Over
slightly longer time frames, waterlogged soils also accumulate
byproducts of root or microbial metabolism, e.g., CO,, Fe?T,
and Mn? ™, potential plant toxins (Shabala, 2011). Crop responses
to waterlogging depend on crop species and cultivar (Huang,
1997; Boru, 2003; Ploschuk et al., 2018), as well as timing (Rhine
et al., 2010; de San Celedonio et al., 2014; Ren et al., 2014)
and duration (Malik et al., 2002; Rhine et al., 2010; Kuai et al.,
2014; Ren et al, 2014; Arduini et al., 2019) of waterlogging,
but a well-supported view holds that crop yield reductions from
waterlogging are largely attributable to impaired function and
inadequate recovery of roots (Malik et al., 2002; Herzog et al.,
2016; Arduini et al., 2019).

In crops that are susceptible to waterlogging, stress
response can be considered both during and after release
from waterlogging. During waterlogging, O, deficiency induces
an energy crisis in the root due to ineflicient production of ATP
(Gibbs and Greenway, 2003), which curtails energy-dependent
nutrient uptake (Trought and Drew, 1980; Morard et al., 2000;
Colmer and Greenway, 2011) and root growth (Palta et al,
2010; Arduini et al, 2019). After release from waterlogging,
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FIGURE 1 | Conceptual models representing (A) historically acknowledged and (B) newly proposed mechanisms linking management-induced increases in soil
organic matter with crop yield. We recognize that the effect of SOM in mediating soil structure has been known for decades, but we argue that exploring the
response of crops to related stressors (inadequate aeration and compaction) has potential to explain effects of SOM on crop yield.

B Proposed paradigm
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root growth of certain root forms, i.e., seminal roots, can be
permanently inhibited (Malik et al., 2002; Palta et al., 2010;
Colmer and Greenway, 2011), attributable to cell death in apical
meristems (Trought and Drew, 1980; Malik et al., 2002), beyond
the reach of plant-transported O, (Colmer and Greenway, 2011).
Crops must then rely on energetically-expensive production of
new roots, i.e., adventitious roots (Palta et al., 2010; Steffens and
Rasmussen, 2016), and/or increase nutrient uptake per unit root
(Arduini et al., 2019). These adaptations do not necessarily allow
crops to escape a waterlogging yield penalty, as reductions in
root biomass (Grassini et al., 2007; de San Celedonio et al., 2017;
Ploschuk et al., 2018) or root length density (Hayashi et al., 2013)
are often linked to reductions in shoot biomass or yield.
Uncertainty remains about the threshold duration at which
waterlogging damages crops. In some crops and growth stages,
waterlogging as short as 3 days reduced yield (Malik et al,
2002; Ren et al,, 2014), but the shortest waterlogging we found
in field studies was 2 days (Rhine et al, 2010). Due to the
risk of crop damage from even transient waterlogging, there is
interest in management practices that reduce waterlogging risk

(Manik et al., 2019) and improve root aeration across the soil
water spectrum (Rabot et al., 2018).

Soil Organic Matter: Means to Improve
Root Aeration

Reducing Duration of Waterlogging

Management practices that promote SOM reduce risk
and duration of waterlogging by increasing rate of water
infiltration (Boyle et al., 1989; Adekalu et al., 2007; Abid and
Lal, 2009; Blanco-Canqui et al, 2011), which increases the
time soil can receive rain before ponding occurs (McGarry
et al, 2000) and reduces time required to drain from
saturation to field capacity (Wuest et al, 2005). Among
the many measurable soil water variables, infiltration is the
most commonly assessed, and we note the need to better
establish relationships between infiltration, time to ponding,
and drainage. It is also important to note, as reviewed by
Blanco-Canqui and Ruis (2018) for no-till, that management
practices that promote SOM can have a neutral effect on
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water infiltration in some cases, despite positive effects in
majority of cases.

Accelerated infiltration associated with SOM is attributable
to several soil features. The redistribution of soil mass to larger
aggregate size classes associated with SOM (King et al., 2019)
helps to explain an increase in total (Pikul and Zuzel, 1994;
Yang et al., 2011; Blanco-Canqui and Benjamin, 2013) or macro-
porosity (>0.3-0.4 mm, Deurer et al., 2009; Yagiie et al., 2016),
although this effect is not detectable in all cases (Ruiz-Colmenero
et al., 2013). SOM also stabilizes aggregates (Chenu et al., 2000;
Annabi et al,, 2011), minimizing their dissolution into smaller,
and pore-clogging size fractions that seal the soil surface against
water infiltration (Bissonnais and Arrouays, 1997; Lado et al.,
2004). The most dramatic effects of SOM on infiltration can
likely be traced to earthworms and/or termites and their creation
of wide, continuous, vertically-oriented pores through which
water flows preferentially (McGarry et al., 2000; Guo and Lin,
2018). More abundant - or more active (Péres et al., 2010) -
soil fauna may be due in part to reduced disturbance associated
with some SOM-promoting practices, e.g., no-till. However,
close relationships between SOM and earthworm abundance
without the confounding effect of disturbance (Fonte et al.,
2009; Guo et al., 2016) also indicate a role for SOM as faunal
substrate supply.

Few studies have attempted to link SOM-induced reductions
in waterlogging with crop yield. Gomez-paccard et al. (2015),
however, find crop vyields increased from reduced surface
soil waterlogging associated with no-till. The ability of SOM-
mediated reductions in waterlogging to benefit crops are most
likely when (1) crop is sensitive to waterlogging and (2) rainfall
intensity can be mediated by SOM on a timescale relevant to
waterlogging stress (neither drizzle nor deluge); and (3) soil is
otherwise poorly-drained (Rhine et al., 2010).

Promoting Aeration in Non-saturated Soils

If crops experience inadequate aeration in non-saturated soils, it
is reasonable to expect that SOM would improve gas diffusivity
given its effects on related parameters of soil structure (Neira
et al., 2015, and below). Few studies investigate the isolated
effect of SOM on gas diffusivity, however, Colombi et al. (2019)
find a positive relationship between SOM and gas diffusivity
at field capacity across a soil texture gradient. Future work
should examine net effects of SOM on O, diffusivity and
consumption in soils.

COMPACTION

Soil Compaction Constrains Root

Development

Soil compaction reduces crop yields (Coelho et al., 2000; Ishaq
et al., 2001a; Bayhan et al., 2002; Czyz, 2004; Whalley et al,,
2008) and is quantified via either bulk density or mechanical
impedance (MI; Ehlers et al., 1987; Bengough et al, 2011).
MI estimates the force encountered by the elongation of a
living root, and is consequential for crops because greater
MI inflates the photosynthate required for root elongation

(Herrmann and Colombi, 2019). Although MI measurements
ignore biopores used preferentially by roots (Stirzaker et al.,
1996; White and Kirkegaard, 2010), MI is more descriptive than
bulk density because it is sensitive to soil water. Drying soils
present increasing MI (Vaz et al., 2011), and to isolate effects of
water stress from compaction stress per se on crop development,
researchers use experimental compaction.

Compaction studies indicate that reduced crop yield from
compaction is due in large part to constraints on root
development (Ishaq et al., 2001b; Czyz, 2004; Colombi and Keller,
2019). A root restricted by soil compaction is generally thicker
than a root in non-compacted soil (Nadian et al., 1997), likely due
to greater axial force needed to overcome compaction (Bengough,
2012). Reductions in total number of roots, rate of root
elongation, total root length, or root biomass are also reported
(Panayiotopoulos et al., 1994; Chan et al., 2006; Lipiec et al.,
2012). Root length is generally more reduced than root dry mass
(Panayiotopoulos et al., 1994), indicating the accumulation of
belowground photosynthate without commensurate expansion
of soil-contacting surface area available for nutrient and water
uptake. Compaction is sometimes characterized by a hardpan
around 20 cm depth, which leads to restricted root access to
subsoil and concentrated root development in the topsoil (Czyz,
2004). This pattern of root development prevents crop access of
deep soil water most implicated in crop drought resistance (Uga
etal., 2013; Lynch, 2018).

A single threshold MI for crop sensitivity is unlikely to serve
universally, and not only because cultivars (Houlbrooke et al.,
1997) and crops (Rosolem et al., 2002) differ in MI tolerance.
Threshold MI values also likely depend on definition by energy
required to extend roots (Herrmann and Colombi, 2019) or
by crop yield penalty. The MI required to reduce root growth
efficiency is likely less than required to affect yields, and yield
penalty due to restricted roots can be counteracted somewhat
by fertilization (Robertson et al., 2009). Whatever the threshold,
the detrimental effects of compaction on crops has generated
attention toward means to reduce it.

Soil Organic Matter Reduces
Compaction and Is Associated With Root

Channels
Reduced Compaction: More Water Transpired Before
Mechanical Impedance Limits Growth
Although SOM is often promoted for its ability to alleviate
soil compaction and associated increases in MI (Hamza and
Anderson, 2005), the generation of data confirming a negative
SOM-MI relationship has been hampered by the convention of
measuring MI in soils near field capacity (Duiker, 2002). Even in
large datasets, no relationship between SOM and MI in soil near
field capacity is found (Fine et al., 2017), likely because very wet
soils (~1-10 kPa) offer minimal MI regardless of SOM. It is as MI
increases in drying soils (Vaz et al., 2011; Filho et al., 2014) that
an effect of SOM becomes apparent (Stock and Downes, 2008;
Gao et al., 2012).

We highlight two studies showing the effect of SOM in
reducing MI as soils dry. Stock and Downes (2008) and
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Gao et al. (2012) investigated soils differing only in SOM
concentrations. With few exceptions, MI increased as soils
approached permanent wilting point, but the increase in MI
was not as much in higher SOM soils. In other words, SOM
allows soil to become drier before reaching a potentially root-
constraining MI. For instance, Stock and Downes (2008) find an
MI of 1.5 MPa is reached in the 1% OM soil at ~-100 kPa, whereas
the 3% OM soil reaches the same MI at about ~-200 kPa. For
these soils, the difference in volumetric water content between
-100 and -200 kPa is ~0.02 m~? H,O m™ soil, or ~5 mm
of water when considered over the top 25 cm. While Stock
and Downes (2008) added organic amendments to glacial till
to create fixed SOM percentages, their results resemble those of
Gao et al. (2012), who compared fallow to grassland soils. The
extent to which management-induced SOM benefits crops via
reductions in compaction likely vary with context, particularly
those relevant to MI thresholds (see section “Soil compaction
constrains root development”).

Root Channels to Subsoil Water

Although not connected to the physical or biological properties
of SOM, management practices that promote SOM may also
alleviate the effects of compaction by facilitating crop root access
to the subsoil. Deep-rooted cover crops or perennial crops create
root channels to subsoil (McCallum et al., 2004), which are used
by subsequent cash crops (Rasse and Smucker, 1998; Williams
and Weil, 2004). Crops are most likely to benefit from these root
channels if subsoil is compacted and if crops experience sufficient
water stress for subsoil water stores to be relevant.

DISCUSSION AND OUTLOOK

In the historical conceptual model linking crop performance to
SOM, SOM benefits crops primarily by supplying nitrogen and
water. Here we propose SOM as a mediator of resource uptake
via root growth. We note caveats to the proposed framework.
The extent to which SOM affects nutrient and water supply still
merits research, and not all mechanisms discussed are contingent
on increased SOM. We focus on MI to characterize compaction,
but SOM may alter soil structure in ways relevant to root growth
that are not captured by MI. As a simple diagram, Figure 1 does
not depict that yield penalty in low SOM soils may be due to
cost of constructing new or thicker roots. However, considering
SOM as catalyzing resource uptake via root development can
help explain recent reports of SOM effects on crops. Wade et al.
(2020) report maize yield increases from management-induced
SOM across a range of N fertilizer levels, consistent with the
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Manganese (Mn), an element sensitive to redox conditions in aquatic environments,
plays a role in numerous biogeochemical cycles. Although the speciation of Mn in lakes
largely tracks the availability of dissolved oxygen, direct oxidation of Mn by molecular
oxygen occurs slowly and, instead, the majority of Mn oxidation occurs via biotic and
abiotic mechanisms involving microbes, organic matter, light, reactive oxygen species,
and mineral surfaces. While each of these mechanisms is either known or likely to
occur in freshwater, the relative balance and interaction among these biogeochemical
pathways in an intact plankton system remains uncertain. We investigated potential
abiotic and biotic mechanisms contributing to Mn oxide formation in Lake Erie, which
experiences seasonal hypoxia and accumulation of Mn during seasonal stratification.
Overall, Mn oxidation rates were much higher in the shallow and highly productive
western basin (up to 1.5 umoles L~ d~') compared to the deeper and less productive
central basin, where we observed very little Mn oxidation over 7 days. Our experiments
suggest that abiotic mechanisms involving mineral surfaces played a larger role than
biotic mechanisms, particularly in the light where Mn oxidation was highest. Reactive
oxygen species exhibited antagonistic roles: hydrogen peroxide acted as a net reductant
for manganese oxides and completely masked oxidation of Mn by the superoxide free
radical. These findings show that multiple mechanisms may exert control over the fate of
Mn and suggest that Mn released from sediments during hypoxia can potentially remain
dissolved in the water for an extended period of time. Since the severity of Lake Erie
hypoxia has increased in recent years, and we are becoming increasingly aware of the
health effects of Mn in drinking water sources, these findings should help inform efforts
to predict when and where Mn will accumulate in the lake water.

Keywords: manganese cycling, Mn(ll), reactive oxygen species, Lake Erie, manganese oxidation

INTRODUCTION

Lake Erie, one of the Laurentian Great Lakes, plays a valuable role to the ecology, economy, and
population of the Great Lakes region and supplies drinking water to over 11 million people. It is
unique among the Laurentian Great Lakes as it is the shallowest lake and its three distinct basins
(eastern, central, and western) vary in depth, productivity, susceptibility to thermal stratification,
and terrestrial inputs (Beletsky et al., 2012; Scavia et al., 2014; Cory et al., 2016; Prater et al., 2017).
The western basin is shallow and most affected by riverine inputs of nutrients, which sustain high
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primary production and recurrent cyanobacterial blooms
(Bertani et al., 2016; Scavia et al., 2016). The eastern basin is
deepest and least productive. The central basin is intermediate
in depth and productivity, but is characterized by widespread
seasonal hypoxia in bottom waters (Scavia et al., 2014; Zhou et al,,
2015). One of the consequences of hypoxia for water quality is
the release of dissolved manganese (Mn) from the sediments into
the water, which occurs not only in Lake Erie (Burns and Nriagu,
1976; Lum and Leslie, 1983), but other lakes and reservoirs
(Davison, 1981; Munger et al., 2019). Hydrodynamic upwellings
in the central basin have the potential to transport hypoxic water
toward shore (Rowe et al., 2019), which can result in elevated
Mn concentrations entering intake pipes for public water utilities
(Ruberg et al., 2008). Mn is a secondary contaminant in drinking
water owing to aesthetic effects (United States Environmental
Protection Agency, 1996) and it is now known that micromolar
concentrations of Mn in drinking water can cause neurologic
impairments, particularly in children (Bouchard et al., 2011;
Khan et al.,, 2012). Elevated Mn in seasonally anoxic bottom
waters of Lake Erie has been documented previously, and with
increased spatial extent of hypoxia in recent years (Zhou et al.,
2013), there is a need to understand the biogeochemical cycling
and fate of Mn in Lake Erie.

Mn in aquatic environments exhibits three oxidation states,
with each one impacting different ecological and biogeochemical
processes. Mn(II) is the most reduced form of Mn and it is
a soluble antioxidant within aquatic ecosystems (Wuttig et al,,
2013) and inside bacterial cells (Daly et al., 2004). Mn(IV) is
insoluble and forms numerous different oxide minerals (reviewed
in Post, 1999; Tebo et al., 2004). Mn(III) is an unstable
intermediate that forms ligand complexes with dissolved organic
matter and metal oxides (Oldham et al., 2017) and serves as both
an oxidant and reductant (Yakushev et al., 2009; Madison et al.,
2013; Oldham et al,, 2019). Mn(VII) is soluble and a powerful
oxidant, but to date, is not known to be an important Mn species
in aquatic environments (Sunda et al., 1983; Hansel and Learman,
2015; Hansel, 2017) and would likely react rapidly with organic
matter. Mn(IILIV) oxides are important in the environment as
they have a high affinity to sorb other heavy metals (e.g., lead and
copper), bind nutrients like phosphorus (Yao and Millero, 1996;
Post, 1999), and also can oxidize complex organic molecules
(Tebo et al., 2004; Spiro et al.,, 2009). Mn (III, IV) oxides are
also important as they can serve as terminal electron acceptors
for microbes (Nealson and Saffarini, 1994; Tebo et al., 2005) and
facilitate anaerobic degradation of organic matter.

The distribution and fate of Mn in aquatic systems depends
on various factors, the predominant one being oxidative and
reductive processes. In particular, oxidation of Mn(II) to Mn(IV)
leads to the formation of insoluble (oxy)hydroxide minerals that
tend to accumulate in sediments (Tipping et al., 1984; Post, 1999).
Thus, the oxidation of Mn is key to understanding persistence of
dissolved Mn(II) in the water column of lakes (Davison, 1981),
rivers (Anderson et al., 2011), caves (Carmichael et al., 2013),
and the ocean (Sunda and Huntsman, 1988, 1990). Homogenous
oxidation of Mn(II) by molecular oxygen is thermodynamically
favorable at the pH of most lakes, but kinetically limited in
the absence of a biotic or abiotic catalyst and will occur slowly

(Diem and Stumm, 1984). However, abiotic oxidation of Mn(II)
by molecular oxygen be can catalyzed via complexation with
organics compounds (Nico et al., 2002; Duckworth and Sposito,
2005) or by Mn oxide mineral surfaces (Diem and Stumm,
1984; Davies and Morgan, 1989; Junta and Hochella, 1994).
Biotic Mn(II) oxidation can be catalyzed enzymatically by a
taxonomically diverse group of bacteria and fungi (Boogerd and
De Vrind, 1987; Miyata et al., 2006; Dick et al., 2008; Anderson
et al., 2009; Geszvain et al., 2011; Butterfield et al., 2013). Biotic
oxidation of Mn(II) is important both in contemporary (Sunda
and Huntsman, 1990; Tebo, 1991) and geological timescales
(Ossa Ossa et al.,, 2018) and occurs directly via enzymes such
as multicopper oxidases or heme peroxidases (Dick et al., 2008;
Anderson et al.,, 2009; Butterfield et al.,, 2013; Nakama et al,,
2014), indirectly due to high pH micro-environments produced
by photosynthesis (Chaput et al., 2019), and indirectly through
the biological production of the superoxide free radical (O;7)
(Learman et al., 2011a; Hansel et al, 2012). In addition to
producing superoxide, many microbes are known to produce
hydrogen peroxide as a metabolism byproduct (Dixon et al., 2013;
Marsico et al., 2015), which could serve to reduce Mn oxides
and potentially compete with Mn oxidation caused by superoxide
(Sunda and Huntsman, 1994; Learman et al., 2013). Other abiotic
processes include photo-reduction of Mn oxides (Sherman, 2005)
and interactions with organic matter ligands (Oldham et al., 2017;
Oldham et al., 2019).

Much of our understanding of the mechanisms of Mn
oxidation comes from marine and estuarine systems, but far
less is known about these mechanisms in freshwater ecosystems.
A longstanding conceptual model in freshwater has been that the
distribution and speciation of Mn within the water column is
a simple balance between Mn reduction by microbes, which is
thought to occur only in anoxic sediments or water, and abiotic
Mn mineralization, which occurs rapidly in oxygenated water and
results in sedimentation of Mn oxy(hydr)oxides (Davison, 1981,
1993). This conceptual model is based on vertical patterns of Mn,
redox gradients, and dissolved oxygen in lakes and reservoirs
subject to seasonal or permanent stratification (Mortimer, 1971;
Burns and Nriagu, 1976; Hongve, 1997; Munger et al., 2017).
This understanding of Mn cycling has been useful in applied
lake management - artificial aeration of bottom water in
reservoirs effectively slows Mn release and results in decreased
concentrations of Mn in the water (Zaw and Chiswell, 1999;
Gantzer et al., 2009; Gerling et al., 2014; Munger et al., 2016).
Studies in freshwater have shown that Mn is oxidized more
rapidly than Fe(II) (Hsiung and Tisue, 1994; Stumm and Morgan,
1996) and also that rates of Mn oxidation measured in lake
water are higher than expected from homogeneous oxidation by
molecular oxygen (Delfino and Lee, 1968; Diem and Stumm,
1984; Hsiung and Tisue, 1994; Zaw and Chiswell, 1999). This
disparity in rates has led to the hypothesis that Mn oxidation
in marine (Tebo, 1991) and freshwater ecosystems is a primarily
mediated by biological processes (Chapnick et al., 1982; Tipping,
1984; Hsiung and Tisue, 1994; Aguilar and Nealson, 1998).

While all of the mechanisms described above have been
demonstrated individually, the relative contribution of different
biotic and abiotic mechanisms to Mn oxidation in freshwater
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TABLE 1 | List of hypotheses, representative chemical reactions, and outcomes.

Hypotheses Possible Mn redox reaction(s) Expectation for treatment effects Supported?

H1: Dissolved oxygen is not a major Mn () + Oz — Mn(lll/IV) Filtered.Dark = O Yes

oxidant?®

H2: Oxidation by mineral surfaces®P-¢ Mn (Ily + mineral particles — Mn(lll/IV') Killed.Dark > Fitlered.Dark or Yes
Killed.Light > Filtered.Light

H3: Oxidation by heterotrophic Mn (Ily + microbes — Mn(lll/IV') Killed.Dark < Control.Dark Yes

microbes®-&Ha.n.bpk!

H4: Oxidation by photosynthetic Mn (Il) + microbes + light — Mn(lll/IV) (Control.Light- No

microbes™" Killed.Light) > (Control.Dark-Killed.Dark)

H5:Oxidation by superoxide (02‘)"’O Mn (h + O, + 2H* — Mn (lll) + H20o SOD.Dark < Control.Dark or No
SOD.Light < Control.Light

H6: Reduction by hydrogen peroxide Mn (ll/IVy + %HQOQ — Mn () + %Og + H* Catalase.Light > Control.Light or Yes

(H202)°P Catalase.Dark > Control.Dark

H7: Competing superoxide radical and Mn (Ih + OF + 2HT=Mn (ll/IV) + Ho02 SODCatalase.Light > SOD.Light or Yes

hydrogen peroxide®-P

SODCatalase.Dark > SOD.Dark

References for the hypotheses are as follows: @(Diem and Stumm, 1984), P (Davies and Morgan, 1989), °(Junta and Hochella, 1994), 9(Learman et al., 2011a), ®(Tebo
etal., 2005), T (Nealson et al., 1988), 9(Boogerd and De Vrind, 1987), (Miyata et al., 2006), | (Dick et al., 2008), {(Anderson et al., 2009), k(Geszvain et al., 2011), ! (Butterfield
et al., 2013), M(Richardson et al., 1988), "(Chaput et al., 2019), °(Learman et al., 2013), P(Andeer et al., 2015).

systems is poorly understood (but see Nealson et al., 1988;
Tebo, 1991). Further, these different mechanisms have not
been examined simultaneously in experiments with an intact
plankton system which includes phototrophs, heterotrophs,
mineral particles, and dissolved organic matter (DOM). Due to
the relevance of Mn cycling to water quality in lakes, such as Lake
Erie, there is a need to examine the relative impact of different
proposed mechanisms in a real biological system.

A greater understanding of the fate of Mn in Lake Erie
would not only provide new insights into the cycling of this
metal in freshwater ecosystems, it would also provide data for
water managers as higher levels of Mn in water intakes are
becoming more frequent. Here, we present the results of an
experiment designed to test whether these proposed mechanisms
occur in an intact freshwater plankton system. We used water
from Lake Erie and applied experimental manipulations to
examine the roles of: particles (using filtration); biological
particles (using formaldehyde to kill microbes); photosynthetic
metabolism (using light vs. dark); superoxide (using the enzyme
superoxide dismutase to scavenge superoxide); and hydrogen
peroxide (using the enzyme catalase to remove hydrogen
peroxide). As our experiments were performed in an intact
plankton system, where multiple mechanisms are occurring
simultaneously, we use Table 1 to outline the hypothesized
mechanisms for Mn oxidation, the representative reactions, and
our expectations in terms of Mn oxide concentrations and Mn
oxide production rates.

MATERIALS AND METHODS

Sample Stations and Collection

We collected water from two biogeochemically contrasting areas
of Lake Erie: the western basin, which is characterized by high
biological production, sediment resuspension, and generally oxic
conditions and the central basin, which is deeper and has lower
biological production and undergoes seasonal hypoxia in the

TABLE 2 | Ambient conditions at each sampling location.

Water Chlorophyli-a Dissolved
Station Date Temperature (°C) (ng/L) pH Oxygen (mg L)
CB2  June 4, 2019 13.6 1.36 8.24 10.64
ER43  June 27, 2019 16.0 3.12 ND 10.26
WE2  June 17,2019 18.9 2.76 8.23 9.46
WE2  July 08, 2019 25.3 28.35 8.87 6.10

ND denotes parameters that were not measured in a sample. Archived methods
are available in the NOAA NCEI archive Accession 0187718. We measured
water temperature and dissolved oxygen using either a CTD profiler (SeaBird
Scientific) or portable sonde (EXO Yellow Springs Instruments). ND denotes data
not determined.

hypolimnion. We sampled on June 17 and July 8, 2019 in the
western basin aboard the National Oceanic and Atmospheric
Administration (NOAA) vessel R4108 at NOAA Great Lakes
Environmental Research Laboratory station WE2 (41.762°N,
83.33°W). In the central basin, we sampled from two different
stations located within 15 km (Figure 1). On June 4, 2019, we
sampled station NOAA station CB2 (41.7588°N, 82.1352°W)
aboard the NOAA vessel R5503. On June 27, 2019, we sampled at
EPA station ER43 (41.7883°N, 81.9450°W) aboard the R/V Lake
Guardian. Hereafter, we will refer to these locations collectively as
the western and central basins. All water samples were collected
in Niskin bottles from a depth of 1-2 m below the surface.
Samples were stored in the dark at the same ambient temperature
as the lake (Table 2). Although we collected water from the
surface mixed layer for these experiments, it is important to
note that bottom water was not hypoxic at the time of collection
(i, >2 mgL~! dissolved oxygen). We initiated the experiments
within 24 h of collecting the samples.

Experimental Design
Each experiment followed the same experimental design, with
six primary treatments in complete factorial with incubation
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in either the light or dark. All treatments received 5 pmoles
L™! Mn as MnCl,. The control treatment consisted of whole
lake water. For the filtered treatment, we removed particles
larger than 0.2 pm using a Whatman GD/X filter. For the
killed treatment, we added formaldehyde to a final concentration
of 0.1% (w/v). Preliminary experiments showed that higher
concentrations of formaldehyde caused reduction of Mn(VII)
oxides and interfered with the leucoberbelin blue method. We
did not observe significant increases in absorbance at 624 nm
in any of the experimental units treated with formaldehyde. The
enzyme superoxide dismutase (SOD) has been used previously
to inhibit the activity of superoxide as an oxidant of Mn(II)
(Learman et al., 2011a, 2013; Andeer et al., 2015). In the SOD
treatment, we added 12.5 KU of superoxide dismutase (from
bovine erythrocytes, Sigma-Aldrich item 574594) to unfiltered
lake water. This concentration was equivalent to 5% of the
amount used by Learman et al. (201la) and reflects our
expectation that concentrations of superoxide would be lower in
lake water than in a dense laboratory culture. For the catalase
treatment, we added 4 KU of catalase (from bovine liver, Sigma-
Aldrich item C40) to unfiltered lake water in order to scavenge
hydrogen peroxide. This concentration was also scaled to 5%
of the amount used by Learman et al. (2011a) in cell culture,
similar to the SOD treatment. Because catalase is unstable, we
added 4 KU 1 h prior to each of the timepoints on the first
day of the experiments and thereafter at 1 h prior to sampling.
For the SOD/catalase treatment, we applied both the SOD and
catalase amendments to unfiltered lake water, including periodic
additions of catalase at the same timing and concentration as in
the catalase only treatment.

Each treatment was incubated under two different light levels:
complete darkness (wrapped in aluminum foil) or high light
(300 wmoles m~2 s~! photosynthetically active radiation, PAR).
We selected this intensity because it corresponds to the mean
daytime PAR intensity experienced in the surface 2 m of Lake Erie
(Weiskerger et al., 2018). Continuous illumination was provided
by an array of light emitting diodes (Waveform Lighting) that
illuminated all experimental units at the same intensity (£5%)
and broad PAR spectrum from 400 to 800 nm. The LEDs
were upward-facing beneath a glass platform on which the
experimental units were arranged. Experimental units had a
volume of 100 mL and were contained in 125 mL borosilicate
glass Erlenmeyer flasks that had previously been soaked in
3.7% hydrochloric acid and rinsed with type II water prior
to use. We performed each experiment in an environmental
chamber that maintained the units at the same temperature as the
lake water (Percival Scientific). Flasks were randomly arranged
in the environmental chamber and incubated over the course
of 7 days.

Sampling Procedures

We measured the production of Mn oxides over the course
of each experiment using the dye leucoberbelin blue (LBB),
which produces an intense blue color and absorbance peak at
624 nm when reacted with Mn oxides (Krumbein and Altmann,
1973; Lee and Tebo, 1994; Learman et al., 2011a; Oldham et al.,
2017). We made two modifications to this method to suit our

experiment. First, we decreased the concentration of LBB (Sigma-
Aldrich 432199) in order to minimize background absorbance
from unreacted dye. Second, we corrected for the background
absorbance in the sample and buffer. In our modified method,
we mixed 2 mL of sample with 0.67 mL of either 136 mM acetic
acid buffer (in water) or acetic acid buffer with 294 pmoles
L~! LBB. Samples were incubated in the dark for 15 min to
allow for reaction with the reagent and buffer. Then, absorbance
was measured at 624 nm using a Perkin Elmer Lambda 40
spectrophotometer and a 1 cm pathlength. For each sample,
we quantified the difference in absorbance between the sample
with buffer only and the sample with buffer and LBB. We made
standard curves using 0-2 pwmoles L~} potassium permanganate.
Since each molecule of permanganate oxidizes five molecules
of LBB, whereas one molecule of MnO, would oxidize two
molecules of LBB, 2 jumoles L' as permanganate should produce
the same absorbance as 5 pwmoles L™! as manganese (IV)
dioxide. Because both Mn(III) and Mn(IV) oxides are known
to react with LBB, and a given sample may contain a mix of
Mn(III) and Mn(IV) oxides (Oldham et al., 2017), we chose
to convert the absorbance produced by reaction with LBB to
Mn(IV) equivalents.

We sampled each experimental unit at the start of the
experiment and twice more during the first day of the experiment.
Flasks were consequently sampled once per day for the remaining
6 days of the experiment. Prior to sampling, the flasks were
manually mixed for 3 s to homogenize the plankton. At the
final sampling in each experiment, we measured Mn oxide
concentration in both the raw and filtered (<0.2 pwm) water
from each treatment.

Statistical Analyses

The treatments exhibited peak Mn oxide concentrations
at different times during the experiments (Supplementary
Material), thus we summarized the measurements from each
experimental unit in terms of the maximum Mn oxide
concentration and maximum Mn oxide production rate. We
analyzed the maximum Mn oxide concentrations in each
experiment using a two-way analysis of variance (ANOVA) with
fixed effects of treatment and light. We quantified the maximum
rate of Mn oxide formation observed during each time series
from the increase in Mn oxide equivalent concentration vs. time.
For each flask, we applied a moving window of four consecutive
timepoints and used linear regression to estimate the rate across
each window. We report the highest rate from each flask as the
maximum Mn oxide production rate. Changing the window size
from four timepoints to three timepoints caused little change in
terms of the mean rate estimates, but did affect the variance. We
evaluated pairwise differences among treatments using Tukey’s
method. All statistical analyses were performed in R version 3.4.2
using the function “Im” in the “stats” package. The R code and
complete dataset are provided as Supplementary Material.

Electron Microscopy

We performed transmission electron microscopy (TEM) and
energy-dispersive X-ray spectroscopy (EDS) on Mn oxide
particles produced in both lake water from Lake Erie and in the
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FIGURE 1 | Map of Lake Erie showing the three sampling locations in the
central (CB2 and ER43) and western basins (WE2) of the lake.

catalase treatment of our experiment. The lake water was sampled
from the anoxic hypolimnion at station CB2 (central basin) on
September 19, 2019, aerated, and stored at 4°C for 7 days prior to
centrifugation at 1000 g for 20 min to form a pellet. The catalase
treatment samples (sampled on July 8, 2019 in the western basin)
were stored at —20°C and then were thawed, sonicated, and
centrifuged at 14,000 g for 15 min. The pellets from the catalase
treatment and the Lake Erie water were resuspended in 2 mL
of ultrapure water, sonicated, and the centrifuged at 14,000 g
for 15 min. The water was decanted and then the pellet was
resuspended in 0.2 mL of ultrapure water and sonicated, and then
the concentrated samples from each condition was loaded onto a
copper TEM grid with a lacy carbon coating (Ted Pella) and then
placed in a desiccator to allow water to evaporate. Imaging was
performed at Central Michigan University on a Hitachi HT7700
TEM and EDS data was collected on a Thermo Scientific NSS
Pathfinder to confirm the presence of Mn.

RESULTS AND DISCUSSION

Homogenous Oxidation by Dissolved
Oxygen

We hypothesized that homogenous oxidation by dissolved
oxygen would not result in appreciable formation of Mn oxides
(H1, Table 1). Our results support this hypothesis: Figure 2
shows that in the absence of particles, Mn oxide formation
was undetectable in both the western and central basins (<2%
of added Mn), even after 1 week in well-oxygenated dark
incubations. This result shows that reduced Mn is not rapidly
oxidized by dissolved oxygen under the conditions present in
Lake Erie and that homogenous oxidation is not a primary
means of Mn oxide formation and removal from the surface
mixed layer. This finding is consistent with previous studies
reporting that it can take several years for Mn(II) to be oxidized
by oxygen in the absence of microbes or mineral particles
(Diem and Stumm, 1984; Tipping, 1984). Although homogenous
oxidation by dissolved oxygen is not responsible for appreciable
Mn oxidation in Lake Erie, we did find support for several of the
other proposed mechanisms of Mn oxidation.

Abiotic Mn Oxidation

Next, we tested the hypothesis that mineral surfaces can facilitate
the oxidation of Mn(II) (H2, Table 1). We did not observe

measurable production of Mn oxides in the central basin. In
the western basin, the killed experimental treatment (containing
only mineral particles and dead biological particles) had higher
concentrations of Mn oxides than the filtered treatment (no
particles), although this difference was only significant in the light
(Figure 2). Similarly, the killed treatment applied to the western
basin showed significantly higher rates of Mn oxide production
compared to the filtered treatment (except June dark, Figure 3).
Higher production of Mn oxides in the presence of particles
(minerals, detritus, and killed cells) is consistent with Hypothesis
2 and suggests that minerals are catalyzing oxidation reactions
(Table 1). When those particles were removed by filtration we did
not observe any production of Mn oxides. Although oxidation
by molecular oxidation is kinetically limited at pH below 10,
Mn oxides and other minerals can catalyze the oxidation of
Mn(II) by molecular oxygen (Davies and Morgan, 1989; Tebo
et al., 2005; Learman et al., 2011b; Hansel and Learman, 2015).
Suspended sediments in Lake Erie contain both Mn and Fe oxides
(Burns and Nriagu, 1976; Mudroch, 1984) and the predominant
inputs of suspended sediments to the surface mixed layer is
through river inputs and wind-driven resuspension in the shallow
western basin (Binding et al, 2012; Shuchman et al,, 2013).
Concentrations of non-volatile suspended solids were higher in
the western basin experiments (33.7 mg L™! in June 5.25 mg
L~ 'in July) compared to the central basin (<1 mg L), which
potentially explains why we did not observe production of Mn
oxides from the central basin under the killed treatment. This
finding is also consistent with other studies in marine systems
showing that Mn(II) oxidation rates are faster in nearshore waters
where Mn oxide particles are present (Tebo and Emerson, 1985;
Sunda and Huntsman, 1987; Tebo, 1991). Moreover, previous
experiments have shown that rates of Mn oxidation catalyzed
by mineral surfaces are faster in the light than in the dark
(Nico et al., 2002; Learman et al., 2011b, 2013). Although there
is no consensus explanation for this phenomenon, it could be
attributable to production of ROS through reactions involving
DOM or mineral particles (Learman et al., 2011b). Nonetheless,
the effects of visible light on abiotic oxidation by mineral particles
is consistent with the effects that we observed in the western
basin (Figure 3). While particle-associated reactions made up the
majority of the abiotic oxidation in the light, we did see limited
production of Mn oxides in the filtered treatment (western
basin, July), which suggests that photochemical reactions with
dissolved organic matter may play a small role in Mn oxide
formation in Lake Erie (Painter et al., 2001; Hansel, 2017), or that
nanoparticles smaller than 0.2 microns help catalyze oxidation of
Mn (Madden and Hochella, 2005).

Biological Mn Oxidation

Our third hypothesis (H3, Table 1), that heterotrophic biological
activity causes Mn oxidation, was supported by significant
differences in Mn oxide concentrations (Figure 2B, July p < 0.05)
and Mn oxide production rates (Figure 3A, June p < 0.05)
between the killed + dark and control + dark treatments applied
to the western basin. We did not observe detectable rates of Mn
oxidation in the control treatments from the central basin. These
findings show that biological processes played a critical role in
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Mn oxidation, which is consistent with both experimental (Tebo
et al,, 2005) and observational studies (Chapnick et al., 1982;
Tipping et al., 1984; Hsiung and Tisue, 1994).

We also hypothesized that photosynthetic biological activity
causes Mn oxidation (H4, Table 1). In our experiments from
the western basin, the control treatments produced significantly
higher Mn oxide concentration in the light than the dark, which
initially suggests that photosynthetic organisms might play a
role in Mn oxide formation (Figure 2A). If this were true,
then the addition of formaldehyde should obliterate much of
the positive effect of light on Mn oxide production. However,
the absolute decrease in Mn oxide concentration (or Mn oxide
formation rate) with addition of formaldehyde was similar
between the light and dark treatments (Figure 2A), suggesting
that the biocide’s effect may have been to reduce oxidation by
non-photosynthetic biological processes only (e.g., heterotrophic
microorganisms). This suggests that photosynthetic activity does
not represent the sole mechanism of Mn oxidation in Lake
Erie and the majority of biological Mn oxidation may be due
to heterotrophic microorganisms. An alternative explanation
for this pattern may be that photosynthetic microbes inside
colonies or other aggregates were not killed by the addition
of formaldehyde in the experiments. Although we did not
observe detectable increases in absorbance (without LBB) in
the killed treatments, we cannot rule out some remaining
contribution from metabolism. Further studies with different
biocide treatments (Tebo, 1991) and the addition of mineral

particles could help to determine the importance of light for
mineral surface interactions.

Role of Reactive Oxygen Species

We hypothesized that superoxide is an important oxidant of
Mn (II) in Lake Erie (H5, Table 1). We tested this hypothesis
by adding superoxide dismutase to remove the effect of the free
radical. We observed no effect of SOD on Mn oxidation in
the central basin. Addition of SOD led to inconsistent effects
on Mn oxide concentration and Mn oxide production rates
in the western basin (Figures 2, 3). In particular, the July
experiment from the western basin did show a decrease in
Mn oxide concentration with SOD (in the light only). As a
result, our experiments provide little support for superoxide
as a primary mechanism of Mn oxidation. This finding
was surprising given previous laboratory experiments showing
that biologically produced superoxide is a potent oxidant of
Mn(II) and Mn(IIl) (Learman et al, 2011a; Hansel et al.,
2012). While addition of SOD did not significantly decrease
production of Mn oxides in any of the experiments, the effect
of formaldehyde addition shows that some of the Mn oxide
production was driven by biological processes. This suggests
that other biological mechanisms, besides superoxide, could play
an important role. Such biological mechanisms could include
Mn specific oxidases (Miyata et al., 2006; Dick et al., 2008;
Anderson et al., 2009; Butterfield et al., 2013; Nakama et al.,
2014) or exudation of DOM (Duckworth and Sposito, 2005;
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Hansel, 2017), both of which can catalyze the oxidation of Mn(II)
by dissolved oxygen.

Although hydrogen peroxide is not an oxidant of Mn(II)
under the conditions in Lake Erie, we hypothesized that hydrogen
peroxide has an inhibitory effect of Mn oxide accumulation
and production rates by acting as a reductant for Mn(IIl,
IV) oxides (H6, Table 1). We tested this hypothesis by
adding catalase to remove the effect of hydrogen peroxide
as a reductant. Our experiments in the central basin showed
significantly higher Mn oxide concentrations and Mn oxide
production rates in the catalase treatment compared to the
control, although only in the light (Figures 2, 3). In the
western basin there was no difference in maximum Mn oxide
concentration between the control and catalase treatments,
through there were significant increases in Mn oxide production
rate in June (dark treatment) and July (light treatment). However,
photosynthetic activity is also known to produce hydrogen
peroxide (Painter et al, 2001) and may explain why the
inhibitory effect of hydrogen peroxide was greater in the light
than in the dark.

Our final hypothesis was that superoxide and hydrogen
peroxide acts as competing redox reactions with Mn (H7,
Table 1). Compared to the SOD only treatment, addition

of SOD/catalase in the western basin significantly increased
Mn oxide concentration (June, dark) but had no significant
effect on maximum Mn oxide production rate. In the central
basin the addition of SOD/catalase led to higher Mn oxide
concentrations and Mn oxide production rates compared
to the SOD only treatment. In the June experiment the
SOD/catalase treatment lowered Mn oxide production rates
by 45% compared to catalase only treatment. These results
suggest that superoxide was responsible for approximately half
of the gross Mn oxidation under those conditions, but the
net effect is not detectable due to the effect of hydrogen
peroxide. Consistent with Hypothesis 7, our experiments show
that both hydrogen peroxide acting as a reductant of Mn
oxides can potentially negate the effect of superoxide acting
as an oxidant, which has been documented in other studies
(Archibald and Fridovich, 1982; Nico et al., 2002; Hansard
et al., 2011; Learman et al., 2011a, 2013; Hansel et al., 2012). In
several of our experiments the SOD/catalase treatment exhibited
higher Mn oxide concentrations and Mn oxide formation
rates than the control treatment (Figures 2, 3). If superoxide
and hydrogen peroxide were the only mechanisms at play,
we would expect the SOD/catalase treatment to produce no
more Mn oxides than the control. In contrast, our results
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suggest that not all of the Mn oxidation was attributable to
superoxide and that the other mechanisms of oxidation are
normally overwhelmed by the effect of hydrogen peroxide
acting as a reductant.

These results suggest that reactive oxygen species could lead
to rapid cycling among different redox states within the surface
mixed layer, similar to what has been observed in marine and
estuarine systems (Sunda and Huntsman, 1988, 1990). The
presence of both oxidizing and reducing mechanisms under
the conditions in the surface mixed layer has two important
implications. First, the presence of reducing mechanisms in
the surface mixed layer could serve to slow advection of
Mn from the surface mixed layer, similar to what has been
proposed in marine systems (Sunda and Huntsman, 1988, 1990).
Second, because Mn(IIl, IV) oxides are among the strongest
oxidants in aquatic systems (Yakushev et al, 2009; Oldham
et al, 2019), cycling of Mn oxides in the surface mixed
layer could have important consequences for organic matter
(Allard et al., 2017).

Light-Mediated Effects on Mn Oxide

Production

We found that light treatment had a significant and overall
positive effect on Mn oxide concentration in all four experiments
(Figure 2). This is consistent with other recent work showing that
light can enhance Mn oxide production via both photosynthetic
microbes (Richardson et al., 1988; Chaput et al., 2019) and/or
abiotic mechanisms (Nico et al., 2002; Learman et al., 2011b,
2013). As discussed above, our experiment does not suggest that
photosynthesis was solely responsible for the positive effect of
light on Mn oxide formation. Instead, our results are consistent
with an abiotic photochemical process catalyzed by mineral
particles. This phenomenon has been reported previously
(Learman et al., 2011b, 2013), but remains poorly understood.
We did not find evidence for direct photoreduction of Mn oxides
or photo-mediated reduction of Mn oxides by DOM, both of
which are known to occur (Sunda and Huntsman, 1988, 1990;
Bertino and Zepp, 1991). It is possible that photoreduction
did occur but was slower than oxidation, which would have
masked this reaction.

Despite these dramatic effects of light on Mn oxidation,
our experiment did not completely mimic the natural intensity
and spectrum of light in the surface mixed layer of the lake,
which could impact interpretation of the experiment in two
distinct ways. First, although the lights that we used for our
experiment provide the complete PAR spectrum at an intensity
representative of daytime PAR conditions in the surface 2 m
of Lake Erie, it is possible that some photosynthetic microbes
were under-saturated or, more likely, over-saturated under these
conditions. If phytoplankton were undersaturated for light, it
is possible that our estimates of light-mediated Mn oxidation
underestimate the true net effect of light that may occur at
the surface of the lake. Second, although the light intensities
were high throughout the visible spectrum, our light source
did not extend into the ultraviolet portion of the spectrum.
Light-mediated reduction of Mn, particularly by ultraviolet

wavelengths, is known to occur directly through photo-reduction
of Mn(II1, IV) (Sunda and Huntsman, 1988, 1990) and indirectly
through reaction with DOM or mineral oxides (Sunda et al., 1983;
Bertino and Zepp, 1991).

Lake Erie is similar to other freshwater lakes in that UV light
is more rapidly attenuated with depth than visible wavelengths or
PAR (Morris et al., 1995), and wavelengths corresponding to UV-
B and lower do not penetrate beyond the first few meters at the
surface. Smith et al. (1999) measured extinction coeflicients for
PAR, UV-A, and UV-B in the western and central basins of Lake
Erie. Based on their median extinction coefficients for each basin,
PAR is attenuated to 1% of its surface intensity by 5.3 and 6.8 m
(western and central basins, respectively), UV-A by 2.0 and 2.7
m, and UV-B by 1.1 and 1.5 m below the surface. Because photo-
reduction of Mn oxides is known to occur even in the absence
of UV wavelengths (Sunda et al., 1983), our estimates of net Mn
oxidation do not reflect rapid cycling of Mn redox states that
may occur in the lake as a result of photo-reduction (Sunda and
Huntsman, 1994). Moreover, photo-reduction of Mn oxides in
Lake Erie could allow the persistence of dissolved Mn even under
oxic conditions and regions of the lake where hypoxia does not
typically occur (e.g., the western basin). Determining the effect
of photo reduction on Mn cycling and distribution in the lake
will ultimately require further experiments that explicitly test the
effects of UV at intensities expected in the water of Lake Erie.

Relative Contribution of Biotic and

Abiotic Mechanisms

Previous work in freshwater has suggested that the majority of
Mn(II) oxidation is attributable to biological processes (Chapnick
et al., 1982; Tipping, 1984; Aguilar and Nealson, 1998). While
we did find evidence for biological oxidation of Mn (Hypothesis
3), our experiments suggest that abiotic mechanisms involving
mineral surfaces also play an important role. In the western basin
experiments, biological activity was responsible for 64% of the
Mn oxides produced in the dark and 32% of the Mn oxides
produced in the light, with the remainder being attributable
to mineral surface interactions [(control - killed)/(control —
filtered)]. It is important to note, however, that these proportions
of biotic and abiotic contribution are based on net Mn oxide
formation. Because the effect of hydrogen peroxide acting as a
reductant of Mn oxides was evident in all four experiments, this
means that gross Mn oxide formation rates were potentially much
higher and thus the contribution of biological processes to gross
Mn oxidation could be different.

Effect of Lake Basin on Mn Oxidation

Mn oxide concentrations and Mn oxide production rates from
the western basin were much higher than those measured in
the central basin. Maximum Mn oxide concentration after 7
days in the control + light treatment was 0.13 pmoles L™*
in the central basin but 3.4 pmoles L™! in the western basin.
Rates of Mn oxidation in the central basin were undetectable
over 7 days, except for the light treatments including catalase
(Figures 2A,B). Our results suggest that under the fastest rates in
the western basin, about 90% of the added Mn(II) was converted
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to Mn(IV) in a week, but previous work has shown that the oxide
minerals produced are a mix of Mn(ILIILIV) and thus the 90%
value is likely an underestimate of the total removal of reduced
Mn (Tipping, 1984). The dramatic differences in Mn oxidation
between the western and central basins could reflect differences
in suspended sediment and biological productivity between these
two areas of the lake (Shuchman et al., 2013). Temperature can
also have an effect on rates of Mn oxidation (Hem, 1981; Tipping,
1984), but the difference in temperature between the central (14-
16°C) and western basins (19-25°C) is inadequate to explain the
lack of measurable Mn oxidation in the central basin.

Products of Mn Oxidation

The Mn oxide minerals produced in our experiments
were analyzed for morphology via transmission electron
microscopy (TEM). TEM images collected from both natural and
experimental samples show particles that contain Mn (confirmed
with Energy-dispersive X-ray spectroscopy, EDS, Supplementary
Figure S1) with fiber like morphology (Figure 4). Samples
without Mn(II) amendments or relatively high concentration of
Mn(IILVI) (measured with LBB) did not contain particles with
this morphology. The morphology documented here is similar
to biogenic phylomanganate mineral birnessite, which has been
seen with previous laboratory studies (Villalobos et al., 2003;
Tebo et al.,, 2004; Learman et al., 2011b). Further, birnessite is
known for its autocatalytic properties (Coughlin and Matsui,
1976; Bargar et al., 2005; Learman et al., 2011b), thus provides
possible support for mineral surface oxidation of Mn(II) (H2) in
Lake Erie. The characteristic form of this mineral suggests that
it should be readily removed by filtration. At the end of each
experiment, we measured the Mn oxide concentration in the
unfiltered and filtered (<0.2 m) fractions from each treatment.
In every case, filtration of the water resulted in undetectable
concentration of Mn oxides. For those experimental units with
detectable Mn oxide production in whole water (n = 55), the
median removal by filtration was 99.3%.

Dynamics of Mn Cycling in Lake Erie

Taken together, this study shows that the cycling of Mn
in the surface mixed layer is impacted by both biotic and
abiotic mechanisms and the importance of these reactions varies
substantially between contrasting basins of the lake. Our study
suggests that Mn(II) in Lake Erie will not be oxidized by
dissolved oxygen unless this reaction is catalyzed by a biotic or
abiotic catalyst, particularly mineral surfaces and heterotrophic
plankton. Light also has a strong effect on oxidation, and this
is not solely due to the production of ROS or photosynthetic
organisms. Our study showed that both superoxide and hydrogen
peroxide impact cycling of Mn in Lake Erie, but their combined
net effect was highly variable and warrants further study. Lastly,
the difference in Mn oxidation rate between the western and
eastern basin helps underscore the importance of biological
processes and suspended sediments as controls on the fate of Mn
once it is released during hypoxia in the central basin. Additional
studies examining the effects of UV exposure, in situ metabolism,
and hydrodynamic mixing are required to determine the relative
impact of these mechanisms in the lake.

FIGURE 4 | Transmission electron microscopy images of Mn oxides produced
under experimental conditions (water from the western basin amended with
Mn and catalase) (A) and water from the hypoxic hypolimnion of Lake Erie
(central basin) (B). The scale bar (black bar) is 250 nm.

Implications for Lake Erie Water Quality
Seasonal hypoxia is largely a phenomenon of the central basin,
which is deep enough to stably stratify during the summer
but typically has a thin hypolimnion, which becomes anoxic
by mid-summer due to sediment oxygen demand (Rowe et al.,
2019). Recently, it has been documented that Mn(II) is being
released from the sediments in the central basin during these
hypoxic events (Ruberg et al., 2008). Thus, the region of the
lake experiencing accumulation of Mn(II) in the water (central
basin) is also the region with slowest rates of removal (via
natural oxidation). The low rates of Mn oxidation in the
central basin are important because they mean that when Mn-
laden hypoxic water mixes with the surface layer (via diffusion
or upwelling), Mn(II) can persist for weeks or longer. While
there are likely seasonal patterns in Mn oxidation rate in the
central basin, our experiments suggest that co-location of Mn(II)
release due to hypoxia and low Mn oxidation rates make the
central basin particularly susceptible to accumulation of Mn
during stratification.

While a lake-wide survey or budget will be required to
quantify patterns of Mn accumulation in relation to hypoxia and
removal by oxidation, our results have at least three implications
for drinking water intakes. First, our experiment shows that
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biogeochemical processes leading to net oxidation of Mn are an
important control on its fate in Lake Erie. When Mn is eventually
oxidized to form birnessite, it will either sink to the sediments
or be readily removed by filtration during water treatment.
While the problem of elevated dissolved Mn in Lake Erie is
ultimately attributable to release of Mn from sediments under
hypoxia (~50 wmoles m~2 d~!, Adams et al., 1982), the low
rates of Mn oxidation even under oxic conditions may serve to
exacerbate this problem. Second, the low rates of Mn oxidation
under oxic conditions present in the surface mixed layer of
the central basin mean that dissolved oxygen concentration
is an imperfect proxy for whether dissolved Mn(II) will be
present. Based on our experiments, a more reliable prediction
for potential Mn oxidation and removal from the water would
consider suspended sediments, plankton biomass, and light.
Third, although homogenous oxidation by dissolved oxygen
is not among the mechanisms supported by our experiments,
several of those other mechanisms do require dissolved oxygen as
a reactant. Indeed, other studies have shown that Mn oxidation
rates are sensitive to dissolved oxygen concentration (Tebo
and Emerson, 1985; Tebo, 1991; Hsiung and Tisue, 1994).
The dependence of these mechanisms on dissolved oxygen
concentration means that oxidation rates in the hypoxic (ie.,
<2mgL~! dissolved oxygen) areas of central basin are likely even
lower than we measured. As a result, the accumulation of Mn(II)
in the hypolimnion may potentially begin even before the onset
of anoxia (Munger et al., 2019). These findings underscores the
importance of understanding the mechanisms of Mn oxidation
in order to predict the fate of Mn in freshwater systems.
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In this work we apply a rigorous and reproducible data analytics process for validation
and analysis of the historical data from Bogota (Colombia) air quality monitoring network
since 1998. The reasons for addressing this research study stem from the lack of a
consistent approach for cleaning, validating and reporting air quality data. By analyzing
the whole dataset, we are aiming at providing citizens and the city authorities with a
clear view of the current situation of air quality and of its historical evolution. Without
any loss of generality, we focus our analysis on both respirable and fine particulate
matter (PM+1g and PMb.5) concentrations, which in Bogota and worldwide are source
of concern for their negative impacts on human health. We develop a reproducible and
flexible data cleaning methodology for particulate matter concentration data reported by
the local authorities, which allows customizing and applying configurable validation rules.
Then, we present statistical descriptive analyses by providing intuitive data visualizations,
characterizing historical and spatial change of air pollutant levels. Results raise concerns
for the high percentage of invalid data, as well as the high levels of PM».5 and PM+q
ambient concentrations as observed in the valid portion of the available data, which
frequently exceed national and international air quality standards. The data exhibit
encouraging signs of air quality improvement, particularly for PM+g. However, the
analyses indicate that significant differences exist across Bogota, and particularly in the
south-west zone of the city annual concentrations of particulate matter are up to three
or four times the WHO recommendations. We are confident on the methodology and
results from our analysis are useful both for local environmental authority and the general
public to help in obtaining consistent conclusions from the available data.

Keywords: air quality, particulate matter, data validation, visual analytics, urban health

INTRODUCTION

Urban air pollution is a major environmental problem due to its negative effects on human health
and quality of life (Chow et al., 2004; Gurjar et al., 2008; Romero-Lankao et al., 2013; Baklanov
et al.,, 2016). In many Colombian cities, respirable particulate matter (PM¢) and fine particulate
matter (PM;.5) are the two most critical air pollutants. The plot in Figure 1 shows the 2018 official
data from IDEAM, the Colombian Institute for Hydrological, Meteorological and Environmental
Studies, for the yearly average concentrations of particulate matter for several Colombian cities
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equipped with air quality monitoring networks that measure both
PM; and PM,.5 ambient concentration (Instituto de Hidrologia,
Meteorologia y Estudios Ambientales [IDEAM], 2020). Figure 1
depicts a concerning situation where most cities exceed the
threshold values recommended by WHO for the average yearly
values, 25 pug/m3 for PM;g, and 10 ug/m3 for PM,.5 (World
Health Organization [WHO], 2018), which are marked as black
contours. Notice that the average yearly PM;o concentration of
Yumbo is actually not displayed in the chart, as its extreme
value (83 g/m?) would impair the visualization. Also notice
that multiple values are reported for two cities (Barranquilla and
Bogotd) that are equipped with multiple monitoring stations. It is
important to notice that a few cities exceed the national threshold
set for the annual average concentration of PMjg of 50 jLg/m?
(Ministerio de Ambiente y Desarrollo Sostenible de Colombia
[MADS], 2017).

In Bogotd, Colombia (one of Latin American largest cities),
PM;jo and PM,.5 ambient concentrations are often well above
national air quality standards (Franco, 2012; Instituto de
Hidrologia, Meteorologia y Estudios Ambientales [IDEAM],
2016). Even more alarming, during the last decade, annual
PM;y and PM,.5 concentrations were more than twice higher
than World Health Organization reference values. Recent studies
showed that Bogota ranks among the first cities in the world for
the duration of travel times (INRIX, 2018), and that the exposure
of citizens traveling across the city with both public and private
transportation means can be hazardous for health (Franco et al.,
2016; Morales et al., 2019).

This is a matter of concern since Colombia’s national
government stated that in Bogotd about 10% of the total
deaths are attributable to urban air pollution, representing costs
equivalent to 2.5% of the city’s gross domestic product (National
Planning Department [DNP], 2017). Moreover, local public
health authorities have identified respiratory illnesses as the main
cause of morbidity and mortality for children under 5 years of age
(Hernandez-Flérez et al., 2013).

Much of the effort in terms of air pollution management in
Bogota has been focused on an accurate diagnosis of the problem,
mainly strengthening the city air quality-monitoring network and
leading to a better understanding of the relevance and impact
of the emission sources (Pachon, 2018; Mendez-Espinosa et al.,
2019; Morales et al., 2019; Ramirez et al., 2020).

Bogota air quality network (RMCAB) started its operation
in 1998 under the administration of the District Secretariat of
Environment, and today it comprises 14 automatic monitoring
stations (13 fixed stations and a mobile one) geographically
located within Bogotds urban area (see Figure 2). Each
station measures ambient air pollutant concentrations and
meteorological conditions on an hourly basis. RMCAB
monitors and sensors use standard methods tested by the
United States Environmental Protection Agency (EPA), which
are periodically calibrated and receive preventive and corrective
maintenance. Specifically, PMjo and PM;.5 instruments use the
Beta attenuation monitoring technique to continuously measure
the concentrations of these compounds (Secretaria Distrital de
Ambiente [SDA], 2019). The data collected by the measuring
devices is sent to a central database server managed by the

District Secretariat of Environment. Open-access is provided to
the data, which can be downloaded in the form of text files from
the page of the RMCAB monitoring network (Secretaria Distrital
de Ambiente [SDA], 2020).

Data from the RCMAB has been crucial for characterizing
the problem, leading to the identification of particle-related
pollutants as the most critical in Bogotd. Also, it has been
relevant when formulating public policies in the city, such as
the Ten-Year Air Pollution Abatement Plan (Secretaria Distrital
de Ambiente [SDA], 2011). However, much is yet to be done
to improve the use and dissemination of the air quality data
in the city. While the collected data is open, the public access
provided for its visualization and analysis is limited, still focused
on the needs of the data owner rather than on those of other
data users, including research institutions and the general public.
Certainly, one barrier that hinders exploiting historical air quality
data is the difficulty in reliably extracting information out of
it in a statistically significant way. This data analytics process
requires significant technical knowledge not generally available.
We believe this is an opportunity given the crucial role of data
when formulating pollution control strategies and for improving
urban air quality management.

Understanding such data potential, we worked together with
the environmental authorities in a collaborative project that
defines a structured and replicable methodology for air quality
data acquisition, cleaning, validation, analysis and visualization,
using big-data and analytics open access instruments. We present
in this paper a first glimpse of what this collected data says
about air quality in Bogota, including current condition and
historical tendencies.

MATERIALS AND METHODS
Validation of Air Quality Data

We analyzed PMjy and PM;.5 concentrations data collected by
Bogota Air Quality Monitoring Network. Local environmental
authority provided us with the crude datasets for each of the
existing 13 fixed stations, containing hourly observations for
the 1998-2018 period. The mobile monitoring station data is
not included in this analysis since it has been dedicated to
the evaluation of air pollution in different heavy traffic roads
(at several locations). Also, data from Fontibon and Bolivia
monitoring stations are not part of the analysis, as the first station
has been in process of site evaluation in the recent years and the
latter only reports meteorological data.

We used the R® statistical package (R Core Team, 2018)
to consolidate a single tidy dataset. With the aim of defining
a simple and repeatable process, we developed a rule-based
data validation. Two distinct types of rules were considered for
validation:

e Generally applicable rules, which do not refer to the
nature of the measured variable, for instance those used
to exclude from posterior analysis non-numerical data
and reported measurements that are out of the detection
range of the monitoring equipment. Also, rules that
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smooth the data series by removing single points that
are extreme peaks/valleys, i.e., data values that drastically
differ from the two immediately adjacent measurements.
Since monitoring stations are purposefully located far from
major emitting sources, such sudden variations are likely
due to erroneous measurements.

e Contaminant-specific rules, which do take into account the
physical properties of the variable being measured. They
are used for instance to invalidate negative values reported
for particulate matter measurements, since they are of the
nature of concentration and impossible to be negative.
Moreover, whenever simultaneous measurements of PM;
and PM,.5 are available at a monitoring station, a rule
is applied that verifies whether the PMjy > PMj.s
relationship is maintained. Since PM;.5 (particles whose
diameter is not larger than 2.5 pm) is a component of PMg
(particles whose diameter is not larger than 10 pm), valid
measurements must satisfy such inequality. In case it is not,
this specific rule invalidates both measurements.

Finally, according to the practices of local authorities, we
included a rule that removes isolated data points, based on a
configurable minimal threshold set on the availability of data
in a moving 24-h time window. When applied to the dataset,
each rule sets a validation flag for each measurement, without
actually removing the invalid values. The specific set of rules to

use can thus be flexibly chosen. Each analysis can in principle use
a distinct set of validation rules for and new rules can be added to
the data validation process in a modular way.

Descriptive Analysis of Air Quality Data
Descriptive analyses of air quality data allow understanding the
behavior of pollutant concentrations and provide indications
about their trends over time and location. Also, they allow to
characterize the very same data availability, defining the scope
and statistical significance of the analysis results that can be
obtained from such set of data. To portray data availability, we
worked on the design of very intuitive visualizations, which can
be used to obtain a clear picture of the impact that the validation
rules have on the data series. Our objective here was to provide
information that is useful for understanding the type of statistical
analyses that can be performed with the valid data, as well as to
offer a way to analyze the patterns that may exist in the invalid
data distribution.

We then determined distributions that adequately fit the
valid data on particulate matter, which allows constructing
useful models of contaminant behavior. We used the fitdistrplus
R® package (Delignette-Muller and Dutang, 2015) to identify
suitable fitting distributions for both PM;¢ and PM;.;5 data sets.
With this package, we verified the position of the data samples
in the Cullen and Frey graph (Cullen and Frey, 1999), which
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FIGURE 2 | Map of Bogotéa urban area with the geographical location of the air quality monitoring stations.

based on the skewness and kurtosis of the data determines
feasible distributions to be fitted. Then, we used numerical
indicators such as Loglikelihood, Corrected Akaike’s Information

Criterion (AICc) and Bayesian Information Criterion (BIC)
to determine estimates for the error incurred when using a
certain distribution as a model. According to the location of
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the data samples in the mentioned Cullen and Frey graph,
we computed these indicators for the Lognormal, Weibull and
Gamma distributions.

Descriptive analyses of the data reported by the different
air quality monitoring stations at different time granularities
were performed. PMjy and PM,.5 concentrations distribution
and variation through hours, days of the week, and years
were analyzed. Box plots and confidence intervals (using the
Bonferroni method, with a confidence level of 95%) for the
average values were produced and mean concentrations were
compared to national standards and WHO guidelines.

Valid Data Availability

An important point that we would like to make is that we
focused our analysis on achieving an understanding of the
PM;.5 and PM;g distribution and tendencies, without dealing
with causality factors such as emission sources or factors that
influence pollution distribution such as meteorology, or changes
in the inventory of sources, quality of fuels, restrictions and
regulations. We chose to limit the scope of our work to
providing a descriptive analysis of the whole RMCAB dataset,
a task that has not been tackled before. We approach our
exploration of data through well-stated validation rules, which
ensure that our results are reproducible. Finally, we focus on
providing intuitive visualizations of the historical air quality of
the city. Even though these visualizations are not explicative, they
are easily understandable and offer a glimpse into a complex
phenomenon that is of significance to the academia, government
and the general public.

RESULTS
Valid Data Availability

The data reported by the Bogota air quality monitoring station
includes a set of air pollutants and weather related measurements.
Data available for PM;¢p and PM,.5 in the period 1998-2018
(hourly measurements) was downloaded from the web site of the
Bogotd Secretariat of Environment and consolidated in a dataset
of around 140 Mb. Then, the rule-based validation process was
applied to the dataset.

Figure 3 visualizes the result of the rule-based validation
process. It shows the percentage of data that passed all validation
rules and those that were invalidated per tidying rule, for the
PM,.5; measurements (left panel) and for the PM ;¢ measurements
(right panel). A very high percentage of invalid data is
remarkable. For PM, only five monitoring stations have at least
50% of valid data, with just Carvajal and Suba stations having
a valid data proportion over 70%. For PM;.5, the percentage of
valid data per station is even smaller, also because in the very first
years of the monitoring network not all stations were equipped
with PM;.5 measurement devices.

Most data were invalidated due to the string removal
rule (orange portion of the bars). According to the local
environmental authority, such string data is inserted in
the dataset as a result of instrument failures, preventive
maintenance activities, power supply failures, incorporation of

new monitoring equipment and communication failure due to
port damage. It is therefore worthwhile remarking that most of
the data unavailability is due to equipment outages rather than
unreliable measurements.

For both pollutants, monitoring stations do not exhibit
an appreciable correlation of the percentage of data in the
different categories generated by the validation process. Also,
no correlation is evident between the amount of valid data
for PM,.5 and PMjo at the same station, which suggests
that data unavailability is primarily determined by causes that
independently affect each contaminant monitoring unit. The
subset of data records that passed all the validation tests
accounted for around 60 Mb out of the 140 Mb of the
original dataset.

Figure 4 shows a heatmap of the daily valid PM,.5 data density
for the whole period of analysis (1998-2018). The heatmap
reports the density of the valid data with a colored scale according
to which a yellow data point indicates the full availability of
hourly valid data - 24 valid data points - for a day, while
purple denotes no available data. For PM,.5 before 2008 only
three stations have reported valid data, and after that valid data
was only reported intermittently, while data availability improves
significantly from 2009 onwards. Also, for 9 months in year 2013,
among all stations only Kennedy reported valid data for PM;.s.

As shown in Figure 5, valid data availability is higher for
PM;y than for PM;.s. Several stations, such as Carvajal, Suba,
Ferias and Puente Aranda have been consistently reporting
valid data within the period of analysis. These visualizations
allow determining for which periods it is feasible to generate
statistically aggregated indicators for the whole city, and in which
ones the available data only allows local or zoned air quality
characterization. According to these valid data density results,
further analysis in this paper will only take into consideration
the 10-year period beginning January the 1st of 2009 and ending
December the 31st of 2018.

Statistical Data Treatment

Figure 6 shows the distribution of PM,.; and PM;jg
concentrations, with the upper tails in the figure truncated
at one fourth of the maximum observed value. The observed
PM,.5; measured concentrations ranged in the interval [1.5,
416] pg/m?, with an average of 20.05 wg/m?® and a coefficient
of variation (standard deviation/mean) of 0.75, while PMjg
ranged in the interval [1.6, 998] ug/m3, with an average of
55.64 pg/m?® and a coefficient of variation of 0.72. Figure 6 also
reports WHO annual reference value for particulate matter, i.e.,
10 ug/m3 for PM;.5 and 25 ;Lg/m3 for PM;o (World Health
Organization [WHO], 2018), and Colombian national standards,
i.e., 20 Lg/m?> for PMy.5 and 50 pg/m? for PMjg (Ministerio de
Ambiente y Desarrollo Sostenible de Colombia [MADS], 2017).
The average values measured for both pollutants are twice above
WHO guidelines and for PM exceed the threshold value set by
the national regulation.

We plotted the data points in the Cullen and Frey graph to
determine suitable distributions for valid data fitting (Figure 7).
The orange points are obtained by 500 bootstrapped samples
from the original data and allow to see the uncertainty associated
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with the possible fitting distributions. According to the skewness
and kurtosis for the historical data both pollutants can be fitted
with a Weibull, Gamma or Lognormal distribution. It should be
reiterated that data is obviously auto-correlated, but a time series
analysis is not part of this work and only a preliminary descriptive
analysis is being conducted.

We also compared the data against the three best fitting
distributions of each type, finding that for both PM;.5 and
PM;( datasets the Gamma distribution was the best choice,
as determined by the Loglikelihood, AIC and BIC scores (see
Table 1). The best fitting Gamma distribution for the PM;.5
dataset has shape k = 1.839 and rate § = 0.091, while the best
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fitting Gamma distribution for PM;¢ has shape k = 2.217 and rate
B = 0.026.

Analysis of Air Quality in Bogota

We start our analysis by exploring the valid data measured at
each monitoring station. Figure 8 provides a boxplot of the
data (without any aggregation) for the historical concentrations
of PM,.5 (left chart) and PM;o (right chart) per station. The

boxplots’ center value is the median of the data, while quantiles 75
and 25% are the limits of the box, and the upper/lower whiskers
report respectively the largest and smallest measurements within
1.5 times the inter-quartile range. All hourly valid data in the
chosen time window (2009-2018) has been considered for this
analysis. The chart in Figure 8 describes a situation in which
significant differences exist among geographical areas in the city.
Monitoring stations located in the southwestern part of Bogota,
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TABLE 1 | Loglikelihood, AIC and BIC indicators for PM» 5 and PMyq data fitting.

PM; 5 PMyo
Lognormal Weibull Gamma Lognormal Weibull Gamma
Loglikelihood 1917386 1910667 1906015 6002062 6033753 6001738
AIC 3834775 3821338 3812034 12004129 12067508 12003480
BIC 3834798 3821360 3812056 12004153 12067532 12003504
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such as Carvajal and Kennedy, consistently reported higher
concentrations of pollutants.

We report in Figure 8 the average daily reference values from
WHO for PM,.5 (25 ug/m3) and PM;o (50 ug/m3), as well
as the threshold for the average daily concentrations set as per
the Colombian national regulations (50 l,tg/m3 for PM;.5 and
100 pLg/m? for PMjy).

To better appreciate the differences among measurements
at distinct stations, we show in Figure 9 the percentage of
days, across the whole 2009-2018 period, for which the average
daily pollutant concentration measured exceeded the WHO
recommendation. The magnitude of these exceedances is shown
by the yellow bars, for PM,.5 (left chart) and PM; (right chart).
The percentages inside the red boxes are for the days in which
the average concentration of pollutants exceeded the national
threshold values.

From Figure 9 we can observe that Carvajal reported 89%
of the measurement days with average PMjy concentration

values above WHO standards, and Kennedy reported 75% days
above WHO guidelines. Moreover, only two monitoring stations
(Guaymaral, located in at the northern border of the city, and
San Cristobal, located on the cliffs at the south) registered a
percentage of PMj( exceedance days below 20%. In a significant
part of the exceedance days of Carvajal and Kennedy, the
national threshold for PMj is exceeded as well, by 23.5 and
12.1%, respectively.

This is also the case for PMj.; for which Carvajal and
Kennedy stations reported more than 50% of the days above
WHO reference values and more than 5% above national
thresholds, while in stations located in other areas of the city
(San Cristobal, Usaquen) almost 100% of the concentration data
for this pollutant were below the national threshold values. The
reasons for the observed differences can be rooted not only in
the meteorological conditions, but in the differential presence of
emission sources such as industry and heavy traffic operating by
diesel which are much more popular in some areas than in others.
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FIGURE 8 | Boxplots of PM> 5 (left chart) and PM1q (right chart) measured concentrations (valid data only), depicting the median as the center value, quantiles 75
and 25% for limits of the box, and the upper/lower whiskers being the largest/smallest measurement within 1.5 times the inter-quartile range.
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To help identifying the presence of drifts in the measured
concentration of pollutants, Figure 10 shows multiannual
monthly average concentrations charts, for the period of analysis
(2009-2018) for PM;.5 and PMjq. In the charts, the orange
shadowed area is defined by the 95% confidence intervals for
the monthly averages. The continuous line is a smoothing
of the data obtained by local regression. One first thing
that appears to be a constant for both pollutants through
the period of analysis is a seasonal trend. January, February
and March are the most polluted months of the year, while
June, July and August are the months with lower ambient
concentrations. Several studies have demonstrated an influence
of meteorological conditions on the air quality of the city.
There is evidence showing that the first months of the year
are associated to more stable atmospheric conditions while
mid-year months are characterized by more intense advections,
as well as that distinct microclimate conditions exist in the
same urban area, leading to detectable differences in air quality

(Secretaria Distrital de Ambiente [SDA], 2019). This is one of the
main reasons for which recent guidelines recommend reporting
air quality at the station and not at the city level.

Historical PMj( concentrations exhibit a steady downward
drift (continuous dark line in right panel in Figure 10). For PM;.5
the tendency is less evident. The peak in measurements reported
around 2012-2013 corresponds to a period of limited data
availability. As visualized in the miss-map for PM;.5 reported in
Figure 4, for most of 2013 only the Kennedy monitoring station
was providing valid data. As shown in our previous analyses,
Kennedy is one of the monitoring stations that consistently
reports very high concentration of pollutants.

Since the charts in Figure 10 suggest that the time-series of
pollutants may not be stationary, in the subsequent analyses we
shall consider explicitly the time dimension of observations.

Figure 11 presents the daily clustered values for PM;.5 and
PMio. We show the average daily values and their 95% confidence
interval (colored strip) for each of the years of analysis. For both
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PM,.5 and PM there is a consistent increasing drift throughout
the week, Sunday being the least polluted day and Friday the
most polluted. Even though it is beyond the scope of this article
to identify causes or explain the reasons of the observed air
pollution levels, it is easy to speculate on mobile sources being
the main cause of the pollutant accumulation over the week,
as there is a significant statistical difference between Saturdays
and Sundays (when heavy traffic is reduced) and weekdays. Also,
lower concentrations on Mondays can be partially explained by
the fact that most of the national holidays take place on this day

of the week (about 15 bank holidays throughout the year). While
for PM,.5 average daily concentration (left chart in Figure 11)
there is not an evident tendency to improvement, for PM; (right
chart), we observe a steady encouraging decreasing drift in the
measured average daily values over the years. While in 2009 all
days of the week except for Sundays were exceeding the 50 pg/m?
WHO reference value, since 2015 all the average daily values are
consistently below such threshold.

Figure 12 shows PM,.; and PM;, data at the hourly
aggregation level. The concentrations of both pollutants peak in
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FIGURE 12 | Hourly aggregated data for PM 5 (left chart) and PMyq (right chart) measured concentrations (valid data only).
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the time interval between 6:00 a.m. and 9:00 a.m. A secondary,
lower peak of concentration arises in the late afternoon until
night hours. Such bimodal behavior may be related with the
traffic patterns in the city, with high vehicular activity in the
morning rush hour and then intense but more dispersed traffic
flows throughout the rest of the day. During peak hours,
the concentrations of PM;.5 and PM;o are above WHO 24-h
reference values, meaning that Bogota citizens are exposed to
unhealthy air quality conditions during that part of the day.
It is however, encouraging to observe that, at least for PM;g
concentrations (right chart in Figure 12), an improving pattern
of change is appreciable, with the average hourly concentration
consistently descending over time in the whole hourly range.
The analysis in Figure 12 is suggesting that the different traffic
restriction strategies that have been put in place in Bogota have
not affected PM,.5 and PM daily patterns over time.

DISCUSSION, CONCLUSION AND
FUTURE WORK

Bogotd's historical air quality data was validated and analyzed
with the intention of representing tendencies of the most critical
pollutants (PM;o and PM;.5) over time. We consider this work
(presented as a short communication) to serve the purpose of
establishing a structured and well-grounded procedure for data
cleaning, and of conducting a descriptive analysis using modern
analytics tools. Moreover, we present a clean picture of what data
says about air quality in the city over the past decade. The results
of this work are useful both for local environmental authorities
and the general public, since it defines repeatable steps for data
preparation and effective visualization of analysis results, which
help in obtaining consistent conclusions from the available data.

We would like to highlight three main issues that data
say about air quality in Bogota. First, historically there is a
high percentage of invalid data (using the proposed tidying
procedure). This is a matter of concern, since data quality is
crucial when considering which periods to analyze, as well as
what variables and stations to include in analysis. Second, PM;.5
and PM;( ambient concentrations in Bogota frequently exceed
national air quality standards, meaning citizens are exposed to
air pollution levels considered harmful for people’s health. In
particular, the south-west part of the city, where concentrations
of particulate matter are frequently much higher than the values
indicated in WHO guidelines.

Moreover, no single mean concentration for the whole city
should be used to conclude the air quality conditions in Bogota,
and a spatially differentiated analysis should always be done.
From the data collected at the monitoring stations we estimated
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Crop production statistics at the field scale are scarce in African countries, limiting
potential research on yield gaps as well as monitoring related to food security. This
paper examines the potential of using Sentinel-2 time series data to derive spatially
explicit estimates of crop production in an agroforestry parkland in central Burkina Faso.
This type of landscape is characterized by agricultural fields where cereals (millet and
sorghum) and legumes (cowpea) are intercropped under a relatively dense tree canopy.
We measured total above ground biomass (AGB) and grain yield in 22 field plots at the
end of two growing seasons (2017 and 2018) that differed in rainfall timing and amount.
Linear regression models were developed using the in situ crop production estimates
and temporal metrics derived from Sentinel-2 time series. We studied several important
aspects of satellite-based crop production estimation, including (i) choice of vegetation
indices, (i) effectiveness of different time periods for image acquisition and temporal
metrics, (i) consistency of the method between years, and (iv) influence of intercropping
and trees on accuracy of the estimates. Our results show that Sentinel-2 data were
able to explain between 41 and 80% of the variation in the in situ crop production
measurements, with relative root mean square error for AGB estimates ranging between
31 and 63% in 2017 and 2018, respectively, depending on temporal metric used
as estimator. Neither intercropping of cereals and legumes nor tree canopy cover
appeared to influence the relationship between the satellite-derived estimators and
crop production. However, inter-annual rainfall variations in 2017 and 2018 resulted in
different ratios of AGB to grain yield, and additionally, the most effective temporal metric
for estimating crop production differed between years. Overall, this study demonstrates
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that Sentinel-2 data can be an important resource for upscaling field measurements
of crop production in this agroforestry system in Burkina Faso. The results may be
applicable in other areas with similar agricultural systems and increase the availability

of crop production statistics.

Keywords: remote sensing, parkland, Sudano-Sahel, intercropping, yield mapping, crop statistics, food security,

monitoring

INTRODUCTION

Smallholder agricultural systems are the dominant livelihood
strategy in most of sub-Saharan Africa (Morton, 2007), with a
very high proportion of food and cash crop production coming
from farms that are generally smaller than 2 ha (Gollin, 2014;
Lowder et al., 2016). The importance of these systems in the
light of the projected population growth and subsequent food
production requirements on the continent cannot be overstated.
At present, low actual crop yields relative to potential yields
limit the possibilities to achieve food security and reduce poverty
(World Bank, 2008). Such yield gaps and their causes need to be
understood in order to design effective measures to increase crop
production (Tittonell and Giller, 2013).

A basic requirement for conducting research on yield gaps
is the availability of field level crop production estimates. Such
data make it possible to understand causes of yield gaps and to
evaluate the effectiveness of interventions and changes in land
use techniques, as well as impacts resulting from changes in
agricultural policy. However, agricultural statistics collected by
field surveys in Africa are mainly reported on national level and
generally considered to be unreliable (Carletto et al., 2015b; Burke
and Lobell, 2017).

Satellite remote sensing represents an alternative method for
deriving quantitative estimates of crop production and grain yield
with a number of potential benefits, including the ability to cover
large areas, repeated observations and low costs (Lobell, 2013;
Chivasa et al.,, 2017). Crop production estimation has been a
key research topic for several decades (Atzberger, 2013; Rembold
etal., 2013). The main efforts have been directed toward intensive
commercial systems where the fields are generally large, crops
are homogeneous, and reliable agricultural statistics are accessible
to calibrate and validate remote sensing based estimates (Lobell,
2013; Chivasa et al., 2017). Yields of these agricultural systems
can be easily estimated even if the remotely sensed imagery has
relatively coarse spatial resolution.

Such preconditions do not apply in the heterogeneous African
smallholder systems where the agricultural fields are typically
very small, irregular in shape and discontinuous in space and
in crops cultivated (Burke and Lobell, 2017). Estimates based
on household surveys from four African countries suggest that
more than 50% of the fields are below 0.4 ha in size and 25%
are smaller than 0.2 ha (Carletto et al., 2015a). In addition,
a large proportion of the fields are intercropped, with high
within-field heterogeneity in productivity (Bayala et al., 2014,
2015) and in situ measurements of crop production are generally
unavailable (Tittonell et al., 2007; Bayala et al., 2014). A further
complicating condition is that many of the smallholder farmers,

in particular in West Africa, practice agroforestry where trees and
shrubs are integrated in the fields and thereby pose an additional
challenge for remote sensing-based estimates of crop production
(Vancutsem et al., 2013; Sweeney et al., 2015; Bégué et al., 2018).

Consequently, coarse-to-medium spatial resolution systems,
such as MODIS and Landsat, provide limited possibilities for
accurate crop production estimation in these heterogeneous
agricultural landscapes because of the inability to distinguish
small individual fields. Under such conditions, these satellite
systems integrate the spectral measurement over an area that goes
beyond the field boundaries, which means that other landscape
components influence the signal and thereby results in mixed
pixels. An important technological development was achieved
when the Sentinel-2 satellite systems became operational (2A
in 2015 and 2B in 2017). Sentinel-2 combines key spectral
wavelengths at 10-20 m spatial resolution with a relatively
short revisit-period (5 days at Equator) and an open-access data
policy. These improvements have opened up new possibilities
for more frequent high-resolution observations of agricultural
fields, which is a precondition for satellite-based crop production
estimation in African smallholder systems (Duncan et al., 2015).

Recent research in both eastern and western Africa has
demonstrated the feasibility of satellite-based crop production
estimation in smallholder systems. Burke and Lobell (2017) used
1 m Terra Bella Skysat imagery to estimate maize production
during two growing seasons in Kenya and found promising
agreement between satellite and in situ crop production estimates
at individual field level. These authors concluded that the low
availability of cloud-free imagery was an important limitation
for improving accuracy in the estimates. Jin et al. (2017, 2019)
expanded on the research in Kenya by also assessing the utility
of satellite imagery from RapidEye and Sentinel-2. They found
that the inclusion of red-edge wavelengths was useful for crop
production estimation and reported considerable improvements
in accuracy when aggregating field scale estimates to district level.
Also using Sentinel-2 imagery, Lambert et al. (2018) developed
crop type specific regression models to estimate production of
millet, sorghum, maize and cotton in Mali. They showed that
peak growing-season values of vegetation index (VI) and leaf area
index (LAI) were the best estimators for the different crops.

The aim of this study is to assess the utility of Sentinel-
2 data to estimate crop production at individual field scale
in a smallholder farming system in central Burkina Faso.
The landscape type in focus is referred to as agroforestry
parklands in which the fields include a significant tree component
and represents an important subsistence base in West Africa
(Bayala et al., 2014). We investigated several critical aspects of
satellite-based crop production estimation in this farming system,
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FIGURE 1 | Location of study area and distribution of in situ crop production plots.

including (i) choice of vegetation indices (VI), (ii) effectiveness
of different periods for image acquisition and temporal metrics,
(iii) consistency of the method between years, and (iv) influence
of intercropping and trees on accuracy of the estimates. We also
assessed the relationship between crop above ground biomass
(AGB) and grain yield based on the reasoning that AGB has a
stronger influence on the remote sensing data and is therefore
easier to estimate.

MATERIALS AND METHODS
Study Area

The study area is an agroforestry parkland system situated in the
rural commune of Saponé (12°04'48”N, 1°34'00”"W) located 30
km south from Ouagadougou in central Burkina Faso (Figure 1).
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FIGURE 2 | Monthly rainfall distribution reported by Saponé Agricultural
Service.

This is a typical Sudano-Sahelian smallholder landscape where
the fields are rainfed and farmers primarily grow pearl millet
(Pennisetum glaucum (L.) R. Br.), sorghum (Sorghum bicolor
(L.) Moench) and legumes, such as cowpea (Vigna unguiculata),
for household consumption. Parklands are the main production
system throughout this region. Farmers apply various forms
of organic amendment to the fields, including manure, crop
residues, woody litter and compost, but rarely mineral fertilizers
(Koussoubé and Nauges, 2016). Doses of applied manure vary
from 0.8 to 15 t ha~!, with an average dose of 5.5 & 0.72 t
ha=! (Sanou, 2010). Crop residues also represent an important
source of fodder for the small-scale livestock production, which
is a common activity throughout this region.

The local terrain is relatively flat with small variations in
elevation (293-363 m above sea level). The soils are shallow
(on average ca. 60 cm), sandy loamy reosols (FAO classification)
with very low nutrient content in terms of nitrogen, phosphorus
and organic material (Bazié et al.,, 2012). In addition, the soils
are weakly acidic with low cation exchange capacity (Bayala
et al, 2002). Mean tree canopy cover is 15% and mainly
consists of traditional agroforestry species, in particular Vitellaria
paradoxa, Parkia biglobosa, Lannea microcarpa, and Mangifera
indica (Karlson et al., 2015).

Average annual rainfall is around 800 mm with high inter-
annual variability, which strongly influences crop development
and production. Total rainfall was 850.7 mm in 2017 and
789.1 in 2018, with relatively large inter-annual differences in
the monthly distribution (Figure 2). Annual mean potential
evapotranspiration (PETpepman) is 1900 &£ 210 (Bazié et al., 2018).
The rainy season generally extends between May and October,
with high variability between seasons, and the main proportion of
rain is usually falling between July and September. The cropping
season starts between May and July, depending on crop type
and the onset of the rainy season, whereas harvesting generally
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takes place at the end of October to November. However,
unreliable rainfall at the start and end of the rainy season
can lead to large windows for both sowing (May 15-July 15)
and harvesting (October 15-December 15). This is even more
variable nowadays due to high climate variability, as evidenced by
farmers sometimes continuing to sow in August, as well as rains
continuing to the beginning of November.

Crop Production Data

We measured total AGB and grain yield in 22 plots (20 x 20
m) during the harvest period (late October to early November)
in 2017 and 2018 (Figures 1, 3). The plot locations included
agricultural fields with different tree canopy cover and crop
combinations, where agreements with the local landowners were
organized. Tree canopy cover within and around the fields ranged
between 1 and 34% (see section “Analysing the Influence of Tree
Cover and Intercropping on Estimation Accuracy”). Each plot
was geo-referenced using a Garmin Oregon GPS device with a
locational error <3 m. Three different crops were cultivated in
the sampled fields, including sorghum, pearl millet and cowpea.
The plots included both intercropped and single crop fields. For
each plot and crop, we cut, dried and weighed the different
plant components. The millet and sorghum plant components
included ears, grain and straw, and for cowpea the components
included pods, grain and residues. Total AGB represents all dried
plant components, including the grain.

Satellite Data

Sentinel-2 A/B data from 2017 to 2018 growing seasons (June-
October) were processed to Level 2A using version 1.8.3 of
the Sentinel-2 for Agriculture system (Bontemps et al., 2015;
Defourny et al., 2019). Following these protocols, atmospheric
correction, detection of clouds and shadows and retrieval of
aerosol optical thickness were done using the MACCS algorithm
(Hagolle et al., 2010, 2015). From the two growing season time
series, images with cloud cover below 30% were selected for
further processing, resulting in six 100 x 100 km granules
(30PXU) from 2017 (9/6, 29/6, 29/7, 7/9, 7/10, 22/10) and seven
from 2018 (14/6, 14/7, 24/7, 17/9, 27/9, 7/10, 22/10). The image
acquisition aimed to select dates from similar points in time for
each of the 2 years. MACCS output enabled masking of clouds
and shadows in the time series images. Sentinel-2 acquires red-
edge and shortwave infrared bands at 20 m resolution. These

bands were resampled to 10 m using bilinear interpolation to
allow integration with the visible and near-infrared bands.

In addition, we acquired a cloud free Pléiades image (0.5 m
spatial resolution) in October 2017 and used it to delineate tree
crowns around the field plots. This ancillary dataset enabled an
assessment of the potential influence of parkland trees on the
Sentinel-2-based crop production estimation.

Vegetation Indices

We used various spectral VI derived from the Sentinel-2 data
as estimators of crop production. Table 1 presents candidate
VI previously used for estimating crop production in similar
agricultural systems. These were identified in recent studies
focusing on satellite based estimation of crop production and
yield at high spatial resolution in smallholder systems located in
comparable agro-ecological zones with similar crops, including
Burkina Faso (Forkuor et al., 2018), Mali (Lambert et al., 2018),
and Kenya (Jin et al., 2017). Our review indicated that VI with
a strong relationship to crop production often included red-
edge wavelengths or were designed to be sensitive to canopy
chlorophyll content. We also included traditional VI, such as
NDVTI and EVI, for reference.

Temporal Metrics for Crop Production

Estimation

The image dates used to derive VI, as well as the method used
to integrate a time series of vegetation index values to derive
temporal metrics, such as peak or mean values, are critical issues
that strongly affect the accuracy of crop production estimation
(Chivasa et al., 2017). First, clouds limit the possibility to acquire
gap free observations during the growing season, especially
in tropical areas, and thereby generally reduces the possibility
to acquire dense time series (Roy et al, 2010). Secondly,
the phenological phase characterized by the observations is
critical for establishing strong relationships between VI and
crop production (Duncan et al., 2015). The optimal timing of
image acquisition or method for deriving temporal metrics can
differ between years, geographical regions and crops, and also
depends on the planting period and climatic factors, in particular
rainfall (Rasmussen, 1992; Maselli et al., 2000). We evaluated both
individual dates and temporal metrics (Table 2) as estimators of
crop production. The temporal metrics were derived from the

TABLE 1 | Vegetation indices (V) selected for crop production estimation in Saponé, Burkina Faso.

Vegetation index (VI) Equation References
Normalized Difference Vegetation Index (NDVI) ;BBS—;BB‘% Rouse et al., 1974
Enhanced Vegetation Index (EVI) (E%8+62+;g%32+1) Huete et al., 1997
Red Edge 1 NDVI ((554;%% Forkuor et al., 2018
Red Edge 2 NDVI {BBQT*BB‘% Forkuor et al., 2018

Triangular Vegetation Index (TVI)

0.5 (120 (B4 — B3) — 200(B4 — B3) Broge and Leblanc, 2001

MERIS Terrestrial Chlorophyll Index (MTCI) G Dash and Curran, 2004
The equation references the Sentinel-2 band numbers.
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full growing season (GS; June-October), as well as the end of the
growing season (EGS) defined here as September to October.

Crop Production Estimation

In order to identify the most effective estimators for crop
production, we compared average and maximum Pearson
correlation coefficients (p < 0.05) between in situ measurements
of crop production and the candidate VI. The comparison was
done for both the temporal metrics and individual acquisition
dates. In the final selection of VI to use as estimators in the crop
production models, we gave preference to those that provided
high correlation coefficients for both 2017 and 2018. The reason
for this was to test whether a crop production model developed
in 1 year (2017) was applicable for estimation of crop production
in the following year (2018).

Crop production estimation models were calibrated using
the most effective estimators identified in the previous step
as independent variables in simple Ordinary Least Squares
regression. Due to the relatively small sample size (n = 22),
we used 10-fold cross validation for model calibration and
for computing model accuracy measures (Hastie et al,
2008), including coefficient of determination (R?), root
mean square error (RMSE), relative RMSE (relRMSE), and
standard deviation (SD).

Analysing the Influence of Tree Cover
and Intercropping on Estimation

Accuracy

Using the 2017 Pléiades image as reference, we manually
delineated individual tree crowns in 60 m x 60 m areas centred
over the crop harvest plots and tree canopy cover (%) was
calculated within each 3600 m? area. From the in situ crop
production data, we also computed the proportional contribution
of cowpea to total AGB, which enabled an assessment of the
influence of intercropping on the crop production estimation.
Cowpea is alow growing legume and represents the primary crop
to combine with cereals (millet and sorghum). We hypothesized
that a higher proportion of cowpea in the fields would increase
the error in the estimates since this crop is partly obscured
from the view of the satellite sensor by the taller cereal canopy.
Separate linear regression models were computed to analyse
the relationships between residuals from the crop production
estimation models and the field level proportion of cowpea AGB,
as well as percent tree cover.

TABLE 2 | Temporal metrics used for crop production estimation based on full
growing season (GS) and end of growing season (EGS) VI time series.

Temporal metric Time period

GS mean VI June-October
GS median VI June-October
GS peak VI June-October
EGS mean VI September—October
EGS sum VI September—October

RESULTS

Crop Production Measurements

Crop production measured in situ differed substantially between
the 2 years, in particular for AGB, which was higher
in 2018, whereas inter-annual differences in mean grain
yield was comparatively small (Table 3). On the other
hand, maximum and minimum values, and consequently
the range of AGB and grain yield showed large differences
between the 2 years with considerably higher values in
2018. The higher AGB in 2018, when total rainfall was
lower compared to 2017, can be explained by variations in
the interannual rainfall distribution. Relatively high rainfall
in July (2018) can provide more favorable conditions for
plant growth, whereas heavy rains in August (2017) can
damage the more developed plants through effects of sustained
flooding of the soil.

There was strong linear relationship between AGB and
grain yield in both years, with an R?> of 0.88 and 0.86 in
2017 and 2018, respectively (Figure 4). However, the slope of
the regression line differed between the years with a lower
AGB to grain yield ratio in 2018 compared to 2017. This
suggests that AGB is a very strong indicator of grain yield
despite the high prevalence of intercropping of cereals and
legumes, which differ markedly in their structure. The results
also show that the relationship can be subject to considerable
inter-annual differences. We choose to focus the remaining
analysis of satellite-based crop production estimation on total
AGB instead of grain yield for two reasons. Firstly, AGB is
what influences the signal in the Sentinel-2 data and any
attempt to estimate grain yield is dependent on the strength
of this relationship. Secondly, in addition to the grain yield, all
other crop material constitutes an important source of fodder
for livestock, which represents a key component of the areas
livelihood (Bayala et al., 2014).

Identification of Crop Production

Estimators

The strength of relationships between the candidate VI and
AGB varied slightly with no clear consistency between the years,
with the exception of MTCI that did not provide a significant
correlation in either 2017 or 2018 (Table 4). When considering
both 2017 and 2018, RENDVI 2 proved to be the most stable VI
and was therefore selected as the VI to develop regression models
for crop production estimation. The temporal metrics with the
strongest relationship to AGB also differed between the years,
with GS peak VI consistently ranking highest in 2017 and GS
median VI in 2018.

In addition to the temporal metrics, we also investigated
the potential of the most effective VI (i.e., RENDVI 2) from
individual dates as estimators of AGB. Figure 5 shows a relatively
similar temporal pattern for both years, where RENDVI 2
from early to mid-September appears to provide the strongest
correlation to AGB. The difference in the September image
acquisition dates between 2017 and 2018 needs to be considered
when comparing the maximum correlation coefficients.
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TABLE 3 | Descriptive statistics of in situ crop production measurements in Saponé, Burkina Faso.

Year Crop combination AGB ton ha~! Grain yield ton ha—1
Min Max Mean Min Max Mean
2017 Sorghum (n = 4) 0.74 2.09 1.18 0.17 0.57 0.33
Millet (n = 6) 0.06 1.79 0.66 0.01 0.38 0.15
Sorghum — cowpea (n = 7) 0.10 2.19 1.10 0.05 0.89 0.36
Millet — cowpea (n = 1) 0.73 0.73 0.73 0.15 0.15 0.15
Millet-sorghum — cowpea (n = 4) 0.56 1.85 0.99 0.16 0.87 0.41
Total 0.06 219 0.96 0.01 0.89 0.30
2018 Sorghum (n = 8) 0.29 4.67 1.92 0.04 1.12 0.37
Millet (n = 5) 0.53 4.89 2.1 0.08 0.82 0.35
Sorghum — cowpea (n = 3) 0.29 2.51 1.13 0.05 0.73 0.31
Millet — cowpea (n = 5) 0.65 1.38 0.98 0.14 0.26 0.22
Millet-sorghum — cowpea (n = 1) 1.73 1.73 1.73 0.36 0.36 0.36
Total 0.29 4.89 1.62 0.04 1.12 0.32

FIGURE 3 | Two examples of field plot locations. Early growing season (left) and before harvest (right).

Estimating Crop AGB Production

The regression equations and the validation metrics for the AGB
estimations based on temporal metrics and individual dates are
presented in Table 5. The strength of the linear regression models
between in situ AGB and VI estimates is generally high, with
R? ranging between 0.41 and 0.80. However, there are clear

TABLE 4 | Correlation coefficients between vegetation index (VI) temporal metrics
and aboveground biomass (AGB) in Saponé, Burkina Faso.

2017 2018
Vegetation index (VI)  Average Max Average Max
EVI 0.63 (4) 0.69 - Peak 0.68 (5) 0.73 Median
NDVI 0.68 (4) 0.77 — Peak 0.65 (5) 0.75 Median
RENDVI 1 0.70 (1) 0.70 - Peak 0.53 (4) 0.58 Median
RENDVI 2 0.68 (6) 0.76 — Peak 0.73 (5) 0.83 Median
TVI 0.62 (4) 0.77 — Peak 0.57 (5) 0.60 Peak
MTCI - - - -

Numbers in parentheses indicate the number of temporal metrics with a significant
(o < 0.05) relationship to AGB that were used to compute the mean value.

differences in accuracy between the 2 years when using VIs
from individual dates as estimators. Specifically, the regression
model based on RENDVI 2 from September 7 (2017) resulted
in the most accurate estimates overall, with an R? of 0.80 and
relRMSE of 32.2%. This contrasts with the lowest accuracy
for AGB estimates that were derived using RENDVI 2 from
September 17 in 2018, both in terms of R? (0.41) and relRMSE
(63%). Using temporal metrics (GS peak and median) derived
from the full growing season time series as estimators resulted
in relatively high accuracy for both 2017 and 2018 with small
inter-annual differences.

Above ground biomass estimates in 2017 were within the
range of the in situ measurements and the estimation models did
not show any signs of bias (Figure 6). In 2018, the AGB estimates
were mostly between 0.5 and 3 ton ha™! and generally smaller as
compared to the in situ measurements. The 2018 temporal metric
(median) showed less tendency for bias and clearly outperformed
the individual date (September 17, 2018) in terms of accuracy.

Inter-Annual Consistency
As an additional experiment, we applied the 2017 peak
RENDVI 2 regression model to estimate AGB in the
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FIGURE 4 | Relationships between in situ aboveground biomass (AGB) and grain yield in 2017 (left; R2 0.88) and 2018 (right; A2 0.86) in Saponé, Burkina Faso.

TABLE 5 | Linear regression models used for aboveground biomass (AGB) estimation and validation metrics for 2017 and 2018 for the Saponé site in Burkina Faso.

Year Regression model R? RMSE (ton ha™ ) Rel RMSE (%) SD (ton ha—1)

2017 AGB (tonha=') = —4.0 + 12.7 x peak RENDVI 2 0.62 0.54 56.2 0.68
AGB (ton ha~1) = —2.7 + 10.4 x Sep 7 RENDVI 2 0.80 0.31 32.2 0.76

2018 AGB (ton ha=') = —8.3 4+ 31.9 x median RENDVI 2 0.68 0.77 47.5 0.93
AGB (ton ha™ )=—2149.6 x Sep 17 RENDVI 2 0.41 1.02 63.0 0.80

Remotely sensed estimators are highlighted in italics.

following year using the 2018 Sentinel-2 time series as
input data. The 2017 peak RENDVI 2 model was able to
produce relatively accurate AGB estimates in 2018 in terms
of R* (0.66), RMSE (0.81 ton ha~') and relRMSE (50%;
Figure 7). However, the AGB ranges and mean values are
different between the years, and AGB in 2018 was generally
underestimated when using the model developed in 2017. The

——2017

--a--2018

Qwioo
T

Correlation coefficient
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ESJ SR IR Y

FIGURE 5 | Correlation between RENDVI 2 from different image acquisition
dates and aboveground biomass (AGB) at harvest in Saponé, Burkina Faso.

estimates for plots with only millet in particular resulted in
large errors, whereas AGB in plots with mixed crops were
accurately estimated.

Influence of Tree Cover and

Intercropping on Estimation Accuracy
We found no significant correlations between residuals

and percent tree cover inside and around the fields
(Figure 8), nor between regression residuals and
the proportional contribution of cowpea to the total
AGB. Consequently, these factors do not appear to
significantly influence the satellite-based estimation of
AGB in this study.

DISCUSSION

The ability to produce accurate and spatially explicit estimates of
crop production at sub-field level from freely available satellite
data would be a major development for the monitoring and
analysis of smallholder farming systems in Africa. This study
demonstrates that this may be feasible even in the highly
heterogeneous and complex agroforestry parklands that extend
over large parts of the Sudano-Sahel in West Africa. The
following section discusses the relevance of our results for the
application of the method to estimate crop production at regional
or national level.

Frontiers in Environmental Science | www.frontiersin.org

106

June 2020 | Volume 8 | Article 85


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/environmental-science#articles

Karlson et al.

Crop Production Estimation Using Sentinel-2

A B
3 R?=0.62 5 37 re=0s0 °
RMSE = 0.54 RMSE = 0.31 °
relRMSE = 56.2% L relRMSE = 32.2%
o .
o
2 | g o 2 | gas 1S
& 0 o o
Ox it
o o o
o . o7
i oS ”9_,. u o Millet A L g
b o e oMixed o8 ®
= 0.8 P | o°~~"
= o ° ® Sorghum A
o .
= ®
m 0 I L 1 ) 0 1 1 1 1 I 1 1 J
9 o 1 2 3 & 00 1 2 3 4
= C D
47 r=06s 41 R=o0a
B=) RMSE = 0.77 5 I RMSE=1.02
ﬁ 3 reRMSE=475% . x 3 relRMSE = 63.0% °
L 0 . °
R
o] QT et L ° ®e v
- T ©
2t 0 . s ZeptS e o
O et 8 .........
....... ® g
1 o o ° 1 O oo™ o
F S BB o
&0 = 5 ceo o °
% Q
0 " 1 " 1 " 1 " 1 i J 0 " 1 " 1 L 1 i 1 " J
0 1 2 3 4 5 0 1 2 3 4 5
In-situ AGB ton ha!
FIGURE 6 | Relationship between in situ and estimations of aboveground biomass (AGB) based on peak VI 2017 (A), 7 September 7, 2017 (B), median VI 2018 (C),
and September 17, 2018 (D) for Saponé site in Burkina Faso.

Comparison to Previous Crop Production

Estimation Based on Satellite Imagery

Depending on the estimator used and the year considered, our
method was able to explain between 41 and 80% of the variation
in the in situ crop production measurements, with RMSE ranging
between 0.31-0.54 and 0.77-1.02 ton ha~! AGB in 2017 and
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FIGURE 7 | Result when applying the 2017 peak RENDVI 2 regression model
to the 2018 time series data for Saponé site in Burkina Faso.

2018, respectively. Previous research on the use of medium
to high spatial resolution satellite imagery for crop production
estimation in Africa is limited compared to other continents. In
addition, comparing results from this study to previous research
is complicated due to differences in the crops in focus, the
spatial scale used for estimating crop production and measures
used to report accuracy. While the commonly reported RMSE
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FIGURE 8 | Relationship between normalized residuals from AGB estimation
based on RENDVI 2 temporal metrics (peak 2017; median 2018) and percent
tree cover in and around in situ plots for Saponé site in Burkina Faso.

Frontiers in Environmental Science | www.frontiersin.org

107

June 2020 | Volume 8 | Article 85


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/environmental-science#articles

Karlson et al.

Crop Production Estimation Using Sentinel-2

provides a quantitative measure of accuracy, its interpretation is
dependent on the local crop production conditions, in particular
the production per spatial unit.

Earlier efforts that focused on similar crops (i.e., millet and
sorghum) primarily used coarse resolution AVHRR imagery for
estimating crop production at district level (Rasmussen, 1992;
Maselli et al., 2000), with limited relevance for comparison with
our sub-field level results. In terms of accuracy, our results
are comparable to the study in Mali by Lambert et al. (2018)
who used peak LAI derived from Sentinel-2 imagery acquired
at the end of August to estimate crop yield of millet, sorghum
and maize. These authors report results from crop type specific
regression models, with R? ranging between 0.48 and 0.80
and RMSE between 0.5 and 1.0 tons ha™!. Other studies in
Africa have also focused on single crop agricultural systems,
mainly maize production, with varying results. For example, Jin
et al. (2017) achieved R? between 0.28 and 0.36 for field level
estimates of maize production in western Kenya using Sentinel-
2 imagery but did not report RSME. In the same area, Burke
and Lobell (2017) estimated maize production using Terra Belle
high spatial resolution imagery and reported R* of 0.4 at field
level. Other studies have estimated maize production at a higher
level of spatial aggregation. Azzari et al. (2017) used peak VI
from coarse spatial resolution MODIS data at province level in
Zambia and reported R? of 0.55 and RMSE of 0.4 ton ha™!.
In Kenya and Tanzania, Jin et al. (2019) reported district level
results with an accuracy of R? of 0.5 and RMSE of 0.39-0.54
ton ha=!. Consequently, the accuracy of our estimates is in the
same range as those previously reported even though a large
proportion of the sampled fields in this study included both
mixed crops and trees.

Effectiveness of Crop Production

Estimators

We assessed several VI for their effectiveness in estimating
crop production. Correlation analysis did not show substantial
differences in the strength of the relationship between the
different VI and AGB, in particular in 2017. In 2018, RENDVI
2 marginally outperformed the other VI and was therefore
selected as the principle VI for crop production estimation in
this study. The importance of the Sentinel-2 red-edge bands
confirms previous research on crop mapping applications in the
Sudano-Sahel (Forkuor et al., 2018; Lambert et al., 2018). A main
reason for the high correlation between AGB and RENDVI 2 is
likely the sensitivity of the Sentinel-2 red-edge bands, in our case
particularly band 6, to key elements in photosynthesis, including
canopy content of chlorophyll and nitrogen. However, the small
differences in predictive performance suggests that the choice
of VI does not appear to be a critical consideration in this
particular agricultural system. The main exception was MTCI,
which previously has been identified as an effective estimator of
maize production (Jin et al., 2019), but was not in our study.

The effectiveness of the temporal metrics used as crop
production estimators differed between the 2 years. In 2017,
growing season peak values provided the strongest relationship
between AGB for all VI, whereas median VI values were generally

the most effective estimator in 2018. This is likely caused by
a combination of differences in i) availability of cloud free
imagery between the years, and ii) local growing conditions
related to rainfall amount and temporal distribution. The rainfall
distribution differed substantially between 2017 and 2018, which
may have affected both the total crop production, as well as the
relationship between VI and AGB. Growing season peak values
are the most commonly used estimator in comparable studies
(Azzarietal., 2017; Lambert et al., 2018; Jin et al., 2019). However,
our results suggest that the optimal estimator is likely a function
of annual crop growth dynamics and crop density, which in the
Sudano-Sahel is tightly coupled to the amount and distribution
of rainfall (Rockstrom and de Rouw, 1997; Gibon et al., 2018).

Inter-Annual Consistency of VI-AGB

Relationships

There was a relatively large disparity in estimation accuracy
between the 2 years in this study with relRMSE ranging between
32.2-56.2% in 2017 and 47.5-63% in 2018. The rather high
relRMSE is mainly an effect of the generally low AGB values
resulting from unfavorable growing conditions (soil and rainfall)
in the area. The higher relRMSE in 2018 can be explained by a
combination of two factors: the substantially higher mean AGB
and a weaker relationship between the VI based estimators and
crop production. The large difference in AGB between the 2 years
is the result of high climate variability that characterize this region
(Sultan and Gaetani, 2016). In addition, clouds restricted the
collection of imagery during late August and early September
in 2018. This relatively short window of time appears to be
crucial for achieving a strong relationship between VI and AGB
at the EGS (see Figure 5), and likely corresponds to the period
when crops reach maximum growth and greenness in this region
(Lambert et al, 2018). From mid-September, the crops start
to ripen with accompanying leaf senescence and chlorophyll
breakdown, which results in reduced correlation between AGB
and VI based estimators. Since the harvest of millet, sorghum
and cowpea usually takes place between late October and early
November, this time window opens up for using imagery from
this period as an important source of information for predicting
the harvest 1-2 months before the end of the growing season.
Such information is a key component of early warning systems
focusing on food security (Meroni et al., 2014a). However, the
duration of this study is too limited to characterize the high inter-
annual climate variability and its influence on crop development,
as well as the ratio between AGB and grain yield. A longer time
series of in situ crop production measurements is needed to
derive well-founded conclusions.

In 2017, the use of RENDVI 2 from an individual date
(September 7) resulted in slightly more accurate AGB estimates
compared to using growing season peak values. When applying
this method to map larger areas, the potential increase in accuracy
achieved from using single date imagery needs to be contrasted
with the possibility of increased data gaps caused by high cloud
cover coinciding with the period of maximum vegetation growth.
The use of a temporal metric, such as peak VI, has the benefit of
limiting the impact of clouds by combing VI values from multiple
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image acquisitions and thereby increasing the possibilities for
deriving gap free data coverage.

The results from this study using 2 years of data represent
conditions in a relatively small area, which needs to be kept
in mind. Several factors may influence the timing of maximum
crop growth and therefore the relationship between VI and AGB,
including inter-annual rainfall variability, soil moisture, sowing
date and differences between crop varieties or combinations
(Meroni et al., 2014b; Sanon et al., 2014; Wolf et al., 2015). These
factors are highly variable in space within the Sudano-Sahelian
zone, which makes it difficult to predict optimal timing for image
acquisition in a specific area. When applying this method for
estimating crop production on a regional or national scale, it is
therefore advisable to use temporal metrics as estimators instead
of individual dates for image acquisition. Besides reducing
the influence of clouds, the use of temporal metrics can also
compensate for local differences in the timing of maximum crop
growth, and consequently strengthen the relationship between VI
and AGB. However, further research using both longer time series
of in situ crop production, as well as sampling plots distributed in
a larger area is needed to clarify this issue.

The collection of in situ crop production measurements
is a work intensive and time demanding task. Hence, it
would be advantageous if a crop production model developed
for 1 year could be applied to estimate crop production
for future years. Identifying a temporal metric that is stable
through time and space will be an important task in this
context in order to facilitate operational application of satellite-
based crop production estimation. Our initial attempt to
test this showed that reasonably accurate estimates in terms
of R* and RMSE could be achieved when using the 2018
Sentinel-2 time series as input to the 2017 peak RENDVI
2 model. However, the results also showed that large inter-
annual differences in the range of in situ AGB could cause
problems for the estimation model. In our study, this generally
resulted in severe underestimation (relRMSE = 50%) of the
2018 crop production. Another explanation for the high
relRMSE in 2018 when using the model developed in 2017 can
be that the crop combination changed substantially between
the 2 years. More accurate predictions may be possible in
areas where the crop rotation cycle is more stable, and the
same crops or crop combinations are grown in the fields in
consecutive years.

Effects of Intercropping and Tree Cover

on Crop Production Estimation

When considering that previous research reported accuracies
for single crops or used crop specific prediction models,
our results derived from a high proportion of intercropped
fields are encouraging. Intercropping cereals with a significant
proportion of legumes is a common agricultural strategy
in Sudano-Sahel for improving food and nutrition security
and replenish soil nitrogen (Franke et al., 2018; Kulkarni
et al, 2018). We did not find evidence suggesting that a
high degree of intercropping affected the relationship between
VI and AGB, and consequently did not affect the ability

to estimate crop production from Sentinel-2 imagery. Crop
specific regression models may increase estimation accuracy
but require a land-cover map in which fields are classified
based on crop type or crop combinations. This adds a layer of
uncertainty that needs to be considered. In northern Burkina
Faso, Forkuor et al. (2018) showed that it is possible to
separate mono-crop fields with either cereals or legumes with
relatively high accuracy using Sentinel-2 image classification.
However, accurately distinguishing intercropped fields in remote
sensing imagery is virtually impossible (Bégué et al., 2018).
In addition, separation between millet and sorghum using
image classification is generally not reliable due to their
similar structure and spectral properties (Lambert et al,
2018). Taken together, this limits the applicability of crop
specific regression models in smallholder agricultural systems in
the Sudano-Sahel.

In addition to intercropping, the prevalence of a substantial
tree cover in the fields is generally considered an important
factor that restrict remote sensing for agricultural applications
in African smallholder systems (Lobell, 2013; Sweeney et al,,
2015). In this study, tree cover inside or in close proximity
to the fields did not seem to influence the crop production
estimation negatively. However, other sources of error may
have disturbed the relationship between VI and AGB and
reduced the accuracy of the estimations. Quantitative measures
of weeds or shrub coppices in the field were not recorded
during the in situ data collection. A high presence of such
vegetation is likely to influence the performance of the satellite
based estimation (Burke and Lobell, 2017), but could not be
assessed here due to lack of this information in the collected
reference data. The collection of such data is a key issue
for future studies.

Potential Applications of Satellite-Based

Crop Production Estimates

High-resolution crop production estimates of sufficient accuracy
have several applications of prime importance, especially in an
African context. Firstly, collection of field level data on crop
production is expensive and seldom reported systematically
in African countries, including in the Sudano-Sahel (Burke
and Lobell, 2017). Lack of such data limits the possibilities
to understand the causes of yield gaps in different types of
agricultural systems. Knowledge about yield gaps and their
causes is a key prerequisite for improving crop production
and increasing food security through various interventions
(Tittonell and Giller, 2013). In the agroforestry parkland
system, such interventions could include different strategies
for managing the tree cover, including crown pruning, tree
species selection and modifying tree densities in the fields
(Bayala et al., 2015). Detailed characterization of parkland
tree cover, including canopy structure and species composition
can be achieved using satellite remote sensing (Karlson
et al., 2014, 2016). The combination of detailed and spatially
explicit information on both trees and crops opens up
new ways of studying the mechanisms of this important
agriculture system.
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Crop production statistics reported at district to national
levels are generally considered unreliable in many African
countries (Carletto et al, 2015b), including Burkina Faso.
While limited in geographical scope, our results indicate that
Sentinel-2 imagery may represent an important complementary
data source to improve the situation. Other researchers
have shown that the accuracy can be improved when crop
production estimates are aggregated at a coarser spatial
unit, including districts and provinces (Azzari et al, 2017;
Jin et al, 2019). In Burkina Faso, national statistics of
the main crops are based on field level estimates that are
aggregated at regional and national level. These surveys
are conducted throughout the different regions of the
country and thereby captures the spatiotemporal variability
in crop types and combinations, and crop production
capacity. If quality of the surveys can be ensured and the
field level measurements are accurately geo-references,
these data could be used to calibrate Sentinel-2 based
crop production estimation models, which allow national
scale mapping. An important prerequisite for such an
approach is, however, accurate maps of agricultural field
boundaries. Previous research has demonstrated that such
maps can be derived from optical satellite systems, such
as Landsat 8 and Sentinel-2, even in the heterogeneous
smallholder systems of Sudano-Sahel (Forkuor et al,
2018). Another option for this task may be high-resolution
cubesat imagery with daily revisit periods provided by
systems such as PlanetScope to capture this highly dynamic
landscape where fields are regularly fallowed, and new land is
subsequently cleared.

CONCLUSION

This study investigated the potential of Sentinel-2 data for
mapping crop production at 10 m pixel resolution in a
smallholder agroforestry area situated in central Burkina Faso.
Several factors contribute to making this a challenging landscape
for this type of mapping, including pervasive cloud cover
during the growing season and heterogeneous agricultural
fields in terms of size, shape and a high prevalence of
intercropping of cereals and legumes, as well as interspersed
trees and shrubs. Our results based on 2 years of in situ
crop production data show that inter-annual variability in
climate conditions can lead to relatively large differences in
the relationship between crop development and VI, which
constitutes the basis for estimating crop production from
satellite data. This was manifested by interannual differences in
the effectiveness of satellite data acquisitions and the method
used for deriving VI temporal metrics. While the temporal
dimension of crop production estimation appears to be highly
influential on mapping accuracy, the choice between different VI
appears to be of lesser importance in the agroforestry parkland
system, which was in focus here. A way forward would be
research targeting a wider area, additional years of in situ
data and different crop combinations and densities to confirm
these observations.

The method presented here based on freely available satellite
data and processing tools was able to explain between 41
and 80% of the variability in the in situ crop production
data, depending on year and approach used for deriving
temporal metric from VI time-series. This relatively high
mapping accuracy is encouraging, especially since a high
proportion of the in situ data represented fields where cereals
and legumes were intercropped. From an operational mapping
perspective targeting regional or national scales, such field
conditions are to be expected for large areas of the Sudano-
Sahelian zone. These results contribute to a growing body
of research showing that sufficiently accurate and spatially
explicit estimates of crop production at landscape scale may be
feasible not too far into the future, even for the challenging
smallholder systems that dominates African agricultural systems.
Such information is of prime importance to improve the
quality, extent and resolution of national crop statistics, as
well as for research analyzing the causes of yield gaps.
While the quality may be questionable, field surveys collecting
national crop statistics are regularly conducted in many
African countries, including Burkina Faso. Relatively small
modifications in such survey protocols to better align with
the requirements of calibrating satellite-based crop production
estimates could be an efficient investment to improve field data
availability in this region.
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Two problems currently facing agriculture are drought and the availability of mineable
phosphorus minerals used for fertilization. More frequent and longer drought periods
are predicted to threaten agricultural yields in the future. The capacity of soils to hold
water is a highly important factor controlling drought stress of plants during the growing
phase. High phosphorus availability in soils is also necessary for high agricultural yields,
however, over application has also led to a range of environmental problems, foremost
being the eutrophication of waterways. Amorphous silica (ASi) has been suggested
as one solution to mitigate both water and phosphorus availability. In this work we
analyzed the effect of ASi on phosphorus mobility and the soil water storage of a sandy
soil. In a lysimeter experiment we found that ASi strongly increased the water storage
capacity (WSC) of soils (up to 180% by addition of 3 wt.% ASi). Furthermore, the ASi
is in direct competition with phosphorus for sorption sites on iron oxides and other
soil minerals increasing nutrient mobilization and increasing potential bioavailability for
plants. Following calibration to the lysimeter experiment a process based hydrological
model was used to extrapolate experimental results to a sandy agricultural soil with and
without ASi for 1 year. For the soil with ASi, the water storage capacities for the yearly
scenario were up to 40 kg/m? higher compared to the untreated soil. Our results suggest
that ASi enhances the WSC and phosphorus mobility in soil and that this may be one
way to mitigate the predicted climate change related drought stress in sandy soils.

Keywords: amorphous silica, field capacity, nitrate, sulfate, water storage capacity

INTRODUCTION

Low phosphorus (P) availability as well as longer and more frequent droughts are known to reduce
terrestrial ecosystem performance and crop production (Engelbrecht et al., 2005; Elser et al., 2007;
Michaelian et al., 2011; Elser, 2012; Fahad et al., 2017). The P content of soils is not always low.
But a high proportion of this P is stored in inaccessible forms such as organic P (Biinemann et al.,
2010), or is bound/adsorbed as inorganic P to, e.g., aluminum, iron oxides, or calcium minerals,
depending on soil pH (Beauchemin et al., 2003), soil diagenesis stage (Crews et al., 1995), and
mineral composition. Inorganic P is predominately immobilized as calcium phosphate minerals
at soil pH > 6.5. At lower pH values P tends to be bound/adsorbed by hydrous oxides of iron,
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manganese, or aluminum (Brady and Weil, 2008). At neutral pH
inorganic P reacts with silicate minerals (adsorption to weathered
silicates like clay minerals; Rajan, 1975), but the P binding to
those minerals is lowest compared with other minerals (Rajan,
1975; Brady and Weil, 2008). The different Si fractions in soils
contain dissolved Si (free in soil solution or adsorbed to soil
minerals), amorphous forms (e.g., the biogenic phytoliths or
the minerogenic silica nodules), poorly crystalline forms (e.g.,
secondary quartz), and crystalline forms (the primary silicates
like mica, feldspars, or quartz and the secondary silicates, e.g.,
clay minerals; Sauer et al., 2006). The availability of Si in soil
pore waters varies over at least two orders of magnitude (0.01 to
2.0 mmol L™1; Haynes, 2014), and is largely affected by vegetation
type, parent material, and soil diagenesis stage (Derry et al., 2005;
Struyf and Conley, 2009). Soils differ quite substantially in regard
to amorphous Si (ASi) content in soils (0.1 to ~6%; Saccone
et al., 2007) depending on climate regions, parent material, and
vegetation cover.

It was recently shown that Si availability in soil is positively
related to the plant P status (Neu et al., 2017) and to P availability
in soils (Schaller et al., 2019; Homberg et al., 2020). The study of
Schaller et al. (2019) showed that increasing Si availability in soils
lead to a mobilization of Fe(II)-P phases from mineral surfaces
increasing P availability/mobility in soils (Schaller et al., 2019).
However, it is currently not clear to which extent Si is able to
inhibit P binding to soil minerals and if P is mobilized from
secondary sources such as fertilizers.

Terrestrial ecosystems are suggested to be threatened from
increased drought risks due to climate change on both the
continental and the global scale (Lehner et al., 2006; Allen et al.,
2010), negatively affecting ecosystem performance (IPCC, 2013).
During severe drought periods plants suffer from drought stress
and wilting, because the soil water storage decreases to values at
which water is no longer available for plants, Anjum et al. (2011).
Key parameters affecting the water supply to plants are the plant
available water content in soils and the water storage capacity
(WSC) at different water potentials (Saxton and Rawls, 2006).
Soils differ quite substantial in WSC (Kern, 1995) and agricultural
practice was shown to reduce soil water storage capacity (Mahe
et al., 2005). Agricultural intensification also lead to decreasing
ASi content of soils (Struyf et al., 2010; Vandevenne et al., 2012;
Carey and Fulweiler, 2016) due to of yearly extractions of ASi by
crop harvest (Vandevenne et al., 2012), as many crop plants are Si
accumulators (Haynes, 2014).

Recently, it was shown that soil ASi content is an important
factor for soil WSC and plant available water (Schaller et al,
2020). It was shown that an increase of ASi by 1% or 5%
(by weight) increased the water content at any water potential
and plant available water increased by up to >40% or >60%,
respectively (Schaller et al., 2020). However, this effect of ASi on
WSC and plant available water was only shown for small soil
samples on laboratory scales with a soil depth of ~5 cm. It is
currently not clear how ASi is able to increase WSC in the rooting
zone of typical crop plants (50 cm).

In this work, we analyzed the effect of different soil ASi
contents on both P mobility and WSC of soils using a lysimeter
with a soil depth of ~50 cm. Lysimeter experiments were

modeled using a physically based hydrological model based
on soil retention functions and soil characteristics published
previously in Schaller et al. (2020). The model was then used to
study the WSC and water availability in the crop rooting zone
over 1 year using measured rainfall and soil properties from
an agricultural area in Eastern Germany (Brandenburg). Our
hypotheses were (i) Si will limit sorption of P to the soil matrix
due to competition for soil sorption sites on iron oxides and
oxyhydroxides and (ii) the WSC and water availability for plants
is increased significantly in soils amended with ASi, and this is
important on a yearly scale.

MATERIALS AND METHODS

Analysis

The washed pure sand (Dorsilit, Dorfner GmbH, Hirschau,
Germany) used in the experiments had a grain size between 0.1
and 0.5 mm. Samples taken from the sand were extracted using an
aqua regia (9 mL HCl and 3 mL HNO3) digestion using 500 mg
sand at 160°C according to (DIN-EN-13346, 2001). The extract
was analyzed for its Fe and P content with an ICP-OES (Varian,
Vista-Pro radial). Additionally, the sand was examined for its N
and C content using a Nitrogen and Carbon Analyzer (Thermo
Quest, Flash EA 1112). Amorphous Si of the used sand was
analyzed in a 0.1 M Na,COj3 solution at 85°C for 5 h according to
DeMaster (1981), and available Si was extracted by the Mehlich-3
extraction (Mehlich, 1984).

Water samples were analyzed for Si by ICP-OES and for
phosphate, nitrate, sulfate, and chloride by ion chromatography
(Metrohm, 822 Compact IC plus; separation column: Metrosep
A Supp 4) according to (DIN-EN-ISO-10305-1, 2008). Due to the
phosphate concentration being too low for ion chromatography
in case of the mobilization experiments P concentrations were
analyzed using a spectrophotometer (Hach, DR 2800) and the
molybdenum blue method. Therefore, 2.5 ml of the sample, 25 1
molybdate sulfuric acid, and 100 1 10%-solution of ascorbic acid
were poured into cuvettes and shaken. After a reaction period
of 10 min the samples were measured in the spectrophotometer
at a wavelength of 720 nm. Additionally, a standard with a Si-
concentration of 30 mg 1=! made from Na,03Si - H,O and
ultrapure water was measured to check for an interference
of Si with the molybdenum blue method. The phosphate
concentration was calculated using the extinction measured by
the spectrophotometer and a standard curve made beforehand.

Lysimeter Experiments

The setup of the lysimeter experiment is shown in Figure 1. The
lysimeter was set up in a greenhouse and was operated from
July to November. As there was only one scale each treatment
was conducted as a separate part experiment one after the other.
The experimental setting consisted of a scale and a cylindrical
container with a diameter of 60 cm and a height of 60 cm. The
soil container was connected to a scale to monitor the change in
weight during the experiments. The scale was constructed of four
load cells (Bosche, A30) with a maximum capacity load of 150 kg
each. The container had an outlet at the bottom (2 cm radius),
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where leachate water was discharged and collected at 1 L intervals
in the beginning of the experiment and later at 5-10 L intervals.
The discharged leachate water was not taken into account when
weighing the lysimeter. A mass fraction of 0% (as control), 1%,
and 3% by volume ASi (SiO,, Aerosil 300, Evonik Industries) was
mixed with sand. After mixing the dry sand with the ASi the
material was filled into the lysimeter to reach 55 cm thickness,
each. The weight of the dry sand was 175 kg in the treatment
with 0% ASi, 172 kg with 1% ASi, and 146 kg with 3% ASi. The
pure sand had an ASi content of 25 mg kg™! DW~! and a Si
availability of 10 mg kg~! DW L.

For irrigation of the sand a four-channel peristaltic pump
(Ismatec, Model ISM945D) and silicone tubes (4 mm diameter,
1 mm wall thickness) with holes (0.5 mm diameter) were used.
The lysimeter was watered at a rate between 3 ml min~!
and 5 ml min~!, not differing between treatments. The
irrigation water (deionized water) had a PO43~ concentration
of ~12.5 mg L™!, a NO3;~ concentration of ~55 mg L1, and
a CI~ concentration of ~30 mg L~!. There was no SO~
in the used water. The irrigation water had a pH ~ 8, but
weakly buffered. To reach those concentrations deionized water
was mixed with 0.069 ¢ NaNOs, 0.048 ¢ Na Cl, and 0.023 g
NayHPOy - H,O per liter. The used sand had a Fe concentration
of 299 + 74 mg kg=! DW~! and a P concentration of
162 + 30 mgkg ! DW™ 1.

The load cells were logged using a BayEOS low power board
that was read-out by a HX7 11 24 Bit AD-converter with an
amplification of 128. The data was sent per RF24 to a router and
from there transferred to the BayEOS server by BayEOS gateway.

After the breakthrough of the drainage water samples were
taken every hour in the beginning and later in larger intervals.
The samples were filtered with 0.2 jum syringe filters and analyzed
using an ion chromatograph with suppressor module (see above).

After each experiment the rate of irrigation was determined by
fitting a linear model of the form y = mx to the weight data from
the beginning of the experiment until the breakthrough. m is the
irrigation rate, y is the weight, and x the is passed time.

Mobilization Experiment

Fifteen g of sand with 3% vol/vol ASi and 0% ASi for control
were mixed with 30 ml of ultrapure water in 30 50 mL vials
per treatment using a horizontal shaker (Edmund Bithler GmbH,
SM 30) with a frequency of 125 min~! at room temperature
(replication of three). At each time step (after 0, 1, 2, 3, 8.5,
23.5, 30.5, 48.5, 96.5, and 168.5 h) three vials of each treatment
were taken out and centrifuged for 3 min at 5,000 rpm (Thermo
Scientific, Hareas Multifuge X3). The supernatant was then
filtered using a 0.2 pm syringe filter and analyzed in the ion
chromatograph and spectrophotometer by molybdenum blue
method (see above).

Statistical Analysis

Analysis of variance (ANOVA) was used to compare element

concentrations between the different treatments using
SPSS version 22.

Numerical Modeling

Variably saturated flow conditions for the lysimeter

experiments were represented with the numerical flow model
HydroGeoSphere (HGS; Aquanty and Inc, 2015). HGS solves
the Richard’s equation by applying a finite element/control
volume discretization scheme. A computational grid was set up
representing the dimensions of the lysimeter in 3D (Figure 2).
The model domain was discretized using prismatic 6-node
elements with a horizontal and vertical resolution of ~2 cm and
1.5 cm, respectivley. Constant and variable rainfall application
was implemented by assigning a specified flow boundary
condition (type Neumann) to the upper elements of the model
domain (Figure 2). A no flow boundary condition was assigned
to the element interfaces representing the outer boundaries of the
cylindrical lysimeter. A free drainage boundary condition was
assigned to those elements at the lower boundary that represent
the outlet of the lysimeter (Figure 1) to mimic percolating
water. Soil retention functions for the pure sand and the sand
containing 3% ASi (relative permeability vs. saturation and
matrix potential vs. saturation as shown in Figure 2) as well
as measured saturated hydraulic conductivities and effective
porosities (Table 1) were adopted from Schaller et al. (2020).
For the simulation of the breakthrough experiments the model
was initialized by assigning a negative total head of -5 m to all
computational nodes of the grid in order to represent the very
dry initial state of the sand.

Saturated hydraulic conductivities for the pure sand and
sand + 3% ASi were measured using a constant head darcy
permeameter with 3 replica samples per soil types (mean values
are listed in Table 1). As there usually is an uncertainty related
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to the measurement of soil properties including the transfer of
those parameters obtained from laboratory experiments to the
field scale (or in our case to the scale of the lysimeter experiments)
we decided to additionally derive a parameter set for Ky, and Og
from model calibration. For this the model was run to represent
the WSC for the pure sand and sand with 3% ASi using the

TABLE 1 | Measure and calibrated soil characteristics for the pure sand and sand
containing 3% ASI.

Sand Sand + 3% Sand Sand + 3%
(measured) ASi (calibrated) ASi
(measured) (calibrated)
Effective porosity 0.38 0.6 0.38 0.6
Heﬁ H
Saturated hydraulic 1.6 0.85 1.2 3.0
conductivity Kgat
[md"]

measured soil characteristics (Table 1) as initial values for the
calibration procedure. Based on the observed WSC,, [M] and
simulated WSC, [M] an objective function (®) [M?] was defined
as a quantitative measure for the model performance:

® = (WSC,, — WSCy)? (1)

A best fit parameter set for the pure sand and with 3% ASi was
derived by locally minimizing the objective function in Eq. 1
using a manual calibration scheme.

The best fit parameter set as well as the measured ones
subsequently were used for a yearly scenario using an observed
rainfall record. For the yearly scenario the free drainage boundary
was extended to all interface elements of the lower boundary to
create realistic gravity driven percolation of water for the entire
lower interface area. For both soil types the yearly simulations
were initialized using a spin up run using the same yearly
rainfall record and where the final head distributions at day 365
were used as initial conditions for the main run. The yearly
rainfall data was measured for the water year 2018 (November
1st 2017 to October 31th 2018) for the area around the town
of Miincheberg, an agriculturally dominated region in eastern
Germany (Brandenburg) that is predominantly characterized by
sandy soils. With a total of 434 mm rainfall the water year 2018
was very dry compared to the average precipitation of 545 mm
in this area. The eastern parts of Germany are predicted to
suffer from extended drought period in the future and a decline
of average rainfall rates over the next 50 years (Fischer and
Knutti, 2016). The yearly simulations were performed according
to the guidelines of virtual experiments (Weiler and McDonnell,
2004). Here the simulations were not intended to provide realistic
predictions for a specific field site rather we wanted to show
how the altered soil properties of the sand containing 3% ASi
are affecting the WSCs during a variably rainfall scenario. An
error analysis for the four yearly scenarios was performed where
the simulations were checked for their accuracies in closing the
dynamical water balance.

RESULTS AND DISCUSSION

Water Storage Capacity Dependent on

Soil ASi Content

The WSC of the soil profile increased with increasing soil ASi
content (Figure 3). The high surface area of the ASi increases the
adsorption of water films on the particle surfaces. In addition, the
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high porosity of the ASi may lead to the formation of silica gels
which are known to have a water holding capacity of more than
500% (Iler, 1973). The finding that ASi is increasing the WSC of
soils is in line with recent findings also showing an increase of
soil WSC with increasing soil ASi content for the same material
used (Schaller et al., 2020). However, compared to the 5 cm thick
soil layer in the former study (Schaller et al., 2020) our current
data showed little less WSC for 1% ASi and much higher WSC
for the soil with 3% ASi. We conclude that ASi seems to be a
highly important parameter for soil WSC, but the fundamental
mechanisms of water storage are still poorly understood. The
high WSC of the soil with 3% ASi is extremely high compared
to that of clay minerals (Brady and Weil, 1999) or even Andosols
(Hodnett and Tomasella, 2002), and are in the range of allophane
(Fontes et al., 2004). It is clear that the different concentrations
of ASi in soils in combination with different substrates have to be
analyzed in future to obtain a more generalized picture on how
ASi is affecting WSC of soils.

Nutrient Binding in the Soil Column
Affected by Silica

Amorphous silica was able to reduce phosphate binding to soil
minerals. Phosphate was also mobilized by ASi from binding
to soil minerals. We found significant (p < 0.001, df = 1,
and F = 5685.959) increased mobilization of phosphate in the
treatment with 3% ASi compared to the control without ASi
addition in the mobilization experiment (Figure 4). This can be
explained by the simultaneously occurring significant [p < 0.001,
df =1, and F = 5595.545 (p < 0.001, df =1, and F = 5685.959)]
higher dissolution of ASi to silicic acid in the 3% ASi treatment
compared to the control (Figure 4). A strong relationship
(R? 0.92, p < 0.001) between ASi silicic acid concentrations
and phosphate mobilization from the soil minerals was found
(Figure 5). Separated into the two experiments with 0% and 3%
ASi addition the correlation between silicic acid and phosphate
showed nearly the same relationship for the 3% ASi treatment
with r 0.97 and p < 0.001 (Supplementary Figure S1). This

strong relationship of silicic acid and phosphate mobilization is in
accordance with recent studies showing an increased phosphate
mobilization with increasing ASi availability (Schaller et al,
2019). The same pattern was found for the lysimeter experiments.
The Si concentrations in the lysimeter seepage water was below
10 mg L™! for the control treatment (0% ASi), ~70 mg L™!
for the 1% ASi treatment and ~80 mg L~! for the 3% ASi
treatment (Figure 6A). The phosphate concentration in the
seepage water at lysimeter breakthrough was ~2 mg L~! for the
control treatments with no ASi addition (0% ASi), ~9 mg L1
for the treatments with 1% ASi, and ~7 mg L~! for the
treatment with 3% ASi. In the control treatment a slower increase
in phosphate concentration was found, reaching ~7 mg L~!
after 23 days (Figure 6B). In the treatment with 3% ASi the
seepage water reached the phosphate concentration of the initial
irrigation water of ~12.5 mg L™ after 12 days. The phosphate
concentration in the treatment with 1% ASi reached 11.5 mg L™}
after 20 days. As the slope of the phosphate concentration in the
treatments with 0% and 1% ASi was that low, the experiment
was stopped before reaching the phosphate concentration of the
initial irrigation water of ~12.5 mg L~ ! (Figure 6B).

The temporal development of the phosphate breakthrough
curves between the various experiments are consistent with
our understanding of the competitive sorption of inner-
sphere complexes to iron oxides. Silicic acid can be treated
as a non-charged bidentate ligand at the experimental pH
(<7; Taylor, 1995). This means that the H4SiO4 molecule
complexes covalently to oxygen atoms at the corners of edge
linked iron oxide octahedra by m bonding of their p orbitals
(Swedlund et al, 2010; Dol Hamid et al, 2011; Noritake
and Kawamura, 2015). Adsorption is in 2C coordination
with ferrihydrite. In this coordination H4SiO4 is in direct
competition for sorption sites with the monodentate and
bidentate (depending on pH) ligands of the phosphate molecule
(Figure 7; Taylor, 1995; Ahmed et al, 2019). In general the
PO4 molecule has a stronger binding energy to iron oxides
than the silicic acid (Taylor, 1995), however, the high pore
water concentrations of H;SiO4 in the ASi amended soils
favor both (1) displacement of sorbed phosphate, as observed
in the kinetic extraction experiments, and (2) occupation
of iron oxide sorption sites by H4SiO4 ligands in the
lysimeter experiment.

One potentially important aspect of surface siliceous acid
chemistry is the propensity of the H4SiO4 to polymerize
at high concentrations both in solution and on iron oxide
surfaces forming Si-O-Si oligomer chains (Pokrovski et al., 2003;
Hiemstra et al., 2007; Dol Hamid et al., 2011). It has been
shown that polymerization of Si-O-Si occurs between H,SiO4
adsorbed to the iron oxide surface and the solution phase
H4SiOy4 and that this is favored at low pH and high Si/Fe ratios
(Swedlund et al., 2010). Reduced iron surfaces, such as that of
magnetite, also favor polymerization over more oxidized surfaces
such as ferrihydrite (Elgaroshi et al., 2019). Once the solid-
solution phase oligomer is formed the solution phase molecule
tends to also bind to the iron oxide octahedral, again with 2C
coordination, increasing the coverage of H4SiO4 on the iron
surface (Figure 7). The sorbed oligomer displays “condensed
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matter” properties with a pyroxene-like structure which may
behave differently to the adsorbed monomer (Swedlund et al.,
2010; Elgaroshi et al., 2019). The experiments conducted here
had Si/Fe molar ratios of 0.53 which would favor the formation
of condensed Si-O-Si oligomer surface structures on the iron
oxides, especially in the 3 wt.% ASi experiment. While it is
currently uncertain, we hypothesize that this condensed H4SiO4
surface oligomer will have a higher surface binding affinity
to the iron oxides than the monomer alone because of the
increased crystallinity of the tetrahedra chains, and thus reduce
the probability of desorption as solution chemistry changes.
In experiments studying sorption of CrO4%~ to iron oxide
surfaces Zachara et al. (1987) noticed that H4SiO4 hindered
the adsorption of CrO4?~, and exchange was especially slow
after iron oxides had been aged with HSiO4. At the time
of Zachara et al. (1987) polymerization, condensation and
crystallization of the silica oxide complex at the iron oxide
surface was not known, but it seems likely that this process

reduced the rate of CrO4%~ exchange between the aqueous
phase and the iron oxide surface. This may mean that once
H4SiO4 is sorbed to iron oxide surfaces it will be a long-
lasting hindrance to phosphate immobilization, and thus make
phosphate bioavailable in soils for longer than expected based
on simple monomer chemistry. However, it is also clear that
more work needs to be conducted on the fundamental process of
competitive binding between iron oxides, phosphate and silicic
acid beyond the double layer model and how this is affected
by surface Si-O-Si polymerization and crystallization in the
presence of phosphate.

Nitrate concentrations of the control treatment (0% ASi)
started at ~45 mg L~! followed by a period of values below
the nitrate concentration of the irrigation water of ~55 mg L™!
and after water input of about 175 L the nitrate concentration
increased to values little bit higher than those of the irrigation
water (Figure 6C). The nitrate concentration of the 1% ASi
treatment started at values of 50 mg L~!. After water input
of about 45 L the nitrate values in the seepage water were
higher compared to the irrigation water until a water input of
about 75 L. Afterwards, the nitrate concentration of the 1%
ASi treatment decreased to values below the irrigation water
(Figure 6C). The pattern of the nitrate concentration of the 3%
ASi treatment was different with values of nearly 80 mg L™!
after a water input of about 50 L. This value dropped rapidly
to values of ~60 mg L~! and remained at this concentration
(Figure 6C). Additionally, we found a mobilization of nitrate
from the soil in the mobilization experiment (Supplementary
Figure S2). These results with ASi increasing nitrate mobility
are in line with finding froma peatland experiment showing
increased nitrogen mobilization into pore waters after ASi
addition (Reithmaier et al., 2017).

The sulfate concentration of the irrigation water was 0 mg L™}
for all treatments. Hence, all sulfate analyzed in the seepage
waters was mobilized from the soils. The sulfate concentrations
of both the control (0% ASi) and 1% ASi followed the same
pattern with a start of ~5 mg L™! followed by strong increase
to values of 60 mg L~! for the 0% ASi and 40 mg L~! for
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the 1% ASi treatment. Afterwards, the sulfate values dropped
for both treatments to values of ~4 mg L~! (Figure 6D). For
the treatment with 3% ASi the sulfate concentration in the
seepage water at lysimeter breakthrough was nearly 95 mg L™!
and dropped to values of 20 mg L~! rapidly (Figure 6D).
Afterwards, sulfate concentration in 3% ASi treatment decreased
to values of the 0 and 1% ASi treatments. We also found a
mobilization of sulfate from the soil in the shaker experiment
(Supplementary Figure S2).

The chloride concentration followed the same pattern as
for the sulfate. In all treatments the chloride concentration
in the seepage water was always higher compared with the
irrigation water (Figure 8, red line). The chloride concentration
started at ~30 mg L™! for both the 0 and 1% ASi treatments,
increasing to values of ~45 mg L™! and afterwards decreasing
to values of ~30 mg L~! again. The chloride concentration
in the seepage water of the 3% ASi treatments was at
lysimeter breakthrough ~75 mg L~! and decreased rapidly
to vales of ~40 mg L~! (Figure 8). Afterwards, chloride
concentrations in 3% ASi treatment decreased to vales of
~36 mg L™!. We found a tendency of increased mobilization

of chloride from the soil by ASi in the mobilization experiment
(Supplementary Figure S2).

The temporal trends in nitrate, sulfate and chloride
concentrations in the lysimeter can be explained by dissolution
of salts from the soil matrix, with relatively little effect of
sorption in the soils profile (Tyler and Thomas, 1977; Appelo and
Postma, 2005). This is mostly clearly seen in the breakthrough
curve of sulfate, as it was not added to the experiment. The
temporal trend in these ions in the control and the 1 wt.% ASi
amendment was very similar due to the minimal difference in
WSC between these two experiments. In these experiments the
contact time and therefore flow path length and water/sand
ratio was similar, leading to a comparable dissolution of the
salts (C1—, SO42~, and NO3 ™) from the sand matrix (Berezniak
et al., 2018). In contrast, the 3 wt.% ASi experiment displayed
a significantly longer water residence time in the lysimeter
and a higher WSC than either of the other two experiments.
This means that the water had a longer contact time with
the sand matrix due to longer and more tortious flow paths
through the soil profile. This decreased the water/sand ratio
and concentrated salts in the first part of the breakthrough
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solution (Berezniak et al., 2018). In a real system the increased
residence times in the soil profile are likely to have complex
and possibly opposing effects (Raats, 1981; Lu et al, 2018).
Increased water residence in the soil increases the contact
time between redox sensitive elements such as nitrate and the
organic substrate. This may favor chemical reduction and so
loss (as N or NO) of this nutrient from the soil (Jahangir
et al,, 2012). The longer residence time in the rooting zone
may also lead to a higher availability of nutrients and uptake
by vegetation before the nutrients are lost below the rooting
zone, and ultimately into the groundwater (Zotarelli et al,
2008). This could have positive environmental effects as nitrate
contamination of groundwater is a major concern for water
resources and aquatic ecosystems. Overall there is little evidence
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FIGURE 8 | Chloride (CI") concentration in the seepage water in relation to
water input for different soil ASi content. The red line indicates the
concentration of the irrigation water.

that the ASi influences and sorptive behavior of these ions,
but indirect effects such as increasing the WSC of the soil
and increasing the residence time in the rooting zone has the
potential for positive environmental outcomes.

Simulated WSC

For the measured soil parameter set (Table 1) simulated
WSCs under stationary conditions, achieved at the end of
the breakthrough experiments, reached 32.9 kg of water for
the pure sand and 42.4 kg for the sand containing 3% ASi.
Best fit parameters obtained from model calibration (Table 1)
that locally minimize the corresponding objective functions
(Figure 9) resulted in a simulated WSC of 29.7 kg (sand) and
45.19 kg (sand + 3% ASi), respectively. Observed WSC for the
pure sand was 29.9 kg and 45.2 kg for the sand containing 3%
ASi. Parameter sets derived from calibration reflect a strong a
positive correlation between an increase in the effective porosity
(0.38 to 0.6) and an increase in Kg (1.2 m/d to 3.0 m/d) which
is often described in literature (Suleiman and Ritchie, 2001;
Urumovi¢ and Urumovi¢ Sr, 2014).

For the yearly scenarios using the measured and calibrated
parameter sets, percolation (water that is leaving the model
through the lower boundary) and rainfall rates are shown in
Figure 10A. Maximum percolation rates for both parameter
sets were simulated for the rainstorm event around day 250
and lowest rates for the extended drought period in-between
day 100 and 130.

Simulations representing sand with 3% ASi (red solid and
red dashed lines in Figure 10A) show higher percolation rates
during dry conditions compared to the simulations for pure
sand. Although, the effect was less distinct when the simulations
were run using the calibrated parameter set compared to the
measured ones (solid and dashed lines in Figure 10A). During
rainfall events sand with 3% ASi is capable to store more water
compared to the pure sand which can be seen for the measured
parameter set (Figure 10C) and also to a lesser extend for the
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calibrated parameter set (Figure 10D). The effect of the ASi to
store more water during rainfall events and simultaneously hold
it for a longer periods of time during dry conditions result in
a higher mean saturation (mean = 0.59 and 0.38, Figure 10B)
throughout the year compared to the pure sand (mean = 0.1,
Figure 10B). All simulations were assessed and tested for
numerical accuracy in solving the transient water balance.
Numerical errors were lowest for the measured parameter set

(<1%) and slightly increased but still acceptable (<2%) for the
calibrated parameters.

Although the effect of evapotranspiration was not explicitly
considered in the HGS simulations, the simulations clearly
indicated increased storage capacities of sand when mixed with
ASi. This additional WSCs of sand containing ASi should have
a positive effect on water availability for plants in the rooting
zone of sandy soils which was indicated by the simulated higher
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FIGURE 10 | (A) Applied rainfall rates for the yearly simulation scenario (November 1st 2017 to October 31th 2018) and the modeled percolation rates for the pure
sand and the sand with 3% ASi. (B) Simulated water saturation at 30 cm depth for the measured and best fit parameter set. (C) Simulated cumulative water uptake
in kg per unit area for the sand and sand with 3% ASi for the measured parameter set listed in Table 1 (water uptake is relative to the initial water content; D)
Simulated cumulative water uptake in kg per unit area for the sand and sand with 3% ASi for the best fit parameter set (water uptake is relative to the initial water
content).

mean annual saturation. A more realistic simulation scenario simulations are beyond the scope of this study and probably will
would require accounting for evapotranspiration using various be performed in future once experimental data from field scale
vegetation types in the hydrological model. However, such application of ASi is available.
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CONCLUSION

The strong effect of ASi increasing the soil WSC and water
availability for plants during drought periods may be used
in future agriculture practices to mitigate plant stress due to
water limitation and associated harvest losses. There may be
a number of secondary effects of applying ASi that should be
considered before widespread application, however. For example,
an increase in WSC of soils may lead to lower groundwater
recharge rates due to increased evapotranspiration, altering the
water budget of stream systems connected to the regional aquifer.
Also, the rapid increase in phosphorus mobility may lead to
an excess of phosphate in the soil pore water. If plants uptake
cannot quantitatively use this phosphate for growth there is
the potential for increased phosphate levels in groundwater
via leaching. There is, however, very little known about the
potential side effects of ASi use, and they should be studied
in the future at the plot scale. Despite these concerns, we feel
that if done in a suitable manner the application of ASi can be
considered a promising mitigating measure for increasing water
and nutrient availability in agricultural systems. This may be
particularly important in future as climate predictions are for
increased extreme conditions, included more extreme, and longer
duration of drought. It is expected that ASi will be especially
effective in sandy soils where water storage capacities are low
and interactions with organic carbon are less likely to compete
with Si for sorption sites. Future work should look into more
complex soil systems to understand interactions between soil
solutions including organic matter and clay minerals, as this may
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Fungicide and herbicide chemistries are commonly applied in agricultural production
systems and other agricultural landscapes during flowering periods, which are
concurrent with the timing of bee-dependent pollination services in many plant species.
As a result, bees can be exposed to these pesticides while foraging crops and other
flowering plants in the landscape where they have been administered. Laboratory and
semi-field studies simulating these pesticide exposure scenarios have demonstrated
lethal and sub-lethal impacts to both Apis and non-Apis species of domesticated bees.
Exposure to fungicides and herbicides has also been attributed to bee genetic and
molecular-level changes in some cases. Herbicides can also indirectly impact bees as a
result of decreasing weeds and other flowering plants that serve as nutrient resources
for foraging bees. We analyze a series of recent studies concerning the toxicity of
fungicides and herbicides to Apis and non-Apis bees as a basis for forming our views on
key priorities regarding the direction of future research initiatives in this area. Exploring
the impacts of agricultural pesticides beyond insecticides to bees is timely given the
documented bee declines in the last decade and the resulting widescale interest in
identifying the different drivers of these declines among the biological and the ecological
scientific communities.

Keywords: fungicides, herbicides, bees, pollination, crop production, fungi, weeds

INTRODUCTION

Bees are important pollinators of cultivated crops and wild flowering plants, and the ecological
services that they provide are integral to plant reproduction and ecosystem foundation. Therefore,
bees are a critical variable in the function of agricultural systems used to produce food and fiber
crops. Rising awareness of population declines of bees and other invertebrate pollinators over
the last decade has dramatically increased the amount of research devoted to this particular area
of ecological science, and as a result, several key contributing factors have been identified and
reviewed (Maini et al., 2010; Meeus et al., 2018; Belsky and Joshi, 2019). One of these factors is the
increased frequency of insecticide applications for plant protection against herbivorous insect pests
in commercial agricultural and ornamental crop production. Beyond insecticides, bees are exposed
to a diversity of other agricultural chemicals, as demonstrated by Mullin et al. (2010) who found
121 different pesticides and metabolites in beehives and associated hive materials and Hladik et al.
(2016) who detected 19 pesticides and degradates in 54 samples of native bees collected from wheat
field and grassland land covers. Fungicides (commonly used in agricultural crop production for
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controlling molds and fungal diseases) and herbicides (applied
to reduce weeds and other unwanted plants) are among those
other chemistries. Determining the impacts of fungicides and
herbicides on bees is a new area of major scientific interest
given that the global market value (Pesticides Industry Sales
Usage, United States Environmental Protection Agency, 2017)
and quantity of these chemicals sold and applied (in tonnage)
outnumbers insecticides (Eurostat, 2018; Jess et al, 2018).
Insecticide toxicity to bees has been extensively investigated over
the last 15 years; however, comparatively little is known regarding
the impacts of fungicides and herbicides to bees. Since they are
often applied in agricultural crop production systems throughout
the year, including periods of bloom (Bosch and Blas, 1994;
Andert et al., 2016; Zubrod et al., 2019; Heller et al., 2020),
Apis and non-Apis bee species can come into contact with these
chemicals while actively pollinating. Simulating these scenarios,
laboratory, and semi-field studies have demonstrated the impacts
of fungicide and herbicide exposure (as both single chemicals
and in combination with other pesticides) on lethal and sub-
lethal toxicity to different species of managed bees (Fisher et al.,
2017; Heard et al., 2017; Iverson et al., 2019). Several recent
studies have also linked physiological changes at the molecular
and the genetic levels in bees after exposure to these agricultural
chemicals (Jumarie et al., 2017; Mao et al, 2017). Indirect
effects on bees include diminished floral resources, resulting from
herbicide usage on susceptible weeds and other flowering plants
(Bohnenblust et al., 2016; Jacobson et al., 2018).

It is important to note that a small group of commercially
bred Apis and non-Apis species comprises the principal agents
of agricultural crop pollination. However, the plight of solitary
wild bees is crucially important. Diverse pollinator communities
are integral for the proper functioning of ecological systems
(Ollerton, 2017; Winfree et al., 2018) and have been shown to
drive increases in agricultural crop fruit set and yield, especially
given the recent declines of domesticated honey bees (Klein et al.,
2012; Blitzer et al., 2016; Garibaldi et al., 2016; Woodcock et al,,
2019). Currently, less studies on pesticide toxicology to wild
solitary bees have been done as a result of their not being regarded
as major pollinators combined with the increased difficulty in
administering pesticides to these bees (which are often smaller
in size) in the laboratory and in the field. Despite this, future
research exploring the differences in pesticide impacts among
different bee species is warranted, given the discrepancies in
the results of existing studies. Conflicting findings such as those
suggesting differences in pesticide toxicology among bee species
(Biddinger et al., 2013; Sgolastra et al., 2017) and those that do
not (Spurgeon et al,, 2016; Heard et al., 2017) must be further
addressed, especially with regard to fungicide and herbicide
chemistries. Although most of this work has and will continue
to focus on the grouping of commercialized Apis and non-
Apis species, taking this approach at least begins to expand into
solitary bees. We address this subject along with disagreement in
the discussion as to whether honey bees can serve as a surrogate
for non-Apis species in pesticide toxicology testing.

Here we discuss recent studies that demonstrate the toxicity of
fungicides and herbicides to commercialized Apis and non-Apis
bee species. We also discuss current knowledge gaps and present

our views on future research areas and regulatory framework
needs to appropriately assess the risks of bee exposure to
fungicide and herbicide chemistries.

FUNGICIDE AND HERBICIDE
CHEMISTRIES AND MODES OF ACTION

Fungicides are classified into several families. Sterol biosynthesis
inhibitors (SBI) and demethylation inhibitors (DMI) inhibit
the cytochrome P450 monooxygenase-dependent step in fungal
egosterol production and cell wall synthesis (Kuck et al., 2012;
Casida and Bryant, 2017; Zubrod et al., 2019). Respiratory
chain succinate dehydrogenase inhibitors of complex II impede
respiratory chain succinate dehydrogenase (Angelini et al., 2014),
while respiratory chain strobilurin-type quinone outside-site
of complex III inhibitors inhibit mitochondrial respiration by
interfering with proper electron transport from cytochrome b
to cytochrome c; (Bartlett et al., 2002; Zubrod et al., 2019).
Chlorothalonil is a chloronitrile fungicide that functions through
multiple modes of action (Zubrod et al., 2019).

Herbicides are classified by their mode of action. 4-
Hydroxyphenylpyruvate  dioxygenase  inhibitors  impair
carotenoid biosynthesis, causing plant bleaching and subsequent
death (Hawkes, 2012), while protoporphorinogen-IX-oxidase
inhibitors facilitate the peroxidization of fatty acid unsaturated
bonds within cell membranes (Theodoridis et al., 2012). Acetyl
CoA carboxylase inhibitors prevent the normal metabolism
of fatty acids (Bretschneider et al., 2012; Wenger et al.,, 2012).
Cellulose biosynthesis inhibitors prevent the formation of
crystalline cellulose fibers that are essential for the stability of
plant cell walls (Dietrich and Laber, 2012). Acetolactate synthase
inhibitors prevent the biosynthesis of branched amino acids,
leading to cell division impairment (Jeschke, 2015). Auxin
mimics function by mimicking the auxin hormone necessary for
plant growth (Walsh and Schmitzer, 2012; Jeschke, 2015).

TOXICITY OF FUNGICIDES TO
DIFFERENT SPECIES OF BEES

Apis Bees

Several recent studies have demonstrated the toxicity of field-
realistic fungicide exposure to a variety of honey bee adult
and larval health endpoints. The toxicities of both single
active ingredient fungicides and the synergistic combinations
of fungicides + other agricultural chemicals to honey bees
have been demonstrated. Fungicide contact and oral LDs
values and toxicity assessment to honey bees are presented
by Stoner and Eitzer (2013) and Ladurner et al. (2005) and
may vary across different compounds. For instance, upon
investigating the foliar spray toxicity of formulated fungicides
commonly used in almond production to honey bees (Apis
mellifera), Fisher et al. (2017) showed that both exposure to
Iprodione 2SE Select” (iprodione) alone and spray-tank mixes
with either Pristine” (boscalid and pyraclostrobin) or Quadris”
(azoxystrobin) significantly decreased forager survival. Using
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technical-grade chemicals, Johnson et al. (2013) determined
that four SBI fungicides increased the acute toxicity of the
acaricide tau-fluvalinate to honey bee adult workers in a
dose-dependent manner. This synergism is attributed to the
inhibition of cytochrome P450 monooxygenase enzyme activity.
An increased in the acute toxicity of the acaricides coumaphos
and fenpyroximate was observed when honey bees were also
exposed to the SBI fungicide prochloraz, while pre-treatment
with the acaricide amitraz increased the acute toxicity of three
other acaricides that are cytochrome P450-detoxified. Exposure
to fungicides may also result in increased susceptibility to other
pesticides, mainly insecticides. For instance, clothianidin and
thiamethoxam became significantly more toxic to honey bee
workers exposed to boscalid-contaminated pollen in maize fields
by measuring of decreased LDsq levels (Tsvetkov et al., 2017).
Feeding honey bees with syrup contaminated with either copper
oxychloride for 108 h and thiram for 168 h, Migdat et al. (2018)
determined a daily fungicide intake of 4.75 and 16.78 mm?/bee,
respectively. The daily mortality was 35.15 bees/cage for copper
oxychloride and 5.17 bees/cage for thiram.

Several studies have also analyzed the impact of fungicides
on honey bees at the molecular level. For example, adult
consumption of flavonol quercetin mixed with the triazole
fungicide myclobutanil resulted in the down-regulation of
five of the six mitochondrion nuclear genes (Mao et al,
2017). This study also concluded that bees ingesting 0.25 mM
quercetin combined with 5 ppm myclobutanil displayed
depressed thoracic ATP levels compared to bees ingesting
quercetin only. Exposing different developmental life stages
of honey bees to the fungicide prochloraz and the acaricide
coumaphos individually and in combination, Cizelj et al. (2016)
documented differentiated molecular-level immune responses in
brood versus adults. Specifically, by examining the expression
of 17 immune-related genes by quantitative RT-PCR, gene
downregulation was found in prepupae, while gene upregulation
for most genes was found in adults following all treatments.
In adult bees, prochloraz + coumaphos exposure resulted
in the upregulation of the antimicrobial genes abaecin and
defensin-1. In a similar study, Christen et al. (2019) observed
the effect of orally exposing honey bees to the fungicides
azoxystrobin, chlorothanolin, and folpet over 24, 48, and 72 h
on gene transcription within their brains. They found that
while azoxystrobin and folpet induced minor changes, including
the downregulation of hbg-3 and the induction of ndufb-7,
respectively, chlorothanolin resulted in the major transcriptional
down-regulation of genes related to oxidative phosphorylation
and metabolism. In particular, chlorothanolin downregulated
genes that include cyp9q1, cyp9q2, cyp9q3, acetylcholine receptors
alpha 1, hbg-3, and ilp-1, all of which influence honey bee
hormonal regulation and behavioral transition, such as nurse bees
transitioning into foragers. Moreover, chlorothanolin exposure
resulted in the largest overall impact on the transcriptional
abundance of genes linked to honey bee energy production,
metabolism, and the endocrine system, where the strongest
effect was observed in the early spring as opposed to the
early summer. Orally exposing Africanized honey bees to low
concentrations (9 and 18 ppb) of the strobilurin fungicide

picoxystrobin continuously at 24-96 h, Batista et al. (2020)
conducted a Malpighian tubule and midgut histopathological
diagnosis and labeling of resulting cell death. While their results
did not show any impact on the Malpighian tubules, data of
the histopathological effects on the midgut were observed for
bees consuming both concentrations. Indication of cell death
and other morphological changes were recorded beginning
at 24 h following initial exposure, thereby indicating that
picoxystrobin exposure may compromise the ability of the honey
bee midgut to absorb nutrients at a long term, which may result
in malnutrition and impaired performance. In disagreement
with these results, Decio et al. (2019) show that honey bee
exposure to thiamethoxam + the fungicide carbendazim does
not (a) increase the acute toxicity of thiamethoxam and (b)
induce alternative splicing of the mRNAs examined. Specifically,
they investigated three genes that are important in honey
bee neuronal function: the stress sensor gene X box binding
protein-1, the Down Syndrome Cell Adhesion Molecule gene, and
the embryonic lethal/abnormal visual system gene. Therefore,
they conclude that no honey bee cellular response is triggered
as a result of exposure to this fungicide in the presence
of thiamethoxam.

Fungicides may affect larval development or may
alter the physiological developmental in bees. Larval
oral consumption of technical-grade propiconazole or
iprodione 4+  chlorantraniliprole  significantly = reduced
adult eclosion compared to a larval dietary intake of only
chlorantraniliprole (Wade et al., 2019). Similarly, larvae fed
with iprodione + methoxyfenozide or diflubenzuron alone or
as a mixture with any of the tested fungicides reduced adult
emergence compared to controls fed with acetone solvents only.
Examining synergism between the formulated Pristine” and the
spray adjuvant Break-Thru” (polyether-polymethylsiloxane-
copolymer) on honey bee queen rearing success, Johnson
and Percel (2013) determined that neither chemical nor their
combination had a significant effect on immature queen survival.
However, low levels of pyraclostrobin (50 ppb), but not boscalid,
were found in royal jelly secreted by nurse bees feeding on treated
pollen. Similarly, in feeding honey bee larvae different doses of
technical-grade boscalid, Simon-Delso et al. (2017) quantified
the safety levels of 741 ppm in pollen and 27 ppm in nectar,
which are higher than 1 ppm isolated in pollen (Johnson et al.,
2010; Stoner and Eitzer, 2013) and 1.43 ppm isolated in nectar
(Wallner, 2010).

Non-Apis Bees (Bombus and Solitary
Species)

Fungicides have been also demonstrated to impose toxicity
to non-Apis bees by impairing colony performance, output
and behavior for social species, and reproductive capacity and
behavior for solitary species. For instance, synergized mortality
following exposure to combinations of fungicides + insecticides
and molecular-level impacts of fungicides on bumble bee flight
have also been reported. Feeding Bombus terrestris adults with
sugar syrup laced with the ergosterol biosynthesis inhibitor
(EBI) fungicide imazalil 4+ an insecticide, Raimets et al. (2018)
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demonstrated that imazalil synergized the acute toxicity of
fipronil, cypermethrin, and thiamethoxam. Therefore, the impact
that EBI has in inhibiting P450 detoxification on bumble bees is
different for individual pesticide chemistries. Conversely, feeding
queenless B. terrestris microcolonies with pollen laced with
captan at a field-realistic rate (10 mg/kg) had no effect on
colony or individual worker longevity, consumption of pollen
or sugar syrup, and normal larval development for all castes
(Malone et al., 2007). Upon exposing queenless microcolonies
of B. terrestris to honey water and pollen paste containing
field-realistic average (23 mg/kg) or maximum (230 mg/kg)
concentrations of the DMI fungicide propiconazole for 28 days,
Elston et al. (2013) concluded that both concentrations reduced
honey water consumption, while the smaller dose also decreased
the quantity of wax cells produced. Separately, Bernauer et al.
(2015) exposed five Bombus impatiens colonies to flowers
treated with chlorothalonil at a field-realistic rate (20 g/L)
over the course of 1 month. The treated colonies produced
less than one-third as many workers, contained less than 50%
of bee biomass, and were queened by mothers with 50% of
body mass compared to controls. Considering the findings of
these researchers, it is important to characterize the mode of
action of fungicides in bees. In a recent study, exploring the
sensitivity of B. terrestris flight muscle mitochondrion to 16
fungicides, Syromyatnikov et al. (2017) determined disconnected
respiration following exposure to diniconazole and fludioxonil
and inhibited respiration following exposure to dithianon
and difenoconazole. These researchers found the inhibition
of electron transport at complex I and glycerol-3-phosphate
dehydrogenase by difenoconazole exposure. Diathianon also
inhibits succinate dehydrogenase and the oxidation of both
nicotinamide adenine dinucleotide substrates and glycerol-3-
phosphate while not impacting complex I like difenoconazole
(Syromyatnikov et al., 2017).

Exposure to fungicides may also result in increased
susceptibility to other pesticides, mainly insecticides. An
experimental design comparing the impact of oral consumption
of insecticide + fungicide mixtures on three bee species
(A. mellifera, B. terrestris, and Osmia bicornis) found a small but
maintained increase in clothianidin toxicity when combined
with propiconazole, which was especially pronounced for the
two non-Apis species with an almost three-fold increase for
O. bicornis (Robinson et al., 2017). In a similar study, contact
exposure of insecticides + fungicides, approximating LD
values and maximum sublethal levels, respectively, resulted
in synergistic toxicity to B. impatiens workers (Iverson et al,
2019). Specifically, a synergistic interaction was noted for the
triazole SBI fungicide difenoconazole when mixed with the
pyrethroid bifenthrin, resulting in a maximum synergy ratio of
1.48. A separate synergistic interaction was observed for mixtures
of the triazole fungicide myclobutanil with both bifenthrin and
thiamethoxam, resulting in maximum synergy ratios of 11.0 and
2.38, respectively.

Although less examined, the toxicity of fungicides to
commercially available solitary bees has also been assessed.
Specific findings show synergisms arising from exposure to
fungicide + insecticide combinations, differential toxicities of

fungicides to solitary bees compared to honey bees, and direct
impacts of fungicides on solitary bee female nest construction and
provisioning. Feeding O. bicornis females with a sugar solution
containing either propiconazole or clothianidin, or a combined
mixture, Sgolastra et al. (2018) noted a significantly lower feeding
for the combined mixture, which decreased as emergence time
increased. A significant synergistic interaction was determined
for clothianidin + propiconazole on day 4 of treatment by
means of a survival curve analysis. Post-exposure assessment at
3 days also revealed a significant synergistic interaction for the
combined mixture, where O. bicornis exposed to this mixture
had shorter oocytes compared to bees in all other treatments.
Similarly, comparing the toxicity of these same chemicals and
their combination to three bee species, Sgolastra et al. (2017)
identified significant synergism by the measure of mortality for all
bee species exposed to clothianidin 4 propiconazole. However,
this synergism only lasted for the duration of the experiment
(96 h) for O. bicornis. Comparing the exposure of Osmia lignaria
and A. mellifera to five fungicides in cage studies, Ladurner et al.
(2005) determined that the oral ingestion of propiconazole was
acutely toxic to both species, while oral and contact exposure
to captan was chronically toxic to O. lignaria only by severely
impacting survival between 72 h and 7 days after exposure. In
another study, Biddinger et al. (2013) showed synergistic toxicity
to Osmia cornifrons when the fungicide fenbuconazole was mixed
with commonly used neonicotinoid insecticides.

Comparing fungicide spray toxicity to O. lignaria and
Megachile rotundata in semi-field cage studies, Artz and
Pitts-Singer (2015) document O. lignaria exposure to technical-
grade iprodione, and a premix fungicide with boscalid
pyraclostrobin active ingredients and the non-ionic spray
adjuvant (polyethoxylated non-ylphenol) negatively affected
female nest recognition ability. Similarly, M. rotundata female
nest recognition was impacted following exposure to a treatment
containing fungicide premix (boscalid and pyraclostrobin)
and polyethoxylated non-ylphenol adjuvant. Conversely,
in a separate semi-field cage study, Ladurner et al. (2008)
concluded that O. lignaria foraging and nesting behavior were
unaffected when sprayed with one of the fungicides iprodione,
propiconazole, benomyl, and captan.

EFFECTS OF HERBICIDE EXPOSURE TO
BEES

Apis Bees

Herbicide exposure has been found to negatively impact different
aspects of honey bee life, including drone sperm count, adult
worker survival, and larval midgut composition. Impaired
honey bee metabolic activity has also been demonstrated
following exposure to single herbicides and or combinations of
herbicides + metal mixtures. Testing the impact of glyphosate
on honey bee drone spermatozoa, Hoopman et al. (2018)
determined an LDsp of 0.31 mg/ml, where the number of dead
spermatozoa significantly increased with both exposure time
and glyphosate concentration. Honey bee consumption of sugar
syrup laced with bentazone and metamitron over a duration
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of 168 h resulted in a daily herbicide intake of 16.16 and
13.87 mm?/bee, respectively (Migdal et al., 2018). Daily mortality
of 3.21 bees/cage and increased aggression were noted for
bentazone, while metamitron exposure leads to a daily mortality
of 13.00 bees/cage and low to moderate levels of increased bee
aggression and mobility. Chronic in vitro larval exposure to
glyphosate traces (1.25-5.0 mg/L of food) resulted in reduced
brood weight and delayed molting (Vazquez et al., 2018). The
authors acknowledge that while this experimental design does
not account for nurse-bee feeding of brood, it does enable the
researchers to control the glyphosate dose in the larval food and
hence have it tested. Similarly, larval consumption of technical-
grade glyphosate revealed significantly decreased survival (4 and
20 mg/L doses) and larval weight (0.08 and 4 mg/L doses)
(Dai et al., 2018).

Several projects have also demonstrated the impacts
of herbicides on impairing honey bee learning, sensory
abilities, and navigation. For example, in analyzing the
effects of chronic exposure to field-realistic concentrations
of imidacloprid + glyphosate on honey learning, Mengoni
Gonalons and Farina (2018) show reductions in sucrose
responsiveness and impaired olfactory learning. Larva reared
on food contaminated with glyphosate ate less, thereby further
supporting the results of Dai et al. (2018) and Vazquez et al.
(2018). Testing whether sub-lethal glyphosate concentrations
affect honey bee homeward foraging and navigation, Balbuena
etal. (2015) showed that bees fed sugar syrup laced with 10 mg/L
(0.500 pg per bee) at a feeder spent more time flying home
compared to controls or bees fed lower concentrations of 2.5
and 5 mg/L (0.125 and 0.250 pg per bee). Honey bees fed sugar
syrup with the higher glyphosate concentration also performed
more indirect flights; following a second release, the proportion
of accurate homeward flights increased for controls, but not for
treated bees. This result demonstrates that oral consumption
of field-realistic doses of glyphosate (simulating that found in
nectar) can impair the ability for honey bee foragers to learn a
navigational task such as flying back to their hive.

An analysis of larval midgut bacteria composition
demonstrated a significant decrease in beta diversity following
an uptake of 20 mg/L glyphosate compared to controls (Dai
et al., 2018). Confirming these results, Vizquez et al. (2018)
also found that immune and detoxifying gene transcription
within larval guts was variable among the numerous colonies
studied following their exposure to glyphosate. Exposing
adult bees to syrup contaminated with 0.12 mg/L glyphosate,
atrazine, and 0.03 mg/L cadmium alone or in combination
revealed that consuming herbicide + metal mixtures decreased
the levels of alpha- and beta-carotene (Jumarie et al., 2017).
Metabolically, herbicide + metal mixtures were indicative of
impacting processes downstream of retinaldehyde formation and
vitamin A metabolism and significantly increased thiobarbituric
acid reactive substances (TBARS) levels compared to controls.
Similarly, honey bee’s consumption of sugar solution over
10 days significantly decreased B-carotene and all-trans-retinol
(at-ROH) when spiked with atrazine and increased lutein and
at-ROH when spiked with metolachlor (Helmer et al., 2015).
Glyphosate-spiked solutions significantly decreased p-carotene

as doses increased and significantly increased the mean value of
a-tocopherol at the dose of 1.25 ng/bee. Metolachlor ingestion
of 20 ng/bee significantly reduced the TBARS levels compared
to controls, oral uptake of glyphosate significantly decreased the
protein levels as doses increased, and the highest dose of atrazine
(5 ng/bee) significantly altered bee mass compared to controls.
Similarly, Motta et al. (2018) show that honey bees exposed
to field-realistic concentrations of glyphosate have decreased
abundances of dominant species of the gut microbiota. In this
study, young worker bees exposed to glyphosate, after being
exposed to the pathogen Serratia marcescens, displayed higher
levels of mortality. Moreover, this study confirmed that different
species of honey bee gut microbiota responded differently in
their susceptibility to glyphosate; this difference was largely
driven by their possession of either 5-enolpyruvylshikimate-
3-phosphate synthase (ESPS) class I (glyphosate-sensitive) or
class IT (glyphosate-insensitive). Subsequent in vitro experiments
cloning the ESPS gene from honey bee gut bacteria into
Escherichia coli further confirmed this difference - namely,
reductions in most strains of the honey bee bacterial gut species
Snodgrassella alvi were a consistent outcome. However, it was
also found that some S. alvi strains are tolerant of glyphosate,
indicating that they have an alternative resistance mechanism,
warranting further investigation. In contrast, Decio et al. (2019)
show that honey bee exposure to thiamethoxam + glyphosate
does not (a) increase the acute toxicity of thiamethoxam and
(b) induce the alternative splicing of the mRNAs examined.
Specifically, they investigated three genes that are important
in honey bee neuronal function: the stress sensor gene X box
binding protein-1, the Down Syndrome Cell Adhesion Molecule
gene, and the embryonic lethal/abnormal visual system gene,
and they concluded that no honey bee cellular response is
triggered as a result of exposure to glyphosate in the presence
of thiamethoxam.

Non-Apis Bees (Bombus and Solitary
Species)

In the recent past, the different toxicity of herbicides to non-Apis
bee species, compared to honey bees, has also been determined.
Stingless bee species oral ingestion resulted in paraquat inducing
higher mortality for Tetragonisca fiebrigi and nicosulfuron
inducing higher mortality in Tetragonisca angustula (Fermino
et al,, 2011). Increased superoxide dismutase isoenzyme activity
was observed in both species after exposure to paraquat and is
believed to be physiologically related to paraquat detoxification.
A separate study observing the effect of oral and contact exposure
to glyphosate, 2,4-D, picloram, and glyphosate + 2,4-D on
the survival of Melipona scutellaris showed no decrease in
longevity, following the application of 50% of the recommended
field dose for all compounds (Nocelli et al., 2019). However,
decreased M. scutellaris longevity was observed following a
contact topical application of 100% of the recommended field
dose for glyphosate + 2,4-D. Oral exposure of both 100% and
twice the recommended field dose reduced the longevity for all
compounds except for 2,4-D at twice the recommended field
dose. Interestingly though, when separately evaluating the impact
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of these herbicides on M. scutellaris temperature control and
colony weight in semi-field conditions, Nocelli et al. (2019) found
no differences between control and exposure treatments.

A comparative toxicity study of 2,4-dichlorophenoxyacetic
acid to three bee species over 10 days of ad libitum feeding found
the same LCsg for A. mellifera and B. terrestris (>900 mg/L)
and a higher LCs for O. bicornis (>1,437.5 mg/L) (Heard et al,,
2017). Although the premise of this study is that honey bees can
serve as a surrogate for non-Apis bees, this discrepancy supports
a separate assessment of individual bee species. Exposing
A. mellifera and Hypotrigona ruspolii to plant material sprayed
with 1 x and 2 x the label-recommended dose of Sunphosate
360 SL” (360 g/L glyphosate in 480 g/L isopropylamine salt)
significantly impacted bee mortality as measured at 24 h after
the treatment (Abraham et al, 2018). Similarly, significantly
higher mortality was recorded at 24 h for H. ruspolii contacting
dried filter paper drenched with the recommended dose of
Sunphosate 360 SL” - namely, these studies bolster support for
the notion that Apis species cannot serve as a surrogate for non-
Apis species in assessing the impacts of herbicide toxicity, as has
been previously shown for insecticides (Biddinger et al., 2013;
Sgolastra et al., 2017). As a result, they strongly support the need
for future research that specifically investigates the impacts of
herbicides on the non-Apis species in question.

Indirect Effects of Herbicide Use:
Decreasing Floral Resources in

Farmscape

Multiple interactions between bees, weed abundance, and
pollination have been identified in the recent past. For example,
weeds are a quantitative limiting resource for honey bees in
between massive pollination events and a qualitative limiting
resource for wild bees that are specialist foragers (Bretagnolle
and Gaba, 2015). Changes in New Hampshire bumble bee species
richness have been linked to habitat degradation, agricultural
practices, and urban development which reduce floral resources
(Jacobson et al., 2018). Specifically, Bombus vagans has been
ecologically replaced by the generalist B. impatiens, while the
range of Bombus terricola has shifted to higher elevations in more
northern latitudes. Examining genetically modified herbicide-
tolerant canola and adjacent wildflower strips, O’Brien and
Arathi (2018) concluded that these plants provide wild bees
refugia habitats by calculating a higher species diversity index for
a wildflower plot compared to two canola plots.

Evaluating synthetic-auxin herbicides, Bohnenblust et al.
(2016) show that dicamba application, at doses simulating
particle drift, delayed and reduced plant flower production and
resulted in diminished pollinator visitation. Surveying herbicide
presence in native bee tissue from samples collected in two
ecologically distinct habitats, Hladik et al. (2016) detected
maximum concentrations of atrazine (99 ng/g) and metolachlor
(13 ng/g) in 19 and 9% of samples, respectively. County peak
application levels for the period 2008-2012 were 28,000 kg
for atrazine and 22,000 kg for metolachlor (Baker and Stone,
2013). Assessing honey bee pollen pesticide contamination over
a 16-week period, Long and Krupke (2016) note that herbicides

and fungicides comprised the most common pesticides. In
non-agricultural areas, 83.3% of pollen samples contained
metolachlor; adjacent to untreated maize, 75 and 54% of pollen
samples contained metolachlor and atrazine, respectively, and
adjacent to treated maize, 34-87.5% of pollen samples contained
metolachlor, atrazine, and acetochlor.

CONCLUSION AND
RECOMMENDATIONS

Pesticide toxicology studies on bees have primarily emphasized
insecticides, given their specific design to kill insect species.
As a result, a large quantity of data detailing if and how
insecticides impact bee survival, at acute exposure, and behavior
and normal function, at chronic exposure and sub-lethal doses,
has been generated. However, in comparison, fairly little is known
regarding the toxicity of other commonly used agricultural
chemicals (namely, fungicides and herbicides) to bees. Moreover,
the discovery of multiple dimensions of fungicide and herbicide
toxicity to Apis and non-Apis species (as detailed in this review)
elevates their likelihood of being potentially harmful to bees.
For fungicides and herbicides, cases of direct acute mortality
and sub-lethal impairment of normal biological behavior have
been documented. Application of fungicides (unlike many
insecticides) is widely permitted during crop bloom when
bees actively pollinate, thereby exacerbating this situation for
fungicides. Beyond directly imposing toxicity and impairment of
normal functioning to bees, herbicides can also indirectly harm
bees by decreasing the available forage resources. Weeds and
other non-crop flowering plants provide essential food resources
for bees. However, many of these naturally occurring flowering
plants commonly foraged by bees are not genetically modified
to tolerate herbicides. As a result, herbicide application often
kills these flowering plants. Therefore, the importance of future
research studies that build upon the results of current studies
by continuing to investigate how exposure to these agricultural
chemicals affects bees is highly elevated.

From our preliminary analysis of the published data on
fungicide and herbicide toxicity to bees, we have identified several
knowledge gaps that should be addressed in future work. First off,
we explore how the plight of commercialized non-Apis species
and specifically solitary bees should be addressed going forward.
Currently, most research have focused on honey bees, which is
reasonable given their widescale commercialization and usage
in pollination events. However, for insecticides, it has been
demonstrated that Apis and non-Apis species can react differently
(Biddinger et al., 2013; Belsky, 2018), which may in part be
explained by differences in how these bee species interact with
their environmental surroundings where these insecticides are
applied (Boyle et al., 2019; Hinarejos et al., 2019). Conversely,
honey bees have been demonstrated to be suitable surrogates for
non-Apis species in tier I insecticide assessments as in Thompson
and Pamminger (2019). Although some work have investigated
the impacts of fungicides and herbicides on non-Apis species,
future studies should directly compare their acute and sub-
lethal impacts on Apis and non-Apis species simultaneously in
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both lab and field settings. Additionally, extrapolation on how
differences in environmental interaction between Apis and non-
Apis species influence their exposure to fungicide and herbicide
chemistries and, hence, resulting susceptibility or resistance is
needed. It is important to note that most of these studies will
address a handful of non-Apis species that are commercially
bred for pollination services. Regarding the majority of solitary
species remaining, although they are not utilized for commercial
pollination, their plight is equally as important. These species
are often specialist pollinators that only pollinate a small group
of plants that flower in synchrony with their pupal eclosion
(Wecislo and Cane, 1996). Therefore, work investigating how
usage of fungicides and herbicides in agricultural environments
indirectly impacts these bees by means of killing the plants they
pollinate is a future direction for research efforts. Also, since
most solitary bees construct their nests in the soil (Cane, 2001),
an assessment of how they encounter fungicide and herbicide
chemistries on these substrates would be useful and builds upon
the findings of Boyle et al. (2019) and Hinarejos et al. (2019).
Additionally, several non-commercialized bees such as Xylocopa,
Exomalopsis, Centris, Oxaea, and many Halictidae species have
been documented to contribute to eggplant pollination (Patricio
et al., 2012), while Halictidae and Andrenidae species were
found to be the predominant pollinators of blueberries (Tuell
and Isaacs, 2009). New projects can explore how fungicide and
herbicide application in agricultural crop production systems
at least partially pollinated by non-commercialized bee species
impacts their abundance and pollination performance.

Other knowledge gaps in our current understanding of how
fungicide and herbicide chemistries impact bees relate to aspects
of experimental design. While most studies have examined acute
toxicity in a laboratory setting and a few have brought this initial
work into field settings, more field work is needed. Specifically,
semi-field studies exposing bees in tunnels or greenhouses and
true field studies exposing bees in their natural environments
will aid in our understanding of how bees encounter fungicides
and herbicides through interacting with their environmental
surroundings. Although some work have addressed chronic
toxicity by feeding bees fungicide- or herbicide-laced syrup for
multiple days and sub-lethal toxicity through mapping changes
in bee functioning and behavior following exposure, this is
only the beginning. Pinpointing the duration of exposure for
bee chronic toxicity onset and determining precisely when sub-
lethal exposure translates into bee behavioral changes will aid
pesticide applicators in making improved decisions regarding
the timing of fungicide and herbicide administration. Using
these data, pesticide applicators will be able to incorporate
procedures to protect non-target bees from these agricultural
chemicals into their application protocols. A few studies have
explored how fungicides and herbicides impact honey bee brood
(and specifically larvae) (Dai et al., 2018; Vazquez et al., 2018).
More studies in this direction that expand into non-Apis brood
(probably starting with the domesticated Bombus species) are
warranted. Another aspect that has briefly been investigated
are the impacts of fungicides and herbicides on bees at the
molecular and the genomic levels. Specifically, future work
should build upon results such as those of Dai et al. (2018)

and Motta et al. (2018) by mapping physiological changes at
the molecular genomic level in more precise detail following
contact with fungicides, herbicides, and their combination
with insecticides or diseases. It is plausible that exposure to
these chemicals alters normal gene expression and microbial
composition (as has been demonstrated in several studies),
which inhibits the ability for bees to detoxify an insecticide or
combat a malady.

Findings of synergism arising from a combined contact with
insecticides + fungicides or herbicides suggest that exposure
to these chemicals in combination might in part instigate
their observed hazard to bees. Therefore, the degree to which
the potency of fungicides and herbicides to bees results from
interactions with other stressors in their environments should
be extrapolated in a future work. Most projects investigating
herbicides have focused on glyphosate, which is a great start,
however, there are a multitude of other herbicide chemistries
that are commonly used to control weeds in agricultural
settings. Therefore, future research endeavors should prioritize
an examination of the toxicity of these different herbicide
chemistries to bees.

Building upon our current data regarding insecticide toxicity
to bees, the next wave of pesticide research on bees should
strongly incorporate fungicides and herbicides. This work is
timely given the widescale usage of fungicide and herbicide
chemistries in agriculture by measure of market value (Pesticides
Industry Sales Usage. United States Environmental Protection
Agency, 2017). Moreover, the quantity of these chemicals sold
and applied (in tonnage) outnumbers insecticides (Eurostat,
2018; Jess et al., 2018). Since fungicide and herbicide chemistries
are commonly applied in environments where domesticated bees
are placed for pollination services or that native bees inhabit,
analyzing their impact on these organisms is of rising importance.
Future research efforts moving in this direction will further
illuminate our understanding (as scientists, growers, beekeepers,
and pesticide applicators) of the consequences of bee interactions
with the full spectrum of agricultural chemicals. Obtaining and
utilizing this information will enable our ability to cohesively
unify in modifying fungicide and herbicide application protocols
to ensure that they do not impact non-target pollinating bees by
means of appropriately reflecting the most recent data findings.
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Solar photovoltaic (PV) technology is being deployed at an unprecedented rate.
However, utility-scale solar energy development is land intensive and its large-
scale installation can have negative impacts on the environment. In particular, solar
energy infrastructure can require extensive landscape modification that transforms soail
ecological functions, thereby impacting hydrologic, vegetative, and carbon dynamics.
However, reintroducing native vegetation to solar PV sites may be a means of restoring
their soils. To this end, we investigated critical soil physical and chemical parameters
at a revegetated photovoltaic array and an adjacent reference grassland in Colorado,
United States. Seven years after revegetation, we found that carbon and nitrogen
remained lower in the PV soil than in the reference soil and contained a greater fraction
of coarse particles. We also found that the PV modules introduced heterogeneity in
the soil moisture distribution, with precipitation accumulating along the lower edges of
panels. The redistribution of soil moisture by panel arrays could potentially be used
in concert with planting strategies to maximize plant growth or minimize soil erosion,
and should be considered when evaluating the potential to co-locate vegetation with
solar infrastructure.

Keywords: land use change, infiltration, soil moisture, renewable energy, agrivoltaics, co-location

INTRODUCTION

Solar photovoltaic (PV) technologies have been among the fastest growing energy technologies
in recent years due to technological advancements and favorable government policies (U. S.
Department of Energy, 2012; Breyer et al., 2017). Further, solar power has the greatest technical
potential among renewable energy technologies (Jacobson, 2009; Edenhofer et al., 2011; De Marco
et al., 2014; Ellabban et al., 2014) and is expected to fulfill 20-29% (32,700-133,000 GW) of
global electrical demand by 2100 (Breyer et al., 2017). Although solar generation of electricity
has many advantages, including low emission rates, an ability to reclaim degraded land, and
an ability to improve quality of life in oft-grid rural areas, deploying large-scale solar PV
infrastructure can have negative impacts on ecological functions including carbon sequestration
(Ravi et al., 2014; Hernandez et al., 2019). Moreover, solar PV is space-intensive, with the
large-scale, non-integrated deployment of solar PV estimated to require more land area than coal,
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nuclear, or natural gas technologies (Fthenakis and Kim, 2009).
Under an optimistic scenario for global solar energy deployment
by 2050 (8500 GW,) (IRENA-International Renewable Energy
Agency, 2018) and assuming utility-scale PV installations require
3 ha per MW, of capacity-weighted average direct land use
(Ong et al., 2013), around 25 million hectares of land will be
transformed in the next 30 years if all arrays are ground-mounted.
Further, requirements for access roads, transmission lines, etc.
can raise the total land area transformed by solar PV installations
substantially (Ravi et al., 2014).

Conventional, utility-scale solar energy infrastructure
modifies landscapes extensively through the site preparation
process: native vegetation is removed, the ground surface is
graded, and fill is added and compacted (Hernandez et al.,
2014). Such modifications transform soil physical, chemical,
and biological properties, thereby impacting moisture and
nutrient dynamics, and thus soil’s ability to support vegetation
and perform a host of associated ecological processes. Strategies
to mitigate the cumulative impacts of solar PV installation
and operation on landscape function have therefore been the
focus of recent research (Turney and Fthenakis, 2011; Phillips,
2013; Hernandez et al., 2014, 2015; Armstrong et al., 2016;
Walston et al., 2016). One promising strategy is to integrate
other, vegetated land cover types (e.g., crop cultivation or
native grassland) into PV facilities, as these may increase
their ability to support ecosystem services like pollination and
carbon sequestration (Dupraz et al., 2011; Macknick et al., 2013;
Hernandez et al., 2014; Ravi, 2015; Hoffacker et al., 2017; Walston
et al., 2018). The concept of co-locating solar PV and agriculture
(i.e., “agrivoltaics”) was first suggested by Goetzberger and
Zastrow (1982). Since then, a number of modeling (Dupraz et al.,
2011; Ravi et al., 2014, 2016) and field studies (Marrou et al.,
2013b,c; Beatty et al., 2017; Barron-Gafford et al., 2019) have
investigated the technological, economic, and environmental
feasibility of co-location approaches.

Assessing the impacts of PV deployment on land surface
characteristics can inform guidelines for site preservation and
help determine the optimum environmental and financial
outcomes co-location strategies could bring about. Ultimately,
such information could be used to determine if proposed co-
located PV installations are likely to be successful. Prior studies
of the environmental impacts of solar infrastructure have been
focused on modeling runoff and monitoring microclimatic
impacts (Cook, 2011; Marrou et al., 2013a; Barron-Gafford et al.,
2016). For example, one review found that site preparation for
PV arrays typically remove vegetation and degrade soil, resulting
in significant increases in onsite runoff and soil erosion (Cook,
2011). Further, changes in structure of the terrain, vegetation
cover, and albedo can raise air temperatures over PV arrays
relative to surrounding natural areas (Barron-Gafford et al,
2016). However, other studies have identified effects of PV
infrastructure that are likely to be favorable for co-located
vegetation; these include increases in soil moisture content,
biomass, and plant water use efficiency (Marrou et al., 2013a;
Hassanpour Adeh et al, 2018; Barron-Gafford et al., 2019).
In addition, lower PV panel temperatures have been observed
in arrays with underlying agricultural crops vs. those without

(attributed to greater evapotranspiration rates), highlighting the
potential of co-location to increase electrical generation in arid
regions (Barron-Gafford et al., 2019).

Despite the above-mentioned advances, it is unclear if
reintroducing native vegetation at existing solar PV sites can
successfully mitigate changes to soil hydrology and ecology.
In cases where natural land is leased for solar projects, leases
typically span 20-30 years; during this time soil hydrological and
ecological processes may be negatively impacted or made spatially
heterogeneous. In addition to diminishing the landscape’s ability
to support ecosystem services during the solar facility’s lifespan,
these changes may leave legacy effects that persist long after the
installation is removed. Although many studies have quantified
the environmental footprints of photovoltaic facilities (Fthenakis
and Kim, 2010, 2011; Sherwani et al, 2010; Turney and
Fthenakis, 2011; Fthenakis et al., 2012; Perez and Fthenakis,
2012; Leccisi et al,, 2016), there have been few field-based
investigations of the impacts of PV arrays and co-location
strategies on soil properties (e.g., hydrology, geomorphology,
and chemistry) (Armstrong et al., 2014; Hassanpour Adeh et al,,
2018). Given this, we investigated whether revegetation of a
PV facility is able to engender soil physical and chemical
properties similar to those at an undisturbed reference site
and, further, if the PV modules introduce spatial variation in
soil properties. We did this at a PV installation that had been
experimentally revegetated with native grasses. Soil properties
at the PV site were compared (a) to those in an adjacent,
undisturbed grassland characteristic of the region’s native land
cover and (b) spanning the range of location types under and
between PV modules.

MATERIALS AND METHODS

Site Description

This study took place at a 1.1 MW solar PV facility in
the National Renewable Energy Laboratory’s National Wind
Technology Center. This facility is located on the eastern slope
of the Front Range in northern Jefferson County, Colorado, USA
and has a mean annual precipitation of 374 mm (Beatty et al,,
2017). When the site was constructed in 2009, the topsoil was
largely removed and the site was graded, leveled to < 1% slope,
and compacted (Beatty et al., 2017). Surficial soils at the site
are paleosols derived from unsorted alluvial/colluvial deposits;
soil-forming processes have extensively oxidized native iron and
leached clay minerals (Beatty et al., 2017). The area encompassing
the site was historically a xeric tallgrass prairie dominated by
big bluestem grass (Andropogon gerardii). Grazing and other
activities have altered the region’s vegetation while leaving the
paleosols and clay-enriched subsoils intact (Beatty et al., 2017).
Following the construction of the solar PV array, a portion of the
disturbed area was revegetated with a variety of native grasses
(e.g., Bouteloua gracilis and Poa compressa) to determine, in
part, if soil alteration could be mitigated (Beatty et al., 2017).
Revegetation occurred in 2010, 7 years prior to the activities
described below.
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Study Design

A campaign to collect soil samples and take field measurements
was carried out in the revegetated portion of the solar PV facility
and in a nearby grassland in July 2017. This portion of the
PV facility had four rows of PV modules, each 49 m in length
(Supplementary Figures S1A,B). PV panels were mounted on
single-axis solar-tracking systems 1 m above ground-level (Beatty
et al,, 2017). Soil measurements and samples were taken along
three transects in the revegetated portion of the solar PV site
(hereafter, solar transects/soils) and along a fourth transect
in an adjacent, undisturbed grassland (hereafter, reference
transect/soil) that is representative of the area’s vegetation
(Supplementary Figure S1A). Solar transects ran perpendicular
to the rows of PV modules, spanning four rows and the adjacent
interspaces. The reference transect was 50 m east of the nearest
point in the PV array, across an unpaved road (Supplementary
Figure S1A). Soil measurements and sampling took place at four
locations on solar transects: below the east edge of each panel
(EE), beneath the center of each panel (BP), below the west edge
of each panel (WE), and in the uncovered interspace adjacent
to each panel (IS) (Supplementary Figure S1C). Transects thus
consisted of 16 sampling locations, spaced ~2.5 m apart, and
were ~10 m in length. Sampling/measurement locations on the
reference transect were likewise spaced 2.5 m apart, with the
transect extending 10 m. In total there were 48 solar PV sampling
locations and 16 reference locations.

Field Measurements
Volumetric soil moisture (VSM) content and infiltration rates
were measured at each sampling location. VSM was measured
using a 15-cm long soil water content reflectometer (HydroSense
II, Campbell Scientific, Logan, United States). In addition to the
primary set of VSM measurements, a second set of measurements
was made the next day, after an overnight rainfall event. This
event delivered 6.6 mm of rainfall and the wind direction ranged
from southwesterly to northwesterly. Precipitation and wind data
were collected from a meteorological station located ~200 m
northwest of the PV array. The solar array was facing west
at the end of the field campaign and during the precipitation
event that evening.

Infiltration rates were measured along two of the three
solar transects, as well as the reference transect, with two
measurements made per sampling location. This modification to

the sampling design was deemed appropriate given the spatial
variability of infiltration in combination with the limited period
of access to the site. A mini disk infiltrometer (METER, Pullman,
United States) was used for measurements; it had an adjustable
suction (1 cm was used) and a small footprint (5-cm diameter
disk). The mini disk infiltrometer exerts a negative tension
on the soil surface, thereby excluding macropores and only
measuring flow in the soil matrix; the resulting data better
represent properties of the soil itself. Infiltration data were used
to calculate unsaturated hydraulic conductivity (Kyss) for each
sample following Zhang (Zhang, 1997).

Laboratory Measurements

Surficial soil samples (0-5 cm) were taken at all sampling
locations along the four transects. After air-drying, soil samples
were sieved to 2 mm, passed through a riffle sampler, and sub-
sampled. One sub-sample per sample was used to characterize
the particle size distribution (PSD) while another was used for
chemical analysis. PSDs were measured with a laser diffraction
particle size analyzer (LS 13-320 with a tornado dry powder
module; Beckman Coulter, Brea, United States); the dynamic
grain size ranged from 0.4 to 2000 pm. Total soil carbon (C) and
nitrogen (N) were determined by Brookside Labs (New Bremen,
United States) using the combustion method (McGeehan and
Naylor, 1988; Nelson and Sommers, 1996).

Statistical Analysis

Data were analyzed using mixed- or fixed-effects linear models
(Table 1). Separate models were generated for each response
variable, which included VSM before and after the precipitation
event, K541, total carbon, total nitrogen, mean particle diameter,
and the coarse particle fraction (> 2 mm). In all models, the
location category (EE, BP, WE, IS, and Reference) was the only
fixed explanatory variable. When likelihood ratio tests indicated
that it was warranted (Table 1), random effects were included
to account for the spatial clustering of samples along transects
and/or beneath panels. F-tests, based on Type II sums of squares,
were used to determine if response means differed across location
categories. When they differed, pairwise comparisons were made
using estimated marginal means with Tukey adjustments applied
to P-values. All analyses were carried out in R 3.6.1 (R Core Team,
Vienna, Austria) with P < 0.05 considered statistically significant.

TABLE 1 | Statistical models and results for evaluations of whether soil properties differed by location type.

Response Fixed effect Random effects R? Fixed R2 Full
Location type F Transect Panel
Moisture before ° 13.1 < 0.001 ° ° 0.48 0.82
Moisture after . 108.1 < 0.001 . . 0.84 0.93
Kunsat . 5.1 0.001 0.18 0.18
Mean particle diameter ° 23.9 < 0.001 0.61 0.61
Coarse fraction . 13.8 < 0.001 0.54 0.54
Carbon . 28.5 < 0.001 0.64 0.64
Nitrogen . 10.3 < 0.001 . 0.74 0.83
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FIGURE 1 | Soil moisture (A) before and (B) after a precipitation event in the reference grassland and in locations beneath solar modules. (C) Unsaturated hydraulic
conductivity (Kunsat) in the reference soil and in locations beneath solar modules. Box plots show medians (solid lines) and interquartile ranges (box enclosures), with
whiskers extending to the most extreme observation < 1.5 x the interquartile range beyond the box. Also shown are means (red diamonds) and individual
observations beyond whiskers (black circles). Location categories share letters if pairwise comparisons did not identify significant differences between means.

RESULTS

Soil Moisture

The reference soil had the lowest sample mean during both
measurement periods, though population means were not
statistically differentiable between the reference and nearly any
PV location; the exception was west edges after the rain event.
Soil moisture was elevated in west edge locations in PV soils, both
before (Figure 1A) and after (Figure 1B) the rain event (Table 1).
Moreover, mean moisture levels increased from 14.5 to 25.4% at
these locations following the rain event, whereas they increased
from 9.4 to 9.5%, on average, in other soils at the PV site.

Hydraulic Conductivity

Mean K5 was highly variable, ranging from 0.2 x 1074
to 21.4 x 107* cm s~! in the PV array and 1.9 x 10~*-
223 x 107% cm s7! in the reference. Given the substantial
overlap, K;;sas was not significantly different in reference vs. PV
soils but was greater beneath panels than at edge locations or in
interspaces (Figure 1C and Table 1).

Particle Size

Soil at the PV site had a greater coarse-particle (> 2 mm) mass
fraction than did the reference soil (Figure 2A); the fraction was
similar across the four PV location categories. Correspondingly,

Frontiers in Environmental Science | www.frontiersin.org

138

August 2020 | Volume 8 | Article 140


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/environmental-science#articles

Choi et al.

Revegetation in Solar PV Facilities

mean particle diameter was greater in soils (< 2 mm) from
the PV site than those at the reference site (Figure 2B).
Moreover, the reference soil had a more heterogeneous grain
size distribution than did soil from the solar site, with the
degree of sorting roughly proportional to the mean particle
diameter [¢ size-scale = -log, (diameter in mm)] (Figure 2C).
No difference in particle size characteristics were observed among
locations in the PV site.

Carbon and Nitrogen

Soils at the solar PV site contained significantly less carbon
(38%) and nitrogen (50%) than did the reference soil
(Figure 3 and Table 1). However, there was no evidence of

differences in mean carbon or nitrogen content among location
categories at the PV site.

DISCUSSION

Soil Moisture

Although statistically equivocal, our results suggested that soil
moisture may have been greater at the solar PV site compared
to the reference soil. If real, this could have been due to
shading and wind sheltering by the PV array, as these have
been found to decrease actual evapotranspiration by 10-40%
(Marrou et al., 2013a). Our results also demonstrate that

A B
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FIGURE 2 | (A) Percentage of grain diameter larger than 2 mm and (B) the mean particle diameter (<2 mm) of the soil samples from control and solar site.
(C) Sorting and mean of soil particle size (¢ size scale) for control and solar site. See Figure 1 for an explanation of plot structure and abbreviations.
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FIGURE 3 | (A) Total carbon and (B) total nitrogen for the reference soil and in locations beneath solar modules. Also shown are means (red diamonds) and
individual observations beyond whiskers (black circles). See Figure 1 for an explanation of plot structure and abbreviations.
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PV arrays can introduce considerable heterogeneity in the
spatial distribution of soil moisture. Specifically, the presence
of PV modules can concentrate moisture along their low-
lying edges, which were to the west in this study. While this
spatial pattern was greatest following a rain event, it was also
evident before the event, which was 3 days after the prior
(5.6 mm). There may be important implications of soil moisture
heterogeneity for plant growth in PV arrays co-located with
crop or forage plants; these would be especially magnified
in arid regions, where small variations in water availability
could have large effects on plant growth (Noy-Meir, 1973;
D’Odorico et al., 2007).

Hydraulic Conductivity and Particle Size
Even though soil grain size distribution is one of the
determinants of infiltration rates (Mazaheri and Mahmoodabadi,
2012), the difference in grain size distribution did not
result in measurable differences in K,;s;; between the solar
PV site and reference soils (Figure 1C). However, when
comparing Kysr among the location types within the solar
site, Kypsar was elevated immediately below panels, even
though the particle size distribution in these locations were
similar to those at other locations (Arya et al., 1999).
This discrepancy between expected and observed hydraulic
conductivity below panels may be attributable to reduced
exposure to site maintenance activities that cause compaction,
as compaction decreases hydraulic conductivity (Vomocil and
Flocker, 1961). Differences in compaction may likewise explain
the lack of difference in Ky,s; despite the difference between
particle size distributions between PV and reference soils
(Figures 2A,B).

It is likely that the disparity in particle size between reference
and PV soils arose during the PV facility’s construction phase.
As documented by other studies (Mohammad and Adam, 2010;
Hernandez et al., 2014), disturbance to topsoil, the addition of

fill, and the removal of native vegetation during construction can
accelerate the erosion of fine particles, both by wind and water
action. In the long-term absence of vegetation - a major soil
erosion control — accelerated erosion results in loss of soil carbon,
nutrients, and water holding capacity, leading to an overall
decrease in the ability of soil to sustain vegetation (Lal, 2003; Li
et al., 2008). Dust particles resulting from wind erosion can be
transported long distances (Field et al., 2010; Ravi et al., 2011)
or even deposited locally on solar PV panel surfaces, resulting
in significant losses in solar power generation and additional
operational costs for cleaning panels (Mani and Pillai, 2010;
Mejia and Kleissl, 2013).

Carbon and Nitrogen

The significantly lower total carbon and nitrogen levels in the
solar PV soil vs. in the reference soil (Figure 3) was likely caused
by the removal of topsoil during the array’s construction. This
is consistent with prior studies showing reduced soil organic
matter and plant production in experiments simulating topsoil
erosion by artificially removing it (Larney et al., 2000, 2016;
Holzel and Otte, 2003). Reduced C and N levels suggest that
nutrient cycling had not fully reestablished 7 years after PV
construction and, further, that the PV soil’s ability to sequester
carbon was diminished relative to the native soil. In order to
minimize the loss of these key soil functions, appropriate site
preservation practices should be adopted to minimize topsoil
disturbance during construction. Total N and C content for the
reference site were similar to those reported by prior studies in
the region (e.g., Golubiewski, 2006).

Implications
The revegetation of our study site was intended, in part, to
render the soil at a solar PV facility similar to those of the
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region’s grasslands. A number of the investigated soil
characteristics differed between reference and PV array,
indicating that this was not fully achieved in 7 years. Further,
the presence of photovoltaic arrays induced spatial heterogeneity
in soil moisture and Kyysqr, specifically coupling soil moisture to
the position and orientation of the PV modules. Despite these
persistent changes to soil properties, other studies indicate that
co-location can restore certain ecological functions. For example,
a previous study at our site indicated that the revegetation
was sufficient to suppress erosion and provide wildlife habitat
(Beatty et al., 2017).

The environmental heterogeneity introduced by PV modules
may have some advantages, even if soil properties differ from
those of native grasslands. For instance, it may be possible for
co-located PV panels to be strategically oriented in a manner
that would direct intercepted rain to or away from the adjacent
soil, depending on the irrigation requirements of the plants.
This control over rainfall distribution could benefit vegetation
types with specific watering requirements, like many agricultural
crops. Further, the rapidly-draining soils beneath PV modules
could be suitable for cultivating drought-resistant crops (Ravi
et al., 2016). Co-locating vegetation would also suppress dust
emissions, reducing rates of dust deposition on panels (Ravi
etal., 2016; Elamri et al., 2018a,b). Conversely, crops that require
protection from excessive rainfall at the seedling stage could
be placed under the PV panels during the seedling stage and
replanted on the side of the lower edge of the PV array in
their adult stage to receive more water (Choi, 2019). Thus,
understanding the timing and direction of rainfall is crucial
to placing and orienting PV panels in order to bring about a
controlled and favorable soil moisture distribution.

The effects of panel orientation on precipitation redistribution
by solar panels indicate that solar arrays could be used to
manipulate soil moisture distribution, an important factor
when evaluating the potential to co-locate crops with solar
infrastructure. Further, the environmental consequences of PV
installation like those identified here should be quantified and
modeled to inform site preservation, to evaluate long-term
impacts of onsite management strategies, and to optimize soil
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Malaria is a vector-borne disease of significant public health concern. Despite
widespread success of many elimination initiatives, elimination efforts in some regions
of the world have stalled. Barriers to malaria elimination include climate and land use
changes, such as warming temperatures and urbanization, which can alter mosquito
habitats. Socioeconomic factors, such as political instability and regional migration,
also threaten elimination goals. This is particularly relevant in areas where local
elimination has been achieved and consequently surveillance and control efforts are
dwindling and are no longer a priority. Understanding how environmental change,
impacts malaria elimination has important practical implications for vector control
and disease surveillance strategies. It is important to consider climate change when
monitoring the threat of malaria resurgence due to socioeconomic influences. However,
there is limited assessment of how the combination of climate variation, interventions
and socioeconomic pressures influence long-term trends in malaria transmission and
elimination efforts. In this study, we used Bayesian hierarchical mixed models and
malaria case data for a 29-year period to disentangle the impacts of climate variation
and malaria control efforts on malaria risk in the Ecuadorian province of El Oro, which
achieved local elimination in 2011. We found shifting patterns of malaria between
rural and urban areas, with a relative increase of Plasmodium vivax in urbanized
areas. Minimum temperature was an important driver of malaria seasonality and the

Frontiers in Environmental Science | www.frontiersin.org 144

August 2020 | Volume 8 | Article 135


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/journals/environmental-science#editorial-board
https://www.frontiersin.org/journals/environmental-science#editorial-board
https://doi.org/10.3389/fenvs.2020.00135
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fenvs.2020.00135
http://crossmark.crossref.org/dialog/?doi=10.3389/fenvs.2020.00135&domain=pdf&date_stamp=2020-08-27
https://www.frontiersin.org/articles/10.3389/fenvs.2020.00135/full
http://loop.frontiersin.org/people/903070/overview
http://loop.frontiersin.org/people/567997/overview
http://loop.frontiersin.org/people/655734/overview
http://loop.frontiersin.org/people/952227/overview
https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/environmental-science#articles

Fletcher et al.

Climate Impacts on Malaria Elimination

association between warmer minimum temperatures and malaria incidence was greater
for Plasmodium falciparum compared to P vivax malaria. There was considerable
heterogeneity in the impact of three chemical vector control measures on both
P, falciparum and R, vivax malaria. We found statistically significant associations between
two of the three measures [indoor residual spraying (IRS) and space spraying] and
a reduction in malaria incidence, which varied between malaria type. We also found
environmental suitability for malaria transmission is increasing in El Oro, which could
limit future elimination efforts if malaria is allowed to re-establish. Our findings have
important implications for understanding environmental obstacles to malaria elimination
and highlights the importance of designing and sustaining elimination efforts in areas
that remain vulnerable to resurgence.

Keywords: malaria, environmental change, elimination, vector control, climate, spatio-temporal model

INTRODUCTION

Malaria is the most important vector-borne disease worldwide,
with 228 million cases reported in 2018 (WHO, 2019). Despite
global elimination and eradication efforts, progress toward
elimination is stalling in some endemic countries. In particular,
increases in malaria incidence have been observed in some
South American countries since 2014 including Venezuela, Peru,
Colombia, and Ecuador, where movement of infected individuals
between neighboring countries in the region can result in a
resurgence of cases in local populations, threatening progress
toward malaria reduction for other countries (Grillet et al.,
2019; WHO, 2019). Malaria is highly sensitive to environmental
conditions, including climate variability and land use practices
(Moreno, 2006; Caminade et al., 2014), which along with
socioeconomic influences can act as significant barriers to
elimination. In addition, the lapse in control and surveillance
efforts combined with global environmental changes also poses
a threat to malaria elimination efforts in South America (Alimi
etal., 2015; Conn et al., 2018).

Variation in meteorological ~conditions, particularly
temperature, and rainfall, determines the spatiotemporal
patterns of malaria through their effects on both the Plasmodium
parasite and the Anopheles vector. Warmer temperatures can
decrease the extrinsic incubation period (EIP), the time taken
for the malaria parasite to complete its development inside the
mosquito. A shorter EIP increases the transmission intensity
of malaria by allowing mosquitoes to become infectious more
quickly. The EIP for the Plasmodium falciparum parasite is
longer (~10 days) than that for Plasmodium vivax (~8 days)
and P. vivax can also develop at relatively cooler temperatures
(minimum 15°C), compared to P. falciparum (minimum 18°C)
(Patz and Olson, 2006). Temperature also impacts the mosquito
vector, by affecting both larval and adult survival and longevity
(Beck-Johnson et al., 2013), mosquito development (Bayoh and
Lindsay, 2003), and vector population dynamics (Beck-Johnson
et al, 2013). However, the effect of temperature on malaria
transmission is non-linear, with the optimal temperature for
malaria transmission estimated to be 25°C with transmission
declining above 30°C (Paaijmans et al., 2009; Mordecai et al.,

2013). Rainfall is also important for malaria transmission as it
determines the availability of mosquito breeding habitat and thus
mosquito abundance, although heavy and persistent rainfall can
wash out larval habitats (Galardo et al., 2009; Olson et al., 2009;
Prussing et al., 2019; Wolfarth-Couto et al., 2019).
Anthropogenic activities, such as urbanization and
agricultural land use can also change malaria transmission
patterns over longer time scales by creating more or less
favorable microclimatic conditions and habitats for malaria
vectors, depending on the species (Conn et al., 2002; Wayant
et al, 2010; Tucker Lima et al., 2017). For example, urban
development can eliminate mosquito habitat subsequently
decreasing malaria incidence or in some cases increases in
peri-urban malaria can occur as a result of economic migration
and the creation of novel breeding habitats (Padilla et al., 2015).
In addition, deforestation can facilitate malaria transmission
due to the creation of new mosquito habitats on forest fringes
(Vittor et al., 2006; Stefani et al., 2013). Increasing environmental
suitability of malaria transmission, associated with climatic
change and land use modifications, has important implications
for malaria elimination efforts in South America, as these changes
could compromise elimination efforts (Recht et al., 2017).
Previous studies have identified several environmental risk
factors for malaria transmission that may impede elimination
efforts in South America. For example, large-scale climate
patterns such as the El Nifio Southern Oscillation have been
associated with large outbreaks of malaria in Peru, due to flooding
conditions and in Colombia and Venezuela due to drought
conditions (Gagnon et al., 2002). In highland areas of Colombia,
warmer years were associated with an increased number of
malaria cases occurring at higher altitudes (Siraj et al., 2014).
Studies assessing spatial heterogeneity in malaria risk in South
America have found deforestation and agricultural development
have altered anopheline vector ecology in the Amazon region
through creation of new Anopheles habitats and increased
human-mosquito interactions (Moreno et al., 2007; Vittor et al.,
2009; Hahn et al., 2014; Burkett-Cadena and Vittor, 2017).
When assessing the role of environmental factors on malaria
incidence it is important to simultaneously consider the
relative impact of control interventions, especially in elimination
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settings. Studies that evaluate the effectiveness of malaria
control programs often consider environmental factors, most
commonly rainfall and vegetation indices. Some studies used
geostatistical modeling and after adjusting for climate conditions
estimate the contribution and effectiveness of malaria control
measures, including indoor residual spraying (IRS) in sub-
Saharan Africa, relative to the impacts of climate variability
(Graves et al.,, 2008; Giardina et al., 2014). Other studies
often treat climate and environmental variables as confounders
and do not apportion variation in malaria incidence due to
climate (Aregawi et al., 2011; Bennett et al., 2014). There
has been a limited assessment of how the combination of
environmental factors, elimination efforts and socioeconomic
pressures influences long-term trends in malaria and the route
toward elimination. Understanding how malaria elimination
efforts might be hindered by environmental changes has
implications for targeting of vector control and disease
surveillance, and is important especially given the possibility of
shifting vector distributions and increasing climate suitability in
South America (Pinault and Hunter, 2012).

According to the Pan-American Health Organization
(PAHO), Ecuador is in the malaria pre-elimination phase, but
has fallen short of its target to achieve elimination by 2020
(WHO, 2018). Since 2016 malaria has increased significantly
in the country, mainly in the Amazon region, with more cases
being detected than expected for a country on the verge of
malaria elimination (PAHO, 2017; Saenz et al., 2017). Recent
surges of malaria in other South American countries, primarily
Venezuela, are threatening current elimination efforts in
Ecuador due to regional migration (Daniels, 2018; Grillet et al.,
2019). This study focuses on Ecuador’s southern province, El
Oro, a high-risk region, which previously eliminated malaria
but recently recorded indigenous cases, in addition to being
vulnerable to the introduction of infections via imported cases
due to high rates of human movement associated with its
location on a strategic migration route (Jaramillo-Ochoa et al.,
2019). Here we seek to identify threats to malaria elimination,
with a view to prevent lapses in control efforts and the re-
establishment of malaria in an area currently considered
malaria-free but historically endemic for malaria. We advance
the existing knowledge of the malaria elimination success in
El Oro (Krisher et al, 2016) by quantifying the associations
between malaria, climate and control interventions in a region
vulnerable to resurgence.

MATERIALS AND METHODS

Study Area

El Oro province (latitude: 3°5'45.20""S-4°11'3.06"'S, longitude:-
79°43'10.92"W-80°50'37.96""W) is located in southern Ecuador
on the Pacific Coast and shares a border with the Tumbes region
of northern Peru (Figure 1A). El Oro covers 5,870 km? and is
divided into 14 cantons, which range in size from approximately
70 km? up to 900 km?. Population densities per canton range
from 7 people per km? in rural areas and up to 760 people per
km? in the province capital, Machala.

Plasmodium vivax and P. falciparum are the malaria-causing
parasites in the region (WHO, 2019) and the primary mosquito
vectors transmitting malaria in El Oro are Anopheles albimanus
and Anopheles punctimacula (Ryan et al., 2017).

During the mid-1990s public health authorities in El Oro and
neighboring Tumbes unified to implement an effective binational
collaboration to tackle the surge in malaria transmission in the
region (Krisher et al, 2016). El Oro has been free of locally
acquired malaria infections since 2011 although malaria has been
increasing elsewhere in Ecuador (WHO, 2019). In 2018 seven
malaria cases were recorded in El Oro (6/7 were imported cases)
during a period of elevated migration of Venezuelan citizens
associated with the social and economic crisis in their country
(Jaramillo-Ochoa et al., 2019). El Oro’s border location, along the
Pan American highway, a route used by many migrants, makes
it particularly vulnerable to malaria resurgence. In addition, El
Oro is one of the most hazardous coastal zones in Latin America
and the Caribbean (Calil et al., 2017). Vulnerable populations
are susceptible to the effects of the El Nifio Southern Oscillation,
which intensifies annual flooding events during the rainy season
(Lowe et al., 2017; Tauzer et al., 2019). Lapses in surveillance
and control efforts and reductions in funding following local
elimination also means malaria resurgence is likely (PAHO, 2017;
Sdenz et al., 2017).

Data Sources

Monthly counts of blood smear confirmed cases of P. falciparum
and P. vivax malaria for each canton in El Oro, January 1990-
December 2018, were provided by the Ecuadorian Ministry of
Health, where malaria is a mandatory notifiable disease. Cases
were recorded at local clinics across El Oro and collated by the
Ministry of Health. Population data, available for each canton,
were sourced from the national census in Ecuador, from the
Instituto Nacional de Estadistica y Censos (INEC') for 1990,
2001, and 2010. Data for 2011-2018 were provided by INEC as
annual population projections. Population values between census
years 1990, 2001, and 2010 were estimated by interpolating
assuming linear growth, to provide annual population estimates
for each canton. To estimate the proportion of the population in
poverty per canton in El Oro, we used Unmet Basic Needs (UBN)
sourced from the 2010 census, an indicator based on measures
including housing quality, education and access to water and
sanitation. We used UBN data from 2010 as a socioeconomic
covariate in all our models.

Between 2001 and 2015 an intensive period of vector control
was carried out across El Oro following a resurgence of
malaria cases and monthly canton-level data for three control
measures were available from the Ministry of Health. Monthly
estimates per canton of the number of households treated by
IRS with insecticides (deltamethrin 5% concentrated suspension,
deltamethrin 2.5%, malathion 50%, alphacypermethrin 10%
concentrated suspension, and betacypermethrin 2.5%) were
available for January 2001-September 2013. The number of
neighborhoods that were treated with insecticide via ultra-low
volume (ULV) fumigation, which is performed by spraying

'http://www.ecuadorencifras.gob.ec/institucional/home/
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FIGURE 1 | Malaria cases in El Oro 1990-2018. (A) Location of El Oro province (red), Ecuador in relation to neighboring countries in South American; Colombia,
Peru, and Venezuela. (B) Total number of malaria cases (gray), cases of P, falciparum (pink), and R, vivax malaria (blue) recorded in EI Oro 1990-2018.

entire neighborhoods with 96% malathion from trucks were
available between January 2004 and May 2015. Finally, the
number of households space-sprayed with 2.5% deltamethrin
concentrated emulsion, using a backpack fogger that creates
a fog insecticide to treat both inside and outside the
home, were available between January 2004 and May 2015
(Supplementary Figure S1). For each control measure we
tested for lagged relationships, up to 3 months, in order
to account for delays between implementation and impact
on measurable malaria cases (Supplementary Table SI).

Other malaria control interventions including fumigation
with DDT (until banned in 1996), elimination of larval
habitats, and bed net provision occurred during the study
period, but no detailed data for control measures were
available prior to 2001.

Monthly climate data, for temperature and precipitation,
between January 1990 and December 2018 were sourced from
TerraClimate, a high-spatial resolution (~4 km) dataset that uses
climatically aided interpolation to produce monthly estimates
(Abatzoglou et al., 2018). To obtain climate estimates for each
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canton in El Oro, TerraClimate variables were aggregated by
taking mean grid cell values using the raster package in R.

Annual land cover maps at a 300 m spatial resolution
generated by the European Space Agency (ESA) Climate Change
Initiative (CCI) were compiled for 1990-2018* (European Space
Agency, 2019). For each annual map, the number of grid
cells in each canton that were classified in the urban category
were extracted, and from this the proportion of urban grid
cells per canton were calculated to give a continuous variable
of urbanization (Supplementary Figure S3). All continuous
variables were scaled by subtracting the variable mean from
each value and dividing this by the standard deviation.
This transformation allowed for the direct comparison of
continuous variables and enabled their relative importance to be
determined in the model.

Statistical Analysis

Bayesian hierarchical mixed models are powerful statistical
models that can be used to estimate the marginal posterior
distributions of multiple covariates whilst simultaneously
accounting for multiple sources of uncertainty that can arise
from disease count data. Here, spatiotemporal models were
constructed, for each malaria parasite, P. falciparum and P. vivax,
to explore the contributions of climate and control interventions
to variations in monthly malaria incidence in El Oro between
January 1990 and December 2018 (348 months).

We fitted zero-inflated negative binomial models that take
into account excess zeros that cannot be explained by a standard
negative binomial distribution (Supplementary Appendix S1.1).
Where |Lg is the mean number of malaria cases in each canton
(s = 1,...,14) for each timestep (t = 1,...,348), the hierarchical
spatiotemporal model is defined as:

log (ust) = log(Pst) + log(pst)

Annual population estimates per 1,000 inhabitants for each
canton in El Oro, log(Ps), were included as an offset in the
model to account for canton-level differences in the annual
parasite incidence (API). The estimated API, log(ps) is then
made up of a combination of climate covariates, including
mean monthly minimum temperature and precipitation for
each canton. Other explanatory variables considered included
socioeconomic factors (poverty rates), level of urbanization
and vector control interventions (IRS, ULV fumigation and
space-spraying).

To account for the seasonality in malaria incidence, a monthly
random effect was introduced using a first order autoregressive
prior (m;), which allows malaria in 1 month to depend on
incidence in the previous month. Independent random effects for
each year (y;), 1990-2018, were included to allow for additional
sources of variation due to unobserved confounding factors such
as variations in healthcare access, case reporting and diagnostics.

Spatially structured random effects, vs, were introduced into
the model to allow for correlated heterogeneity in malaria
incidence across cantons in El Oro. This spatial dependency

Zhttps://www.esa-landcover-cci.org/

structure was accounted for by assuming a conditional intrinsic
Gaussian autoregressive (CAR) model prior distribution for
the spatial effects, which takes into account the neighborhood
structure of the area (Besag et al,, 1991). We also included
spatially unstructured random effects in the model to allow
for additional uncorrelated spatial variation across cantons, vy,
which were assigned independent diffuse Gaussian exchangeable
prior distributions (Lowe et al., 2016). Separate models were
constructed for both P. falciparum and P. vivax malaria
due to their intrinsic differences, which include diagnostic
potential, development time inside the mosquito vector (extrinsic
incubation period, EIP), the differential impact of vector control
on transmission, infection reservoirs of P. vivax hypnozoites and
the presence of asymptomatic cases.

Detailed data on interventions was only available for the
period January 2001-December 2015. Therefore, we formulated
separate sub-models for each malaria type to investigate the
relative impact of the control measures implemented between
2001 and 2015 (see Supplementary Appendix S2), herein
referred to as “intervention models.” The intervention models,
fitted to data for the period 2001-2015 included the same
explanatory variables and random effects as the “full” models
(fitted to data for the period 1990-2018) with the addition of
the three control measures. We examined differences between
the random effects structures for the full models and the
intervention models, to see how much variation in malaria due
to interventions could be accounted for by random effects in the
absence of intervention data for the entire time period.

Posterior distributions of model parameters were estimated
using Integrated Nested Laplace approximations (INLA) (Rue
et al., 2009). INLA provides a computationally more efficient
alternative to Markov Chain Monte Carlo (MCMC) methods,
by using numerical approximations of model parameters (see
Supplementary Appendix S1.2). Covariate time lags and the
most parsimonious models were selected using the deviance
information criterion (DIC) (Spiegelhalter et al., 2002) and the
Watanabe-Akaike information criterion (WAIC) (Watanabe,
2010), which are Bayesian methods of model comparison that
trade off model adequacy against model complexity. Models
with lower DIC and WAIC indicate a more parsimonious
model. We also used the logarithmic score to assess model
fit, which is based on the conditional predictive ordinate
(CPO) leave-one-out cross-validation score, where a smaller
value indicates a greater predictive power of the model
(Gneiting and Raftery, 2007).

Covariates were added iteratively to the models starting with
a baseline model, which included spatial and temporal structured
and unstructured random effects and retained if model fit was
improved, assessed through a decrease in DIC and WAIC. The
most appropriate temperature variable, maximum or minimum
temperature was selected using DIC and WAIC (Supplementary
Table S2). We tested different time lags (from 0 to 3 months) to
take into account the lagged effect of climate factors on malaria
transmission, including development time of mosquitoes and
parasites as well as the time between malaria diagnosis and case
recording (Supplementary Table S2). We also tested non-linear
functions of temperature and precipitation (Supplementary
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Table S3). We used the root mean square error (RMSE) to
assess the extent to which models of malaria incidence for 2001-
2015 were improved by the inclusion of each control measure
in turn. RMSE is a measure of the standard deviation of the
model residuals, with smaller values indicating better model fit
to the observed data.

RESULTS

Urban and Rural Malaria Incidence in El
Oro

Between 1990 and 2018, 62,120 cases of malaria were recorded
in El Oro, with 54% of infections resulting from P. falciparum
malaria and 46% from P. vivax. Malaria transmission in El Oro
was historically high, reaching up to 2,000 total annual cases in
1999 and an API of 61 cases of P. falciparum and 35 P. vivax
cases per 1,000 people recorded in Huaquillas canton along
the Peruvian border. Between 1998 and 2002 large outbreaks,
particularly of P. falciparum malaria occurred across the province
before declining to low levels of incidence after the period of
more intensive vector control (Figure 1B). A small outbreak
of P. vivax malaria occurred between 2007 and 2009 before
malaria incidence was dramatically reduced and remained at a
low and stable level (Figure 1B). The highest malaria incidence
was concentrated in the western part of the province, along the
Peru-Ecuador border (Supplementary Figure S4).

Between 1990 and 2018, outbreaks of both P. falciparum
and P. vivax malaria occurred roughly at the same time. Prior
to the decline in cases in 2001-2015 there was a greater
difference between P. falciparum and P. vivax incidence in rural
areas, compared to urbanized areas (Supplementary Figure S5).
During the elimination phase (2001-2010) the incidence of
P. falciparum and P. vivax malaria in rural areas was reduced
much more than malaria in urbanized areas, where outbreaks
of P. vivax were still observed. There was also a greater overall
reduction of P. falciparum malaria in rural and urbanized areas.

In the models of malaria incidence in El Oro between 1990
and 2018, we found that areas that were more urbanized were
associated with greater incidences of P. falciparum malaria
(Figure 2A). To examine how the epidemiology of malaria in EI
Oro had changed with the three vector control interventions, we
tested whether there was a difference in the relationship between
malaria and level of urbanization in El Oro, before and after
the interventions were implemented. We found a statistically
significant interaction between level of urbanization in EI Oro
and the period the control measures were implemented (2001-
2015) for P. vivax malaria and no significant interaction for
P. falciparum malaria (Supplementary Figure S6). Prior to 2001,
more urbanized areas of El Oro were associated with decreased
P. vivax malaria and after 2001 this relationship reversed with
urbanized areas associated with more P. vivax malaria.

During the period of malaria decline (post 2001) there was
also a reduction in the seasonal pattern of both P. falciparum
and P. vivax malaria in El Oro especially for P. vivax
malaria incidence, which ceased to peak between June and July
(Supplementary Figure S7). For P. falciparum a seasonal peak in

incidence during this period was evident between June and July,
but less distinct than before 2001.

Climate Variability and Malaria Incidence
in El Oro 1990-2018

Minimum temperature was the best temperature variable in the
full models (Supplementary Table S2) and in the 3 months
prior to case reporting was an important predictor of the spatio-
temporal distribution of P. falciparum and P. vivax malaria in El
Oro (Figure 2A). Warmer temperatures in El Oro between 1990
and 2018 were associated with increases in malaria incidence and
greater increases in P. falciparum malaria than P. vivax malaria
(Figure 2A). Precipitation lagged by 3 months for P. falciparum
and 1 month for P. vivax were selected as the best time lags
although when included in the full model, precipitation was not
significant in driving malaria incidence in El Oro (Figure 2A).
Introducing a non-linear relationship between malaria and
climatic variables improved model fit by decreasing model DIC
and RMSE for P. vivax but not P. falciparum malaria incidence
(Table 1 and Supplementary Figure S8). We also found that
higher temperatures were associated with larger increases in
malaria incidence (Figure 2B).

We also investigated the influence of minimum temperature
on the unexplained variation in P. falciparum and P. vivax
incidence in El Oro between 1990 and 2018. We compared
the monthly and interannual random effects of models with
and without temperature to determine the extent to which
temperature accounted for the seasonal pattern of malaria
incidence. The monthly random effects of the model for
P. falciparum incidence that included minimum temperature
were near zero, showing that temperature accounted for all of
the seasonal variation in P. falciparum malaria in El Oro 1990-
2018 (Figure 3A). In contrast there was minimal reduction
in the random effects for the P. vivax model with minimum
temperature, indicating the seasonal pattern was driven by other
factors (Figure 3B). The proportion of the variation accounted
for by the yearly random effects in a model without minimum
temperature was greater than the proportion of the variation
accounted for by the monthly random effects in a model
without minimum temperature. This suggests that temperature
is the main driver of malaria seasonality and other interannual
signatures as well as temperature contribute to the interannual
variability of malaria in El Oro. For example, for some years
the proportion of variation accounted for by the yearly random
effects decreased when minimum temperature was included
into models of malaria incidence 1990-2018. A reduction in
the value of the random effects can be seen for 1998, when
a strong El Nifio event occurred (Supplementary Figure S9).
Reductions were also particularly apparent for P. falciparum
malaria between 2001-2004 and 2009-2011, suggesting that some
additional variation was explained by minimum temperature. In
contrast for some years there was no reduction for example in
2008, when an outbreak of P. vivax malaria occurred suggesting
the outbreak was not driven by a climate event.

We explored how climate suitability for malaria transmission
had changed over the time period 1990-2018 in El Oro,
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FIGURE 2 | Parameter estimates for explanatory variables of P, falciparum and P. vivax malaria in EI Oro 1990-2018. (A) Posterior mean and 95% credible intervals
for minimum temperature and precipitation, included as linear terms, level of urbanization and poverty covariates for R falciparum (pink) and R, vivax (blue) malaria.
(B) Relationships between P, falciparum and R, vivax relative risk, on the log scale defined as the annual parasite incidence (API), log(pst), and minimum temperature,
lagged by 3 months, included in the model as a function to allow for non-linearities.

TABLE 1 | Adequacy results, deviance information criterion (DIC), Watanabe—Akaike Information Criterion (WAIC) and cross-validated log score for full models of
P, falciparum and P, vivax malaria in El Oro 1990-2018.

Model Parasite DIC WAIC Log score
Baseline spatial seasonal P, falciparum 12640.97 12646.73 1.38
log (pst) = vs + vs + My

P, vivax 18745.44 18743.44 2.05
Unstructured yearly random effects P, falciparum 11947.63 11970.4 1.31
log (pst) = vs + vs + Mt + ¥t

P, vivax 17887.75 17894.17 1.96
Socioeconomic effects P, falciparum 11946.75 11970.10 1.31
log (pst) = vs + vs + Mt + ytr + Xis

P, vivax 17887.61 17893.23 1.96
Urban effects P, falciparum 11935.89 11958.12 1.31
log (pst) = vs + vs + Mt + Yyt + Xis + XostZi

P, vivax 17823.38 17831.99 1.95
Temperature effects
log (pst) = vs + vs + Mt + Yt + X1s + XostZi + Xast (linear) P, falciparum 11926.14 11941.98 1.31
log (pst) = vs + vs + Mt + Yyt + X1s + XostZi + f(Xast) (non-linear) P, vivax 17797.49 17806.2 1.95
Precipitation effects
log (pst) = vs + Vs + Mt + Yt + X1s + XostZi  + Xast + Xagt (linear) P, falciparum 11924.91 11941.77 1.31
log (pst) = vs + vs + Mt + Yyt + X1s + XostZi + f(Xast) + f(Xast) (NON-linear) P vivax 17795.36 17804.2 1.95

Covariates were added iteratively, starting with a baseline model that included structured and unstructured spatial random effects, and a seasonal term. The level of
urbanization was interacted with a categorical variable indicating a decline in malaria incidence post 2001. The most parsimonious models included climate (temperature
and precipitation) as linear terms for P, falciparum and as non-linear functions for R vivax malaria.

specifically for minimum temperature since it was an important
predictor. To do this, we calculated the number of months that
had suitable temperature conditions for transmission of each
malaria parasite. We used the lower temperature limits of the
range for which the development of the malaria parasites inside

the mosquito vector is considered most suitable for transmission,
as an indicator of this suitability.

For P. falciparum a lower temperature limit of 18°C was
used and for P. vivax 15°C (Gilles, 1999; Watts et al,
2019). Between 1990 and 2018, the number of months with
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FIGURE 4 | Suitable temperature conditions for malaria transmission in El Oro 1990-2018. Mean (solid curve) number of months per year where minimum
temperature exceeds 18°C (i.e., considered suitable for P, falciparum malaria transmission; pink) and where minimum temperature exceeds 15°C (i.e., considered
suitable for P, vivax malaria transmission; blue), logistic regression line (dashed curve) and 95% confidence intervals (gray shading).

suitable temperatures for P. falciparum transmission showed
an increasing trend (Figure 4), with noticeable peaks of
around 8 months of suitable temperature conditions occurring
between 1997 and 1998 and between 2014 and 2016. This
trend of increasing temperatures for P. falciparum transmission

2018 (Supplementary Figure S10). In contrast, temperature
conditions for P. vivax malaria transmission showed no
increasing trend in El Oro between 1990 and 2018 (Figure 4),
although similar peaks in suitability were observed in 1997-1998
and in 2015-2016.

coincides with warmer temperatures throughout the year
in El Oro and increasing temperatures between 1990 and

The most parsimonious models of malaria in EI Oro 1990-
2018 included minimum temperature and precipitation as
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of P, falciparum malaria minimum temperature and precipitation were included as linear terms. For P vivax malaria models, model fit improved when including

non-linear functions of minimum temperature and precipitation.

linear terms for P. falciparum and as non-linear functions for
P. vivax malaria, poverty rates, level of urbanization including
an interaction with the period when the vector control measures
were implemented, and spatial and temporal random effects
(Table 1). Although in these models the credible intervals for
precipitation and poverty rates contained zero, the addition
of these covariates to the models decreased DIC values and
increased model fit for P. falciparum and P. vivax malaria
incidence in El Oro between 1990 and 2018. Accounting
for poverty rates (socioeconomic effects) across El Oro also
decreased DIC and WAIC for models of P. falciparum and
P. vivax malaria. Including meteorological variables (as linear
terms for P. falciparum and as non-linear functions for
P. vivax malaria) decreased the uncertainty of the model
posterior distributions, in comparison to distributions from
models that excluded meteorological variables (Figure 5). In
particular, model uncertainty was reduced more for P. falciparum
malaria, especially during the large outbreaks that occurred in
1992-1994 and 1998-2002. Interestingly during the later years
of the study period, model posterior distributions show an
upsurge in malaria incidence, particularly for P. vivax incidence

between 2015 and 2018 although this upsurge was not observed
in case reports.

Control Interventions and Malaria
Incidence in El Oro 2001-2015

We fitted separate sub-models fo