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Phase-shifting transformer (PST) is one of the flexible AC transmission technologies to solve the problem of uneven power transmission. Considering that PST can also be used as a regulation means for the economic operation of the system, it is necessary to study the power flow optimization of power systems with PST. In order to find a more efficient power flow optimization method, an improved genetic algorithm including a data-driven module is proposed. This method uses the deep belief network (DBN) to train the sample set of the power flow and obtains a high-precision proxy model. Then, the calculation of the DBN model replaces the traditional adaptation function calculation link which is very time-consuming due to a great quantity of AC power flow solution work. In addition, the sectional power flow reversal elimination mechanism in the genetic algorithm is introduced and appropriately co-designed with DBN to avoid an unreasonable power flow distribution of the grid section with PST. Finally, by comparing with the traditional model-driven genetic algorithm and traditional mathematical programming method, the feasibility and the validity of the method proposed in this paper are verified on the IEEE 39-node system.
Keywords: phase-shifting transformer, power flow optimization, genetic algorithm, data-driven, deep belief network
1 INTRODUCTION
With the formation of interconnection of regional power systems, the power transmission is often done through multiple parallel channels. Due to the differences in transmission distance and line parameters of these channels, the uneven distribution of the power flow in each channel will result in the restriction of the cross-section transmission capacity (Sun, 2011). Considering that the existing transmission network is very complex and mature, improving the transmission capacity of the power grid through the transformation and construction of the transmission network will be restricted by environmental conditions, economic costs, and other factors, so it is necessary to fully tap the transmission potential of the existing transmission network with the minimal investment to improve its power supply stability and reliability (Nadeem et al., 2020). Phase-shifting transformer, as a kind of power flow control equipment, has the characteristics of flexible control and large-range adjustment angle. In addition, it can respond quickly under the help of high-power electronic devices and is expected to be a daily regulation means for the economic operation of the system (Verboomen et al., 2005; Kawaura et al., 2016; Morrell and Eggebraaten., 2019). However, although the phase-shifting transformer (PST) has many advantages, it also increases the complexity of the power grid structure. It is more important that when it is necessary to perform multiple power flow calculations for the large power grid with the phase-shifting transformer to determine the best phase-shifter gear, the calculation cost is often very large. Thus, some methods to improve the power flow optimization efficiency of power systems with the phase-shifting transformer are proposed. In literature (Zhang et al., 2021), the iteration step of the affine direction is improved, and the key mapping parameters is reconfigured, which improves the efficiency of the multicenter correction interior point method. In literature (Cui et al., 2013), matrix block technology is used to reduce the calculation scale of the nonlinear primal dual interior point method, which improves the efficiency of optimization of power systems with phase-shifting transformer. However, when the scale of the power system is very large, these measures to improve the optimization efficiency are still difficult to adapt to the scale of the optimization problem. Considering the rapidity of data-driven methods, a data-driven approach will be adapted to solve this problem in this paper.
Traditional power flow optimization methods are model-driven. Model-driven optimization methods can be divided into mathematical programming methods, intelligent optimization algorithms, and hybrid methods (Liu, 2021). Common mathematical programming methods include the linear programming method (Mohamed and Venkatesh, 2019), the interior point method (Pan et al., 2018), and so on. Intelligent optimization algorithms include genetic algorithm (Ahmed et al., 2021), particle swarm optimization algorithm (Zhang et al., 2014), and so on. Hybrid methods refer to the combination or collaboration of two (or more) methods to solve an optimization problem and include PSO-sequential quadratic programming (Victoire and Jeyakumar, 2004), seeker optimization algorithm-SQP (Sivasubramani and Swarup, 2010), and so on. However, the model-driven optimization method has obvious bottlenecks in computational efficiency, so the data-driven power flow optimization method has recently aroused the research interest of many scholars due to its high computation efficiency. The data-driven optimization methods can be divided into two categories according to the different functions of the data drive. The first type is data-driven modeling, including deterministic modeling and uncertain modeling—for example, Van Horn et al. (2016) applies data-driven injection shift factor matrix to the optimal power flow model so that the real-time security-constrained economic dispatch of the power grid can be robust to various disturbances. Lorca and Sun (2014) and Roldan et al. (2018) respectively proposed the construction methods of data-driven polyhedron and ellipsoidal uncertainty sets. The second type is data-driven optimization decisions. Lei et al. (2021) proposed a data-driven optimal power flow method based on stacked extreme learning machine framework, which can directly obtain the optimal scheduling decision scheme of the system without the iterative process. (Liu et al., 2021) presents a novel data-driven approach based on artificial neural networks to enable fast economic dispatch in electricity–gas coupled systems by utilizing simulation data from the piecewise-linearization-based model-driven method. In a word, the purpose of the data-driven optimization method of the first type is to improve the performance of the built model rather than improve the optimization efficiency. The second one is to directly replace the flow optimization process with the neural network, which greatly reduces the time cost of the optimization. However, the mapping between the power system operation state and the optimization decision scheme is complex, especially when the system scale is large. Directly through the black box prediction, it is difficult to apply to the actual optimization decisions in a convincing way. Therefore, an alternative data-driven power flow optimization framework is proposed to balance the relationship between interpretability and optimization efficiency in this paper. We use data drive to replace the calculation of the power flow in the optimization process rather than the whole optimization process, which makes the solution results still retain the physical significance of the optimization. Our approach is still much faster than the model-driven optimization method, although it takes longer than the data-driven optimization method of the second type.
At present, the power flow (PF) calculation methods of power systems can be divided into the model-driven power flow calculation and the data-driven power flow calculation. The former mainly includes the forward–backward method (Butler-Purry, 2013), the Newton–Raphson method (Zhu and Tomsovic, 2007), and the DC power flow method (Stott et al., 2009). With the spread of massive phasor measurement units (PMUs) and supervisory control and data acquisition (SCADA) systems, the latter gradually attracted the interest of scholars. The data-driven power flow method can be divided into three categories. The method of the first type is to calculate the Jacobian matrix of high precision based on measured data (Chen et al., 2016). The method of the second type is to obtain a more accurate linearized power flow calculation model based on the measured data (Liu et al., 2019). The method of the third type uses neural network to replace AC power flow calculation to realize the faster power flow calculation (Liu and Kong, 2021). Obviously, only the third kind of method is used to improve the efficiency of power flow calculation. Therefore, this paper adopts the third method and combines the data-driven power flow calculation into the intelligent optimization algorithm to form the data-driven power flow optimization method.
In Shi et al. (2019), deep belief network (DBN) is seen to be an excellent candidate for the data-driven model, and it is a multilayer probability generation model that extracts features well. In addition, because of its good feature extraction and discrimination ability, DBN is widely used in power prediction and equipment fault diagnosis and shows better results than traditional machine learning methods in power prediction and fault diagnosis accuracy (Xu et al., 2018; Tao et al., 2020; Dong et al., 2021). Therefore, DBN is adopted as the data-driven approach of this paper.
To sum up, this paper proposes a power flow optimization method based on data-driven technology and an improved genetic algorithm for power systems with PST. The method uses DBN to train the sample set, in which the input variables are phase-shift angle, the active power of the generator, and load active and reactive power and the output variables are system loss and the power flow of the lines where the power flow reverse may occur. The calculation link of the fitness function in the genetic algorithm is replaced by the high-precision DBN model, which avoids the time-consuming problem of power flow calculation by the way of iteration and keeps a high accuracy. Moreover, in the process of genetic algorithm optimization, the introduction of the sectional power flow reversal elimination mechanism makes the solutions evolve in an effective optimization direction. So, the method proposed in this paper reduces the difficulty of power flow calculation for power systems with PST and improves the speed of power flow optimization. The main contributions of this paper are as follows:
(1) A new paradigm of data-driven power flow optimization is proposed, which improves the optimization efficiency while ensuring the optimization accuracy and has certain generalization ability.
(2) By adding state variables of optimization models into the output set of the sample of neural networks, the proposed optimization method can completely consider inequality constraints containing the state variables—for example, by adding the active power of the lines prone to power reversal into the output set of the sample, the proposed method can consider the inequality constraints about power reversal and can avoid unreasonable power flow distribution of the grid section with PST.
The structure of this article is as follows: first, Section 2 introduces the equivalent model of PST and the change in model-based PF calculation of power systems with PST. After that, Section 3 presents the power flow optimization model of systems with PST. Next, Section 4 describes the data-driven approach used to replace the traditional PF calculation and highlights the improvements to the genetic algorithm. Subsequently, Section 5 verifies the effectiveness of the proposed method on the IEEE 39-node modification system with PST by comparing it with the traditional model-driven genetic algorithm and traditional mathematical programming method. Finally, the main findings of this study are summarized with some prospects for future studies in the conclusion section.
2 MATHEMATICAL MODEL OF THE PHASE SHIFTING TRANSFORMER
2.1 The Basic Principle of the Phase Shifting Transformer
Phase shifting transformer adjustment can generally be divided into longitudinal adjustment, lateral adjustment and oblique adjustment (Zhang, 2017). Longitudinal regulation is to adjust the amplitude of the voltage, lateral regulation is to adjust the phase of the voltage, and oblique regulation changes both the voltage amplitude and its phase.
In this paper, the discrete two-core symmetrical PST is selected as the research object, which belongs to the lateral adjustment. Its structure is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Two-core symmetrical phase-shifting transformer structure diagram.
As can be seen from Figure 1, the structure of the controlled PST includes a series booster transformer (BT), an excitation transformer (ET) and a controller (Mehdi, 2010; Bian et al., 2012). First of all, the parallel transformer is used to obtain the terminal voltage of the branch where the PST is located. Then, according to the system’s demand, the voltage of a certain amplitude and phase angle is obtained by using the mechanical or power electronic control device. Finally, the voltage is injected into the line by the series transformer to realize the effect of regulating the voltage phase angle.
2.2 Power Flow Models With Phase Shifting Transformer
The equivalent circuit of the branch with PST is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The equivalent circuit of the branch with phase-shifting transformer.
In Figure 2, Yeq = geq + jbeq represents the equivalent admittance of the PST, YL = gL + jbL represents the equivalent admittance of the line, α is the phase-shift angle, and Ui, θi, Uj, and θj represent the voltage amplitude and phase of node i and j, respectively.
In the power flow calculation of a system with PST, the node admittance matrix of the network is generally symmetrical, and a series of processing and simplifications in the PF calculation is also based on the symmetry of the node admittance matrix. However, because the ratio of PSTs is a complex number, not a scalar, the admittance of the PST branch between node i and node j, as shown in Figure 2, in an equivalent circuit form, [image: image], and the node admittance matrix of a system with PST is no longer symmetrical. In order to maintain the symmetry of the node admittance matrix, the PST branch should be pre-treated in order to keep the node admittance matrix of the whole system symmetrical during PF calculation.
In details, the variable ratio of the PST is firstly removed, and the equivalent admittance becomes Yeq. Then, the injection power of node i and node j needs to be corrected. The schematic diagram of the equivalent injected power of PST is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The schematic diagram of equivalent injected power of phase-shifting transformer.
The change of injection power of the nodes at both ends of the derived equivalent PST is as follows (Noroozian and Andersson., 1993; Papazoglou et al., 1999; Eremia et al., 2016):
[image: image]
where ΔPi, ΔPj, ΔQi, and ΔQj denote the injected active and reactive power of node i and node j, respectively. Moreover, θij = θi – θj, θji = θj – θi.
It is known by Equation 1 that the equivalent injection power on both sides of the PST is only related to the parameters of the PST and the voltage amplitude and phase at both ends of it. In each iteration of power flow calculation, as long as the equivalent injection power is calculated through the above-mentioned formula and added to the original injection power of the node, the power flow solution with PST can be solved as usual.
3 OPTIMIZATION MODEL OF POWER SYSTEMS WITH PHASE-SHIFTING TRANSFORMER
The PST changes the phase of the voltage at the installation point of it by stringing the voltage with adjustable amplitude into the transmission line so as to adjust the power flow of the transmission line. In order to better play the power flow regulation ability of PST, the power flow optimization model of power systems with PST is considered as follows (Zhang et al., 2021):
[image: image]
In the expression, f (x,u) is the target function, h (x,u) is an equation constraint, g (x,u) is an inequality constraint, [image: image] and [image: image] respectively represent the lower and upper limits of g (x,u), and x and u respectively represent state variables and control variables. The control variables selected in this paper include phase-shift angle and generator output power (MW).
3.1 Target Function
The objective function of this paper is the active power loss of the system. The expression is as follows:
[image: image]
where [image: image] is the active power loss of the system, Nl is the total number of branches of the system, Gi is the conductivity of the branch i, Vi1, θi1, and Vi2, θi2 are the voltage and phase angle of the bus at the head and tail side of branch i, respectively.
3.2 Equation Constraints
The active and reactive power constraint equations are as follows:
[image: image]
[image: image]
where PGi and QGi are the active and reactive power output of the i-bus generator, respectively. PDi and QDi are the load active and reactive power of the bus i. Gij and Bij are the conductance and the susceptance of the line i–j, respectively. θij is the voltage phase difference at both ends of the line i–j.
3.3 Inequality Constraints
3.3.1 Constraints of Control Variables

3.3.1.1 Shift-Phase Angle
In this paper, the phase angle of PST is chosen as the control variable and limited to the range from [image: image] to [image: image]
[image: image]
3.3.1.2 The Generator Active Output (MW)
[image: image]
The active power output of the generator, PGi, is chosen as another kind of decision-making variable. Among them, [image: image] and [image: image] are the minimum and maximum active power output of the generator [image: image], respectively. [image: image] indicates the generator node number that is involved in the decision-making variable list.
3.3.2 Constraints of State Variables
The inequality constraints for the voltage amplitude of the load node are as follow:
[image: image]
where [image: image] and [image: image] are the minimum and maximum voltage of the load node, respectively. [image: image] represents the total number of load nodes. In this paper, [image: image] and [image: image] are set as 0.95 and 1.052 p.u., respectively.
The inequality constraints of the reactive power output of generators are as follows:
[image: image]
where [image: image] and [image: image] are the minimum and maximum reactive powers of the generator k, respectively, and [image: image] is the number of all generators.
The inequality constraints on the transmission limit are as follow:
[image: image]
where [image: image] is the transmission power from node i to j, and [image: image] and [image: image] are respectively the minimum and the maximum permissible powers of line i–j and [image: image].
4 PROPOSED METHODOLOGY
4.1 Deep Belief Network
DBN is an efficient unsupervised learning algorithm stacked by a series of restricted Boltzmann machines (RBMs) and then adds a layer of back-propagation (BP) neural networks at the bottom level. The DBN topology and training process are shown in Figure 4. The DBN training process is divided into unsupervised training and fine-tuning. First of all, individually unsupervised training is given to each layer of the RBM network so as to retain feature information as much as possible when mapping the feature vectors to different feature spaces. Then, the parameters obtained from the unsupervised training phase were uses as the initial value, and the DBN was fine-tuned through BP. This process can avoid local optimization in the training process.
[image: Figure 4]FIGURE 4 | Deep belief network structure diagram.
About the structure of the DBN, this paper selects the phase-shift angle, generator active power, and active power and reactive power of the load node as input. The first two kinds of variables are the control variables. In addition, in order to characterize the operating states of the power system, the active power and reactive power of all load nodes are added to the input set of the sample. Notably, when the number of system load nodes is huge and the processing capacity of the learning model is limited, only some key load nodes or cross-section power flow and other characteristics can be selected to characterize the operation mode of the power system. The selection of a specific feature in the operation information of a power system is another interesting topic and will be further studied in the future. The DBN outputs are the active total line loss of the system expressed by Ploss, and the power flow value of the branch where the power flow reverse phenomenon may occur which is expressed by Pls.
In the face of unbalanced power in the system for PF calculation in both model-based and data-driven ways, one or more generators are generally assigned to bear the unbalanced power—for example, Mezghani et al. (2020) uses multiple generators, as an automatic generation control scheme, to bear the unbalanced power caused by uncertain factors when considering many scenarios. Liu et al. (2021) adopts a slack generator to bear the unbalanced power caused by data-driven errors. In this paper, considering that the slack generator needs to bear the unbalanced power of the system, the active power of the slack generator cannot participate in the process of power flow optimization, so the error brought by the data drive in this paper will also be borne by the slack generator as part of the unbalanced power, and the sample input set of this paper does not include the active power of the slack generator.
4.2 Genetic Algorithm Improvement: Elimination of Power Flow Reversal Individuals
First, the concept of the power flow reverse is introduced. The phenomenon of power flow reverse refers to the phenomenon that the power flow direction is opposite to the positive direction assumed in advance—for example, if the power flow reverse occurs on the line i–j, [image: image].
The generator area and the load area in the network structure are normally determined, and the power delivery pattern between areas through one or more cross-sections is planned and maintained according to operation rules. Thus, in this paper, the phenomenon of the power flow reverse of cross-sections or a line of a section under study is seen as abnormal, contrary to the requirement of power system operation safety—for example, when the power flow in one of the parallel lines in a cross-section is reversed, the resulting loop current/power will make the distribution of the power flow more uneven within the section and will probably lead to the phenomenon of power flow overload in the other lines. Therefore, in this paper, the active powers of the lines, where the power flow reverse may occur, are added into the output of the sample set to monitor whether power flow reverse occurs or not. In this way, the proposed optimization method can consider [image: image], which is the inequality constraint about the power flow reverse. In order to determine these lines, it is necessary to use simulation data information to determine which lines in the concerned section will be prone to power flow reversal. At the same time, this paper adds the section line power flow direction identification link in the genetic algorithm (GA) adaptation calculation step. Considering that each individual corresponds to an operation state of the power system in the genetic algorithm, if the lines with power flow reversal in the studied section are identified, the corresponding individuals are eliminated.
4.3 Power Flow Optimization Based on Improved Genetic Algorithm With Deep Belief Network
The calculation link of the fitness function in the improved GA is replaced by the well-trained DBN model, which realizes the rapid calculation of the power flow optimization. The main steps of the improved genetic algorithm based on data drive are shown in Figure 5, and the implementation process is as follows:
(1) Construct a quantity of network training samples: The training samples are constructed by randomly selecting different load levels, different active power levels of generators, and different PST gears within a reasonable range. The system loss value is obtained by the calculation of formula (3) as one of the DBN output. Another DBN output is the power flow of the lines in the studied section where the power flow reverse may occur.
(2) The constructed samples are divided into training sets and test sets, which are used for DBN training and the performance testing of the post-training networks, respectively. The DBN parameters are set according to the actual system specifications.
(3) Set the GA parameters, including population size, maximum iteration number, iterative accuracy, cross-probability and variation probability, etc., and initialize the population. The genes of each chromosome consist of the active and reactive load value, the controllable generator power (MW), and the phase angle of the PST.
(4) The DBN is used to predict each individual to get the corresponding fitness value and the active powers of the lines where the power flow reverse may occur, and the power flow reversal judgment is performed on each individual. The individuals with power flow reversal are eliminated, and the others are retained or eliminated through fitness ranking.
(5) Crossover and mutation of the population to obtain the better offspring.
(6) Determine whether the end condition of GA has been met. If the maximum number of iterations or the iterative accuracy is reached, stop the iteration and output the system loss and the optimal power flow scheme, otherwise return to step (4).
[image: Figure 5]FIGURE 5 | The flow chart of improved genetic algorithm based on data drive.
Notably, the main work of calculating the adaptation function is actually to calculate a power flow in the power flow optimization problem of a power system. It is very time-consuming to repeatedly calculate the power flow in the iterative process, while replacing the power flow calculation with the DBN model can greatly reduce the time cost. Therefore, as long as the learning model is guaranteed within a certain acceptable precision range, the optimization process of the algorithm can be greatly accelerated with almost no loss of optimization accuracy.
5 CASE STUDY
5.1 Phase-Shifting Transformer Installation Position and Parameters
In this paper, the IEEE 39-node system is used as the simulation example, and the diagram is shown in Figure 6.
[image: Figure 6]FIGURE 6 | IEEE 39-node system structure diagram.
Figure 6 shows three sections of the system (Jia et al., 2010). In this paper, section B is selected for research. In order to determine the installation location of the PST, it is necessary to analyze the power flow distribution of section B, as shown in Table 1.
TABLE 1 | Power flow distribution of section B.
[image: Table 1]Among them, F and T represent the starting and ending points of the branch, and P represents the active power of the line.
It should be noted that, in order to ensure that the IEEE 39-node system meets the inequality constraint (8), some parameters of the standard IEEE 39-node system are modified in this paper, and the contents of the modifications are shown in Table 2. The data in Table 1 is based on the modified IEEE 39-node system.
TABLE 2 | The modified parameters of the IEEE 39-node system.
[image: Table 2]For simplicity, only one PST is considered. According to the power flow data shown in Table 1, this paper installs the PST between nodes 17 and 27. Because this branch has the smallest power flow, the PST installed on this branch can absorb the power flow of other lines in the section and improve the overall transport capacity of the section.
In order to determine the PST parameters, it is necessary to clarify the active power limit value of the 17–27 branch. This paper assumes that the active power limit value of the branch with PST is 350 MW. In addition, this paper takes [−10°, 10°] as the phase-shift angle adjustment range, and the adjacent phase-shift gears differ by 1°. According to the parameter design method of the PST in literature (Yu et al., 2013), the equivalent reactance of the PST at each tap position can be obtained. Considering that the difference of the PST equivalent reactance at different gears is very small, the equivalent reactance corresponding to the phase-shift angle of 0° is chosen as the equivalent reactance of each gear. The selected equivalent reactance of the PST is 0.04 p.u.
5.2 Sample Set Construction
In this paper, BPA and MATLAB simulation software are used to automatically generate a steady-state power flow sample set, and the GA is implemented on the MATLAB platform. The test computer is configured as Intel Core i7-4790, CPU s3.2 GHz, 8 GB RAM.
According to the analysis of Section 4.1, the input of the DBN includes PDi, QDi, PGi, and α. In this paper, only one PST is installed, and the dimension of the phase-shift angle variable is one. Then, the generators 30, 32, and 33 are selected to participate in the power flow optimization process, so there are three active power variables of the generators. Considering that the sample system has only 19 load nodes, this paper selects all of the load nodes to reflect the system operation features and test the capability of the DBN, which means that there are 38 load variables of active and reactive power. Totally, the sample input amount is 42. In terms of the range of the input variables, the phase-shift angle is in the range of [−10°, 10°], while the active powers of the generators of BUS30, BUS32, and BUS33 are respectively in the range of [520 MW, 1,040 MW], [362 MW, 725 MW], and [326 MW, 652 MW]. Among them, the upper limit of the active power of each generator is derived from the example of MATPOWER (Zimmerman et al., 2011), and the lower limit is half of the upper limit according to experience. If we set the lower limit value of the active power of each generator as 0 according to the practice of MATPOWER, a large number of samples in the simulation will not converge. In addition, the active and reactive powers of each load node at the load level of 100% are shown in Table 3. Specifically, the load levels in the sample set of this paper include 95, 100, 102, and 105%, and the number of samples per load level is 1,000. So, the input dimension of the sample set is 42 × 4,000.
TABLE 3 | The active and reactive power of each load node at the load level of 100%.
[image: Table 3]Considering that the power flow of line 17–27 is small and easy to reverse, this paper puts the active power of line 17–27 as one of the outputs of the DBN. Thus, the output of the DBN is of two dimensions: the active power of line 17–27 and the system loss. The sample set used in this paper can be found in the supplementary material.
5.3 Accuracy of Different Learning Models
In order to compare the prediction accuracy of DBN, in terms of system network loss, three extra common machine learning methods are used for the test: back-propagation neural network (BP), extreme learning machine (ELM), and support vector machine (SVM). In the 4,000 sample sets in Section 5.2, 3,000 samples were randomly selected as the training set and 1,000 samples as the test set. Thus, these four models are trained and tested with the same samples. The model parameters are as follows:
1) DBN: We use two hidden layers, which contain 300 and 400 hidden nodes, respectively. The momentum, learning rate, and number of RBM pre-training are chosen as 0.7, 0.03, and 100, respectively.
2) ELM: The number of hidden layer nodes is 60.
3) SVM: 4 polynomial nuclear functions are selected. The penalty function and the nucleus function coefficient is 1.5 and 10, respectively.
The predicted results of different models on the test set are shown in Figure 7. It can be seen that the DBN used in this paper has a good prediction effect on the system loss of the test set. The forecast values of DBN and the expectations (the true values) from the simulation cases are basically consistent, which can meet the application requirements of the system loss assessment. The other three common machine learning methods also show good prediction results.
[image: Figure 7]FIGURE 7 | Predicted results of different models on the test set. (A) is DBN, (B) is BP, (C) is ELM, (D) is SVM.
In addition, to further compare the performance of the models, root mean square error (RMSE), mean absolute error (MAE), and determination coefficients (R2) are used (Kang et al., 2015; Mohan et al., 2018). The results of the relevant indicators are shown in Table 4. Among them, RMSE and MAE are used to evaluate the predictive ability of the model on the test samples. The smaller the value of RMSE and MAE, the better the predicting performance of the model for system loss. In addition, R2 is used to evaluate the fitting degree of the model with the test set. The closer the value is to 1, the higher the fitting degree is.
TABLE 4 | Predicted results of different models on the test set.
[image: Table 4]As can be seen from Table 4, compared with BP, ELM, and SVM methods, all the indicators of DBN are leading, so DBN is recommended as the data-driven module of the GA in this paper.
5.4 Comparison of Data-Driven and Model-Driven Genetic Algorithms
The basic parameters of the GA used in this paper are as follows: the number of maximum iterations is 70, the number of variables is 4, the number of individuals is 40, the generation gap is 0.95, the crossover probability is 0.7, and the mutation probability is 0.01.
In order to test the accuracy of the data-driven GA and the generalization ability of the learning models mentioned above under different load levels of the system, we take the load levels of 93, 95, 97, 99, 101, 103, 105, and 107% for simulation. The simulation results are shown in Table 5, where the results of the model-driven genetic algorithm are regarded as true values.
TABLE 5 | Errors of the data-driven genetic algorithm (GA) and model-driven GA.
[image: Table 5]Among them, Ploss,GA represents the optimal system loss value obtained by model-driven GA. Ploss,DBN-GA, Ploss,BP-GA, Ploss,ELM-GA, and Ploss,SVM-GA respectively represent the optimal system losses obtained by different data-driven GA. The relative error is calculated as follows: (Ploss,XX-GA - Ploss,GA) / Ploss,GA, where the expression Ploss,XX-GA represents the data-driven GA.
As can be seen from Table 5, the error of DBN-based GA is smaller than those of other data-driven methods at 97, 101, and 105% load levels. Relatively, the DBN-based GA has less error than other data-driven methods. As a whole, the DBN-based GA shows a stronger generalization of different load levels of the system compared with the other data-driven GA in Table 5.
In order to verify the accuracy of data-driven optimization results, the optimization results based on DBN were substituted into BPA (Tao et al., 2013). The active power loss value based on DBN and BPA (Ploss,DBN-BPA) was compared with that based on the model-driven method (Ploss,GA), and the results are as shown in Table 6. This process is named “state recovery” (Liu et al., 2021) since it is aimed at recovering the system state based on the optimization results of the data-driven method. This approach can also help examine whether the results of the data-driven method can be applicable for practical power flow optimization.
TABLE 6 | Errors of the optimization results based on deep belief network (DBN) and BPA.
[image: Table 6]From the data in Table 6, the precision of the optimization results based on DBN and BPA is high enough, which means that the results of the data-driven method can be applicable for practical power flow optimization.
5.5 Comparison of Genetic Algorithms and a Mixed-Integer Second-Order Cone Programming Model
In order to further verify the optimization performance of the proposed method, we compared the calculation time and optimization results of different data-driven GA, the model-driven GA, and the traditional mathematical programming method at 100% load level. Considering the discrete characteristics of the PST, the power flow optimization problem of the traditional solution method is transformed into a mixed-integer second-order cone programming (MISOCP) model (Lin et al., 2019). Then, the mature optimization solver GUROBI is used to solve the problem (Lin et al., 2019). The time cost and solution results of various models are shown in Table 7. Moreover, the iteration will be terminated if the difference between the optimal objective functions of three adjacent iterations is less than 0.01 when we use the model-driven GA.
TABLE 7 | Comparison of data-driven genetic algorithm (GA), model-driven GA, and MISOCP.
[image: Table 7]As can be seen from the results in Table 7, data-driven GA is significantly superior to model-driven GA and MISOCP in time consumption. By comparing the optimization results between different models, it can be seen that the data-driven GA and the model-driven GA can obtain better solutions than the traditional MISOCP algorithm, having better performance in avoiding local optimal in this case. In addition, the accuracy of DBN is the highest at 100% load level when regarding the result of model-driven GA as the truth value. In a word, although the time consumption of DBN is not the shortest, DBN is still a more appropriate choice considering the comprehensive performance of accuracy, generalization ability, and time consumption.
Through the study, it can be seen that the data-driven GA can greatly accelerate the optimization process under the premise of ensuring the optimization accuracy.
5.6 Validation of the Improved GA
In order to verify the correctness and validity of Section 4.2, we make a simulation comparison on whether to adopt the power flow reversal elimination mechanism. The simulation example is the IEEE 39-node system with PST at the load level of 100%. The simulation results are shown in Table 8.
TABLE 8 | The power flow distribution of section B with or without eliminating individuals of power flow reverse.
[image: Table 8]From the comparison of the data in Table 8, it can be seen that, compared with the practice of eliminating the individuals with power flow reversal, the uniformity of power flow distribution in each line of section B is significantly reduced without eliminating the individuals with power flow reversal. It is necessary to point out that, in the scenario studied in this paper, the power flow reverse phenomenon is more likely to occur when the phase-shift angle is in the positive interval.
6 CONCLUSION

1) The optimal power flow model of the power system with the phase-shifting transformer is established, and an efficient data-driven algorithm is proposed to solve it, which not only balances the optimization speed and accuracy but also has certain generalization ability for various power grid operation modes.
2) The sectional power flow reversal elimination mechanism in the genetic algorithm is introduced and appropriately co-designed with DBN to avoid the unreasonable power flow distribution of the grid section with PST.
3) Simulation examples show that the improved genetic algorithm containing data drive process proposed in this paper is effective.
The current research is aimed to optimize the power flow of power systems with PST in a certain load level range. The change of the system topology has not been considered. Therefore, how to apply the proposed method to the power flow optimization of a power system with more variable operation modes is the main topic in future works.
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Aiming at the problems that the existing arc suppression cabinet technology cannot adjust the zero sequence voltage flexibly and the control and hardware implementation of active arc suppression equipment based on power electronics are difficult, a new method of voltage arc suppression in the distribution network based on the flexible regulation of the neutral point potential of the new grounding transformer is proposed. From the perspective of the sequence component, the variation law of the neutral point voltage before and after the closing of the tapped grounding branch of the new grounding transformer is analyzed. By selecting the appropriate initial tap position of the tap-to-ground switch, the fault phase voltage is flexibly controlled so that the fault phase voltage is reduced to below the reignition voltage to quickly solve the influence of the single-phase grounding fault, and the risk of non-fault phase insulation breakdown is reduced to ensure the stable operation of the distribution network. According to the ratio of the fault phase current to the zero sequence voltage before and after the gear inputs, whether the arc suppression of the single-phase grounding fault is completed is judged. Compared with power electronic products, the new grounding transformer has the advantages of high reliability, long service life, and low cost and has strong economy and applicability in engineering. The single-phase grounding fault model of the 10kV distribution network is built in the PSCAD/EMTDC simulation environment, and the new method of the distribution network voltage arc suppression based on the flexible regulation of neutral point potential of the new grounding transformer is verified. The simulation results show that the proposed method can effectively reduce the fault phase voltage to achieve the reliable arc suppression of the single-phase grounding fault.
Keywords: distribution networks, single-phase grounding fault, neutral point potential, flexible pressure regulating, the voltage arc suppression
INTRODUCTION
The grounding modes of a neutral point in a power system include direct grounding of the neutral point and non-effective grounding of the neutral point. Among them, neutral non-effective grounding includes non-grounding, arc suppression coil grounding, and high impedance grounding (Li, 2019a). Non-effective grounding method accounts for more than 85% of the voltage levels of 6kV–110 kV in the Chinese power grid (Xue, 2015a). In the long-term power system operation, insulation aging, environmental changes, and other conditions are easy to cause short circuit and other problems. Among them, the proportion of the single-phase short-circuit fault is the largest, accounting for more than 60% of the short-circuit fault types (Choi et al., 2010; Fang, 2017). The single-phase grounding fault is often accompanied by the arc grounding fault (Xiao, 2021), which is harmful to personal and equipment safety for a long time, and the arc grounding fault has complex characteristics such as frequent flameout, small arc current, and strong randomness affected by the environment. Therefore, it is difficult to identify and inhibit the single-phase arc grounding fault, and failing to deal with them in time is easy to cause economic losses and personal safety accidents (Zeng, 2000; Liu, 2016).
The existing arc suppression methods of the distribution network mainly use the neutral point arc suppression coil to compensate the capacitive current of the grounding fault point. According to the compensation object, the arc suppression methods of the distribution network can be divided into the current arc suppression method and voltage arc suppression method, and the current arc suppression law can be subdivided into the passive current arc suppression method and active current arc suppression method. The principle of the passive current arc suppression method is that the neutral point of the power grid and the earth are connected by adjustable inductance. When a grounding fault occurs, the inductive current is output through the adjustable inductance to compensate the capacitive current of the fault point system (Jin, 2010; Elombo et al., 2013; Xue, 2015b; Wang, 2018; Chen, 2020). The principle of active current arc suppression is to measure and calculate the fault current through the transformer and inject a zero sequence current with the same size and opposite direction under the premise of the known fault current so as to realize full current compensation arc suppression (Wang, 2015; Xie, 2015; Guo, 2017; Peng, 2018; Wu, 2018; Xu, 2018; Ze-Yin Zheng, 2020). Based on the principle of the current arc suppression method, the team of Li Jinglu of the Changsha University of Science and Technology developed a set of neutral point dynamic grounding devices to inject the compensation current (Li, 2019b), the team of Guo Moufa of Fuzhou University developed the three-phase cascaded H-bridge current converter to inject the compensation current (You, 2016), and the team of Yang Tingsheng of China Ocean Petroleum International Co., Ltd. developed a power electronic switch turn-regulation arc suppression coil to reduce the fault current (Yang, 2021). For the compensation method of the passive arc coil, some scholars have developed a pre-adjusted arc coil (National Development Reform Commission, 2007), air-gap inductive arc suppression coil, and arc suppression coil composed of three cores and five coils (Cai, 2004; Pang, 2006). However, the essence of the current arc cancellation method needs to obtain the fault current value (Zheng, 2021), while it is difficult to obtain the fault current value accurately in the power system engineering application. At the same time, there are problems; for example, the arc residual current is large (Zhang, 2019), and the arc suppression effect is affected by the control mode and the change of the operation state of the distribution network, so it is not widely promoted.
Aiming at the problems of the current arc suppression methods, voltage arc suppression methods came into being. At present, the voltage arc suppression method mostly used on the market is the fault phase transfer arc suppression technology (Grifflel, 1997; Chen, 2019), and its principle is to set up a grounding branch in the station. When a grounding fault occurs, the short-circuit current of the grounding branch is transferred by short-circuiting the fault phase bus in the station, thereby reducing the fault phase voltage to zero. On the basis of the fault phase transfer technology, the State Grid Corporation puts forward the active intervention arc suppression technology (Wang, 2020). The fault phase transfer technology can alleviate insulation deterioration, improve the accuracy of fault location, and it is simple and easy to operate when operating overvoltage occurs. But when metal grounding fault occurs, the grounding fault current is large (Fan, 2019), and there is a risk of the interphase fault under the condition of phase selection failure (Hänninen and Lehtonen, 1998; Xiang, 2020), so its arc suppression effect will be affected (Yao, 2009).
In view of the above problems, based on the principle of suppressing fault phase voltage re-ignition, a voltage arc suppression method for the distribution network based on flexible regulation of the neutral point potential of the new grounding transformer is proposed. The initial gear size is determined by the ceiling function, and then, the initial gear of the primary side of the new grounding transformer is closed; the tapped grounding branch is divided so that the zero potential is offset, and the zero sequence voltage is adjusted. Then, the ratio of the fault phase current to the zero sequence voltage is used to determine whether the arc suppression is completed so as to achieve rapid and flexible regulation of the fault phase voltage and reliable arc suppression. Furthermore, the single-phase grounding fault model of the 10kV distribution network is built in the PSCAD/EMTDC simulation environment to verify the reliability of the new voltage arc suppression method of the distribution network with a flexible voltage control.
THE PRINCIPLE OF NEUTRAL POINT POTENTIAL CONTROLLING STEP-DOWN ARC SUPPRESSION FLEXIBLY
System Equivalent Circuit After Closed Tap Grounding Branch
According to the extinguishing mechanism of the grounding arc, the resistance of a grounding medium is inversely proportional to the fault phase voltage (Huang, 2020), and when the maximum re-ignition voltage is less than the recovery speed of the grounding medium resistance, the arc is no longer reignited. According to the long-term operation experience of the distribution grid, the critical value of the maximum reignition voltage is between 0.22 and 0.36 times of the phase voltage in the 10kV distribution network (Yao, 2009).
The principle diagram of voltage arc suppression flexibly controlled by neutral point potential of the grounding transformer is shown in Figure 1. [image: image], [image: image], and [image: image] are electromotive forces of three-phase power supply in the distribution network, [image: image] is the equivalent capacitance of the system to the ground, [image: image] is the equivalent resistance of the system to the ground, and [image: image] is the grounding fault resistance. [image: image], [image: image], and [image: image] are the high-voltage side windings of the transformer. Ground taps are set on this side, and m taps are set in total. The taps rise from the neutral point of the high-voltage side transformer to the system in turn, which are 1, 2,…, m, respectively. [image: image], [image: image], and [image: image] are low-voltage side windings of the transformer, and the neutral point lead of the system is grounded through impedance [image: image]. In addition, [image: image] is the grounding branch current, and the reference direction is the tap flow to the grounding point.
[image: Figure 1]FIGURE 1 | Principle diagram of voltage arc suppression with flexible control of neutral point potential of the grounding transformer.
In Figure 1, it is defined that the tap-to-system side is defined as the [image: image] side, the tap to the neutral point of the high-voltage side of the transformer side is defined as the[image: image] side, and the transformer low-voltage side is defined as the N side. Then, the original dual-winding transformer can be equivalent to a three-winding transformer.
When a single-phase grounding fault occurs, the grounding branch switches of taps with different tap positions are closed, and the phase and amplitude of the zero-sequence voltage change so that the fault phase voltage changes according to different tap positions. The amplitude of the fault phase voltage is determined by the number of turns of windings contained in different tap positions, and the system line voltage remains unchanged in the process of mobilizing taps with different tap positions.
The transformer is a static component, and its positive and negative sequence impedances are equal, ignoring the line loss. The equivalent circuit diagrams of the positive sequence, negative sequence, and zero sequence of the system are drawn as shown in Figure 2. The 1-1′ port corresponds to the grounding transformer and the ground, and the 2-2′ port corresponds to the fault point and the ground.
[image: Figure 2]FIGURE 2 | Positive, negative, and zero-sequence equivalent circuit diagrams. (A) Positive-order circuit diagram (B) Negative-order circuit diagram (C) Zero-order circuit diagram
In Figure 2, [image: image], [image: image], and[image: image] are the [image: image], [image: image], and N side winding leakage reactance, [image: image] is the arc suppression coil impedance value, [image: image] is the power supply impedance, and [image: image] is the line to the ground positive sequence or negative sequence reactance. The power supply impedance is far less than the line to the ground positive and negative sequence reactance. In addition, [image: image] is the line to the ground zero sequence reactance. [image: image], [image: image], and [image: image] are the voltages of the 1-1′ terminal, and [image: image], [image: image], and [image: image] are the currents of the 1-1′ terminal.
For the positive order circuit in Figure 2A, it can be described as
[image: image]
For the negative order circuit in Figure 2B, it can be described as
[image: image]
For the zero-order circuit in Figure 2C, it can be described as
[image: image]
The relevant parameters are as follows:
[image: image]
[image: image]
[image: image]
As ZS(0) is far less than 3ZL in Figure 2C, ZS(0) can be ignored, and then, the relevant parameters in Eq. 3 are
[image: image]
[image: image]
[image: image]
When the transformer tap is grounded, there are
[image: image]
[image: image]
According to the positive, negative and zero-sequence equivalent circuit diagrams in Figure 2 and Eqs 10, 11, the equivalent sequence network of the system is obtained, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Equivalent sequence diagram of the system.
In the positive and negative sequence circuit diagrams, the capacitive reactance [image: image] is greatly large and the internal resistance [image: image] is greatly small, which can be approximately ignored; when there is no arc suppression coil in the zero-sequence circuit diagram, the capacitance reactance of zero-sequence capacitance to ground is greatly large, which can be approximately ignored. If there is an arc suppression coil, since the detuning of the system generally does not exceed ±15%, the admittance value after parallel connection is relatively small, and the current value flowing over [image: image] is greatly small. At this time, the branch in series with [image: image] after parallel connection of the arc suppression coil and ground capacitance can be regarded as an open circuit, and [image: image] can be approximately regarded as the voltage at both ends of [image: image]. Therefore, the equivalent sequence network diagram of the system in Figure 3 can be simplified to obtain the simplified equivalent sequence network diagram of the system, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Simplified equivalent sequence diagram.
Zero-Sequence Voltage Phase After Closed Tap Grounding Branch
It can be seen from Figure 4 that [image: image]. It can be seen from Eq. 2 that [image: image]. It can be seen from Eq. 5 that [image: image], and internal resistance [image: image] is extremely small, so [image: image], that is, the negative sequence voltage at the fault point is very small, so the fault phase voltage is the sum of the positive sequence voltage and zero sequence voltage, namely, [image: image]. Assuming that the phase of [image: image] is θ since all components in the series circuit in Figure 4 are inductive, the voltage phase of the two ends of [image: image] is (θ+180°), that is, the zero-sequence voltage phase at the fault point after closing the tapped grounding switch will be approximately opposite to the positive-sequence voltage phase.
Therefore, it is known that after closing the primary side of the new type of the grounding transformer–tapped grounding branch from the perspective of sequence component analysis, the zero potential point offsets making the phase of the zero sequence voltage and phase voltage opposite and reducing the fault phase voltage so as to achieve the arc suppression. The voltage phasors of the system before and after the closing of the tap grounding branch after the single-phase grounding fault occurs are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Diagram of the system voltage variation before and after closure of the tap earthing branch.
In Figure 5, N is the neutral point of the system, [image: image] is the zero potential point when the single-phase grounding fault occurs, [image: image] is the zero sequence voltage, that is, the neutral point voltage of the system, and the fault phase voltage is [image: image]. After closing the tap grounding branch to adjust the fault voltage, zero potential will shift to point [image: image], the neutral point voltage of the system is [image: image], and the fault phase voltage will be reduced to [image: image]. Furthermore, the phase of [image: image] is opposite to that of [image: image].
Zero-Sequence Voltage Amplitude Under Different Gears
It can be seen from Figure 4 that the zero-sequence impedance [image: image] of the system. According to the transformer short-circuit grounding formula (Jiale, 2010), the expression of [image: image] is:
[image: image]
where x is the ratio of turns of the[image: image] side winding to turns of the primary side winding, and its value range is [0,1]. [image: image] is the angular frequency, [image: image] is the magnetic conductivity of the iron core, S is the cross-sectional area of magnetoresistance, [image: image] is the magnetic leakage magnetoresistance, and L is the length of the magnetic circuit. As the gear is adjusted, it changes x. Therefore, taking x as the independent variable and deriving [image: image], we get
[image: image]
It can be seen from Eq. 13 that with the increase of x in the value range, the zero-sequence impedance decreases monotonically. With the continuous increase of gear, the system zero-sequence impedance decreases, resulting in the increase of the loop zero-sequence current and system zero-sequence voltage [image: image]. Adjust the gear size of the tap grounding branch, and the change of relevant voltage phasors of the system are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Diagram of the system voltage change with the change of the grounding tap of the transformer.
It can be seen from Figure 6 that when a fault occurs, the tap grounding branches of different gears are closed, and the zero potential point shifts and moves in the direction of the phase voltage. Therefore, the zero-sequence voltage changes after closing the tap grounding branches of different gears. So with the increase of gears, the zero potential point gradually increases, and the fault phase voltage decreases.
INITIAL GEAR SELECTION AND THE ARC SUPPRESSION CRITERION
In order to quickly extinguish the arc in case of a fault, it is necessary to set an appropriate initial gear. Under the initial gear, the critical value of the maximum reburning voltage should be greater than or equal to the fault phase voltage, and the maximum reburning voltage [image: image]is made, that is, [image: image]. According to the practical application of the project, in the 10kV distribution network, the maximum reignition voltage is different under different detuning conditions. Therefore, after selecting the initial gear, the arc extinguishing effect will be significantly affected under different detuning degrees. The detuning and maximum reburning voltage are shown in Table.1.
TABLE 1 | Maximum reignition voltage under different detuning degrees of the distribution network.
[image: Table 1]It can be seen from Table 1 that the maximum reignition voltage varies with different detuning degrees. Therefore, in order to determine the initial tap position, [image: image]is considered, and [image: image] is taken as the x-phase fault phase voltage. When the initial tap grounding switch is closed, the zero-sequence voltage [image: image] can be obtained from the equivalent sequence network diagram in Figure 4:
[image: image]
Make the initial gear n; n shall meet
[image: image]
Furthermore, n obtained from Eqs 14, 15
[image: image]
This is because the maximum reburning voltage is different under different detuning degrees. For example, when the detuning degree is 0.1, it can be seen from Table 1 that the maximum reburning voltage is about 0.32 times the fault phase voltage. At this time, after the initial gear is determined according to Eq. 16 for arc suppression, there is still weak arc light leading to reignition, so the initial gear obtained according to Eq. 16 cannot meet all the actual operating conditions on site. Therefore, in order to ensure that arc suppression can be effectively carried out under different operating conditions and the gear adjustment is step-by-step adjustment, round it up by one time along the absolute value through the ceiling function. At this time, the initial gear n is
[image: image]
After determining the initial gear, in order to improve the safe and stable operation ability, one can be added to the initial gear adjustment to ensure the complete arc suppression. Therefore, it is necessary to determine whether the arc is completely eliminated after adjusting the initial gear, that is, whether the fault phase voltage is zero. If it is not zero, one should be added to the actual initial gear to ensure the complete arc suppression. According to the ratio of the fault phase voltage and the fault phase current before and after the tap connection, the judgment method can determine whether the arc suppression is completed.
Since the line voltage of the system remains unchanged before and after the fault, ignoring the loss on the line, the current [image: image] of the fault phase C before the initial gear is put into operation is
[image: image]
 [image: image] is the current of phase C of the grounding transformer. After the initial gear is put into operation, the current [image: image] of the fault phase C is
[image: image]
 [image: image] is the zero-sequence voltage after the initial gear inputs, and subtract from Eqs 18, 19 to obtain
[image: image]
where [image: image] and [image: image], and Eq. 21 can be changed as follows:
[image: image]
It can be seen from Eq. 21 that the real part of the fault phase current voltage ratio before and after the initial gear inputs is [image: image], and then, the arc suppression is completed. Therefore, when a fault occurs, in order to quickly carry out the arc suppression, turn on the initial gear switch. According to the above analysis, the fault phase voltage is equal to the sum of the positive sequence voltage and zero sequence voltage; the positive sequence voltage is opposite to the zero sequence voltage, and the fault phase voltage is lower than the reburning voltage. The completion of the arc suppression is determined by judging the real value of the ratio of the fault phase current and voltage before and after the initial gear inputs. The new voltage arc suppression method proposed in this study only needs to set tap on the high-voltage side winding of the grounding transformer at the head end of the distribution network to realize flexible voltage control, make the fault phase voltage change with the change of the zero-sequence voltage, reduce the fault phase voltage, realize the arc suppression, and solve the single-phase grounding fault with high reliability, fast response, low investment cost, and easy implementation.
REALIZATION PROCESS OF THE VOLTAGE ARC SUPPRESSION
The implementation method of the single-phase grounding fault voltage arc suppression in the distribution network is shown in Figure 7. The three-phase voltage or the zero sequence voltage of the distribution network is measured in real time through the measuring elements. When the measurement results show that the 3% phase voltage is less than the change of the zero-sequence voltage or 15% phase voltage is less than the zero-sequence voltage, it is considered that a single-phase grounding fault has occurred in the distribution network. Adjust the gear of the grounding transformer to the initial gear. Then, after a delay of 5 s, judge whether the real part value of the fault phase current voltage ratio before and after the initial gear inputs is equal to [image: image]. If it is not equal, it is judged as a permanent grounding fault and disconnect the fault feeder. And, if it is equal, disconnect the grounding branch switch of the transformer gear so that the fault arc suppression completes and the normal operation of the distribution network restores.
[image: Figure 7]FIGURE 7 | Voltage arc suppression flow chart with flexible voltage control.
In the early design scheme of the distribution network, the requirements for transformer capacity are high, resulting in high energy consumption and high actual power cost. At present, the distribution network has innovated the transformer. For the 10 kV distribution network, a section of bus is generally equipped with 12 lines. Using typical distribution network parameters, the system capacitance current is about 100 A, and the transformer capacity [image: image] is
[image: image]
Therefore, using a voltage source with small capacity to make the transformer capacity slightly larger than the load can not only reduce loss and improve power efficiency but also realize the flexible control of the zero-sequence voltage.
SIMULATION ANALYSIS
In order to verify the effectiveness of the proposed new voltage arc suppression method based on the flexible voltage control of the grounding transformer, a single-phase grounding fault simulation model of the 10 kV distribution network is built in PSCAD/EMTDC software, as shown in Figure 8.
[image: Figure 8]FIGURE 8 | Simulation model of voltage arc extinction with flexible voltage control.
Taps at different positions are set at the primary winding side of the transformer. Build various line hybrid models in the PSCAD/EMTDC simulation environment, including the cable line, overhead line, and cable and overhead line hybrid. Their parameters are shown in Table 2.
TABLE 2 | Circuit parameters.
[image: Table 2]In the 10 kV distribution network system, the maximum reburning voltage is [image: image]. At 0.1s, a single-phase grounding fault occurs in phase C, and the grounding resistance is 700Ω. Adjust the gear at 0.2s, and simulation analysis is carried out at initial gear minus 1, initial gear and initial gear plus 1, respectively. The waveform diagrams of the fault phase voltage and fault current are obtained, as shown in Figures 9, 10, 11.
[image: Figure 9]FIGURE 9 | Waveforms of the fault voltage and current when tap position is at initial tap position minus 1. (A) Fault phase voltage waveform (B) Fault current waveform.
[image: Figure 10]FIGURE 10 | Waveforms of the fault voltage and current when the tap is at the initial tap. (A) Fault phase voltage waveform (B) Fault current waveform.
[image: Figure 11]FIGURE 11 | Waveforms of the fault voltage and current when tap position is at initial tap position plus 1. (A) Fault phase voltage waveform (B) Fault current waveform.
From Figures 9, 10,11, it can be seen that the single-phase grounding fault occurs in 0.1 s, and the system is asymmetric, resulting in the zero-sequence voltage and fault current. In 0.2 s, adjust the gear. According to the changes of the fault phase voltage and fault current when adjusting different gears, it can be seen that with the adjustment of the gear, the fault phase voltage and fault current decrease accordingly, and when the gear is adjusted to the initial gear, the fault phase voltage is lower than the maximum reignition voltage, which can effectively prevent arc reignition. Record the fault phase voltage and fault current before and after the switch is closed in different gears in Table 3.
TABLE 3 | Comparison of the voltage and current of the fault phase before and after the adjustment of the gear position in different gear positions.
[image: Table 3]It can be seen from Table 3 that the ratio of the fault phase current to the zero-sequence voltage increases gradually before and after gear adjustment under different gears. When it is below the initial gear, the ratio of the fault phase current to the zero-sequence voltage is about 0.93, and when it is at the initial gear plus 1, the ratio of the fault phase current to the zero-sequence voltage is about 1.3. Therefore, with the gradual increase of the gear, the fault phase voltage becomes smaller and smaller, and the fault arc suppression effect is gradually enhanced. When adjusted to the appropriate gear, the fault phase voltage is less than the arc reburning voltage to prevent fault reburning, fundamentally destroy the reburning conditions, and complete the voltage arc suppression.
CONCLUSION
Aiming at the problem of the single-phase grounding fault, a new method of voltage arc suppression in the distribution network based on the flexible regulation of neutral point potential of the new grounding transformer is proposed in this study. Taps at different positions are set on the winding of the grounding transformer. By turning on and off taps at different gears, the fault phase voltage is flexibly adjusted. A single-phase grounding fault model of the 10kV distribution network is built in the PSCAD/EMTDC simulation environment. In case of the single-phase grounding fault, turn on the tap to check the change of the fault phase voltage, and then, effectively verify the arc suppression principle of the flexible control voltage proposed in this study. Finally, draw conclusions as follows:
1) From the perspective of a sequence component, a new method of voltage arc suppression in the distribution network based on the flexible regulation of neutral point potential of the new grounding transformer is proposed. By adjusting the initial position of the tap, achieve the arc suppression without measuring the ground parameters. Compared with the current distribution network arc suppression cabinet technology and active arc suppression equipment based on power electronics, zero-sequence voltage regulation is more flexible, control and hardware implementation are more simple, and it has stronger economy and applicability in engineering.
2) Through the selection of the initial tap position by the ceiling function, the zero potential point can be offset after the grounding of the tapped position so that the phase of the power supply voltage of the ground phase is opposite to that of the neutral point voltage, which is beneficial to the arc suppression of the fault. Without directly reducing the fault phase voltage to zero, the non-fault phase voltage does not need to rise to the line voltage, which reduces the risk of the non-fault phase voltage insulation breakdown.
3) Selecting the appropriate initial tap position can reduce the fault phase voltage to below the arc reignition voltage in a short time so as to effectively prevent the arc reignition to realize the rapid arc suppression of the single-phase grounding fault voltage in the distribution network. The arc suppression equipment is of great significance in preventing wildfires, protecting personal safety, and so on. The fault treatment method has theoretical and engineering reference values in the field of grounding fault treatment of the distribution network.
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In order to improve the wildfire prevention capacity of transmission lines, a wildfire risk assessment method for transmission-line corridors based on Weighted Naïve Bayes (WNB) is proposed in this paper. Firstly, the importance of 14 collected types of wildfire-related factors is analyzed based on the information gain ratio. Then, the optimal factors set and the most accurate sampling table are constructed by deleting the factors in the lowest order of importance one by one. Finally, the performance of the WNB model is compared to that of NB and BNW models according to the ROC curve and visualization. A total of 76.36% of fire events in 2020 fell in high-risk and very-high-risk regions, indicating the acceptable accuracy of the proposed assessment method of wildfire risk.
Keywords: wildfire, risk assessment, weighted naïve bayes, transmission-line corridors, risk visualization
INTRODUCTION
The continuously growing economy has brought a higher demand for electricity in China in recent years. Under the background of “power transmission from west to east”, cross-regional high-voltage transmission lines achieve the demand for long-distance power transmission. However, transmission-line corridors have to extend to and/or through areas suffering from high risks of wildfires (Song et al., 2012; Zeng, 2009). Once a wildfire is ignited near a transmission line, the burning of vegetation produces high temperatures and a high concentration of soot cover, which causes the dramatic decrease of air insulation under the transmission line. Undere these conditions, breakdowns are prone to happen between phase-to-phase or phase-to-ground and cause a tripping failure in the transmission line (Huang et al., 2015). Under the effect of wildfire combustion, the automatic reclosing is difficult to operate successfully, and may even cause multiple trips of transmission lines to induce a cascading grid failure (Hu et al., 2014; Wu et al., 2012).
To reduce the effect of wildfire on transmission lines, a series of wildfire prevention measures have been proposed and carried out domestically and abroad, such as quantitative forecasting, wide-area real-time satellite monitoring, fire-fighting measures, and so on (Lu et al., 2017; Ye et al., 2014). Compared to passive prevention methods, the assessment of the wildfires risk level can effectively improve the implementation efficiency of key wildfire preventions in high-risk areas and reduce the hazards and economic losses caused by wildfires (Wang and Fan, 2016; Liu et al., 2016).
The outbreak of wildfire generally stems from the combined effects of multiple wildfire-related factors. Scholars have formulated a series of quantitative risk assessments based on wildfire-related factors. Early forest fire risk assessments in China are only focused on meteorological factors. The temperature, humidity, precipitation, and wind speed are used to predict the weather and wildfire behaviors (Xu et al., 2016). However, besides the meteorological factors, other wildfire-related factors, such as vegetation types, land-usage types, and fire-spot density also contribute significantly to assessing fire risk. State Grid Corporation of China has issued drawing guidelines for regional distribution maps of wildfires near overhead transmission lines. In this guideline, fire-spot density factors combined with vegetation burning hazard levels are used to assess and classify the risk level of wildfires in the transmission-line corridors (QGDW11643, 2016). However, these three wildfire-related factors are considered to have the same contribution to the risk assessment of wildfires. The Analytic Hierarchy Process is widely used to differentiate the importance of factors, but it relies too heavily on the subjective experiences gathered by questionnaires (Wang and Wang, 2016; Zhu et al., 2016). BP neural network can improve the accuracy of the model by continuously correcting the weight of factors. Liu et al. proposed a wildfire risk assessment method based on the BP neural network (Liu C. X. et al., 2017), but this method requires a huge amount of data as the basis for modeling. The Bayesian Network (BNW) can effectively integrate prior knowledge and objective evidence to solve the uncertainty of wildfire risk assessments based on mathematical statistics and graph theory. However, its complex network structure also easily leads to a reduction in computational efficiency (Dlamini, 2010). The use of Naïve Bayes (NB) based on conditional independence has the advantage of promoting computational efficiency, but neglecting the relationship between the wildfire-related factors could bring the curse of dimensionality and reduce the evaluation accuracy (Chen et al., 2021).
In this paper, a method is established based on Weighted Naïve Bayes (WNB) for assessing the wildfire risk of transmission-line corridors. First, 14 types of wildfire-related factors are screened out. The data of wildfire-related factors is collected and pre-processed in the four southern provinces of China (Yunnan, Guizhou, Guangxi, Guangdong) with grids of 1 km × 1 km. Then the weights of factors are obtained based on the entropy method to weaken the independence assumption of Naïve Bayes (NB). Combining with the most accurate sampling table (MAST), an optimal WNB model is constructed to calculate the wildfire risk probability of the grids in the research area. For visualization, the wildfire risks are graded based on the geometric interval classification. Finally, the performance of WNB is compared to that of BNW and NB models.
STUDY AREA AND DATA COLLECTION
Study Area
Four provinces in the south of China, Yunnan, Guizhou, Guangxi, and Guangdong, were selected as the study area. They all belong to subtropical and tropical monsoon climates, being generally rainy with high temperatures which, are suitable climatic conditions for the growth of multiple forests. Specifically, the Yunnan-Guizhou plateau has high vegetation coverage and extensive karst landforms with a sparse population. From January to December in 2020 a total of 825 fire-spots were monitored. Once a fire is ignited, it is difficult to put it out quickly and is prone to spread.
Wildfire-Related Factors
Wildfire ignition requires three preconditions: a fire source, sufficient combustibles, and a suitable environment for fire. Fire sources are generally divided into artificial and natural fire sources. Statistics show that more than 90% of wildfires are caused by human activities, both intentionally and unintentionally. Therefore, this paper chooses five factors to represent the impact of human activities, including Distance from Settlements (DS), Distance from Roads (DR), fire-spot density, Gross Domestic Product (GDP), and population density. Combustibles means vegetation types and their coverage on the underlying surface. This paper selects four factors, land-usage type, vegetation type, fuel load, and Normalized Difference Vegetation Index (NDVI), to represent the influence of the underlying surface. Fire-environment mainly refers to weather conditions and topography. Annual precipitation and annual temperature are selected. And elevation, slope and aspect are used to represent the topographic factors. The chosen factors are listed in Figure 1.
[image: Figure 1]FIGURE 1 | Wildfire-related factors classification.
Data Pre-Processing and Discrete Classification
The study area is first divided into 1 km × 1 km grids. The data of wildfire-related factors are provided by the Resource and Environmental Science and Data Center and the National Meteorological Center, which are extracted by using ArcGIS software. Among them, land-usage type and vegetation type are discrete variables, and the remaining factors are continuous variables. The sample set of fire spots is formed by the latitude and longitude of monitored fire-spots from 2010 to 2019, which are provided by the National Meteorological Center. The sample set of non-fire-spots is constructed by random sampling within the study area. To avoid the overlap of fire-spot and non-fire-spot samples, only grids at least 3 km away from fire-spot samples can be used as non-fire-spot samples.
During the factor collection procedure, the data of DS, DR, elevation, slope, and aspect are calculated by using Digital Elevation Model (DEM). And the data of fire-spot density needs further calculation (Chen et al., 2021), as follows.
step 1 The study area is meshed with 0.25 km × 0.25 km precision. The area of a single grid is calculated based on its longitude and latitude, as shown in formula (1–3).
[image: image]
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where [image: image] and [image: image] are the distance spanned by the grid along the longitude and latitude in km. [image: image] is the latitude span of the grid. [image: image], which is the average radius of the Earth. [image: image] is the central latitude of the grid.
Step 2 The number of fire spots falling on each grid is counted as [image: image]. And the calculation formula of fire-spot density [image: image] is as formula (4).
[image: image]
where the [image: image] is the year of fire-spots.
Step 3 To meet the requirement of spatial resolution, the fire-spot density to a resolution of 1 km × 1 km by using the Kriging interpolation algorithm.
To accelerate the calculation efficiency of Bayes models, the data of all wildfire-related factors for both fire-spot and non-fire-spot samples are graded into four classes. The grading standard is to maximize the difference between the groups of samples. Taking the data of elevation as an example, the frequency distributions of wildfire-related factors are firstly calculated and compared for the two groups of samples, as shown in Figure 2. Secondly, all intersections of the distribution curves were found. These intersections can divide data distribution into several intervals, which means the change of probability for wildfire occurrence. For example, when the elevation is lower than 605 m, or between 1,105 m and 1,745 m, there is a greater probability of wildfire occurrence. Thirdly, for the factors of which the number of intersections is more than three, the adjacent intervals are then combined to reduce the final classes number into four.
[image: Figure 2]FIGURE 2 | The frequency distribution of elevation.
For the wildfire-related factors with discrete data, the classes are simply formed by their natural property or their attribution to wildfire occurrence. The specific grading standards are summarized in Supplementary Tables S1, S2, S3.
IMPORTANCE OF WILDFIRE-RELATED FACTORS
Among the selected 14 wildfire-related factors, some of the factors may contribute little to the risk assessment and cause data redundancy, which increases the model complexity and decrease the accuracy. Thus, the factors are ranked by contribution importance based on the information gain ratio. By deleting the lowest factors of the rank singly, the optimal factor set is selected according to the accuracy results of the model.
Information Entropy and Information Gain Entropy
In 1948, the mathematician C. E. Shannon first proposed the concept of Information Entropy. The larger the information entropy is, the larger the uncertainty of the information source it represents. However, the size of information entropy often cannot reflect the importance of the information contained in the system.
In order to reflect the degree of characteristic information brought to the system, the Information Gain Entropy, which is the difference between the entropy of the set to be classified and the conditional entropy of a selected feature, was used.
Information Entropy
To calculate information entropy, the fire-spot samples, as well as the same amount of non-fire-spot samples are selected. And the information entropy of wildfires is calculated by formula (5):
[image: image]
where [image: image] and [image: image] represent the occurrence and non-occurrence probability of wildfires, respectively. And there is [image: image].
Information Gain Entropy
In a wildfire event, the information gain entropy represents the reduced uncertainty degree of the factor information, which is recorded as [image: image].
[image: image]
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where [image: image] is the conditional information entropy of the wildfire event [image: image] with the given factor [image: image]. [image: image] represents the distribution probability under each factor. [image: image] and [image: image] represent the proportion of fire-spot samples and non-fire-spot samples of the same level under each factor, respectively.
Information Gain Ratio
When the number of factor samples data is large, the information gain entropy is also larger. In order to eliminate the influence of the number of samples, the information gain ratio is proposed (Xiong et al., 2014). It avoids the overfitting of factor data by offsetting the complexity of factor variables.
[image: image]
where [image: image] represents the information gain entropy corresponding to factor [image: image]. [image: image] is the information entropy of mountain wildfire event [image: image] about factor [image: image].
Importance Rank of Wildfire-Related Factors
The calculated information gain entropy and information gain ratio of factors are listed in Table 1.
TABLE 1 | Importance of wildfire-related factors.
[image: Table 1]Vegetation type, land-usage type, and historical fire-spot density are the three most important factors in affecting the occurrence risk of wildfire. It is because that the vegetation type and land-usage type can indicate the degree of fuel whereas the historical fire-spot density represents the high incidence of wildfires. The DR and the aspect are the factors with the least influence on the wildfire occurrence.
METHODOLOGY
Weighted Naïve Bayes
Bayes theorem calculates the posterior probability of events by combining the prior probability and conditional probability, as follows (Qu et al., 2016; Zhao et al., 2013; Ma et al., 2013).
[image: image]
where [image: image] is the prior probability of event [image: image], which is obtained according to the data distribution difference of fire-spot and non-fire-spot samples. [image: image] is the conditional probability of event [image: image] occurring under the occurrence of event [image: image]. [image: image] is the probability of event [image: image] occurring under the condition with the occurrence of all events [image: image]. [image: image] is the posterior probability that the given [image: image] is caused by the event [image: image].
Due to the conditional independence, the NB model has advantages of higher operating efficiency, faster speed, and a simple structure compared to BNW. But absolute independence does not exist in reality. The WNB model assigns different weights to nodes to strengthen the connections between nodes. In this way, the assumption of the independence of NB can be weakened (Huang et al., 2015; Lee, 2015; Liu R. et al., 2017; Tang et al., 2018; Ji et al., 2019). The structures of BNW, NB, and WNB models are shown in Figure 3.
[image: Figure 3]FIGURE 3 | WNB, NB, and WNB classifier structure.
The posterior probability in WNB is defined as the weighted product of the conditional probabilities of factors, as shown in formula (10).
[image: image]
According to the wildfire risk assessment of the transmission corridor based on NB [16], the conditional probability of factors under fire or non-fire conditions is obtained.
[image: image]
where [image: image] represent the factor [image: image] at the [image: image] level. [image: image] is the sample size of [image: image]. The distributions of [image: image] and [image: image] represent the conditional probability of a non-fire event and a fire event.
Finally, the weighted Bayesian posterior probability of wildfire occurrence [image: image] is determined.
[image: image]
Weight Calculation
The weights are often obtained by subjective or objective methods. With subjective methods, the value of weights is strongly affected by the knowledge and experience of surveyed experts, which may introduce larger errors to the model. Therefore, the entropy method is used to objectively evaluate and weight the factors in the WNB model.
In the information entropy theory, a smaller information entropy indicates a larger variation of the factor value with more information. Based on the information entropy theory, the weight is determined by the information entropy of the factor.
Step 1 The data of factors is normalized by
[image: image]
where [image: image] represents the value of the [image: image] factor of the [image: image] object. [image: image] and [image: image] are the maximum and minimum values among the [image: image].
Step 2 The entropy value [image: image] of the [image: image] factor is:
[image: image]
[image: image]
where [image: image] represents the proportion of the [image: image] evaluation object of the [image: image] factor.
Step 3 According to the information entropy [image: image] of factors, the initial weight [image: image] is determined, and the entropy weight [image: image] is obtained after normalization.
The entropy weight [image: image] of the [image: image] factor is calculated as:
[image: image]
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Framework Conceptualization
The framework of the WNB-based wildfire risk assessment model is as shown in Figure 4.
[image: Figure 4]FIGURE 4 | The wildfire risk assessment model framework on WNB.
1) Initialize the sample table, that is the proportion [image: image] of fire-spot samples and the proportion [image: image] of non-fire-spot samples, in which [image: image]. And set the maximum sampling times, Mis = 100.
2) Extract the fire-spot samples and non-fire-spot samples, and the value of wildfire-related factors in 1 km × 1 km grids by using ArcGIS 10.4.
3) Establish a training set and a test set for the model. The training set is formed by randomly selecting 75% of the fire-spot and non-fire-spot samples. The test set is formed by the remaining 25% of the samples. Naïve Bayes conditional probability is estimated based on the training set. And the optimal threshold is determined by observing the Receiver Operating Characteristic (ROC) curve to establish the confusion matrix, as shown in Supplementary Table S4.
The accuracy [image: image], recall [image: image], precision [image: image] and [image: image] score of the test set under this sampling ratio are calculated, according to Eqs 18–21.
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Considering the higher tolerance of the fake wildfire events for power grids, [image: image] is used.
4) Set the thresholds of [image: image], [image: image], [image: image] and [image: image] as 0.75 to find the Most Accurate Sampling Table (MAST) by using the forward sorting algorithm. Only the sampling tables whose performance meets the requirement of thresholds can be included in the sampling table database. The conditional probabilities of factors under the fire and non-fire conditions are then evaluated.
5) Calculate the factor weights by using the entropy method.
6) Establish the WNB-based wildfire risk assessment model, by combining the conditional probability and factor weight.
RESULTS AND DISCUSSION
According to the importance rank of information gain ratio, some factors contribute little to the wildfire risk assessment. Therefore, the factor with the lowest information gain ratio is deleted one by one to obtain the Optimal Factor Set (OFS). The optimal WNB model is then established by the OFS. At the same time, an NB model, as well as a BNW model with the same factors, are established for comparison.
The Optimal Factors Set and the Most Accurate Sampling Table
The entropy weights of wildfire-related factors during the formation of OFS are shown in Table 2.
TABLE 2 | Entropy weight under different factors.
[image: Table 2]The performance of the WNB models under different factor sets is compared by using the 825 new fire-spot samples and an equal number of non-fire-spot samples in 2020. With the optimal threshold, the performance measures of the model under different factor sets are shown in Figure 5.
[image: Figure 5]FIGURE 5 | The accuracy [image: image], recall [image: image], precision [image: image] and [image: image] score of the model under different factor sets.
As can be seen from Figure 5, the two factors of aspect and DR have been deleted, and the [image: image], [image: image], [image: image] and [image: image] scores of the model have improved to a certain extent. They all reach the optimal state. As more factors are reduced, the [image: image] and [image: image] scores of the model reduce stepwise. Therefore, the top 12 factors of the information gain ratio are selected to form the OFS, and the MAST is obtained through 100 iterations. By using the OFS and MAST, the final accuracy [image: image] is 0.7566, recall [image: image] is 0.7661, precision [image: image] is 0.7728, and [image: image] the score is 0.7667. The prior probability of fire and non-fire is 0.53 and 0.47, respectively. The conditional probability table is shown in Figure 6.
[image: Figure 6]FIGURE 6 | The conditional probability table of fire and non-fire (Red is fire and gray is non-fire).
The conditional probabilities of factors under fire and non-fire conditions differ from each other, indicating different effects on the wildfire. Therefore, these 12 types of wildfire-related factors can be used to evaluate the wildfire risk of the research area.
Comparison of BWN, NB, and WNB
The BNW can solve the uncertainty of evaluating wildfires by combining the prior conditional probability and the relationship between factors (Jiang et al., 2016; Albuquerque et al., 2017; Bates et al., 2021). However, the network complexity may be time-consuming and storage-consuming of the model. The NB, based on the assumption of conditional independence, can improve computational efficiency but sacrifices the predicting accuracy. By adding the different weights into factors, the WNB could compensate for the influence of different factors on the results and form a budget method with both plausibility and efficiency. In order to compare the assessment performance of the proposed WNB model, a BWN model and an NB model are also established based on OFS.
Wildfire Risk Assessment Model Based on BNW and NB
To build a BNW-based wildfire risk assessment model, the appropriate BNW structure should be established firstly (Sevinc et al., 2020; Penman et al., 2020; Wu et al., 2018). The BNW structure consists of factor nodes, connecting lines, and arrows. The data of factor nodes are provided by the most accurate sampling table, which guarantees the optimal state of nodes. The connection line and arrow are determined by the causal correlation of two nodes. The relationship between wildfire-related factors is obtained by Pearson correlation analysis (Supplementary Table S5). When the absolute value of a Pearson coefficient is higher than 0.1, it is considered to have a certain relationship between two factors. For example, the Pearson coefficient between GDP and population density is 0.719, indicating a strong positive correlation between the two factors. According to the literature, population density affects the distribution of GDP, so the arrow points from population density to GDP. The connecting lines and arrows between the factors in BNW, as well as the prior probability between factor nodes, are obtained, shown in Figure 7.
[image: Figure 7]FIGURE 7 | The model framework based on BNW.
The structure of the NB model is much simpler, in which all factor nodes only points to fire events node, as shown in Figure 8.
[image: Figure 8]FIGURE 8 | The model framework based on NB.
Receiver Operating Characteristic Curve
The Receiver Operating Characteristic (ROC) curve is drawn based on a series of binary classification results. In the ROC curve, the True Positive Rate (TPR) is the ordinate whereas the False Positive Rate (FPR) is the abscissa. The Area Under ROC Curve (AUC) can be used to represent the classification performance of the model. The performance of the classifier is better when the AUC is larger. The TPR and FPR are calculated as:
[image: image]
[image: image]
In order to compare the performance of three Bayesian models, fire-spots from 2010 to 2019 and non-fire-spots are randomly extracted in equal proportions to calculate the probability of wildfire. According to the threshold of fire and non-fire, the ROC curves are constructed, as shown in Figure 9.
[image: Figure 9]FIGURE 9 | The ROC curve of WNB, NB, and BNW.
It can be clearly seen that the AUC of the NB model is the smallest, indicating the worst classification effect. The AUC of the BNW, NB, and WNB classifiers are 0.8446, 0.7973, and 0.8383 respectively. The points marked in curves are the Optimal Division Threshold (ODT). Under the ODT, the TPR of the WNB model and BNW model is nearly identical and is higher than that of the NB model. The FPRs of WNB, NB, and BNW are relatively similar.
According to the analysis of the ROC curves, both WNB and BNW models have a good performance in classifying the fire and non-fire events. But the intercoupling of factors, the establishment, and calculation processes of the BNW analysis is complicated and time-consuming, andthe classification performance of the model strongly depends on the reasonability of structure. The WBN strengthens the effects of important factors and weakens the influence of redundant relationships on model performance by assigning different weights to the factors. It not only considers the interrelationship of factors but also reduces the complexity of calculation. Therefore, the classification performance of the WNB model is similar to that of BNW but has a simple structure and shortened calculation speed.
Wildfire Risk Assessment
By using the established WNB, NB, and BNW models, the posterior probabilities of wildfire risk of the grids in the research area are estimated. And the statistics of probability results are shown in Supplementary Table S6.
The distribution of estimated probabilities by different models is very different in the research area, indicating that the grading method may have an important impact on wildfire risk assessment. Therefore, four different grading methods, that is equal interval, quantile, natural breaks, and geometric interval, are compared. Among them, the equal interval method divides the probability distribution of wildfire risk into four equal sub-ranges. The quantile method allocates division intervals into an equal proportion. The natural breaks method, which was proposed by Jenks (Anchang et al., 2016, suggests that the distribution can be divided into groups with similar nature by the natural turning points or breakpoints between any series of populations. It collects the greatest similarities inside the groups, and used the greatest difference to separate the groups. The principle of the geometric interval method is to establish segmentation hyperplanes by maximizing the distance between the hyperplane and the nearest sample (Peng and Wang, 2009).
By using the grading methods, the wildfire risk of grids is then classified into four levels, Low-risk, Medium-risk, High-risk, and Very-high-risk, based on the results of poster probability. For comparison, the fire spots in 2020 are used as the criterion to identify whether they fall into a region with high-risk or very-high-risk levels. The accuracy of the four grading methods is shown in Figure 10.
[image: Figure 10]FIGURE 10 | The accuracy comparison of the four grading methods.
With the four grading methods, the accuracy of the BNW model differs remarkably. The accuracy reaches the highest (0.7636) by using the quantile method, whereas it is only 0.6642 using the grading methods of equal intervals and natural breaks. This means the predicting performance of the BNW-based wildfire risk assessment model is sensitive to the grading method. On the other hand, the accuracy results of the NB and WNB models are relatively stable with different grading methods. Specifically, the accuracy of the WNB model is all above 0.76 with either grading method, indicating that the WNB model is stable and adaptable.
Compared to the other three grading methods, the geometric interval method ensures an approximate same number of values in each grading range and a consistent variation between intervals. It is believed to be a compromise between the equal interval method, the quantile method, and the natural breaks method. Therefore, the geometric interval method is selected as the grading standard for visualizing the wildfire risks of the research area. By using the geometric interval method, the accuracy of the three Bayesian models is 0.7418, 0.7515, and 0.7636, respectively.
The Visualization of Wildfire Risk Assessment Models
Based on the grading results of the geometric interval method, the distribution of wildfire risk levels based on BNW, NB, and WNB models are visualized by using ArcGIS Software, as shown in Figure 11.
[image: Figure 11]FIGURE 11 | The distributions of wildfire risk levels based on BNW, NB, and WNB.
It can be found that no matter which Bayesian model is adopted, the overall risk distribution of the study area is roughly similar. This is mainly because the three kinds of Bayesian networks all use the same OFS and MAST and the sampling results objectively reflect the actual situation of the study area. The High-risk and Very-high-risk regions are generally distributed at the south and southeast of the study area. However, in some local areas, the assessment results of different models differ. For instance, in the result of the BNW model, the regions of a, b, and c have a larger area that is assessed to be the Very-high-risk. The Very-high-risk areas in NB and WNB models are much more scattered in the local regions, as shown in Figure 12. This may be caused by the mutual coupling of factors considered in the BNW model. Most factors have spatial continuity and surrounding relevance, so when the BNW model is used for assessment, the results would be smoothed. The NB model treats the factors independently, so the results are more scattered. Since WNB emphasizes some wildfire-related factors, the dispersion of the results lies between the NB model and the BNW model.
[image: Figure 12]FIGURE 12 | The distribution of wildfire risk levels in local regions (a, b, and c).
The proportions of grid areas and the fire spots from 2015 to 2021 under the four levels are summarized in Table 3. When using the geometric interval method for grading the poster probabilities of risk assessment, the low-risk and very high-risk occupy a larger proportion than the rest two risk level in the BNW model. The total area of these two risk levels accounts for 60.36% of the whole region. The area proportions of the four risk levels are more evenly distributed in the results of the NB and WNB models. In WNB-based risk assessment, 86.28% of the fire-spots fall in the high-risk and very high-risk region, which is much higher than that of BNW (76.43%) and NB (82.78%).
TABLE 3 | The proportions of the grids under the four levels.
[image: Table 3]Considering the area and accuracy at the same time, the assessment performance of the BNW model is the worst. In total, 48.57% of fire spots falls in the High-risk and Very-high-risk area, which accounts for 47.35% of the total research region. By defining the predicting efficiency as the ratio of accuracy and the area proportion of the High-risk and Very-high-risk area, the predicting efficiencies for BNW, NB, and WNB models are 1.61, 1.69, and 1.73, separately. The WNB model exhibits the highest efficiencies for wildfire risk assessment, which is very helpful for the monitoring, inspection, and prevention of wildfires by relevant departments.
CONCLUSION

1) The importance of 14 types of wildfire-related factors is ranked through the information gain ratio. The vegetation type, land-usage type, and fire-spot density are the three most important factors that affect the occurrence of wildfires. The aspect and DR have few effects on the risk assessment of wildfire occurrence.
2) The deletion of less important factors and establishment of a Most Accurate Sampling Table can improve the assessment performance of the WNB model. The best accuracy of the WNB model is 0.7566 by deleting the aspect and DR factors.
3) Compared to the BNW and NB model, the WNB model has the best predicting efficiency for fire-spots assessment. By using the geometric interval grading method, a total of 86.44% of the fire-spots fall in the high-risk and very high-risk regions, and the predicting efficiency is 1.72.
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With the trend of electronization of the power system, a traditional serial numerical algorithm is more and more difficult to adapt to the demand of real-time analysis of the power system. As one of the important calculating tasks in power systems, the online solution of Lyapunov equations has attracted much attention. A recursive neural network (RNN) is more promising to become the online solver of the Lyapunov equation due to its hardware implementation capability and parallel distribution characteristics. In order to improve the performance of the traditional RNN, in this study, we have designed an efficient vectorization method and proposed a reduced-order RNN model to replace the original one. First, a new vectorization method is proposed based on the special structure of vectorized matrix, which is more efficient than the traditional Kronecker product method. Second, aiming at the expanding effect of vectorization on the problem scale, a reduced-order RNN model based on symmetry to reduce the solution scale of RNN is proposed. With regard to the accuracy and robustness, it is proved theoretically that the proposed model can maintain the same solution as that of the original model and also proved that the proposed model is suitable for the Zhang neural network (ZNN) model and the gradient neural network (GNN) model under linear or non-linear activation functions. Finally, the effectiveness and superiority of the proposed method are verified by simulation examples, three of which are standard examples of power systems.
Keywords: Lyapunov equation, vectorization, reduced-order RNN, symmetry, ZNN, GNN
INTRODUCTION
With the trend of the electronic power system, the scale of system computing is increasing day by day, while the demand of real-time analysis and calculation in the process of system operation remains unchanged. Traditional serial algorithms cannot solve this contradiction well, so various parallel algorithms and distributed methods appear successively. In power system state estimation, Chen et al. (2017) have used the SuperLU_MT solver to estimate the state of the actual power grid, making full use of the parallel characteristics of multicore and multi-thread solver. Liu Z. et al. (2020) have fully explored the parallelism in the calculation of continuous power flow and applied the continuous Newton method power flow model to realize the parallel solution algorithm of continuous power flow based on GPU in large scale and multiple working conditions. Moreover, a novel distributed dynamic event-triggered Newton–Raphson algorithm is proposed to solve the double-mode energy management problem in a fully distributed fashion (Li et al., 2020). Similarly, Li Y. et al. (2019) proposed an event-triggered distributed algorithm with some desirable features, namely, distributed execution, asynchronous communication, and independent calculation, which can solve the issues of day-ahead and real-time cooperative energy management for multienergy systems. Given that software algorithms are essentially run by hardware, implementing functions directly from hardware is also an option for real-time computing. For example, Hafiz et al. (2020) proposed a real-time stochastic optimization of energy storage management using deep learning–based forecasts for residential PV applications, where the key of the real-time computation is the hardware controller. It is worth pointing out that compared with the aforementioned methods, the neural dynamics method has greater potential in the field of real-time calculation of power systems (Le et al., 2019), and its time constant can reach tens of milliseconds (Chicca et al., 2014) because of its parallel distribution characteristics and the convenience of hardware implementation.
The Lyapunov equation is widely used in some scientific and engineering fields to analyze the stability of dynamic systems (He et al., 2017; He and Zhang, 2017; Liu J. et al., 2020). In addition, the Lyapunov equation plays an important role in the controller design and robustness analysis of non-linear systems (Zhou et al., 2009; Raković and Lazar, 2014). In the field of power systems, the balanced truncation method, controller design, and stability analysis are also inseparable from the solution of the Lyapunov equation (Zhao et al., 2014; Zhu et al., 2016; Shanmugam and Joo, 2021). Therefore, many solving algorithms have been proposed to solve the Lyapunov equation. For example, Bartels and Stewart proposed the Bartels–Stewart method (Bartels and Stewart, 1972), which is a numerically stable solution. Lin and Simoncini (Lin and Simoncini, 2013) proposed the minimum residual method for solving the Lyapunov equation. Stykel (2008) used the low-rank iterative method to solve the Lyapunov equation and verified the effectiveness of the method through numerical examples. However, the efficiency of these serial processing algorithms is not high in large-scale applications and related real-time processing (Xiao and Liao, 2016).
Recently, due to its parallelism and convenience of hardware implementation, recurrent neural networks have been proposed and designed to solve the Lyapunov equation (Zhang et al., 2008; Yi et al., 2011; Yi et al., 2013; Xiao et al., 2019). The RNN mainly includes the Zhang neural network (ZNN) and gradient neural network (GNN) (Zhang et al., 2008). Most of the research studies on RNN focus on the improvement of model convergence. For example, Yi et al. (2013) point out that when solving a stationary or a non-stationary Lyapunov equation, the convergence of the ZNN is better than that of GNN. Yi et al. (2011) used a power-sigmoid activation function (PSAF) to build an improved GNN model to accelerate the iterative convergence of Lyapunov equation. In (Xiao and Liao, 2016), the sign-bi-power activation function (SBPAF) is used to accelerate the convergence of the ZNN model for solving the Lyapunov equation and the proposed ZNN model has finite-time convergence, which is obviously better than the previous ZNN and GNN models. In recent years, some studies have considered the noise-tolerant ZNN model. In Xiao et al. (2019), two robust non-linear ZNN (RNZNN) are established to find the solution of the Lyapunov equation under various noise conditions. Different from previous ZNN models activated by the typical activation functions (such as the linear activation function, the bipolar sigmoid activation function, and the power activation function), these two RNZNN models have predefined time convergence in the presence of various noises.
However, both GNN and ZNN need to transform the solution matrix from the matrix form to the vector form through the Kronecker product, which is called vectorization of the RNN model (Yi et al., 2011). The use of the Kronecker product will make the scale of the problem to be solved larger. As the size of the problem increases, the scaling effect of the Kronecker product becomes more obvious. The enlargement effect of the Kronecker product on the model size will not only lead to insufficient memory when the RNN is simulated on software but also make the hardware implementation of the RNN model need more devices and wiring, which increases the volume of hardware, the complexity of hardware production, and the failure rate of hardware. However, no study has discussed the order reduction of the RNN model.
It should be pointed out that the vectorized RNN model needs to be solved using a hardware circuit. However, as the relevant research of the RNN for solving the Lyapunov equation is still in the stage of theoretical exploration and improvement, there are no reports about hardware products of the RNN solver of the Lyapunov equation. Relevant studies (Zhang et al., 2008; Yi et al., 2011; Yi et al., 2013; Xiao and Liao, 2016; Xiao et al., 2019) simulate the execution process of the RNN hardware circuit through the form of software simulation, and this study also adopts this form. It is undeniable that the results of software simulation are consistent with those of hardware implementation. Therefore, the theoretical derivation and simulation results of the RNN in this article and in the literature (Zhang et al., 2008; Yi et al., 2011; Yi et al., 2013; Xiao and Liao, 2016; Xiao et al., 2019) can be extended to the scenarios of hardware implementation.
The RNN is used to solve the Lyapunov equation, and the ultimate goal is to develop an effective online calculation model to solve the Lyapunov equation, so it is of great significance to improve the calculation speed of the RNN. Current studies focus on improving the computational speed of the RNN by improving the convergence of RNN. However, how to efficiently realize vectorization of the RNN model is also a breakthrough to improve the computational efficiency of the RNN method. At present, the Kronecker product is generally used to transform the solution matrix into the vector form (Horn and Johnson, 1991). The Kronecker product actually performs multiple matrix multiplication operations, and the time complexity of multiplying two n×n matrices is O (n^3), so the time complexity of the Kronecker product increases rapidly as the scale increases. This means that the traditional matrix vectorization method based on the Kronecker product still has room for optimization.
In summary, this article proposes an efficient method for vectorizing the RNN model based on the special structure of the vectorized matrix, which is more efficient than the traditional expansion method by the Kronecker product. Aiming at the expanding effect of vectorization on the problem scale, a reduced-order RNN model based on symmetry was proposed for solving the time-invariant Lyapunov equation, and the validity and applicability of the reduced-order RNN model were proved theoretically. The main contributions of this article are as follows.
1) An efficient method for vectorization of RNN model is proposed. Compared with the traditional vectorization method, this method has higher efficiency and less time consumption.
2) The reduced-order RNN model for solving the Lyapunov equation based on symmetry is proposed, which greatly reduces the solution scale. It is proved theoretically that the proposed model can maintain the same solution as that of the original model. Meanwhile, it is proved theoretically that the proposed model is suitable for the ZNN model and GNN model under linear or non-linear activation functions.
3) Several simulation examples are given to verify the effectiveness and superiority of the proposed efficient method for vectorization of the RNN and the reduced-order RNN model. It is also verified that the neural dynamics method is suitable for solving the Lyapunov equation of power systems through three standard examples of power systems.
In order to show the contributions of this study more clearly, the logical graph using the RNN model for solving the Lyapunov equation is shown in Figure 1, and the main novelties and differences of this article from Refs Yi et al. (2011); Yi et al. (2013); Xiao and Liao (2016); Xiao et al. (2019) are shown in Table 1.
[image: Figure 1]FIGURE 1 | Logical graph of using a RNN model for solving the Lyapunov equation.
TABLE 1 | Main novelties and differences of this article from the relevant references.
[image: Table 1]In Table1, items and numbers correspond to the three steps of Figure 1. The relevant references include Yi et al. (2011); Yi et al. (2013); Xiao and Liao (2016); Xiao et al. (2019).
In conclusion, Refs (Yi et al., 2011; Yi et al., 2013; Xiao and Liao, 2016; Xiao et al., 2019) focus on constructing a stronger RNN model to improve the convergence and noise-tolerant ability, including using different activation functions and neural networks. However, this study focuses on the vectorization method and the reduced-order RNN model.
PROBLEM FORMULATION AND RELATED WORK
Problem Formulation
Consider the following well-known Lyapunov equation (Yunong Zhang and Danchi Jiang, 1995)
[image: image]
where A ∈ ℝn×n is a constant stable real matrix and C ∈ ℝn×n is a constant symmetric positive-definite matrix. The objective is to find the unknown matrix X(t) ∈ ℝn×n to make the Lyapunov matrix Eq. 1 hold true. Let [image: image] denote the theoretical solution of Eq. 1. In addition, two of the most relevant works (i.e., GNN and ZNN models) are presented to solve the Lyapunov Eq. 1 in the following.
GNN
According to the principle of GNN (Yi et al., 2011) and combined with the characteristics of Lyapunov equation, a corresponding GNN model can be designed to solve the Lyapunov equation. The design steps are as follows:
First, construct an energy function based on norm as follows:
[image: image]
where [image: image] means F-norm. The minimum value of the energy function is the solution of the Lyapunov equation.
Second, based on the principle of the negative gradient descent of the GNN, the following formula can be constructed:
[image: image]
By introducing the adjustable positive parameter [image: image], the following GNN model can be obtained:
[image: image]
where [image: image], [image: image], and [image: image] is the initial value of X(t).
Finally, the conventional linear GNN (Eq. 4) can be improved into the following non-linear expression by employing a non-linear activation function array [image: image]:
[image: image]
where [image: image] denotes a matrix-valued activation function array of the GNN models. In this study, the bipolar sigmoid activation function (BPAF) is selected as the representative of the non-linear activation function of the GNN model for simulation because of its strong convergence (Yi et al., 2011). The expression of BPAF is as follows:
[image: image]
where [image: image] is a constant and [image: image].
ZNN
First, following Zhang et al.’s design method (Zhang et al., 2002), we can define the following matrix-valued error function to monitor the solution process of Lyapunov Eq. 1:
[image: image]
Then in view of the definition of [image: image] and the design formula [image: image], the dynamic equation of the ZNN model for solving the online Lyapunov Eq. 1 is derived as follows:
[image: image]
where [image: image] denotes a matrix-valued activation function array of the ZNN models. The definition of [image: image] in the ZNN model is the same as that in the GNN model.
In this study, the RNZNN-1 model is selected as the representative of the non-linear activation function of the ZNN model for simulation because of its strong convergence (Xiao et al., 2019). The expression of the non-linear activation function in the RNZNN-1 model is as follows:
[image: image]
where design parameters [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] denotes the signum function.
AN EFFICIENT METHOD FOR VECTORIZATION OF RNN MODEL
General Method of Vectorizing RNN Model
The RNN model needs to be transformed to the vector form so that it can be used for software simulation (Li X. et al., 2019) and hardware implementation.
Vectorization of the GNN Model
Yi et al. (2011) pointed out that the vectorization of GNN model is as follows:
[image: image]
where
[image: image]
[image: image]
where [image: image] means the Kronecker product. Given [image: image], we can vectorize X as a column vector, vec(X) ∈ ℝn2×1, which is defined as [image: image].
Since the order of matrix addition and matrix transpose is interchangeable (Cheng and Chen, 2017), 
[image: image]
Applying this property to Eq. 11, we can get
[image: image]
According to Chen and Zhou (2012), the relationship between the matrix transpose and Kronecker product is as follows:
[image: image]
Applying this property to Eq. 14, we can get
[image: image]
Considering [image: image] and combining Eqs 11, 12, 14 and 16, we can get
[image: image]
Vectorization of the ZNN Model
The vectorization process of the ZNN model is similar to that of the GNN. Carry out Kronecker product on Eq. 8, and we can get:
[image: image]
Vectorization of the RNN Model
By comparing Eqs 10, 17 and 18, it can be seen that the key of vectorization of the RNN model is to solve [image: image].
According to Eq. 12, the calculation of [image: image] can be divided into three steps:
1) Calculate [image: image]
[image: image]
where [image: image] is a diagonal matrix with [image: image] rows and [image: image] columns. [image: image] is a matrix with [image: image] rows and [image: image] columns.
2) Calculate [image: image]
[image: image]
where [image: image] is a matrix with [image: image] rows and [image: image] columns.
3) Add [image: image] to [image: image]
[image: image]
An Efficient Method for Vectorization of RNN Model
According to the previous analysis, no matter how the matrix [image: image] is changed, the matrix structure of [image: image] is fixed. Based on the special structure of [image: image], an efficient method for vectorization of the RNN model is proposed in this article. The steps are as follows.
1) Create a matrix with [image: image] rows and [image: image] columns named K and fill [image: image] with the elements of [image: image] according to Eq. 19.
2) Fill [image: image] with the elements of [image: image] according to Eq. 20.
3) Add the corresponding element of [image: image] to the diagonal element of [image: image] according to Eq. 21.
The vectorization method of the RNN model proposed in this article is still based on the Kronecker product, but the time complexity is greatly reduced. Because the vectorization method proposed in this article replaces matrix multiplication with assignment and addition.
THE REDUCED-ORDER RNN MODEL FOR SOLVING LYAPUNOV EQUATIONS BASED ON SYMMETRY
Since the solution of Eq. 1, [image: image], is always symmetric, as long as the upper trigonometric elements of [image: image] are solved, the lower trigonometric elements of [image: image] can be obtained correspondently, which can greatly reduce the computational amount of solving the Lyapunov equations. Based on this idea, a reduced-order RNN model for solving the Lyapunov equation based on symmetry is proposed in this article.
The Reduced-Order ZNN Model With Linear Activation Function
Vectorization
Let’s consider a ZNN model with linear activation function after vectorization. The formula is as follows:
[image: image]
where [image: image].
For the convenience of later discussion, S∈[image: image]n×n is constructed. Assign the following values to [image: image] as follows:
[image: image]
Each element of [image: image] is the index number of the element of [image: image] at the same position.
We can expand [image: image] to vecX∗ ∈ [image: image]n2×1. Assuming that [image: image] and [image: image] are, respectively, the elements of the 1st row and the n + 1th row of [image: image]. Due to the symmetry, [image: image] will be equal to [image: image].
Reduce the Column Number of [image: image]
If the Kronecker product is directly carried out on Eq. 1, then
[image: image]
We can use [image: image] to express Eq. 24. Lan (2017) points out that if [image: image] is stable and [image: image] is symmetrically positive definite, then the Lyapunov Eq. 1 has a unique symmetric positive definite solution. Therefore, the [image: image] matrix of Eq. 24 must be invertible.
Multiply both sides of Eq. 22 by the inverse matrix of [image: image], then we get
[image: image]
From Eq. 25, we can see that [image: image] is the solution of the Lyapunov Eq. 1, which means [image: image]. Since [image: image] is a symmetric matrix, the differential equations of [image: image] and [image: image] are the same. If [image: image] and [image: image] are equal, then the time domain trajectories of [image: image] and [image: image] are the same, namely, [image: image] and [image: image]. Therefore, for Eq. 22, the column [image: image] of [image: image] can be added to the second column. Similarly, the same operation of column addition can be performed on the other columns in the symmetric positions. So the column number of [image: image] reduces to [image: image]. Eq. 22 becomes
[image: image]
Reduce the Row Number of [image: image]
When the steady state is considered, the differential term of Eq. 26 is 0, and we can get:
[image: image]
As mentioned before, if [image: image] is stable and [image: image] is symmetrically positive definite, then Lyapunov Eq. 1 has a unique symmetric positive definite solution. Therefore, the number of equations should be the same as the number of variables (Cheng and Chen, 2017), namely, the rank of the coefficient matrix of Eq. 27 is equal to [image: image], which means the row vector set of the coefficient matrix of Eq. 27 is linearly correlated.
We can construct the augmented matrix of Eq. 27 and name it as [image: image]. If we define the first row of [image: image] as the vector [image: image], the second row as the vector [image: image], and so on, the row [image: image] is defined as the vector [image: image].
According to the knowledge of linear algebra, the vector set [image: image] is linearly dependent only if at least one of the vectors in the set can be represented linearly by the other vectors.
Let us define the vectors which can be represented linearly by the other vectors as the redundant vectors. Suppose that
[image: image]
where [image: image] are real numbers and at least one of them is not equal to 0. Then [image: image] is a redundant vector. As long as the redundant vectors are found out and the equations of their corresponding rows are deleted, a new augmented matrix with full row rank can be obtained.
According to the aformentioned analysis, as long as [image: image] is stable and [image: image] is symmetrically positive definite, then the redundant vectors must exist, which means there are always some vectors that satisfy Eq. 28. However, [image: image] and [image: image] are independent of each other. Considering there are always some vectors satisfying Eq. 28 in the case of any stable [image: image] and any symmetrically positive definite [image: image], there is only one possibility that for some redundant vector, there is another vector that is equal to it, and the row indexes of both of them are symmetric in the matrix [image: image]. Only in this way, based on the symmetric characteristics of matrix [image: image], can the redundant vectors always satisfy Eq. 28 when [image: image] and [image: image] are independent of each other.
For a redundant vector, its own row index and the row index of another vector equal to it can form a pair of indexes. We can use these index pairs to find the redundant vectors and delete the corresponding rows. In general, in an index pair, the equation corresponding to the index whose value is larger is selected for deletion.
After the row deletion, the row number of [image: image] also reduces to [image: image]. Eq. 26 becomes
[image: image]
We can use [image: image] to express Eq. 29.
Reduced-Order GNN Model With Linear Activation Function
Consider a GNN model with linear activation function after vectorization. The formula is as follows:
[image: image]
When the steady state is considered, the differential term of Eq. 30 is 0, and Eq. 30 is changed into Eq. 24. From the aforementioned derivation, it can be known that both [image: image] and [image: image] can obtain the solution of Lyapunov Eq. 1. On this basis, an attempt is made to construct a reduced-order GNN model with linear activation function after vectorization, as follows:
[image: image]
When the steady state is considered, Eq. 31 is changed into [image: image], which means the solution of Lyapunov Eq. 1 can be finally obtained by solving Eq. 31.
Reduced-Order RNN Model With Non-Linear Activation Functions
Before every non-linear activation function is introduced into the linear RNN, it will be theoretically proved that their introduction can guarantee the correct convergence of RNN. However, the reduced-order RNN in this article does not change the structure of RNN, but only changes the size of RNN. Because both the problem scale and the specific values of the matrix are generally expressed in symbolic form in the theoretical derivation (Xiao and Liao, 2016; Xiao et al., 2019), and the reduced-order RNN model in this article is still applicable to the relevant theoretical proof of introducing the non-linear activation functions into the linear RNN. In other words, the reduced-order method in this article can be applied to the RNN model with non-linear activation functions.
The Generation of the Reduced-Order RNN Model
The steps for generating the reduced-order RNN model are as follows:
1) [image: image] is constructed, and the construction logic is as described above.
2) Considering that the indexes in the symmetric positions of [image: image] can form [image: image] index pairs, we construct a matrix [image: image] and fill [image: image] with [image: image] index pairs. It is important to note that all of the elements in the first column of [image: image] must be the upper trigonometric elements (excluding diagonal elements) of [image: image]. For the convenience of presentation, suppose [image: image] is the first column of L, and [image: image] is the second column of matrix L.
3) For [image: image] and [image: image] of RNN model, the rows corresponding to the element values of [image: image] are deleted.
4) For [image: image] and [image: image] obtained in step 3, add the symmetric columns according to the element values of [image: image] and [image: image], and the columns obtained by the addition will replace the columns corresponding to the element values of [image: image], while the columns corresponding to the element values of [image: image] will be deleted. For [image: image] and [image: image], the rows corresponding to the element values of [image: image] will be deleted.
It should be pointed out that in mathematical proof, if the order of row reduction and column reduction is exchanged, the correctness of the reduced-order RNN model cannot be proved or another proof method is needed to complete the proof. However, in the case that the mathematical proof has been completed, the order of row reduction and column reduction does not affect the final result, since we know in advance which rows and columns are to be deleted. In the aformentioned steps of generating the reduced-order RNN model, the reason why we carry out step 3 first is that it can reduce the computational amount of the column addition to achieving higher computational efficiency.
The Significance of the Reduced-Order RNN Model
In order to better explain the value and significance of the reduced-order RNN model proposed in this article, the differences before and after the order reduction are shown from the perspectives of software simulation and hardware implementation, respectively. For the convenience of discussion, the GNN is taken as an example to illustrate.
Simulation on the Software
We use the ode45 function of MATLAB to solve the GNN model after vectorization. By comparing Eq. 30 and Eq. 31, it can be seen that the memory requirement of the reduced-order GNN model is much smaller than that of the original GNN model. Therefore, the reduced-order GNN model greatly alleviates the problem of insufficient memory that may occur in the software simulation of the GNN.
Hardware Implementation
When we use the traditional GNN model, the structure of the circuit diagram is shown as Figure 2 (Yi et al., 2011).
[image: Figure 2]FIGURE 2 | Circuit schematics which realizes GNN.
Where[image: image], [image: image][image: image]
When we use the reduced-order GNN model, the structure of the circuit diagram is shown as Figure 2, except that the [image: image] in the diagram becomes [image: image].
So the reduced-order GNN model greatly reduces the number of devices and wiring required for the hardware realization of GNN model, which is conducive to reducing the volume of hardware, the complexity of hardware production, and the failure rate of hardware.
ILLUSTRATIVE VERIFICATION
The simulation examples in this article are all completed on the MATLAB 2013b platform. In this article, the ode45 function of MATLAB is used to simulate the iterative process of RNN (Zhang et al., 2008). The corresponding computing performance is tested on a personal computer with Intel Core i7-4790 CPU @3.2GHz and 8 GB RAM.
Since there are great differences between software and hardware in the principle of realizing the integral function, there will be a big gap between the time cost in simulating the RNN process using software and the time cost in implementing the RNN model using hardware. Considering the research on the RNN model used to solve the Lyapunov equation is still in the stage of theoretical exploration, and has not reached the stage of hardware production for the time being, this article does not discuss the influence of the proposed reduced-order RNN model on the time consuming of RNN.
The Reduced-Order RNN Model for Solving Lyapunov Equation Based on Symmetry
Example 1
Let us consider the Lyapunov Eq. 1 with the following coefficient matrices: 
[image: image]
where [image: image] is similar to Example II in Xiao et al. (2019). However, [image: image] and [image: image] of Example II in Xiao et al. (2019) do not fit the definition of Eq. 1, so we change [image: image] a little bit and set [image: image] to be the identity matrix.
In this example, we set [image: image], [image: image], [image: image], [image: image], and [image: image] (Yi et al., 2011; Xiao et al., 2019).
In order to demonstrate the advantages of the reduced-order RNN model, this article compares the performance of the reduced-order RNN and the original-order RNN, as shown in Table 2. In Table 2, linearity and non-linearity, respectively, mean the linear activation function and the non-linear activation function. Scale means the row number of [image: image] or [image: image]. Proportion means the row number of [image: image] divided by the row number of [image: image]. The ZNN F-norm and GNN F-norm, respectively, mean [image: image] at the end of the simulation of ZNN and GNN.
TABLE 2 | Comparison of the original-order RNN and the reduced-order RNN under Example 1.
[image: Table 2]In order to study the effect of order reduction method proposed in this article on the convergence of the RNN model, the F-norm curves of the original-order RNN model and the reduced-order RNN model are drawn, as shown in Figure 3. In Figure 3A, LAF means the ZNN model with linear activation functions. NAF means the ZNN model with the non-linear activation function of Eq. 9. In Figure 3B, LAF means the GNN model with linear activation functions. BPAF means the GNN model with the non-linear activation function of Eq. 6. In both Figure 3A and Figure 3B, F-norm refers to [image: image].
[image: Figure 3]FIGURE 3 | Comparison of the convergence between the original-order and the reduced-order RNN models under Example 1. (A) is ZNN, (B) is GNN.
Example 2
To enlarge the scale of the example, we consider Lyapunov Eq. 1 with the following coefficient matrices: 
[image: image]
where [image: image] is similar to Example III in Xiao et al. (2019). However, [image: image] and [image: image] of Example III in Xiao et al. (2019) do not fit the definition of Eq. 1, so we change [image: image] a little bit and set [image: image] to be the identity matrix.
In this example, RNN’s model parameters are the same as Example 1. Similar to Example 1, we can get Table 3 and Figure 4. The definitions of all nouns in Table 3 are the same as those in Table 2, and the definitions of all nouns in Figure 4 are the same as those in Figure 3.
TABLE 3 | Comparison of the original-order RNN and the reduced-order RNN under Example 2.
[image: Table 3][image: Figure 4]FIGURE 4 | Comparison of the convergence between the original-order and the reduced-order RNN models under Example 2. (A) is ZNN, (B) is GNN.
Example 3

[image: image]
A 10∗10 matrix is randomly generated and then α-shift is applied to the matrix to make it stable (Yang et al., 1993), which is the generation process of [image: image] of Example 3 in this article. [image: image] is set to be the identity matrix.
In this example, RNN’s model parameters are the same as Example 1. Similar to Example 1, we can get Table 4 and Figure 5. The definitions of all nouns in Table 4 are the same as those in Table 2, and the definitions of all nouns in Figure 5 are the same as those in Figure 3.
TABLE 4 | Comparison of the original-order RNN and the reduced-order RNN under Example 3.
[image: Table 4][image: Figure 5]FIGURE 5 | Comparison of the convergence between the original-order and the reduced-order RNN models under Example 3. (A) is ZNN, (B) is GNN.
Based on the information in the aforementioned three tables, we can draw the following conclusions:
a) The reduced-order RNN model has a very obvious effect, with the scale reduced by about 33–45%. Moreover, the effect of the reduced-order RNN model becomes more obvious with the increase in the size of the example. According to [image: image], it can be seen that when the size of the example is larger, the percentage of the scale decrease is closer to 50%. The reduced-order RNN model not only greatly alleviates the problem of insufficient memory in the software simulation of RNN but also greatly reduces the number of devices and wiring required for the hardware realization of RNN model, which is conducive to reducing the volume of hardware, the complexity of hardware production, and the failure rate of hardware.
b) Under different case scales, whether it is ZNN or GNN, whether it is linear activation function or non-linear activation function, the steady-state errors of the reduced-order RNN model are very close to 0, which means the reduced-order RNN model can always converge to the correct solution of the Lyapunov equation. This indicates that the reduced-order RNN model is applicable to ZNN and GNN, as well as the scenarios of linear activation function and non-linear activation function, which is consistent with the theoretical derivation results above.
c) Under different case scales, the difference in the steady-state accuracy between the reduced-order RNN and the original-order RNN is very small, indicating that the reduced-order RNN basically does not affect the steady-state accuracy of RNN.
Based on the information in the aforementioned three figures, we can draw the following conclusions:
a) Under different case scales, the reduced-order RNN models with linear or non-linear activation functions either have a little effect on the iterative convergence characteristics or enhance the convergence at the beginning of the iteration process and have a little effect on the convergence at the end of it.
b) Under the non-linear activation functions, the convergence of the ZNN model is always stronger than that of the GNN model when other conditions are fixed.
c) Under the linear activation function, the convergence of the ZNN model is weaker than that of the GNN model when the size of the examples is small (e.g., Example 1 and Example 2). The convergence of the linear ZNN model is stronger than that of the linear GNN model when the size of the examples is large (e.g., Example 3).
d) For both ZNN and GNN, the convergence of the RNN model with non-linear activation function is always stronger than that of the linear RNN model.
e) With the increase in the size of the examples, the convergence of ZNN is basically unchanged, while the convergence of GNN will become significantly worse.
Example 4
In order to verify the applicability of neural dynamics method to the power system, the corresponding Lyapunov equation describing system controllability is generated for the IEEE three-machine nine-node system according to the principle of the balanced truncation method in (Zhao et al., 2014). The input signal is the rotor speed deviation and the output signal is the auxiliary stabilizing signal (Zhu et al., 2016). It should be noted that the IEEE standard systems used in this article come from the examples of the PST toolkit (Lan, 2017), and the linearization process of the system is realized by the svm_mgen.m of PST toolkit. We set [image: image]. A ∈[image: image]15×15 and C ∈[image: image]15×15 of the Lyapunov equation are detailed in Supplementary Material.
In this example, the linear ZNN was selected for testing. Similar to Example 1, we can get Table 5 and Figure 6. The definitions of all nouns in Table 5 are the same as those in Table 2 and the definitions of all nouns in Figure 6 are the same as those in Figure 3.
TABLE 5 | Comparison of the original-order ZNN and the reduced-order ZNN under Examples 4-6.
[image: Table 5][image: Figure 6]FIGURE 6 | Comparison of the convergence between the original-order and the reduced-order ZNN models under Example 4.
Example 5
Similar to Example 4, we generate the corresponding Lyapunov equation describing system controllability of the IEEE 16-machine system. A ∈ [image: image]35×35 and C ∈ [image: image]35×35 of the Lyapunov equation are detailed in Supplementary Material. We set [image: image]. The simulation results are shown in Table 5 and Figure 7. The definitions of all nouns in Figure 7 are the same as those in Figure 3.
[image: Figure 7]FIGURE 7 | Comparison of the convergence between the original-order and the reduced-order ZNN models under Example 5.
Example 6
Similar to Example 4, we generate the corresponding Lyapunov equation describing system controllability of the IEEE 48-machine system. A ∈ [image: image]97×97 and C ∈ [image: image]97×97 of the Lyapunov equation are detailed in Supplementary Material. We set [image: image]. The simulation results are shown in Table 5 and Figure 8. The definitions of all nouns in Figure 8 are the same as those in Figure 3.
[image: Figure 8]FIGURE 8 | Comparison of the convergence between the original-order and the reduced-order ZNN models under Example 6.
It can be seen from Table 5 and Figures 6–8 that the neural dynamics method used to solve Lyapunov equations is also suitable for solving Lyapunov equations in power systems, and the reduced-order RNN mosdels proposed in this article is effective in the example of power systems. Moreover, with the increase in the power system scale, the convergence and steady-state accuracy of ZNN model are almost unchanged, indicating the applicability of the RNN model to power systems of different scales.
It is worth mentioning that the integration between the electric power and natural gas systems has been steadily enhanced in recent decades. The incorporation of natural gas systems brings, in addition to a cleaner energy source, greater reliability and flexibility to the power system (Liu et al., 2021). Since the dynamic model of the electricity–gas coupled system can be expressed by differential-algebraic equations (Zhang, 2005; Yang, 2020), which means the dynamic model of the electricity–gas coupled system is the same as that of the power system, the aforementioned applicability analysis of the methods proposed in this article for large power systems are also applicable to large electricity–gas coupled systems.
An Efficient Method for Vectorization of RNN Model
Table 6 compares the time cost of the RNN model vectorization method proposed in this article and the traditional RNN model vectorization method. For the sake of convenience, the former is called method A and the latter is called method B. In order to better demonstrate the effect of the vectorization method of RNN model proposed in this article, four examples are added, as shown in Table 6. Four newly added examples are generated in the same way as Example 3 and are detailed in Supplementary Material, where ms means millisecond; scale means the order of [image: image]; and proportion refers to the time taken by method A divided by the time taken by method B.
TABLE 6 | Comparison of the time cost of two vectorization methods for RNN models.
[image: Table 6]It can be seen from Table 6 that method A is significantly better than method B in terms of time cost, with the decrease in time cost between 48 and 98%. With the increase in the size of the examples, the proportion of time cost improvement generally increases. It should be pointed out that when the system sizes are 15, 35, and 97, the corresponding examples are the IEEE standard systems mentioned before, which indicates that the vectorization method proposed in this article is also effective in the example of power systems.
CONCLUSION

1) We propose an efficient method for vectorizing RNN models, which can achieve higher computational efficiency than the traditional method of vectorizing RNN based on the Kronecker product.
2) In order to reduce the solving scale of the RNN model, a reduced-order RNN model for solving the Lyapunov equation was proposed based on symmetry. At the same time, it is proved theoretically that the proposed model can maintain the same solution as that of the original model, and it is also proved that the proposed model is suitable for both the ZNN model and GNN model under linear or non-linear activation functions.
3) Several simulation examples are given to verify the effectiveness and superiority of the proposed method, while three standard examples of power systems are given to verify that the neural dynamics method is suitable for solving the Lyapunov equation of power systems.
Because the neural dynamics method has parallel distribution characteristics and hardware implementation convenience, its convergence and computation time are not sensitive to the system scale. Considering the current development level and trend of the very large-scale integration (VLSI) chip and the ultra large-scale integration (ULSI) chip, the wide application of the neural dynamics method in large-scale systems is expected.
In addition, the research on the RNN model used to solve the Lyapunov equation is mainly in the stage of theoretical improvement and exploration, and there are few reports about hardware products. The hardware product design will be the main content of the next stage.
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To improve the balancing time of battery energy storage systems with “cells decoupled and converters serial-connected,” a new cell voltage adaptive balancing control method in both charging and discharging modes is proposed in this study. The overall system architecture and basic operating principle of the active balancing system with “cells decoupled and converters serial-connected” are presented first. Then, by dynamically regulating the balancing acceleration coefficient of each cell according to the cell voltage deviation, the adaptive balancing control of cell voltage in charging and discharging modes is analyzed. An experimental prototype consisting of six smart cells is developed, and experiments in charging and discharging modes were carried out. The experiment results demonstrate that compared with the balancing process with a static acceleration coefficient, the proposed adaptive balancing control of cell voltage shows significant improvement in balancing speed and smaller cell voltage discrepancy.
Keywords: energy storage system, adaptive balancing control, acceleration coefficient, cell voltage discrepancy, charging/discharging
INTRODUCTION
In grid-connected energy storage systems and electric vehicles, battery packs are made from long strings of parallel cells in series to achieve higher operating voltages, while each parallel cell consists of several individual cells in parallel to achieve the desired capacity or power levels. For example, the standard 50 kWh Tesla Model three-battery pack is made of aaaa2,976 of 2170-size individual lithium-ion cells that are connected in the form of 31 individual cells in parallel and 96 parallel cells in series to provide 350 V output voltage and 211 kW output power (Lambert, 2017).
Since cells are charged and discharged by equal currents in multicell battery chains, small differences between cells due to production tolerances or operating conditions tend to be magnified with each charge/discharge cycle. During a charge/discharge cycle, if there is a degraded cell in the chain with diminished capacity, it will be subject to overcharging or overdischarging and will tend to fail before the others. That is, with every charge/discharge cycle, the weaker cells will get weaker until they fail. Overall, in an unmanaged string of cells in series, the capacities of cells are likely to diverge from one another during a charge/discharge cycle, which can result in degraded battery energy utilization and even damage or explosions (Huang and Qahouq, 2015). Cell balancing is a way to compensate for weaker cells by equalizing the charge on all the cells in the chain, thus extending battery life.
Various methods of cell balancing have been developed to address this problem by equalizing the stress on the cells and are broadly divided into two categories: passive methods and active methods (Omariba et al., 2019; Pinto et al., 2016; Gallardo et al., 2014; Ouyang et al., 2018). Passive methods are also known as “resistor bleeding balancing” methods (Ye and Cheng, 2017); they remove excess energy from the cell that has higher cell voltage through a bypass resistor until the voltage or charge matches the voltage of the weaker cells (Daowd et al., 2011). Passive methods have the advantages of low cost, simple circuit configurations, and ease of implementation. However, this causes dissipation of additional energy (Huang and Qahouq, 2015), and because low bypass currents are used, equalization times are very long.
Active cell balancing methods remove charge from higher energy cells and deliver it to lower energy cells through active cell equalizing circuits. They have different topologies according to the circuit and active element used to store energy, such as capacitors and/or inductive components (Daowd et al., 2011; Cao et al., 2008; Yu et al., 2019; Tang et al., 2019; Zhang et al., 2019; Tavakoli et al., 2019). There are three subcategories of active balancing methods sorted by circuit topology, namely, charge shunting (Hsieh et al., 2002; Shibata et al., 2001), charge shuttling (Cao et al., 2008; Baughman and Ferdowsi, 2008; Ye and Cheng, 2015; Shousha et al., 2017), and energy converting method–based balancing techniques, among which the energy converter–based balancing method is the most widely used technique. As a typical energy converter–based balancing approach, Evzelman et al. (2016) proposed an architecture that uses modular DC/DC bypass converters to perform active battery cell balancing and to supply current to auxiliary loads, eliminating the need for a separate HV-to-LV high step-down DC/DC converter. Based on a two-stage bidirectional equalization circuit with energy transferring inductors, Ma et al. (2018) proposed a fuzzy logic-controlled equalization scheme to reduce energy consumption and equalization time, and the simulation results show that the standard deviation of the final SOC reduces by 18.5%, and the equalization time decreases by 23%. Similar approaches include those of Zhang et al., (2017); Zheng et al., (2014). An optimized sliding mode control (OSMC) based on the current dynamics model was proposed, which tracks the load current and uses it as a reference to realize the self-balancing of the capacitor voltage (Babaie et al., 2021). Owing to the capacity estimation error of about 5–10% caused by battery degradation, active balance architecture of the hierarchical model predictive control was proposed (Gong et al., 2020). In order to realize the active balance control strategy, by utilizing the low-voltage bypass DC–DC converter and the shared low-voltage DC bus, a new cell balancing system for electric vehicle battery packs was proposed (Trimboli et al., 2022). An MPCP and MPVP control scheme was proposed, which realizes the stability of the DC bus current (Shan et al., 2019). In order to keep the capacitor voltage ripple within a reasonable range, Ma et al., (2021) proposed a new battery integration method which can reduce the capacitor voltage ripple effectively.
For the active cell balancing methods, balancing time and accuracy are two important performance indicators that deserve equal attention (Baronti et al., 2014). Most of the existing methods only pay attention to balancing accuracy and show little sensitivity to balancing time. As the main innovation of this study, by dynamically regulating the balancing acceleration coefficient of each cell according to the voltage deviation, the adaptive balancing control of cell voltage in charging and discharging mode is proposed for the active balancing system with “cells decoupled and converters serial connected,” which effectively accelerates the balancing speed and improves the balancing accuracy.
This article is organized as follows. In Section 2, the overall system architecture and basic operating principle of the active balancing system with “cells decoupled and converters serial-connected” are described. In Section 3, the dynamic balancing acceleration coefficient adaptive mechanisms in charging and discharging modes are analyzed successively. In Section 4, experiments carried out and the results of the analysis are presented. Finally, the conclusion is stated in Section 5.
RESEARCH AND CONTRIBUTION OF THE STUDY

1) Different from the traditional analysis of the “cells decoupled and converters serial-connected” battery energy storage system, this article explores the deeper influence on the balance time of the battery energy storage system.
2) By dynamically adjusting the balance acceleration coefficient of each cell according to the cell voltage deviation, the adaptive balance control of the cell voltage in the charge and discharge modes is analyzed, and a new adaptive balance control method of the cell voltage in the charge and discharge modes is proposed.
3) An experimental device comprising six smart batteries connected in series is built, and the superiority of the proposed battery voltage adaptive balance control strategy is verified.
SYSTEM DESCRIPTION
The system architecture of the proposed cell voltage adaptive balancing control mechanism in charging/discharging modes is shown in Figure 1. In Figure 1, the active balancing system is named “cells decoupled and converters serial connected,” where the battery pack comprises N battery cells. The blue background area shows the general system structure, where N battery cells are decoupled from one another by N distributed converters, and distributed converters are connected in series output to generate a desired DC bus voltage. The output voltage of each distributed converter is adjustable in both the buck and boost modes, and thus, the DC bus voltage is adjustable too. Each combination of a battery cell and a distributed converter is referred to as a “smart cell.”
[image: Figure 1]FIGURE 1 | System architecture of the active balancing system with “cells decoupled and converters serial-connected.”
Bidirectional DC/DC conversion between the cell port and DC bus port of the smart cell is accomplished by the power stage of a synchronous 4-switch bidirectional buck–boost DC/DC converter; its main circuit structure is shown in the yellow background area of Figure 1, where four switching FETs, M1 to M4, and only one power inductor, L, is utilized. By utilizing the abovementioned structure, bidirectional power conversion between the cell port and DC bus port is achievable, both in the buck and boost modes.
As shown in the green background area of Figure 1, to ensure the stability, accuracy, and dynamic characteristics of the output voltage of the 4-switch bidirectional buck–boost DC/DC converter, a capacitor voltage and an inductor current dual closed loop feedback control system are designed, where proportional–integral–differential (PID) control in the outer loop is utilized to realize output voltage control, with kpv, kiv, and kdv as the corresponding proportional, integral, and differential coefficients, respectively, while in the inner loop, PID control is used to improve the transient response of the converter, with kpi, kii, and kdi as the corresponding proportional, integral, and differential coefficients, respectively. In Figure 1, the inner loop is responsible for sensing the actual current and then accordingly generating a PWM pulse to achieve current regulation, while the outer loop is responsible for sensing the battery cell port voltage, Vcell, and DC bus port voltage, Vout, and then sending current demand I∗ to the current loop to achieve voltage regulation (Xu and Xu, 2013). Moreover, the system supervisor of the smart cell controls the charging/discharging mode switch signal Scd. Communication between each smart cell is accomplished by the system supervisor through the CAN bus, and then, each smart cell shares the cell voltage, charge voltage, and SOC information. The parameter description utilized in this article is listed in 11 Acronyms and Abbreviations.
In the discharging mode, the output voltage of each smart cell is adjustable, while current flowing through the DC bus port is dependent on the load for a specific DC bus voltage. The discharging current of the nth cell Incell at t follows the following equation:
[image: image]
where [image: image], I(t) is the load current at time t and η [Vnout(t), Inout(t)] is the conversion efficiency of the smart cell under Vnout(t) and Inout(t). Vnout(t) and Vncell(t) are the voltages of the cell port and DC bus port of the nth smart cell at t, respectively.
Equation 1 shows that Incell can be arbitrarily controlled by regulating Vnout(t), regardless of the load current. That is, the cell current is decoupled from the load current by utilizing the smart cell, and the discharge rate of each smart cell can be controlled by regulating the output voltage of the corresponding smart cell. The output voltage for a lower discharge rate is lower, the output voltage for a higher discharge rate is higher, and the discharge/charge rate of each smart cell is proportional to its output voltage.
In the charging mode, the bidirectional buck–boost converter works in the current control mode, where the current of each cell is controlled independently by the current loop controller of each smart cell.
According to the desired DC bus voltage and SOC of every cell, the smart cell is able to regulate the discharge/charge rate of the battery cell for SOC balancing and to simultaneously maintain the desired DC bus voltage in both the discharging and charging modes.
ADAPTIVE BALANCING CONTROL OF CELL VOLTAGE
SOC Estimation
The combined OCV (open circuit voltage) and CC (Coulombic counting) method is utilized for SOC estimation. The real-time [image: image] is obtained by the following equation:
[image: image]
where [image: image] is cell Coulombic efficiency, [image: image] for discharge and [image: image] for charge; [image: image] is instantaneous cell current (assumed positive for discharge, negative for charge); [image: image] is the cell nominal capacity in A hour (AH); and [image: image] is the real-time state of health (SOH) of the cell.
In Equation 2, the real-time current [image: image] is sampled by the current shunt; the initial SOC value [image: image] is predicted according to the relations among cell terminal voltage, temperature, and SOC. Figure 2 shows the averaged test data of eight 2600-mAH 18650 LiCoMnNiO2 battery cells under different temperature conditions.
[image: Figure 2]FIGURE 2 | Curved surface of the SOC versus temperature and OCV.
Dynamic Balancing Acceleration Coefficient Adaptive Mechanism in the Charging Mode
As described above, the principle of the active balancing system with “cells decoupled and converters serial-connected” is to independently regulate the discharge/charge rate of each cell. Thus, the primary task is to calculate the discharge or charge rate in real time according the status of each cell.
In the charging mode, to characterize the SOC difference at t, γn(t) is defined as follows:
[image: image]
where SOCn(t) is the real-time SOC of the nth cell at t and [image: image] is the average SOC of all cells at t, that is, [image: image]. ρn(t) is the dynamic balancing acceleration coefficient of the nth cell and is a dynamic adaptive parameter that determines the balancing speed while the SOC deviation is detected.
[image: image]
where [image: image] and [image: image] are the maximum and minimum cell voltages of all N cells at t, respectively. According to Eqs. 3, 4, in the process of cell balancing, the charging current of the nth cell at t+1 results according to Eq. 5.
[image: image]
where [image: image] and [image: image] is the set value of the charging current. Moreover, [image: image] should satisfy Eq. 6,
[image: image]
where Cimax is the acceptable maximum charging current of the battery cell, and Icmin and Icmax are the minimum and maximum charging currents of the smart cell, respectively.
Dynamic Balancing Acceleration Coefficient Adaptive Mechanism in the Discharging Mode
In the discharging mode, Eq. 2 still holds, and now, the adaptive law of ρn(t) is shown in Eq. 7.
[image: image]
where [image: image] is the minimum output voltage of the smart cell. Since ρn(t) is the dynamic balancing acceleration coefficient of the nth cell in the discharging mode, at any time, it should satisfy Eq. 8.
[image: image]
where [image: image] is the maximum output voltage of the smart cell and λ(t) is the DC bus voltage regulation coefficient at t.
[image: image]
where [image: image] is the desired DC bus voltage at t. According to Eqs. 3, 9, the discharge current at t+1 is shown in Eq. 10.
[image: image]
where I(t) is the DC bus load current at t and χn(t) is defined as follows:
[image: image]
where [image: image] is the conversion efficiency of the smart cell under [image: image] and I(t). The real-time output voltage of every smart cell can be derived by the following equation:
[image: image]
ANALYSIS OF EXPERIMENTS AND RESULTS
Experimental Facility
To validate the effectiveness of the proposed dynamic balancing acceleration coefficient adaptive mechanism in charging and discharging modes, experiments were carried out with an experimental setup consisting of six serially connected smart cells, a DC power supply, a programmable DC electronic load, an oscilloscope, a power meter, a USB-CAN adapter, and a monitoring interface implemented on a computer. The photograph of the experimental facility is shown in Figure 3. Each smart cell consisted of four parallel 2,600 mAh LiCoMnNiO2 cells connected in parallel to achieve a higher overall capacity. Detailed information of the abovementioned facilities is listed in Table 1. The bidirectional buck–boost converter was built around Freescale’s 16-bit microcontroller MC9S12XET256, where each smart cell was implemented with an independent converter. The power stage, controller, CAN bus, and peripheral components were integrated in a high-density custom PCB board, as shown in the upper right corner of Figure 3.
[image: Figure 3]FIGURE 3 | Photograph of the experimental facility.
TABLE 1 | Experimental facility information.
[image: Table 1]In Charging Mode
To demonstrate the effectiveness of the dynamic balancing acceleration coefficient adaptive mechanism in the charging mode, the experimental process in the charging mode is designed as follows.
1) At room temperature of 15°C, six smart cells are charged to the initial states with OCVs ranging from 3.75 to 3.90 V. That is, the SOC ranged from 62.7 to 80.0%.
2) The default charging current is set to [image: image] = 0.75 A.
3) The charging cutoff voltage is set to 4.1 V.
4) Adaptive balancing control is enabled in the charging mode. As a comparison, the charge balancing that utilizes the static acceleration coefficient is performed under the same initial condition, where the coefficient is set to 13.3.
The terminal voltages of six cells during the charging process with a static acceleration coefficient and a dynamic acceleration coefficient adaptive mechanism are shown in Figures 4, 5, respectively. The charging process with a static acceleration coefficient lasts 11,717 s, the voltage discrepancy decreases from 150 to 50 mV, and the charging process is terminated when one of the cells reaches the cutoff voltage of 4.1 V. The charging process with a dynamic acceleration coefficient adaptive mechanism takes 7873s to bring cell voltages to the equilibrium state. Figure 6 shows that the acceleration coefficient ρn of six smart cell values is dynamically regulated according to the cell terminal voltages in the charging process.
[image: Figure 4]FIGURE 4 | Terminal voltages of six cells during the charging process with a static acceleration coefficient.
[image: Figure 5]FIGURE 5 | Terminal voltages of six cells during the charging process with a dynamic acceleration coefficient adaptive mechanism.
[image: Figure 6]FIGURE 6 | Dynamic acceleration coefficient in the charging process.
The maximum voltage deviation between cells is recorded in periods of 1 s during the charging process. The charging process with a static acceleration coefficient takes 10,405 s to decrease the voltage discrepancy from the initial value of 150–30 mV, while the charging process with a dynamic acceleration coefficient adaptive mechanism takes only 3,860 s, as shown in Figures 7, 8 respectively. Furthermore, Figure 8 shows that the charging process with a dynamic acceleration coefficient adaptive mechanism takes only 4,600 s to decrease the voltage discrepancy to 30 mV, and the final voltage discrepancy is approximately 20 mV.
[image: Figure 7]FIGURE 7 | Voltage deviation of six cells during the charging process with a static acceleration coefficient.
[image: Figure 8]FIGURE 8 | Voltage deviation of six cells during the charging process with a dynamic acceleration coefficient adaptive mechanism.
In Discharging Mode
In the discharging mode, the following experimental processes are designed.
1) At room temperature of 15°C, six smart cells are charged to the initial states with OCVs ranging from 3.77 to 3.95 V, that is, the SOC ranged from 63.9 to 83.8%.
2) The discharging cutoff voltage is set to 3.5 V.
3) The DC electric load is set to 30-Ω constant resistant loading mode, and the DC bus voltage of the smart cell pack is set to Vbus = 30 V.
4) Adaptive balancing control is enabled in the discharging mode. Similarly, the discharge balancing operation that utilizes a static acceleration coefficient is performed under the same initial condition.
The terminal voltages of six cells during the discharging processes with a static acceleration coefficient and a dynamic acceleration coefficient adaptive mechanism are shown in Figures 9, 10, respectively. The discharging process with a static acceleration coefficient lasts 6,820 s, and the voltage discrepancy reduced from 180 to 30 mV. The discharging process with a dynamic acceleration coefficient adaptive mechanism lasts 5,800 s. The acceleration coefficient ρn values of six smart cells are shown in Figure 11.
[image: Figure 9]FIGURE 9 | Terminal voltages of six cells during the discharging process with a static acceleration coefficient.
[image: Figure 10]FIGURE 10 | Terminal voltages of six cells during the discharging process with a dynamic acceleration coefficient adaptive mechanism.
[image: Figure 11]FIGURE 11 | Dynamic acceleration coefficient in the discharging process.
In Figures 12, 13, the discharging process with a static acceleration coefficient takes 5,560 s to decrease the voltage discrepancy from the initial 180–50 mV, and the final balancing accuracy is 28 mV, while the discharging process with a dynamic acceleration coefficient adaptive mechanism takes only 4,880 s. Furthermore, Figure 13 shows that the discharging process with a dynamic acceleration coefficient adaptive mechanism takes 5,640 s to decrease the voltage discrepancy to 30 mV, and the final voltage discrepancy is approximately 29 mV. For the DC bus voltage fluctuation during the discharging process shown in Figures 12, 13, the maximum deviation between the set value and actual value is 0.25 V for the static acceleration coefficient and 0.5 V for the dynamic acceleration coefficient adaptive mechanism.
[image: Figure 12]FIGURE 12 | Voltage deviation of six cells and DC bus voltage during the discharging process with a static acceleration coefficient.
[image: Figure 13]FIGURE 13 | Voltage deviation of six cells and DC bus voltage during the discharging process with a dynamic acceleration coefficient adaptive mechanism.
CONCLUSION
By dynamically regulating the balancing acceleration coefficient of each cell according to the voltage deviation, the adaptive balancing control of cell voltage in charging and discharging modes is proposed for the active balancing system with “cells decoupled and converters serial connected.” The effectiveness of the proposed method for achieving the adaptive balancing control of cell voltage in the charging/discharging mode can be summarized as follows:
1) In both charging and discharging modes, the active balancing speed is effectively accelerated. The proposed dynamic acceleration coefficient adaptive mechanism decreases the balancing time from 10405 to 3,860 s in the charging mode and from 5,560 s to 4,880 s in the discharging mode.
2) The balancing accuracy is improved significantly in the charging mode. The proposed dynamic acceleration coefficient adaptive mechanism decreases the maximum cell voltage deviation from 50 to 20 mV in the charging mode. Nevertheless, the dynamic acceleration coefficient adaptive mechanism does not show significant improvements in balancing accuracy in the discharging mode.
The shortcoming of the proposed method for achieving the adaptive balancing control of cell voltage in the charging/discharging mode is that it slightly decreases the voltage stability of the DC bus.
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The on-load tap changer (OLTC) is one of the key components of converter transformer. The energy generated during tap switching process of the OLTC will cause thermal expansion and surging of the insulating oil in the chamber, resulting in the mis-operation of protective relay and threatening the safe and stable operation of the power system as well. Therefore, taking the typical dual-transition resistance-type OLTC as an example, a numerical modeling method of OLTC oil flow surging based on the realizable k-ε model is proposed, and the fluid simulation model is established based on the FLUENT software. The quantitative relationship between the OLTC transition resistance value and the oil velocity and oil pressure at the top of the oil chamber is analyzed, that is, the smaller the transition resistance, the greater the oil flow velocity and oil pressure during switching. In addition, an equivalent experimental platform is built to carry out the static action characteristic experiment of OLTC oil flow relay, the corresponding relationship between the change range of oil pressure at the top of the chamber, and the oil velocity under typical value (1.5 m/s, 2.0 m/s, and 2.5 m/s) are revealed. Based on which, the optimization suggestions on the protection relay threshold configuration of OLTC oil velocity and oil pressure are put forward.
Keywords: on-load tap changer, fluid simulation, oil flow surging, protection optimization, transformer
1 INTRODUCTION
On-load tap changer (OLTC) is one of the key components of converter transformer, which plays the role of compensating power grid voltage change and optimizing the control angle. The OLTC of a converter transformer has a wide voltage regulation range, has frequent operation, has a high recovery voltage during voltage regulation, and bears severely working conditions such as harmonics. Therefore, its fault rate is higher than that of a AC power transformer (Zhu and Shen, 2012; Zhu and Shen, 2016).
The OLTC is composed of a tap selector and changer switch, whose position in the converter transformer is shown in Figure 1. The tap selector connects the tap in advance according to the tap sequence and makes it bear continuous load. The changer switch is placed in a separate oil chamber and can transfer the load current between different taps. Besides, the OLTC has a separate conservator, and the pipeline from the oil chamber to the conservator has a protective relay (oil flow velocity relay and oil pressure relay).
[image: Figure 1]FIGURE 1 | Location diagram of the OLTC in the converter transformer.
During tap changing, the insulating oil in the chamber will be heated, expanded, and surged by the energy generated from arc breaking. Normally, the two relays should send alarm/trip signals at the same time or within a certain period of time (may be milliseconds). Actually, there have been many cases of relay malfunctions, especially oil flow velocity relay. However, it can only modify the protection setting value based on experience to deal with the mis-operation case, due to a lack of mechanism research (Liang et al., 2016).
The oil flow surging is related to the energy generated during the tap changing process, the volume of the oil chamber, the height difference between the oil chamber and the conservator, and the diameter of the pipe.
For the operation characteristics and fault diagnosis of the OLTC, scholars have carried out extensive research. In terms of OLTC operation characteristics analysis, electromagnetic transient simulation research has been carried out for the switching process of the OLTC, and quantitative analysis has been obtained from the two aspects of amplitude and phase. The particularity of the operating conditions of the commutator tap changer is revealed, and the technical points of the selection of the commutator tap changer are proposed (Lei et al., 2018; Fan et al., 2018). Yang et al. (2014) simulated the action process of the mechanical OLTC and that with power electronic devices, and calculated the energy loss in the process of on-load voltage regulation under the two modes. A new hybrid on-load tap changer scheme has been given by Shi (2015) and a 110-/35-kV single-phase on-load tap changer model has been built. The feasibility of the proposed scheme is further verified by simulating the transient characteristics of the primary side in the switching process. A new on-load tap changer, which triggers the thyristor circuit through overvoltage and realizes the switching process of uninterrupted current has been proposed by Li (2017). Shen et al. (2015) improved the on-load tap changer of the double transition resistance branch triggered by micro-arc and established a new model of active trigger combined with the double transition resistance branch. Rivas-Trujilo et al. (2010) proposed a modeling structure of on-load tap changer based on the arc model. In each operation of the tap changer, there are a series of switching events with specific timings, and these switching operations are modeled according to the accuracy of the proposed on-load tap changer model that is verified by the measurement of results obtained from computer simulations and the on-load tap changer operation real-time test. Castro et al. (2017) puts forward the measurement method of the on-load tap changer current during transformer operation, and models and simulates the transformer and on-load tap changer in ATP-draw.
In terms of OLTC fault diagnosis, the abnormal physical information of on-load tap changer before and after fault occurrence has been discussed, the joint mapping relationship between the vibration sound and arc has been revealed (Seo et al., 2018), and the joint detection technology has been based on the vibration sound fingerprint and driving motor current (sound and electricity) (Yu et al., 2020), acyclic graph support vector machine fault diagnosis model (Xu et al., 2019), arc detection method of on-load tap changer based on energy conservation principle (Song et al., 2019a), fault identification method based on the multi-resolution feature extraction algorithm, and the genetic optimization support vector machine (Duan et al., 2017). Some scholars have explored the cooperation between OLTC oil flow surge and nonelectric protection by means of the equivalent test. For example, Xu et al. (2021) built a short-circuit arcing test platform and carried out the short-circuit arcing test, and put forward a proposal for the standardized configuration of on-load tap changer nonelectric protection device. Song et al. (2019b) carried out typical test analysis and research on the arc waveform generated by different types of changeover switches, which provided guidance for the optimal design of OLTC. Ding et al. (2016) compared and analyzed the differences of heavy gas protection setting values of different models of on-load tap changer and carried out the static action characteristic test on the gas relay of an on-load tap changer, so as to put forward suggestions on the threshold settings of the gas relay of large capacity transformers.
However, these studies were carried out on the basis of experiments, and the research conclusions have certain limitations. The quantitative mechanism research is insufficient, so it has not formed a unified conclusion. This article focuses on the key operation problems of an OLTC, that is, how to optimize the threshold of oil flow relay and oil pressure relay to ensure the correct action of protection, thus, the refined modeling, oil flow characteristic analysis, and protection threshold optimization are not only the difference between this article and the existing literature but also the key technical innovation of this article.
In this article, in Section 2, the mathematical simulation model of OLTC is established; in Section 3, the simulation result is analyzed, and besides the experimental method, the result is proposed; the change law of the oil speed and oil pressure at the top of the chamber when the OLTC operating under different transition resistances is analyzed, so as to provide guidance for the OLTC protection configuration.
2 MATHEMATICAL SIMULATION MODELING OF ON-LOAD TAP CHANGER
2.1 Simulation Object
Taking a double transition resistance type OLTC as the simulation object, of which the rated stage voltage is 4037 V and the rated current is 2 × 643 A. The complete tap changing process is shown in Figure 2, which includes two arc extinguishing processes (in step d and step f, respectively), and the breaking current, recovery voltage, and switching capacity of the two arc extinguishing processes are shown in Table 1.
[image: Figure 2]FIGURE 2 | Switching process of dual-transition resistance-type OLTC.
TABLE 1 | Characteristic variables in tap changing process of OLTC.
[image: Table 1]It can be seen from Table 1 that 1) the recovery voltage of the auxiliary contact is greater than that of the main contact; 2) the breaking current and the recovery voltage of the main contact is independent of the transition resistance R and the stage voltage, respectively, while those of the auxiliary contact are related to the transition resistance R and stage voltage.
In order to reduce the breaking capacity of the main contact, the value of transition resistance should be lower. However, in order to reduce the switching capacity of the auxiliary contact, the transition resistance value should be higher, in order to reduce the circulating current in the switching process. Therefore, the transition resistance shall be appropriate so that the recovery voltage can be withstood between the actual contacts, and the arc will not rekindle after it is extinguished when the main contact or transition contact is disconnected.
The transition resistance is generally selected according to the principle of minimizing the breaking capacity of the transition contact. The corresponding breaking capacity P1 of the main contact, the switching capacity P2 of the transition contact and the total breaking capacity P3 can be expressed as:
[image: image]
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The relationship between the switching capacity P1 of the main contact and P2 of the auxiliary contact, total switching capacity P3, and coefficient n of transition resistance is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Relationship curve between capacity and transition resistance coefficient.
It can be seen that the transition resistance value has a great impact on the OLTC switching capacity. For the dual-transition resistance OLTC studied in this article, when the coefficient of transition resistance n = 0.577, the total switching capacity is the smallest, and when n = 1, the switching capacity of the main contact equals that of the transition contact.
2.2 Model Established
Firstly, the 3D parameter of the OLTC is measured accurately, and the relative position of each component of the OLTC is drawn in AutoCAD according to the measurement results. Besides, taking the center of the calculation area as the model origin, each component is modeled and assembled by the ProE software.
The OLTC has a complex structure and a large number of components, which is a great challenge to modeling. Therefore, this article proposes an optimization modeling method:
1) In the process of switching, the moving contact and its fast mechanism swing between the two diaphragms, where the flow mainly occurs. Therefore, all structures outside the diaphragms are removed during modeling.
2) Because the movement of the tension spring at the lower part of the moving contact is difficult to simulate, while it has little effect on the transformer oil flow caused by the switching process, all the tension springs at the lower part of the moving contact are therefore removed during modeling.
3) The quick mechanism of transition contact is connected with that of the main contact through the connecting rod mechanism. During the numerical simulation, if the modeling is based on the actual structure, the motion equations of the main contact, transition contact, contact quick mechanism and connecting rod mechanism will become very complex, and the structure has little effect on the transformer oil flow caused by the switching process. Therefore, the connecting rod mechanism is removed during the modeling, The motion equation of the main contact, the transition contact and the fast mechanism are comprehensively determined according to the contact structure of the dynamic and static contacts, the structure of the fast mechanisms, and the current change law in the switching process, such that it can simulate the motion of the moving contact and its fast mechanism in the switching process.
4) The movement speed of the driving mechanism is much smaller than that of the changeover switch, and its influence on the flow of transformer oil is far less than that of the changeover switch. Therefore, the action of the driving mechanism is not considered in modeling.
In the process of switching, when the moving and static contacts are separated from contact, the main contact and transition contact not only rotate with their own rapid mechanism but also rotate around their own rotating shaft under the action of the spring at the bottom of the contact. Therefore, it is necessary to determine the process from contact to separation of the dynamic and static contacts in order to ensure normal operation of the numerical simulation. According to the structure of on-load tap changer provided by the actual converter station and the field measured results, the separation process of the dynamic and static contacts of the main contact and transition contact is finally determined as follows:
1) During the switching process, the main contact quick mechanism rotates a total of 28° (14° on one side), and the rotation angle of its moving contacts during the separation of the moving and static contacts is 26°. According to the structure of the main contact, it is assumed that both the active contact and the fast mechanism rotate at a uniform speed around their respective rotating axes. When the active contact rotates 26°, the fast mechanism rotates 5.42°, that is, when the fast mechanism of the main contact rotates 1°, the moving contact rotates 4.8°, and after the fast mechanism of the main contact rotates 8.58°, the moving contact begins to contact with the static contact. Figure 4 schematic diagram of the process from the contact to the initial separation of the moving and stationary contacts of the main contact. The process from the initial separation position to the contact is opposite to this process.
2) The transition contact quick mechanism rotates 34° in total during the switching process, and the rotation angle of its moving contact during the separation of the moving and static contacts is 24°. According to the structure of the transition moving and static contacts, when the transition moving contact rotates 24°, its fast mechanism rotates 12°, that is, when the transition contact fast mechanism rotates 1°, its moving contact rotates 2°, and after the transition contact fast mechanism rotates 22°, its moving contact begins to contact with the static contact. Figure 5 shows the process diagram of the dynamic and static contacts of the transition contact from the initial contact to full contact (left transition contact). The process from contact to separation is the opposite.
[image: Figure 4]FIGURE 4 | The dynamic and static contacts of the main contact are from contact to separation. (A) The mechanism rotates by 1°, and the moving contact rotates by 4.8°. (B) The mechanism rotates by 4.8°, and the moving contact rotates by 26°
[image: Figure 5]FIGURE 5 | The contact process of dynamic and static contact of transition contact. (A) The mechanism rotates by 1°, and the moving contact rotates by 2°. (B) The mechanism rotates by 12°, and the moving contact rotates by 24°
The whole and contacts modeling results of the OLTC are shown in Figures 6, 7, respectively.
[image: Figure 6]FIGURE 6 | Integral model of the OLTC.
[image: Figure 7]FIGURE 7 | Model of contacts and its fast mechanism. (A) Model of the main contact and its fast mechanism. (B)Model of the auxiliary contact and its fast mechanism.
In Figure 6, the two circular pipes on the upper part of the changer are oil flow in–out ports of the on-line oil filter, whose diameters are both 25 mm. Among that, the right part is the in port of oil flow, and its pipe extends into the changer cylinder for 1.15 m; the left part is the out port of oil flow, while its pipe does not extend into the changer cylinder.
2.3 Turbulence Model
The flow field of oil chamber is simulated by realizable k-ε model (Wang, 2004; Wen, 2010), which is improved based on the standard k-ε model, that is, the k equation remains unchanged, while the equation of dissipation rate ε and the eddy viscosity equation are improved mainly. The corresponding transport equation is:
[image: image]
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where [image: image], [image: image], [image: image] represents the turbulent kinetic energy due to the average velocity gradient, [image: image] represents the turbulent kinetic energy caused by buoyancy, and [image: image] represents the effect of fluctuating expansion of compressible turbulence on the total dissipation rate. The Prandtl number of turbulent kinetic energy k and dissipation rate ε is taken as [image: image] ＝1.0 and [image: image] ＝1.2, respectively. Other default constants are [image: image] = 1.44 and [image: image] = 1.9.
The generation term of the dissipation rate ε in Equation 5 (the second term on the right) does not include the turbulent kinetic energy [image: image], which can reflect the transmission of energy spectrum better. Furthermore, another obvious feature is that the third term on the right side of the equation does not have singularity.
The viscosity coefficient formula is [image: image], while [image: image] is not a constant, and it can be calculated by:
[image: image]
where [image: image], [image: image], and [image: image]; [image: image] is the ratio between the rotational force tensor and the angular velocity [image: image] in the rotating coordinate system. The other variable is constant, that is, [image: image], [image: image], [image: image], where [image: image], [image: image], and [image: image].
For the action of the OLTC, the swing arm will form many vortices, and the improved model has high reliability and accuracy in the flow field simulation.
2.4 Meshing
One of the key factors for fluid computing is the quality of the computational grid. Actually, the structure of the OLTC is extremely complex, including a large amount of transition area of large space and local irregular small areas. Therefore, how to mesh the transition areas becomes very important.
To meet the requirement of the complex geometric model of the oil chamber, the unstructured tetrahedral grid with strong adaptability to complex boundaries is adopted (Baker and Ying, 1994), whose grid distortion rate is less than 0.6, and the total number of grids is 22.68 million. Figure 8 shows the overall grid of the OLTC. The grid at the contact between the moving and static contacts of the main contact and the transition contact has been densified.
[image: Figure 8]FIGURE 8 | Overall grid of OLTC.
Among them, the maximum volume grid scale of the computational domain is 24 mm; since the gap between the moving and stationary contacts is only 1 mm at the beginning and end of the switching process, the grid scale of the corresponding moving and stationary contact surface is set to 0.5 mm, and the grid of the adjacent surface is set to 1 mm; for the quick mechanism of the main contact and transition contact, the face grid adjacent to the main contact, transition contact, and rotating shaft is set as 2 mm, and the other face grids are set as 4 mm; for the switch base, the face grid adjacent to the rotating shaft is set as 2 mm, and the other face grids are set as 4 mm; for the transition resistance, since the distance between the resistance and the isolation plate is 5.7 mm, the front and rear surface grid is set as 4 mm, and the grid between the four sides and the tightening bolt surface is set as 2 mm; due to the large area of the two diaphragms and insulating cylinder, the grid scale of the outer wall of the diaphragm and the inner wall of the insulating cylinder is set to 16 mm to reduce the number of grids. At the same time, in order to take into account the calculation accuracy and the number of grids, the surface grid scale of the inner wall of the diaphragm (surface mounted static contact) is set to 8 mm.
During the switching process of the OLTC, the movement of the contact will change the flow domain, and the motion of the boundary will also change along with time. The motion form of boundary is predefined through User-Defined-Function (UDF), and its angular velocity is specified before calculation. The updating process of the mesh is completed automatically according to the change in boundary at each iteration step. Because the displacement of the moving boundary is much larger than the grid size, to avoid the grid with negative values, or the calculation that does not converge due to excessive grid distortion, the grids with excessive distortion rates or excessive size changes are concentrated together and redivided in the calculation process, to meet the requirements of the distortion rate and size.
2.5 Boundary Conditions and Parameter Determination
2.5.1 Condition Setting of Flow Boundary
Normally, the OLTC is placed in a sealed cylinder filled with insulating oil. Therefore, the calculation area is set to be filled with transformer oil (#25), with oil pressure of 100 kP A and oil temperature of 40°C. The oil density is 895 kg/m3, the dynamic viscosity is 0.97 kg/(ms), the thermal conductivity is 0.128 W/(mK), and the specific heat capacity at constant pressure is 1.8 kJ/(kgK). Owing to the high density of the insulating oil, the influence of its own gravity should be considered in numerical simulation. Each solid wall is set as an adiabatic nonslip boundary, without the consideration of the influence of wall roughness.
2.5.2 Setting of Contact Speed
The OLTC switching sequence diagram is shown in Figure 9. The total flow duration T during the switching process is about 44 ms.
[image: Figure 9]FIGURE 9 | Switching sequence diagram of OLTC.
The active contact not only moves with the fast mechanism but also rotates around its own rotating shaft when the moving contact starts to contact with the static contact. Similarly, assuming that the moving contact rotates at a uniform speed around its own rotating shaft, it has been determined during modeling that when the fast mechanism rotates 1°, the moving contact rotates 4.8° around its own rotating shaft. Therefore, it can be calculated that the angular speed of the moving contact rotating around its own rotating shaft is 1872°/S = 3.1416 rad/s.
The fast mechanism of transition contact rotates 22° in the noncontact stage of dynamic and static contacts, and its angular speed is 774.65°/S = 6.76 rad/s; in the contact stage, it rotates 12°, and its angular velocity is 76.5°/S = 2.413 rad/s; in the contact stage, when the fast mechanism of the transition contact rotates by 1°, the moving contact rotates by 2° around its own rotating shaft. Therefore, the angular speed of the transition moving contact rotating around its own rotating shaft is 553°/S = 4.826 rad/s.
2.5.3 Setting of Arcing Time, Arcing Position, and Released Energy
According to the test report, the arcing time does not exceed 12 ms, with an average of 6 ms. According to OLTC stage voltage and rated current, AC arc energy during switching can be calculated by:
[image: image]
where [image: image] is the voltage of electric arc, whose value is:
[image: image]
where, [image: image] is the electric field intensity of the arc column, with the value of 200 V/cm. [image: image] is the length of the electric arc, which is the function of time. [image: image] is the voltage drop of the electric arc near the cathode area, the value of which is 50 V.
The main contact and transition contact of the OLTC are swing rod devices with one end fixed, then the value of [image: image] can be represented by:
[image: image]
where [image: image] is the length of the swing rod, and [image: image] is the rotational angular velocity.
The arcing current is the periodic current, which can be expressed by:
[image: image]
Putting Equations 8–10 into Equation 7, we get:
[image: image]
The arcing energy can be obtained by integrating Equation 11 in the arcing time.
3 ANALYSIS OF SIMULATION RESULTS
3.1 Characteristics of Oil Flow Surge Before Switching and During Unburned Arc
Figure 10A shows the velocity field and pressure field at the section 11 mm away from the cylinder's center before OLTC action, after the calculation of unsteady flow field converges.
[image: Figure 10]FIGURE 10 | Velocity field and pressure field of OLTC. (A) Velocity field and pressure field before action. (B) Velocity field and pressure field before arcing.
Before switching, the flow in the switch cylinder is smooth, the speed is very low, and the maximum speed is just about 0.055 m/s. The oil pressure in the cylinder is basically the same and that on the cylinder's wall is about 100.4 kPa. The temperature difference in the whole cylinder is very small, only 0.5°C.
Figure 10B shows the velocity field and pressure field at the central section of the oil barrel of the OLTC before the arc energy of the main contact is added, after the moving contact and fast mechanism act for 13.9 ms.
Before adding the arcing energy of the main contact, the oil flow rate near the moving contact and the fast mechanism increases obviously, but the flow in other areas is still gentle and the flow rate is very low. The oil pressure on the cylinder wall changes little, about 100.6 kPa. The temperature difference in the whole cylinder is very small, only 1.8°C. It shows that the influence of switching action on the flow field in the cylinder is mainly concentrated near the moving contact and fast mechanism.
3.2 Characteristics of Oil Flow Surge During Switching
3.2.1 Characteristics of Oil Flow Surge Under Different Transition Resistance
After the stage voltage and rated current are determined, the transition resistance has the greatest impact on the OLTC breaking performance.
The different transition resistance coefficients are selected, the arcing energy of the main contact, arcing energy of the transition contact, and total arcing energy under various working conditions according to Equation 11 are calculated, and the arcing time is then set as 10 ms. Based on the OLTC simulation model, the oil pressure and oil flow velocity of insulating oil in the oil chamber under different transition resistance values are obtained. The results are summarized in Table 2.
TABLE 2 | Oil flow velocity and oil pressure under different transition resistors.
[image: Table 2]Through the correlation analysis of the transition resistance coefficient, the arcing energy, oil flow, and oil pressure data are shown in Table 2, and it can be found that the correlation coefficients of transition resistance coefficient–arcing energy, transition resistance coefficient–oil flow, and transition resistance coefficient–oil pressure are −0.89, −0.86, and −0.87, respectively, showing a negative correlation. The correlation coefficients of both the arcing energy–oil flow and arcing energy–oil pressure are 0.99, indicating that the effect of arcing energy on oil flow and oil pressure is basically linear. The correlation coefficient between oil flow and oil pressure is 0.99, that is, the quantitative relationship between them can be expressed by a linear function.
3.2.2 Characteristics of Oil Flow Surge Under Different Loads
The oil pressure and oil flow speed of insulating oil in the switch oil chamber during OLTC switching under different loads are shown in Table 3.
TABLE 3 | Oil flow velocity and oil pressure under different loads.
[image: Table 3]It can be seen from Table 3 that the arcing energy of the main contact, the arcing energy of the transition contact, and the total arcing energy increase with the increase of the load, and result in the increase of oil flow and oil pressure with the increase of the load. When the load is 1.2 times the rated load, the oil flow speed reaches 1.13 m/s, which is close to the preset 1.5 m/s. Since the gasification of transformer oil caused by arcing is not considered in the simulation, the actual oil flow velocity should be higher than that of the numerical simulation, so it is necessary to consider increasing the setting value of oil flow relay.
3.2.3 Characteristics of Oil Flow Surge Under Different Switching Times
Select different T1, T2, and T3 to simulate the changes of oil flow speed and pressure in the oil chamber of the transfer switch when the on-load tap changer is switched under various combinations, as shown in Table 4.
TABLE 4 | Oil flow velocity and oil pressure under switching times.
[image: Table 4]It can be seen from Table 4 that different switching times lead to differences in arc energy, but the oil flow speed and oil pressure increase with the increase of arc energy.
The curve drawn according to the above simulation data is shown in Figure 11.
[image: Figure 11]FIGURE 11 | Variation curve of oil flow and oil pressure with transition resistance, load and total arc energy. (A) Variation curve of oil flow and oil pressure with transition resistance. (B) Variation curve of oil flow and oil pressure with load. (C) Variation curve of oil flow and oil pressure with total arc energy.
It can be seen that the smaller the transition resistance, the greater the oil flow speed and oil pressure; the greater the load, the greater the oil flow speed and oil pressure; and the greater the arcing energy, the greater the oil flow velocity and oil pressure.
3.3 Experimental Method
For the OLTC with both oil flow relay and pressure relay, to match the threshold values of the two relays, it is also necessary to carry out the static action characteristic experiment of oil flow relay, to further analyze the corresponding relationship between oil flow and oil pressure. The test principle is shown in Figure 12.
[image: Figure 12]FIGURE 12 | Schematic diagram and physical picture of oil flow relay experiment.
A certain pressure is applied to the oil chamber of the OLTC, to simulate the rise of the internal pressure of the oil chamber under OLTC failure, and then the solenoid valve installed in the oil flow relay pipeline is opened to release the pressure immediately, to make the insulating oil surge. Test the action of the oil flow relay to obtain the corresponding relationship between the internal pressure value of the oil chamber and the action of the oil flow relay. Meanwhile, according to the successive approximation principle, the critical pressure threshold of the oil flow relay is defined, which provides a criterion for the OLTC to select appropriate protective relays.
3.4 Analysis of Experimental Results
Three different types of oil flow relays from the same manufacturer with speed threshold values of 1.5 m/s, 2.0 m/s, and 2.5 m/s are used for the comparative experiment. The action pressure range and action percentage are shown in Table 5.
TABLE 5 | Results of oil flow relay static pressure test.
[image: Table 5]It can be seen that by increasing the applied pressure value continuously, the correct rate of oil flow relay action is gradually improved, and finally 100% correct action is achieved. Therefore, we can obtain the reliable operating pressure range of the above three oil flow relays, that is, the oil pressure range of the three oil flow relays (1.5 m/s, 2.0 m/s, and 2.5 m/s) are 96–102 kPa, 118–126 kPa, and 148–160 kPa, respectively.
Therefore, if the oil flow relay of the converter transformer OLTC is one of the above three oil flow relays, the pressure threshold of the matched oil pressure relay can be set with reference to the above results. Otherwise, a similar test method is recommended.
4 CONCLUSION
In view of the problem that the oil flow surge caused by tap switching of the OLTC may cause protection mis-operation, taking the typical double transition resistance type OLTC as an example, the simulation analysis and experimental demonstration of the flow rate and pressure of the insulating oil in the oil chamber during the action of the tap changer were carried out in this article. The conclusion is as follows:
1) The smaller the transition resistance value of the OLTC, the greater the oil flow and pressure during switching. The effect of the arcing energy on oil flow and oil pressure is basically linear. And the quantitative relationship between oil flow and oil pressure can be expressed by linear function.
2) Through the experiment, it is found that the oil pressure corresponding to the oil speed of 1.5 m/s is 96–102 kPa, the oil pressure corresponding to the oil speed of 2.0 m/s is 118–126 kPa, and the oil pressure corresponding to the oil speed of 2.5 m/s is 148–160 kPa. If the oil flow relay of the converter transformer OLTC is one of the above three oil flow relays, the pressure threshold of the matched oil pressure relay can be set with reference to the above results.
The following work of this paper will analyze more types of OLTC and summarize a unified protection configuration method.
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With the continuous and rapid growth of electric vehicle (EV) ownership, a large number of disorderly charging loads accessed to the regional grid may lead to problems such as widening of the peak-to-valley load difference and deterioration of power quality. This study proposes an optimal EV charging and discharging regulation strategy based on dynamic regional dispatching price to give full play to the EV vehicle-to-grid (V2G) regulation potential and reasonably regulate EV charging and discharging behavior to ensure safe, high-quality, and economic operation of the grid. First, the EV travel chain model is constructed according to the travel behavior pattern of EV users to obtain the spatial and temporal distribution characteristics of EV charging and discharging loads. Second, considering the difference in regional grid operation states, a dynamic update strategy of regional dispatching price integrating power grid spatial and temporal information is proposed. Furthermore, considering the characteristics of EV mobile energy storage and user demand, an EV V2G optimal regulation model that takes into account the interests of distribution system operators, EV aggregators, and EV users is established to effectively guide the regulation of EV charging and discharging behavior. Finally, the simulation results show that the proposed strategy can effectively reduce the load deviation of each regional grid, operation cost of EV aggregators, and charging cost of EV users and significantly improve the safety and economy of the power system.
Keywords: electric vehicle, vehicle-to-grid (V2G), optimal regulation, dynamic dispatching price, user demand, multi-stakeholder
INTRODUCTION
With the continuous progress of human society and the rapid development of the world economy, the problems of energy depletion and environmental pollution caused by the continuous increase in energy demand are gradually receiving attention and importance (Schirone and Pellitteri, 2017; Fang et al., 2019). Electric vehicles (EVs) have been rapidly developed and popularized due to their significant advantages of energy efficiency, low carbon and environmental protection, and the number of ownerships continues to rise. The social, economic, and environmental benefits of transportation electrification are becoming increasingly significant (Cui et al., 2021). However, the disorderly charging behavior of a large number of EVs may bring problems to the grid such as line and transformer overload, widening of load peak–valley difference, and deterioration of power quality, which bring great challenges to the safe, high-quality, and economic operation of the power system (Shao et al., 2017; Chen et al., 2018). In addition, in the context of the rapid development and application of vehicle-to-grid (V2G) technology, an EV has the dual attributes of source and load and has great potential to smooth out grid load fluctuations, improve grid power quality, participate in grid auxiliary services, and improve the economic efficiency of users as a highly flexible mobile energy storage unit (Chen et al., 2019; Wu et al., 2019; Lo et al., 2021). Therefore, reasonable charging and discharging regulation can effectively alleviate the negative impact of EV charging load on the grid and improve the safety and economy of power system operation (Zhang et al., 2017).
At present, in a relevant research study on the optimal regulation strategy of electric vehicle V2G, Zhou et al. (2017) classified EV V2G scheduling application scenarios into renewable energy integration, provision of auxiliary services, and demand-side active participation in the electricity market and proposed a robust energy scheduling method for electric vehicle V2G to effectively shift peak loads and reduce total system operating costs. Tabatabaee et al. (2017) aimed to minimize the grid operation cost, established a collaborative dispatch model of EV and new energy generation, and improved the grid operation economy through V2G technology. Wang et al. (2020) established an optimal market bidding model for virtual power plants considering large-scale EVs based on the EV V2G feasible domain, which significantly improved the operation economy of virtual power plants. Chandra Mouli et al. (2019) combined the characteristics of building photovoltaic (PV) power generation and EV charging/discharging behavior and proposed an EV charging and discharging energy management strategy based on the grid dynamic electricity price, which reduced the cost of EV charging and improved the system economy. Chen et al. (2020) took into account the mobility characteristics of different EV clusters and established an EV V2G scheduling strategy with the objective function of smoothing grid load fluctuations, which promoted renewable energy consumption and improved safe and economic system operation. With the goal of smoothing load fluctuations and improving EV users’ revenue, Li et al. (2021) proposed an EV scheduling strategy based on user behavior to improve system operational safety and economy. However, the aforementioned research only considered the interests of one or two stakeholders among the distribution system operator (DSO), EV aggregator (EVA), and EV users. In fact, ensuring multi-stakeholder profits and win–win situation for DSO, EVA, and EV users is the premise to encourage EVs to actively participate in the optimal regulation of charge and discharge.
At the same time, in a relevant research study on EV orderly charging and discharging strategies based on the electricity price signal, Duan et al. (2020) dynamically updated the electricity price signal according to the number of EVs in the charging station and proposed an EV charging scheduling method based on a smart contract to ensure stable operation of the grid. Aiming at maximizing the revenue of charging stations, Cheng et al. (2018) proposed an orderly charging method for EVs based on a time-of-use (TOU) price signal, which significantly improved charging station revenue but had a limited effect on smoothing load fluctuations. Zhou et al. (2020) considered time sensitivity of EV users and proposed an EV charging and discharging scheduling model based on the dynamic electricity price mechanism to save users’ charging costs. Based on the time-sharing tariff mechanism, Pan et al. (2019) proposed a real-time optimal scheduling strategy for EV charging that took into account the interests of the DSO, EVA, and EV users, effectively smoothed load fluctuations, reduced operating costs, and improved users’ satisfaction. Based on the evaluation results of EV charging load shifting potential, Gan et al. (2020) quantified the impact of the TOU price mechanism on EV charging load transfer and realized the reasonable transfer of EV charging load based on the TOU price mechanism. However, the aforementioned research on electricity price signals mainly focuses on the time dimension, through changing the temporal distribution of EV charging power to achieve the corresponding goals. There are few EV orderly charge and discharge guidance strategies based on the electricity price signal in spatial and time dimensions. In fact, there are some differences in the grid infrastructure and operation states of each spatial region of the power system. On the one hand, the regional grid unified electricity price signal mechanism is difficult to give full play to the EV V2G regulation potential, and on the other hand it may lead to the unreasonable spatial distribution of EV charging and discharging loads and overloading of lines and transformers in local areas.
In addition, in the relevant research study based on the temporal and spatial pricing mechanism, the locational marginal pricing (LMP) can alleviate the distribution network congestion caused by EV load (Ma et al., 2016; Liu et al., 2018). Li et al. (2014) proposed an EV optimal charging strategy based on distribution LMP (DLMP), which can effectively alleviate the power grid congestion. Hu et al. (2019) proposed an optimal scheduling strategy for load aggregators based on DLMP with an iterative approach to effectively solve the bidirectional blocking problem in distribution networks. Although LMP is the most accurate pricing method, it is quite sensitive to distribution network structure, network constraints, and load level. The actual implementation is very complicated, and it is difficult to obtain the data of each node and complete the node marginal price calculation and online decision-making in the distribution system with a large number of nodes in real time, which has certain limitations (Singh and Srivastava, 2005). Therefore, the resource dispatching regional pricing mechanism as a simplified way of LMP is more in line with the needs of the engineering practice, with higher operational flexibility and easier to achieve distribution network load management.
Thus, this study proposes an optimal regulation strategy for EV V2G based on dynamic regional dispatching price. First, an EV travel behavior simulation and prediction model is constructed based on the travel chain theory to obtain the spatial and temporal distribution characteristics of EV charging and discharging loads. Second, considering the differences in regional grid operation states, a dynamic regional dispatching price update strategy integrating the spatial and temporal information of the grid is proposed. Furthermore, an EV V2G optimal regulation model is established based on dynamic regional dispatching price taking into account the EV mobile energy storage characteristics and user demand as well as the interests of DSO, EVA, and EV users. Finally, the IEEE-33 node system is used as an example for simulation analysis to verify the effectiveness of the proposed strategy in this study. The results show that the proposed regulation strategy can effectively reduce the regional grid load deviation, the operating cost of EVA, the charging cost of EV users, and effectively improve the safety and economy of the system.
The main contributions and salient features of this study are as follows:
1) Considering the battery energy risk awareness and the uncertainty of leaving of EV users in advance, an EV-guaranteed energy adaptive adjustment method based on the regulation time is proposed to ensure the electricity demand of users and illustrate the impact of different guaranteed electricity energy on the regulation effect of EVs.
2) A dynamic update strategy of regional dispatching price based on the regional grid operation states and EV on-grid rate is proposed. Then, considering the users’ features in 1), an EV V2G optimal regulation model based on regional flexible pricing is established, and the cost–benefit analysis model is used to optimize the profit of each stakeholder. The superiority of the proposed strategy is verified by comparing with the classical tariff signals in current works. Therefore, the proposed flexible dispatching price strategy has great application potential in guiding EV orderly charging and discharging behavior.
V2G REAL-TIME OPTIMIZED REGULATION ARCHITECTURE
With the development and wide application of technologies such as the Internet of Things, big data, and cloud services, the comprehensiveness and timeliness of information interaction have been greatly satisfied. In this context, the massive data between DSO, regional EVA, and EV users will interact in real time, and then the multidimensional data information of the system can be integrated to formulate the EV V2G charging and discharging regulation strategy. The electric vehicle V2G real-time optimal regulation architecture proposed in this study is shown in Figure 1, including the V2G real-time optimal regulation framework and energy and information flow among various stakeholders. In Figure 1, EV regulation cloud service (CS) is a non-profit organization to achieve the goal of optimal operation of the whole system. It is mainly responsible for the centralized interaction of various stakeholders’ information, regional dispatching price update, and EV regulation strategy formulation. DSO is one of the stakeholders, aiming at minimizing the active load deviation of the grid and smoothing the active load fluctuation. It is mainly responsible for the regional base active load and EV users’ supply and sales services. The regional EVA is the main executor of the V2G regulation scheme, aiming to minimize the operating cost and mainly responsible for regulating the charging and discharging behavior of regional EVs. EV users are the basis of the V2G regulation framework. It aims at minimizing the charging cost, meeting the power demand of vehicles, and realizing low charging costs.
[image: Figure 1]FIGURE 1 | V2G real-time optimal regulation framework.
This study adopts an incentive contract approach to regulate EVs in the system. The incentive contract approach means that the EVA and the EV user sign an incentive contract agreement in which the EV user grants the regulation right to the EVA and the EVA can freely regulate the charging and discharging behavior of authorized EVs to achieve its goal within certain restrictions, while the EVA will provide the EV user with a certain charging discount. Under the proposed regulation framework, CS communicates directly with the DSO and the regional EVA in a bidirectional manner, and based on the collected state information of DSO, EVA, and EV users, CS dynamically updates DSO’s discharge incentive price and EVA’s charging service fee. An EV charging and discharging regulation strategy is formulated to maximize the safety and economic benefits of the whole system considering the interests of DSO, regional EVA, and EV users. Then CS communicates the regulation scheme to DSO and regional EVA, and the regional EVA directly regulates the charging and discharging behavior of regional grid–connected EVs according to the regulation scheme. In this process, the system meets the total requirement of large-scale EV response power and realizes fast charging and discharging behavior regulation of a large number of EVs.
ELECTRIC VEHICLE CHARGING AND DISCHARGING REGULATION MODEL CONSIDERING MULTIPLE STAKEHOLDERS
Spatial and Temporal Distribution Characteristics of EV Charging Demand
Electric Vehicle Travel Chain Model
The travel chain model is an effective method to describe the travel behavior patterns of EV users (Chen et al., 2015), involving a large number of spatiotemporal characteristic variables such as travel time, travel purpose, and travel sequence. The EV travel chain model is divided into two parts: the time chain and the space chain. The time chain describes the time distribution of user travel, including time variable information such as the first travel time, travel time, arrival time, and departure time, and the space chain describes the spatial transfer of user travel, including travel purpose, travel distance, travel order, and other space information.
According to the difference in the functional properties of the block within the system area, the system area can be divided into office region (O), business region (B), and home region (H). The starting and ending locations of each EV travel chain are supposed to be home regions. Each EV can travel among different functional regions, and the travel chain structure is determined based on the respective travel demand, the number of travel activities, and their travel order. The UK National Travel Survey (NTS) is a household survey of personal travel by residents of England traveling within Great Britain, from data collected via interviews and a 7-day travel diary, which enables analysis of patterns and trends (UK Department for Transport, 2019). Thus, based on the 2019 UK NTS database statistics and the Monte Carlo Markov chain (MCMC) method, this study generates the travel chain model for EVs, including simple and complex travel chains such as H→O→H, H→B→H, and H→O→B→H. Among them, the H→O/B→H travel chains structure represents the travel process of EV users starting from the home region to the office/business region and finally returning to the home region. The analysis of the H→O→B→H travel chain structure is the same.
According to the 2019 UK NTS database (UK Department for Transport, 2019), the probability density functions of EV arrival time, departure time, and initial state of charge (SOC) can be fitted by a normal distribution, as follows:
[image: image]
where [image: image], [image: image], and [image: image] represent the EV arrival time, departure time, and initial SOC, respectively.
Electric Vehicle Charging Demand Model
In the process of EV charging and discharging regulation, users’ behavior features will directly affect EV charging demand to an extent. That is, users have a certain risk awareness of EV battery’s electricity energy and hope that EV’s battery energy will be available when leaving in advance. Therefore, considering that the probability of EV leaving early gradually increases with the regulation time, the lower limit of EV SOC is adaptively adjusted according to the regulation time, as shown in Figure 2. Thus, the charging demand of a single EV is presented by Eq. 2, and the battery SOC boundaries and the regulatory region are shown in Figure 3.
[image: image]
where [image: image] is the SOC of the nth EV in region i at time t; [image: image] and [image: image] are the charging and discharging power of the nth EV in region i at time t, respectively, where the home region and the office region are slow charging and slow discharging, and the business region is fast charging and fast discharging; [image: image] and [image: image] are the EV charging and discharging efficiencies, respectively; [image: image] is the battery capacity of a single EV; [image: image] is the off-grid minimum expected SOC of the nth EV in region i; [image: image] and [image: image] are the upper and lower SOC limits of the nth EV battery, respectively; [image: image] is the lower limit of the nth EV battery SOC base; [image: image] and [image: image] are the arrival time and departure time of nth EV, respectively; [image: image] is the SOC-guaranteed lower limit growth factor, which is taken as 1.5 by default; and [image: image] is the regulation time interval.
[image: Figure 2]FIGURE 2 | Schematic diagram of upper and lower limits of battery SOC of EV.
[image: Figure 3]FIGURE 3 | SOC boundaries of a single EV.
In Figure 3, the area enclosed by ABCFED represents the power and energy regulatable range of a single EV, the path ABC represents the disorderly charging curve, the slope of the straight line AB corresponds to the maximum charging rate [image: image] of a single EV, AD represents the EV initial discharge curve, the slope corresponds to the maximum discharging rate [image: image] of a single EV, and the line EF represents the forced charging curve before EV leaves the grid.
Electric Vehicle Charging and Discharging Regulation Model
Based on the regional flexible dispatching electricity price signal, the EV charging and discharging regulation model takes DSO, EVA, and EV users’ interests as the comprehensive optimization objective function and selects the charging and discharging power [image: image] and [image: image] of a single EV as the decision variables.
Distribution System Operator Objective
The DSO stakeholder is optimized to minimize load deviations, as follows:
[image: image]
where T is the regulation period; I is the number of functional regions, meaning the number of EVAs is also I; [image: image] is the basic active load of region i at time t; and [image: image] is the total EV charging and discharging power of region i at time t and [image: image] is the average active load in region i, expressed as follows:
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where [image: image] is the nth EV charging and discharging power in region i at time t, with positive values indicating charging power and negative values indicating discharging power; [image: image] is the number of EVs accessed to the grid in region i at time t.
EV Aggregator Objective
The EVA stakeholder is optimized to minimize operating costs, as follows:
[image: image]
where [image: image], [image: image], and [image: image] are the EVA power purchase cost, incentive cost, and reserve revenue, respectively, expressed as follows:
[image: image]
where [image: image] is the grid electricity price of region i at time t; [image: image] and [image: image] are the EV charging and discharging prices, respectively, and its development update strategy is presented in Section 3.3.1; [image: image] is the incentive strength given by the regional EVA to EV users; [image: image] is the electricity price for EVs to provide rotating reserve services; [image: image] and [image: image] are the up and down reserve power provided by the nth EV at time t, respectively, to cope with the decreasing and increasing grid frequency.
Electric Vehicle User Objective
The EV user stakeholder is optimized to minimize charging and discharging costs, including charging costs and battery degradation costs, as follows:
[image: image]
where [image: image] and [image: image] are the EV users charging cost and EV battery degradation cost, respectively.
1) EV users charging cost
[image: image]
2) EV battery degradation cost
The frequent cyclic charging and discharging behavior of EV battery will bring about the problem of battery degradation, and the cost of battery degradation will directly affect the EV charging and discharging decision. Thus, it is necessary to consider the battery degradation cost in the EV charging and discharging regulation process, and the battery life is often related to factors such as the number of charge–discharge cycles and depth of discharge. Neubauer and Wood (2014) gave the relationship between the life of lithium battery and the number of cycles, and the relevant data are provided by the battery manufacturer. The corresponding battery degradation cost based on the approximate rainflow counting method (Kazemi and Zareipour, 2018) is presented by Eq. 10.
[image: image]
where [image: image] is the battery acquisition capital cost; [image: image] is the lifespan of the EV battery, which is affected by the EV charging and discharging behavior, as follows:
[image: image]
where [image: image] is the maximum number of full cycle to failure, [image: image] is the full cycle equivalent of the partial cycle, [image: image] is the partial cycle of nth EV battery of region i at time t, and [image: image] is a constant in the range of 0.8–2.1.
Model Comprehensive Optimization Objective
In summary, the proposed model in this study is a multi-objective optimization problem. To fully reflect the importance of each objective and facilitate the solution of the model, the objectives of each stakeholder are normalized and then linearly weighted by the weighting coefficient method, and the comprehensive optimization objective function of this model is obtained, as shown in Eq. 12.
[image: image]
where ω1, ω2, and ω3 are the weight coefficients of DSO, EVA, and EV users’ optimization objectives, respectively, which are flexibly determined by CS according to the importance and priority of optimization objectives. In this study, taking into account the interests of all stakeholders and based on the normalization process, ω1, ω2, and ω3 are taken as 7 × 10–8, 4.5 × 10–4, and 5 × 10–4, respectively.
Model Constraints
The constraints of the objective function are listed as follows.
1) EV charging and discharging constraints
[image: image]
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where [image: image] and [image: image] are the maximum and minimum charging power of the nth EV in region i at time t, respectively; [image: image] and [image: image] are the maximum and minimum discharging power of the nth EV in region i at time t, respectively; and [image: image] and [image: image] are the charging and discharging marks of the nth EV, respectively, which are 0–1. [image: image] = 1 means the EV is in charging state, while [image: image] = 0 means the EV is not in charging state; [image: image] is similarly defined.
2) EV up and down reserve capacity constraints
[image: image]
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3) Distribution transformer capacity constraints
[image: image]
where [image: image] is the maximum active capacity of the transformer in region i.
Dynamic Update Strategy of Regional Dispatching Price
Regional Dispatching Price Strategy
As a special commodity with dual attributes of time and space, the value of electric energy changes with different distribution of time and space, so the electricity price should also have the difference of time and space (Schweppe et al., 1988). A reasonable electricity price signal can effectively guide the regulation of EV resources charging and discharging behavior, and the dynamic update strategy of regional dispatching electricity price is the basis and key to fully play the role of electricity price signal and develop the solution of EV charging and discharging problem. Thus, in order to achieve global optimization of the system and improve participation enthusiasm of EVA and EV users, this study formulates the dynamic update strategy of regional dispatching price on the basis of peak-to-valley TOU tariff. The dynamic update strategy includes discharge incentive dispatching price and charging service fee, as follows:
1) Dynamic update strategy of EV discharge incentive dispatching price
The V2G discharge incentive dispatching price comprehensively considers the operation characteristics of the regional power grid. It is updated and formulated by the CS according to the regional DSO peak-shaving and valley-filling demand and the EV on-grid rate and communicated to the regional EVAs through the communication network. The regional EVAs respond to regulation scheme according to the discharge incentive dispatching price level; the update strategy is as follows:
[image: image]
where [image: image] is the V2G discharge incentive dispatching price of EVs in region i at time t; [image: image] is the V2G base discharge incentive dispatching price, which is taken as 0.35 Yuan/kWh in this study; and [image: image] is the V2G discharge incentive dispatching price adjustment coefficient, which is positive when there is peak-shaving demand on the grid and zeroes otherwise, expressed as follows:
[image: image]
where [image: image] is the discharge incentive price regulation coefficient of region i; [image: image] and [image: image] are the grid peak-shaving coefficient and EVA incentive coefficient, respectively; [image: image] is the average value of the basic active load in region i; [image: image] is the EVA charging piles utilization rate, and to fully stimulate the V2G potential of EVs, more incentive subsidies should be given when the utilization rate is higher and this study sets three discount ranges; [image: image], [image: image], and [image: image] denote the incentive strength of different ranges, respectively; [image: image] and [image: image] are the range of utilization rate, respectively; and [image: image] is the number of charging piles in EVA of region i, which is often one pile to one car in engineering practice.
2) Dynamic update strategy of EV charging service fee
The EV charging service fee is formulated and updated by CS and then transmitted to regional EVAs and EV users based on regional grid operation states and the EV on-grid rate. The regional EVAs and EVs respond to the regulation scheme, and the specific strategy is as follows.
[image: image]
where [image: image] is the EV charging service fee of region i at time t; [image: image] is the basic charging service fee, which is taken as 0.6 Yuan/kWh in this study; and [image: image] is the charging service fee adjustment coefficient, expressed as follows:
[image: image]
where [image: image] is the charging service fee regulation coefficient of region i; [image: image] is the EVA adjustment coefficient, and in order to reduce the charging cost of EV users, more discounts should be given when the utilization rate is higher and this study sets three discount ranges; [image: image], [image: image], and [image: image] represent the discount coefficients in different ranges, respectively; [image: image] and [image: image] are the range of charging piles utilization rate, respectively; [image: image] is the peak shaving and valley filling coefficient of the power grid; and [image: image] and [image: image] are the maximum and minimum values of the basic active load of the power grid in region i, respectively.
3) Electricity price constraints
[image: image]
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where [image: image] and [image: image] are the upper and lower limits of EV charging electricity price in region i at time t, respectively; [image: image] and [image: image] are the upper and lower limits of EV discharging electricity price in region i at time t, respectively.
Economic Cost–Benefit Analysis Model of Stakeholders
The cost–benefit analysis of stakeholders is as follows.
1) DSO economic benefit analysis
As the implementation institution of EV discharge incentive dispatching price, DSO is the main beneficiary of EV charging and discharging regulation. In the process of EV charging and discharging regulation, DSO costs mainly include the expenses of purchasing EV V2G electricity and reserve capacity, that is, the discharging cost and reserve cost paid to EVAs or EV users, and DSO benefits are mainly avoidable capacity and avoidable power benefits. The avoidable capacity benefit is the reduced investment costs for new or expanded grid construction such as transformers, transmission lines, and their supporting equipment through V2G technology, and the avoidable power benefit is the reduced cost of power purchased from generators during peak periods. The details are as follows:
[image: image]
where [image: image], [image: image], and [image: image] are DSO net profit, benefit, and cost, respectively, expressed as follows:
[image: image]
where [image: image] and [image: image] are the avoidable capacity and avoidable power; [image: image] is the unit average cost of DSO transformer, transmission line, and its supporting power equipment; [image: image] is the average feed-in tariff during peak discharge periods; [image: image] is the total number of EV discharging days per year, which is taken as 365 days; [image: image] is the economic benefits assessment period, which is taken as 20 years; and [image: image] is the present value coefficient in year k, that is, [image: image], and r is the discount rate, which is taken as 8%.
2) EVA economic benefit analysis
EVA is the main implementation object of dispatching price. It should ensure that EVAs’ average selling price after participating in EV regulation is not less than before, as follows:
[image: image]
where [image: image] is the total time when DSO peak-shaving demand occurs in region i.
3) Economic benefit analysis for EV users
EV users are the main implementation objects of charging service fees, and its charging cost after participating in regulation shall not be greater than that before regulation, as follows:
[image: image]
where [image: image] is the total number of EVs in the system; [image: image] is the charging cost before the regulation of the nth EV, that is, the disorderly charging cost of a single EV.
4) CS benefit analysis
CS leads the formulation of regional flexible dispatching price to promote optimal allocation of system EV resources. Therefore, the objective function value of model comprehensive optimization is taken as the benefit, as shown in Eq. 12.
Strategy Formulation Workflow
The formulation workflow of the proposed strategy is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Strategy development flowchart.
As can be seen from Figure 4, the regulation strategy development workflow includes the following steps. First, the EV travel chain information is obtained based on the 2019 NTS data set and the MCMC method, which reflects the travel demand of users and is the basis of EV regulation. Second, the EV charging demand model is established based on EV travel information to guarantee users’ electricity energy demand. Third, the regional flexible dispatching electricity price is dynamically updated considering the regional grid operation states and EV on-grid rate. Then the EV charging and discharging regulation model based on the dynamic regional dispatching electricity price is established to achieve a win-win situation for DSO, EVA, and EV users. Finally, the economic cost–benefit model is used to analyze the profitability of different stakeholders in the proposed scheme and determine whether the profitability of multiple parties is achieved.
CASE RESULTS AND DISCUSSION
Parameter Setting
In this study, we adopted the adapted IEEE-33 node system and divided it into four functional regions according to the difference of regional functional properties: office region, business region, home region 1, and home region 2, corresponding to four EVAs, as shown in Figure 5. The total basic active load of the system and the basic active load of each region are shown in Supplementary Figure S1. Considering that the EV charging infrastructure has been greatly developed and configured in the context of smart cities, it is assumed that each functional region has a sufficient number of charging piles, which have been properly planned and arranged. Based on the adapted IEEE-33 node system capacity size and EV penetration, it is assumed that there are 100 EVs in the system, and the parameters are shown in Table 1. To reflect a certain extent of uncertainty in users’ charging demand, it is assumed that EV users have different expected electricity consumption in different functional regions, which follows a normal distribution of N (0.85, 0.02) in office and home regions and N (0.75, 0.02) in the business region. Based on the NTS database data and MCMC method, the number and proportion of different EV travel chains are shown in Supplementary Table S1, and the travel timing information of EV users is shown in Supplementary Figure S2. To fully utilize the EV regulation potential and users’ charging demand, it is assumed that EVs are connected to the grid for regulating immediately after arriving at their destinations. EV provides reserve service at an electricity price of 0.022 Yuan/kWh (South China Energy Regulatory Administration, 2020); [image: image] is taken as 0.2, the relevant price parameters are shown in Table 2, and the peak-to-valley TOU electricity price is shown in Supplementary Table S2.
[image: Figure 5]FIGURE 5 | Adapted IEEE-33 node system region division diagram.
TABLE 1 | Simulation parameters of single EV.
[image: Table 1]TABLE 2 | Relevant electricity price simulation parameters.
[image: Table 2]The simulation period T is set from 5:00 of the previous day to 5:00 of the present day. In order to fully reflect the randomness of EV accessing and leaving the grid as well as the real-time optimal regulation effect, the simulation time interval is taken as [image: image] = 15 min, that is, the regulation period is 24 h, including 96 regulation periods.
The case study in this study is based on a computer with a CPU of Intel® Core™ i7-9700 @ 3.00 GHz and 16 GB of memory, modeled with MATLAB software and the YALMIP toolbox, and the CPLEX optimization solver is called to solve the optimization model. Meanwhile, the average computational cost of solving the optimization model is 8.5 min, and this computation time is considered to be very acceptable considering that the studied scenario is a 24-h (including 96 regulation periods) EV optimal regulation problem.
Electric Vehicle Real-Time Regulation Model Calculation Results
The proposed dynamic update strategy of regional dispatching price in this study is calculated and updated by CS based on the interaction information of DSO, EVA, and EV users, and the results are shown in Figure 6. Combined with Figure 6 and the Supplementary Figures S1 and S2, it can be seen that due to the differences in the load characteristics of the regional power grids and EV travel characteristics, the EV discharge incentive dispatching prices (Figure 6A) and charging service fees (Figure 6B) in the regional grids are also quite different. The EV discharge incentive dispatching price increases with the rise of the regional grid’s peak-shaving demand and EVA’s charging pile utilization rate, and decreases vice versa. Also, it becomes zero when the grid’s active load is lower than the average load level, which fully reflects the active load characteristics of the regional grid and the travel characteristics of EVs. Similarly, the EV charging service fee increases with the increase of the regional grid’s active load and the decrease of EVA’s charging pile utilization rate. When the regional power grid’s active load is at its peak, the regional charging service fee increases significantly, and decreases significantly vice versa.
[image: Figure 6]FIGURE 6 | (A) EV discharge incentive dispatching price. (B) EV charging service fee.
The results of the EV V2G optimal regulation model are shown in Figure 7, which shows the base active load of each regional grid (i.e., PB, blue area in Figure 7), the equivalent active load variation curve of the regional grid (i.e., PEL, orange area in Figure 7), and the real-time regulation results of the regional EV V2G for 96 day (i.e., PEVA, green area in Figure 7).
[image: Figure 7]FIGURE 7 | (A) Office region calculation results. (B) Business region calculation results. (C) Home region 1 calculation results. (D) Home region 2 calculation results.
As can be seen from Figure 7, the regional EVA guides regional on-grid EVs to reduce charging power or increase discharging power when the regional grid load peak-shaving demand is high, and when the regional grid valley-filling demand is high, regional on-grid EVs are guided to increase charging power or reduce discharging power. The effect of peak-shaving, valley-filling, and smooth load fluctuation of the power grid is significant in which the load rates of the office region, business region, home region 1, and home region 2 are increased from 63.48, 57.52, 59.56, and 59.27% of the base active load to 65.55, 58.56, 75.27, and 74.94% respectively, which is an increase of 2.07, 1.04, 15.71, and 15.67%, respectively. Due to the base active load in office and business regions being relatively stable, the effect of regional load rate improvement is limited (shown in Figures 7A,B). On the contrary, the base active load in home region 1 and home region 2 changes more obviously and the effect of regional load rate improvement is significant (shown in Figures 7C,D).
The economic benefits for DSO, EVA, and EV users are evaluated and analyzed according to Eqs. 29–32. From the calculation results, it can be seen that DSO regulation benefit Bg = 4.7978×107 Yuan, regulation cost Cg = 1.2336×107 Yuan, and net profit Rg = 3.5642×107 Yuan when the assessment period is 20 years. So, the benefit of DSO participation in EV charging and discharging regulation is far greater than the cost, that is, DSO achieves profit. In addition, EVAs’ selling price (in Yuan/kWh) for office, business, home 1, and home 2 after the regulation are 1.1240, 1.0472, 1.0361, and 1.0355, respectively, compared to 0.95 before the regulation, which increased by 18.32, 10.23, 9.06, and 9.00%, respectively, that is, the average profit on regional EVA has been improved. Furthermore, combined with Table 4, it can be seen that the average charging cost for EV users has been reduced from 37.2429 Yuan before regulation to 18.4832 Yuan, with a decrease of up to 50.37%. Therefore, the proposed strategy promotes the profitability of DSO, EVA, and EV users, achieving a win-win situation for all three stakeholders.
Electric Vehicle Regulation Results under Different Electricity Price Signals
The electricity price level will significantly affect the decision-making behavior of DSO, EVA, and EV users, and the guidance effect of different electricity price signals has some differences. To demonstrate the effectiveness and superiority of the regional dispatching price signals proposed in this study, the calculated results of the proposed dispatching price strategy are compared with three other classical electricity price scenarios in recent research.
Comparison scheme 1 (CS1): Dynamic regional dispatching price signal in this study.
Comparison scheme 2 (CS2): Disorderly charging signal, as the benchmark.
Comparison scheme 3 (CS3): Peak-to-valley TOU signal (Li et al., 2021).
Comparison scheme 4 (CS4): System dynamic electricity price signal (Zhou et al., 2020).
Combined with the EV charging and discharging regulation model established in this study, four comparison schemes of electricity price signal are used to guide the regional EV charging and discharging behavior, respectively, and the results are shown in Figure 8 and Table 3.
[image: Figure 8]FIGURE 8 | (A) Office region calculation results. (B) Business region calculation results. (C) Home region 1 calculation results. (D) Home region 2 calculation results. (E) System load calculation results.
TABLE 3 | Results of different electricity price signals.
[image: Table 3]As can be seen from Figure 8, under the CS2 strategy, EVs carry out disorderly charging behavior without incentive guidance. When it is given access of the power grid, it immediately charges at the maximum power, enlarging peaks or forming new load peaks on the basis of grid’s base active load in each region, which further expands the load peak-valley difference. Among them, the most serious impact was on the business region grid; the load peak-valley difference increased from the original 730.44–1,099.32 kW, the growth rate was as high as 50.50%, and the active load curve of the business region grid showed obvious fluctuations, which seriously aggravated the regional grid peak regulation pressure.
Under the strategies of CS3 and CS4, EV reduces the charging power when the charging price is high and increases the charging power when the charging price is low based on meeting the charging demand. A similar analysis was carried out for discharging power. The electricity price signal plays a guiding role in EV charging and discharging behavior. Among them, under the CS3 strategy, the load rates of office region, business region, home region 1, and home region 2 increased by 9.32, 16.20, 7.63, and 5.67% compared with CS2, respectively. The EV charging and discharging regulation strategies based on the peak-valley TOU price and system dynamic price signal improved the operational security of the regional power grid to an extent. However, due to the unified electricity price signal used in the whole region of the system, the effect of EV charging and discharging regulation is limited, and the guiding role of the electricity price signal is not fully played, especially in home regions 1 and 2. The active load of home regions 1 and 2 is still at a high level, at times 66–77 of CS3 and 61–77 of CS4 (shown in Figures 8C,D).
Compared with the above schemes, the proposed flexible dispatching price strategy (CS1) considers the operational states of different regional grids, and the regional grid load rate increases significantly. Among them, the load rates of office region, business region, home region 1, and home region 2 increased by 9.32, 16.22, 20.66, and 18.13% compared with CS2, respectively, and compared with peak-to-valley TOU price and system dynamic price, it can further guide and regulate the orderly charge and discharge behavior of EVs and achieve more significant results in improving the load characteristics of the regional grid. In addition, as can be seen in Table 3, concerning the economics of the regulation strategy, system’s total cost (the sum of EVA operating cost and users charging cost, that is, f2+f3) of CS2, CS3, and CS4 is 2,231.82, 327.99, and 220.71% higher than that of CS1, respectively. Thus, the proposed strategy greatly reduces the operating cost and significantly improves the operation economy of the system.
Electric Vehicle Regulation Results Under Different Optimization Objectives
EV charging and discharging regulation are jointly participated by multiple stakeholders, and the interest demands of different stakeholders will affect the formulation of optimization decision-making scheme. In order to reflect the necessity of considering the interests of multiple stakeholders, the model proposed in this study is compared with the results of the other four typical optimization objectives in the current research.
Optimization objective 1: Model of this study.
Optimization objective 2: Disorderly charging, as the benchmark.
Optimization objective 3: DSO load deviation.
Optimization objective 4: EVA operation cost.
Optimization objective 5: EV users charging cost.
The results of the models based on the above optimization objectives were calculated separately and are shown in Table 4. Among them, the negative value of EVA operating cost means a positive benefit.
TABLE 4 | Results of different optimization objectives.
[image: Table 4]As can be seen from Table 4, objective 2 performs poorly in terms of load deviation, EVA operation cost, and user charging cost. It means that it takes other interests as the cost and reduces the enthusiasm of other stakeholders to meet users’ rapid charging demand, which is not conducive to the long-term operation of the whole system. Objectives 3, 4, and 5 only consider the interests of individual stakeholders of DSO, EVA, and EV users, respectively, and maximize the interests of their respective subjects. Among them, although objective 3 achieves the minimum load deviation of the DSO power grid and achieves significant peak-shaving and valley-filling effect, it comes by increasing EV users charging cost, which damages the interests of EVA and users. Objective 4 greatly reduces EVA operating cost and improves EVA revenue, but it is accompanied by a larger grid load deviation and higher charging costs of users, without considering the needs of DSO and users. Similarly, objective 5 only considers the demand of users and ignores the benefits of DSO and EVA. Although the demand of users is greatly met, the peak-shaving and valley-filling effect of the grid in general and the revenue of EVA is significantly reduced. It can be seen that the above objectives cannot promote multi-stakeholder profits and win-win results and fail to take into account the overall interests. Thus, it is difficult for the system to achieve sustainable, long-term, and mutually beneficial safe economic operation.
Compared with the aforementioned optimization objectives, the proposed model fully considers the interests of multiple stakeholders and realizes the reduction of DSO load deviation and EVA operation cost on the basis of meeting the demand of EV users. Among them, the load deviation is only 2.63% more for objective 3, but the total cost of the system is reduced by 171.21%. EVA’s operating cost is 43.78% more for objective 4, but DSO load deviation and user charging cost are reduced by 38.67 and 78.89%, respectively. EV users’ charging cost is 186.80% more for objective 5, but the operating cost of EVA is reduced by 4,787.42%. It can be seen that the proposed strategy maintains the global benefit of the system at a high level, which is conducive to the mutual benefit and long-term operation of all parties in the system.
Regulation Results Under Different Guaranteed Electricity Energy
EV users set different guaranteed electricity energy demands in the regulation process, which will affect the flexibility of EV regulation. Therefore, in order to consider the impact of different guaranteed electricity energy on EV regulation effects, this study sets up five comparison schemes under different EV-guaranteed electricity energy requirements.
The calculation results under different guaranteed electricity energy demands are shown in Table 5 and Figure 9. As can be seen from Table 5 and Figure 9, when λn is relatively small, the load deviation and EVA operating costs achieve good results, but the users charging cost increases, and when λn is large, the load deviation and EVA operating costs increase accordingly and the users charging cost decreases. In addition, with the increase of λn, the adjustable range of single EV battery SOC gradually decreases and the EV adjustable flexibility decreases. It makes the model comprehensive objective value to increase, but the users’ battery energy demand is guaranteed when leaving early. Thus, it can be seen that different guaranteed electricity energy requirements have an impact on EV charging and discharging strategies, and it is necessary to consider them in detail in the EV charging and discharging regulation process.
TABLE 5 | Results under different guaranteed electricity energy.
[image: Table 5][image: Figure 9]FIGURE 9 | Comprehensive objective value under different EV-guaranteed electricity energy.
CONCLUSION
In this study, an optimal regulation strategy of EV V2G based on a dynamic regional dispatching price signal is proposed, taking into account the interests of DSO, EVA, and EV users. The simulation example of a regional distribution network is analyzed, and the results show the following:
The EV orderly charging and discharging regulation strategy proposed in this study fully considers the travel demand and charging demand of EV users and effectively guide the EV charging and discharging behavior in the region. It realizes the reduction of the regional grid load deviation, EVA operation cost, and EV users’ charging cost.
Under the guidance of different electricity price signals, the proposed dynamic regional dispatching price can further play the guiding role of electricity price signals by combining the regional grid operation states and EV on-grid rate, in order to increase the regional grid load rate and significantly improve the operation economy of the system.
Under solo optimization objective, it is difficult to achieve a win–win situation for multiple stakeholders by considering only DSO load deviation, EVA operation cost, or EV users’ charging cost, which is not conducive to motivate DSO, EVA, and EV users to participate in the regulation process. The model proposed in this study achieves a win–win situation for all three stakeholders, which is conducive to maximize the safety and economic benefits of the system and promote the mutually beneficial and long-term operation of the system.
Under different guaranteed electricity energy, the adjustable flexibility of single EV battery SOC decreases as λn increases, and the model comprehensive objective value increases and overall system benefits decrease, but the users’ battery energy demand is guaranteed when leaving early.
This study only regulates the V2G behavior of EVs from the perspective of the grid. In fact, EVs play an important role in coupling of the road network and power grid. The interaction between road network information and power grid information will further affect the EV charging and discharging regulation strategy. Therefore, the optimal regulation of electric vehicle V2G integrating road network information will be the next research focus.
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Accurate evaluation of the cable trench condition is the key to realizing its intelligent operation and maintenance, and the intelligent cable trench inspection robot is a reliable information acquisition method for the condition assessment of cable trench. According to task requirements and site’s environment, an intelligent inspection robot is designed. The crawler-type motion mechanism is determined based on the demand for sizes and obstacle-surmounting. Cartographer SLAM technology is used to map the underground cable trench environment, and a path planning method combined with the improved A∗ algorithm and dynamic window method (DWA) is presented. Multiple sensors are equipped on this robot, and various kinds of information are obtained. Based on the information obtained, a condition assessment method of an underground cable trench is proposed. An extension neural network model is constructed to assess air quality. Channel capacity and ground flatness are calculated to evaluate the internal structure of the cable trench. The water depth and water surface area are comprehensively used to evaluate the hazard of water accumulation. The evaluation results are used to realize the linkage control of the cable trench’s operation and maintenance. A field test shows that the intelligent inspection robot can reliably obtain seven kinds of information from the underground cable trench, and the proposed condition evaluation method can assess the condition of the cable trench and provide four kinds of suggestions for potential hazards.
Keywords: underground cable trench, robot system, multi-sensor data fusion, condition monitoring, condition assessment
INTRODUCTION
The underground cable trench is a facility to accommodate multi-circuit power cables and accessories. It has the function of a power cable joint space and can provide a large amount of power to major industrial complexes and high-load urban areas. Tunnel pipelines, public pipelines, and open cable pipelines are being built (Kang et al., 2018). However, harmful gases which are easy to accumulate in the cable trench, coupled with the discharge caused by cable insulation aging, could lead to explosion and fire (Liu and Yin, 2007). Furthermore, the probability of this danger gradually increases over time. So it is very important to find and eliminate these hidden dangers as soon as possible for the safe operation of the power system (Commission of the European Communities, 2003). However, the internal environment of the underground cable trench is complex, the space is narrow, high-voltage lines on both sides are densely distributed, and the ground is usually not hardened, which makes manual inspection extremely dangerous and difficult. Therefore, online detection of cable trench’s working state plays a vital role in improving the stability and reliability of power system operation (Jongen et al., 2012; Hepburn et al., 2016).
In the early environmental safety monitoring for the underground cable trench, fixed monitoring equipment was used to measure some parameters in the trench (Siddiqui et al., 2017). Due to the large length and span of the cable trench, monitoring blind areas always existed in these situations, which could not effectively reflect the operation state of the overall cable environment. Some research works have been conducted on inspection robots for cable trenches. A remote-controlled cable trench tunnel monitoring robot designed by Sun et al. (2021) is inconvenient to operate in a narrow cable trench environment. Yijiahe Technology Co., Ltd. has developed an inspection robot for substations (Xing et al., 2018), but the volume is very large for the narrow space of the underground cable trench and is only suitable for use in a more open space. The underground cable trench robot designed by the Changsha University of Technology can realize the inspection function (Ling et al., 2020), but the designed mapping method has a poor effect in the cable trench environment, which affects the subsequent navigation work.
The diagnosis of the state of the cable trench internal environment is the ultimate requirement of an inspection robot. Wu and Zhang, (2014) used the corresponding sensors integrated into the monitoring device of low-voltage distribution equipment to measure the surface temperature of the incoming and outgoing lines of the distribution box and the water level of the cable trench and to analyze the cable trench environment and obtain the fault assessment. Acquiring and analyzing the actual values of thermal resistance and diffusion coefficient of soil around the power cable, Lyall et al. (2000) evaluated temperature distribution inside the cable trench in real time. The “hot spots” inside the cable trench are predicted and timely prevented in this manner. The BP neural network was applied to monitor the temperature and humidity of the internal environment of the underground cable trench in real time, and the internal environment assessment of the underground cable trench was realized (Song, 2015). Infrared thermal imaging data were gathered and transmitted to the adaptive neuro-fuzzy inference system (ANFIS) of the remote terminal unit, and a support vector machine (SVM) classifier was used to evaluate internal fault information of the cable trench (Pal et al., 2017). These aforementioned research studies assess the state of the underground cable trench and similar scenes in one or more aspects, and they mainly collect data through fixed monitoring equipment, as well as few sensors, which leads to incomplete signals and half results.
A substation inspection robot (Lu et al., 2017) integrates multiple sensors to perform fault monitoring, including the appearance image of cable equipment, sound of running equipment, and temperature of equipment joints, but no assessment method is mentioned. There is little research on the internal environment assessment method of the underground cable trench based on inspection robots at home and abroad. Since the robot carries multiple sensors to monitor complex environmental information inside the cable trench in the inspection process, if only relying on manual subjective evaluation of a certain amount of monitoring, this inspection is slow, has low credibility, and even ignores larger faults. Therefore, the consideration of engineering safety is far from enough (Wang et al., 2012).
During the task of automatic inspection, the inspection robot consumes a lot of memory in the fuselage computer. At the same time, in the process of moving, it will continuously collect the data from infrared cameras, high-definition cameras, and gas sensors around the cable trench and transmit the data to the remote cloud platform for data processing to obtain the evaluation results of the cable trench. However, remote sending and receiving of a large amount of data require sufficient connectivity, which is not always true in reality, and the delay and reliability of service processing are difficult to guarantee (Patel et al., 2017). Edge computing aims to provide elastic services with low latency and high bandwidth efficiency (Premsankar et al., 2018). To solve the problem of limited edge resources, models are deployed on the edge and cloud, respectively, through model segmentation technology for collaborative reasoning (Li et al., 2018). Taking the SLAM algorithm of a mobile robot as an example, the need to use edge nodes for computing offload on a remote cloud or a local robot was discussed in Dey and Mukherjee (2016). In this study, the edge server was placed at each node of the cable trench to form a distributed management system of the whole cable trench edge.
The on-site experiments performed on the edge intelligent evaluation system based on the underground cable trench inspection robot show that an inspection robot which can adapt to the environment is designed in this study. According to the characteristics of the underground cable trench environment, the condition assessment of the cable trench is performed by multi-sensor information fusion. Our contributions are as follows:
(1) An automatic navigation system was designed according to the constraints of the inspection robot in the underground cable trench environment, and the improved global path A* algorithm and the local path DWA algorithm were fused by an improved fusion scheme. Compared with the traditional fusion path algorithm, the detection speed of the improved fusion algorithm proposed in this study increased by 21%, and the total path became shorter. On-site experiments verified the superiority of the path planning method.
(2) In the process of robot inspection, we evaluated the underground cable trench using the multi-sensor fusion method comprehensively. The indexes of air quality, internal structure, and ponding hazards of the underground cable trench were calculated respectively, and the underground cable trench from these three dimensions was assessed. Furthermore, the linkage control strategy was designed according to the assessment results.
The remainder of this article is organized as follows. The structure of our robot structure is shown in Inspection Robot Systems. The autonomous navigation system in the underground cable trench is described in The Overall Scheme of the Autonomous Navigation Obstacle Avoidance System. The condition assessment method is proposed in Condition Assessment of the Underground Cable Trench Based on Edge Intelligence. The experimental results and conclusion are presented in Analysis of Actual Site Results and Conclusion, respectively.
INSPECTION ROBOT SYSTEMS
To meet the strict requirements of the small and complex internal environment of the underground cable trench, such as the volume and climbing ability of the robot, the external walking mode of the cable trench inspection robot is designed as a crawler-type double drive. The crawler-type double drive has a good grasping ability and can climb the slope. The double drive mode connects the front and rear wheels for driving, which has advantages such as low power consumption, small volume, ease to control, and many more. The actual measured values of vehicle body parameters are as follows: length, width, and height: 500 × 300 × 120 mm; chassis dead weight: 8.45 kg; maximum load: 30 kg; maximum climbing angle: 35°; maximum obstacle crossing: 90 mm; and maximum span: 250 mm. The actual experiment shows that the internal environment of the underground cable trench is good.
The inspection robot needs to perform multiple tasks and assess the overall internal environment of the underground cable trench. According to the inspection task and environmental constraints, the cable trench intelligent inspection robot needs to have the following four modules:
(1) Visual module. Infrared thermal imaging and a high-definition camera are used to judge any visual anomaly inside the cable trench.
(2) Multi-sensor gas detection module. This could accurately reflect the concentration of harmful gases and combustible gases in the air of the underground cable trench.
(3) Automatic navigation module. Based on the robot operating system (ROS), the data environment of the laser radar and gyroscope is used to map and locate, and the path planning is designed to realize automatic navigation.
(4) Evaluation module. The underground cable trench diagnosis system based on edge intelligence proposed in this study is used to evaluate the internal environment of the cable trench.
Aiming at the requirements of multi-sensor information acquisition and a multitask cooperative work of the inspection robot, the system structure of the intelligent inspection robot for the underground cable trench is designed (as shown in Figure 1). The system uses multi-CPU collaborative work architecture to improve its data processing capability. The laser radar is chosen to provide positioning and mapping information. The core information calculation module adopts the core main control board of NVIDIA, equipped with an ROS operating system to provide the system platform to realize the autonomous navigation algorithm. The infrared imager, high-definition camera, and other visual sensors are also connected to the main control board of NVIDIA for processing to realize the information reading of infrared thermal imaging and high-definition images. The video data stream is uploaded to the operating terminal through WLAN.
[image: Figure 1]FIGURE 1 | System structure of the intelligent inspection robot for the cable trench.
In addition, two embedded sub-processor modules are designed. One embedded sub-processor realizes the motion attitude control of the robot and the platform control so that the robot can complete the multidirectional and three-dimensional visual observation of the cable trench tunnel. Another embedded sub-processor module realizes the perception of the environmental information of the cable trench tunnel, which is connected with a variety of gas sensors, water level detection sensors, and temperature and humidity sensors.
Relevant sensor information was obtained, processed, and transmitted to the operation terminal and background server through WLAN for display and data evaluation. To ensure the stability and reliability of data transmission, a combination of dual wireless network cards and high-power base stations is adapted to transfer a large amount of data, strengthen the power of wireless transmission, and ensure the stability and reliability of communication.
The operation and maintenance of the underground cable trench require long-term supervision and inspection by staff, but some human negligence will inevitably lead to accidents. To avoid this situation, this study designs an underground cable trench condition evaluation system based on edge intelligence, which mainly includes the following two steps:
The robot conducts patrol inspection in the underground cable trench through the autonomous navigation system and sends its position and sensor data to the background server in real time. The autonomous navigation algorithm consists of mapping, location, and path planning, and the involved data are huge and with high real-time ability, which could hardly be processed by an upper computer through wireless communication. Without waiting for the response of the computing center through the network, edge intelligence can process data locally, which decreases system delay, promotes the response speed significantly, and is suitable for the application of this scenario.
According to the transmitted position data, the designated robot will evaluate the overall system inside the cable trench every 50 m to realize the distributed management inside the cable trench, and according to the relevant instructions automatically generated by the evaluation results, the drainage system, exhaust system, fire extinguishing system, and other prevention systems located in the corresponding sections of the underground cable trench are started intelligently to realize the edge intelligent management of the underground cable trench.
OVERALL SCHEME OF THE AUTONOMOUS NAVIGATION OBSTACLE AVOIDANCE SYSTEM
Autonomous navigation technology of the inspection robot is mainly designed from three aspects: “Where am I?”, “Where am I going?”, and “How do I get there?”. This study solves the abovementioned three problems through the following two parts: the first part is the SLAM system for real-time analysis and the second part is path planning.
Simultaneous Localization and Mapping
To realize autonomous positioning and map construction, the inspection robot in this study adopts the open-source slam library cartographer SLAM (Hess et al., 2016) (released by Google in 2016). The hierarchical optimization idea is adopted in this algorithm. The front end uses the unscented Kalman filter (UKF) algorithm to fuse multi-source data (lidar, IMU, and encoder) for pose estimation, and a sub-map is constructed. The back end takes the sub-map as the basic unit to construct the loop constraint problem and proposes a branch and bound algorithm to speed up the construction of sub-map constraints. It overcomes the drawback that the filtering SLAM algorithm relies too much on the odometer and cannot build a large-scale map, and it is suitable for the scene such as the ground and the wall environment of the underground cable trench.
Path Planning
It is mainly composed of global paths and local paths. This study adopts the A * algorithm (Ammar et al., 2016) on the global path. With the combination of heuristic search and the breadth-first algorithm, the A* algorithm is the most effective direct search algorithm to solve the optimal path in a static environment.
The three improvements mentioned before are performed and compared with the original A* algorithm. Figure 2 illustrates the difference between them. The red path in Figure 2 is obtained by the original A* algorithm, and the yellow area is its search range. Meanwhile, the blue path is the result of the proposed improved A* algorithm, and the green area is its search range.
[image: Figure 2]FIGURE 2 | Multiple trajectory generation graphs of the robot.
Local path planning used in this study is the dynamic window method (Fox et al., 1997; Seder and Petrovic, 2007; Doopalam, 2015), which is based on the forward kinematics solution of the robot. The path was simulated from the simulating space of forwarding velocity and angular velocity, and the position control of the robot was converted into a speed control. The optimal local path is obtained by scoring the trajectory to be evaluated.
The traditional global path planning and local path planning fusion scheme is shown in the document (Cao et al., 2020; Lao et al., 2021) and the ROS official navigation fusion scheme (Move base in ROS, 2021). However, in an underground cable trench, the use of traditional methods to merge the global path and the local path will cause the following problems.
(1) The dynamic window method is used too many times in the actual experiment which increases the inspection time.
(2) Due to the narrow space of the underground cable trench, the local planning will cause the robot to produce more inflection points during the forward process.
(3) If dynamic obstacles appear in the global path, the dynamic window method will linger around the obstacles appearing in the global path for a period, which will seriously affect the work efficiency of the robot.
This study proposes a fusion algorithm of global path planning and local path planning for the underground cable trench environment. The flow chart of the fusion algorithm is illustrated in Figure 2. If the current trajectory is feasible, the robot moves along with the current trajectory at a constant speed and keeps detecting the surrounding environment in real time. The measured fusion laser data are used as the center to define a circle and the length of the robot body as the radius to expand and linger around an obstacle if a new obstacle is detected in the global path planning. DWA local planning will begin, and all global path nodes included in the obstacle are discarded. The global path nodes that are out of the obstacle and close to the navigation endpoint will be used as the endpoint of DWA local planning. Three evaluation functions are used to evaluate all the paths generated from the starting point to the endpoint, and each evaluation function is accumulated to set the trajectory with the lowest cost as the best trajectory.
CONDITION ASSESSMENT OF THE UNDERGROUND CABLE TRENCH BASED ON EDGE INTELLIGENCE
Intelligent Structural Frame at the Edge of the Underground Cable Trench
The edge intelligent system of the underground cable trench is mainly analyzed and calculated by the edge computing device. First, a terminal level edge computing device is installed in the inspection robot to realize the autonomous navigation task of the robot in the internal environment of the underground cable trench. On this basis, the edge evaluation system is modeled. In this study, several fixed edge servers are installed in the internal environment of the underground cable trench. The edge server is uploaded to the cloud computing console, and the intelligent evaluation system for the underground cable trench edge is realized through the built cloud platform. The inspection robot transmits the collected sensor data to the nearest edge server during driving, realizes the distributed management of the cable trench, and visually manages the internal environment and evaluation results of the underground cable trench. Through the visual interface, the evaluation results and real-time internal environment of all sections can be displayed to the staff. The corresponding solutions are automatically generated according to the evaluation results to form a cloud edge and a collaborative underground cable trench edge intelligent evaluation system.
The network architecture of the underground cable trench edge intelligent evaluation system is shown in Figure 4, which is mainly divided into four layers:
(1) The sensing layer mainly completes the state perception of the inspection robot to the internal environment of the cable trench. The sensing layer includes the terminal level autonomous navigation system and the edge level cable trench evaluation system. It is mounted on the machine Jetson Nano and carries out the terminal level autonomous navigation system through the collected lidar data. Then, the image, gas, and robot pose data are uploaded to the nearest edge server and uploaded to the cloud.
(2) The network layer mainly uses a high-power base station and power wireless private network to complete the safe and reliable transmission of data.
(3) The platform layer is mainly based on the Internet of things management platform, which systematically evaluates the underground cable trench based on multi-sensor data and manages the corresponding drainage, exhaust, and other systems of the underground cable trench.
(4) The application layer develops the upper computer based on the tablet computer, and the staff can complete the real-time monitoring of the internal environment of the underground cable trench and the independent inspection route management through the upper computer.
Underground Cable Trench Evaluation System
To achieve a comprehensive assessment of the underground cable trench condition, the following information is obtained during inspection: infrared thermal imaging images, visible-light images, depth images, angular velocity, linear acceleration output by IMU, map from lidar, temperature, humidity information of the internal environment, and water level. Based on this information, an underground cable trench condition evaluation method is proposed. It mainly consists of three aspects:
(1) Air quality assessment in the cable trench based on the data set fusion method of sulfur dioxide, ozone, carbon dioxide, carbon monoxide, and other harmful gases.
(2) Internal structure evaluation of the cable trench based on a depth camera and IMU.
(3) Hazard assessment of ponding in the cable trench based on a visible camera, IMU, encoder, and water level sensor.
Air Quality Assessment
The accumulation of methane, hydrogen sulfide gas, carbon monoxide, and other harmful combustible gases produced by microbial decomposition of some animals and plants during power transmission is the main cause of fire and explosion in the cable trench. The air quality assessment method based on the fusion of gray clustering and extension neural networks (Wang and Zhang, 2021) is adopted in this study. Representative air pollutants are selected according to the gray correlation degree, and an extension neural network is constructed to evaluate the air quality. The steps of constructing the air quality assessment model are as follows:
(1) Seven detection gas data of CO2, TVOC, CH4, NH4, O3, HS, and CO are extracted and normalized, and the correlation coefficient ε_ab is calculated between different air pollutants. The value range of the absolute correlation coefficient ε_ab is distributed in the interval of [0,1]. Generally, when the absolute correlation value is greater than 0.5, there is a positive correlation between the corresponding air pollutants. To cluster air pollutants, the first thing is to determine the value of the critical value r of the correlation degree. The value range of r is generally 0.5 < r < 1. When ε_ab ≥ r, pollutants a and b are regarded as the same type.
(2) In the air quality monitoring database of the underground cable trench cloud platform, there are five air quality levels: excellent, good, light pollution, medium pollution, and heavy pollution. For each level machine, 100 measurement data at different times and different measurement positions are selected to calculate the correlation coefficient ε_ab between different pollutants. According to relevant experience, the critical value of the correlation degree r = 0.7 is selected here. If the accuracy of the final air quality assessment result does not meet the requirements, it will be adjusted. The seven pollutants are divided into the following three categories according to their correlation: (CO2 and TVOC), (CH4, NH4, O3, and HS), and (CO), which are selected as the indicator to represent each category.
(3) A matter-element model [image: image] is constructed, with [image: image] as the object, [image: image] as the object feature, and [image: image] as the eigenvalue, where [image: image] represents three air quality levels; [image: image] represents the influencing factors of air pollution, here are the seven gases detected; and [image: image] (1,2,...,7) represents the value range corresponding to each air pollution influencing factor. The connection weight, feature quantity, and evaluation results of the extension neural network model could be obtained from this matter-element model of air quality evaluation. The extension neural network model is trained on the sample data set until it converges.
(4) The air quality assessment results can be calculated by inputting the detected air pollutants into the trained air quality assessment model. The overall process of the cable trench air assessment is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Overall process of cable trench air assessment.
Internal Structure Evaluation of the Cable Trench
Due to defects in the design and layout of the cable trench, cable suspensions and irregular cable stacks often exist in the interior, and construction materials and rubble cumulate on the bottom of the cable trench (as shown in Figure 4), which make the maintenance of the cable trench more difficult. Furthermore, the irregular layout of the cable stimulates additional eddy current on the metal sheath, leading to the operating temperature rise of the cable and local insulation aging, which affect the safe operation of the cable. Based on the information from the depth camera and IMU, the internal structure of the cable trench is evaluated from the capacity assessment of the trench and the pavement smoothness in this study.
[image: Figure 4]FIGURE 4 | Intelligent overall block diagram of the underground cable trench edge.
To measure the pavement smoothness during the inspection, the IMU median integral is adopted to calculate the attitude of the robot on the ground during the inspection. The robot carrier coordinate system B is consistent with the IMU coordinate system, the world coordinate system is W, the origin is the carrier center during the system initialization, and the Z-axis direction is aligned with the gravity direction in the world coordinate system. The attitude calculation based on the linear acceleration from IMU is as follows:
[image: image]
[image: image]
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where [image: image] is the angular velocity of IMU real-time output in the robot coordinate system in Figure 5; [image: image] and [image: image] are the quaternion attitude of the robot carrier relative to the world coordinate system at the time [image: image] and [image: image], respectively; [image: image] is the rotation vector obtained by the median integral in the period from [image: image] to [image: image]; and [image: image] are the angular increment of x, y, and z axes within [image: image] to [image: image] sampling time intervals.
[image: Figure 5]FIGURE 5 | Schematic diagram of robot and world coordinate systems.
The unevenness of the road is mainly affected by the change rate of the pitch angle and the roll angle of the robot in the inspection process. Therefore, the variance of the pitch angle and the roll angle of the robot in the inspection process is calculated every 50 m (e.g., Eqs 5, 6), where [image: image] and [image: image] are the variance of the roll angle and pitch angle of the inspection robot during driving; N is all the attitude data obtained in every 50-m section; [image: image] and [image: image] are the mean values of the robot roll angle and pitch angle; and [image: image], [image: image], [image: image], and [image: image] are [w, x, y, z] in [image: image]. [image: image] obtained the posture of the robot in the world coordinate system at the time [image: image] through formula (1).
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To evaluate the traffic capacity of the cable trench, a depth camera with an effective range of 20 m is placed in front of the robot to obtain 3D point cloud information. The underground cable trench in the world coordinates is a map to 3D point cloud and forms the point set [image: image], and the mapping relationship could be expressed as Eq. 7, where [image: image], and [image: image] are the camera internal parameters; [image: image] is the depth information corresponding to the pixel point; and [image: image] is the quaternion left multiplier matrix obtained by IMU attitude calculation.
[image: image]
All points in the set [image: image] are projected on the YOZ plane of the world coordinate system (as shown in Figure 5). A grid map is built by converting these projected points into binary images, where white pixel 1 is the obstacle and black pixel 0 is the accessible area. For any black pixel, the 5 × 5 domain around it is searched, and if there are more than three white pixels inside this domain, this black pixel will be replaced by a white one. The proportion of the remaining black pixels, at last, is calculated as the current cable trench trafficability. The overall block diagram is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Flow chart of cable trench trafficability evaluation.
By performing abovementioned steps, the variance of the pitch angle and roll angle of the robot and the traffic capacity of the cable are obtained every 20 m. The sum of the variance of the pitch angle and roll angle is normalized and defined as the pavement flatness coefficient. According to the investigation results of the actual condition of the cable trench and expert analysis, the classification of the safety grade of the cable trench structure evaluation is shown in Table 1 below.
TABLE 1 | Safety classification of the internal structure of the cable trench.
[image: Table 1]Hazard Assessment of Water Accumulation Inside the Cable Trench
The underground cable trench easily accumulates water which makes internal moisture too high and leads to the oxidation and fracture of the metal cross arms on both sides of the cable trench. Meanwhile, heat dissipation of the cable is pretty slow in this situation, which accelerates the thermal aging of cable insulation. Therefore, water accumulation is an important factor to evaluate the condition of the cable trench. In this study, a visible-light camera, water level sensor, IMU, and encoder are integrated to evaluate the water accumulation in the cable trench.
Considering the situation of deep ponding, a water level sensor is placed under the robot. Water hazard in the cable trench is divided into two cases. When the water level sensor under the robot is triggered, the water hazard is evaluated by the volume of ponding; otherwise, the water hazard is evaluated by the surface area of ponding. For the first case, when the robot passes through the ponding, the water level sensor is triggered, and the current travel speed of the robot [image: image] is read from the encoder. The current position [image: image] is updated from the previous position, [image: image] and the attitude of IMU (as shown in Eq. 8). The length L and the depth D of the ponding section are calculated by Formula 9ormula –Formula 10, and the volume of ponding is measured using Formula 10. During this process, the encoder is synchronized with IMU.
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When the ponding is too shallow to trigger the water level sensor, the ponding area is obtained from the image data taken by the visible camera. The DeepLabV3+ neural network framework (Chen et al., 2018) is used to construct the ponding segmentation model, and MobileNetV3 (Howard et al., 2019) is selected as the backbone network for preliminary feature extraction, which not only ensures the lightweight of the network but also has good performance. The context information of the image is extracted from multiple scales, combined with the output of the low-level feature by the decoding module and the backbone network, which could significantly improve the edge detection accuracy of ponding. The visible light DeepLabV3+ identification ponding process is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Ponding area identification process.
ANALYSIS OF ACTUAL SITE RESULTS
The field test is carried out in the cable trench environment, as shown in Figure 8. Jetson Nano is adopted as the core processor and is loaded with Ubuntu 18.04 and ROS. It collects data from lidar and depth cameras to build maps and navigate the route. Two microcontrollers (STM32F103) are selected as the chip, one of which is used to receive commands from the processor and the upper computer and control the movement of the robot. The other one is equipped with methane, ozone, combustible gas, and other harmful gas detection sensors, as well as nine-axis IMU sensors and a water level sensor.
[image: Figure 8]FIGURE 8 | Hanging cable (left); accumulation of rubble and building materials (right).
To verify the path fusion algorithm, a man-made dynamic obstacle is set in the field test (as shown in the red box of Figure 9). The path obtained by the traditional path fusion algorithm is shown in the blue line segment in Figure 9. Due to the narrow space of the cable trench and the relatively small distance between the obstacle and wall, the traditional global path planning method generates unnecessary inflection points on the path. Furthermore, when a dynamic obstacle appears on the global path, the robot will wander around the obstacle to make redundant judgments, which affects the inspection efficiency. The red line segment in Figure 9 is the path obtained by the proposed fusion method. The robot retains the smoothness of the global path before encountering dynamic obstacles during the on-site inspection. When the dynamic obstacles appear on the global path, the global path nodes contained in the dynamic obstacles are automatically filtered, and the path avoiding the dynamic obstacles is smoother and with less judgment and higher efficiency.
[image: Figure 9]FIGURE 9 | Environmental mapping and path planning of the cable trench.
To verify the effectiveness and operability further, repetitive on-site experiments were carried out using the traditional fusion path algorithm and the proposed method, respectively, with different starting points and target points. Reducing the random error caused by the operation, three cable trenches with different lengths are chosen and inspected five times each, and the average length of route and time consumption is calculated as the final results (as shown in Table 2). Compared with the traditional fusion path algorithm, the inspection speed of the improved fusion path algorithm proposed in this study increases by 21%, and the total path is shorter. The on-site experiments verified the advantages of the proposed path planning method.
TABLE 2 | Average value of traditional and improved fusion path algorithms.
[image: Table 2]The inspection robot completes the task of automatic navigation through the edge computing device mounted inside the fuselage. During movement, the image, gas, IMU, encoder, and robot position data are transmitted in real time to the nearest edge server, which is transmitted to the cloud computing platform through wireless transmission. In the cloud computing platform, combined with the position of the inspection robot in the underground cable trench, the underground cable trench is managed in a distributed manner. The data of every 50-m section of the underground cable trench are processed and analyzed in real time through the evaluation algorithm proposed in this study, and the corresponding solutions are given. The cloud platform is wirelessly transmitted to the edge server of the corresponding section through the Internet of things platform. Thus, the corresponding drainage system and exhaust system can be started, and the staff can monitor the real-time environment of the underground cable trench through the flat plate. As shown in Figure 10, the upper computer shows the information and status of the robot working in the cable trench.
[image: Figure 10]FIGURE 10 | Monitoring interface of the upper computer in the cable trench.
During the field test, the proposed robot can build a map in an unfamiliar environment with a positional error of less than 8 cm. Global path planning is designed based on the improved A* algorithm, and dynamic path planning is designed based on DWM. The two algorithms are integrated to navigate the route. The path is accurately tracked to avoid obstacles, and the average speed is greater than 0.4 m/s. As shown in the upper computer, the inspection robot has an infrared thermal imaging camera, high-definition camera, and depth camera to monitor the underground cable trench and can detect the concentration of seven kinds of harmful gases. Applying the underground cable trench condition assessment method based on edge intelligence presented in this study, the internal environment of the cable trench is inspected in real time, the overall evaluation of the section is carried out every 50 m, and the overall healthy environment and countermeasures are fed back to the staff. The evaluation results are illustrated in Table 3.
TABLE 3 | Assessment results and countermeasures.
[image: Table 3]The proposed condition assessment method based on the inspected robot makes a distributed evaluation for the overall environment of the underground cable trench without manual interference. It provides a real-time condition of the cable trench from point to point and end to end. The corresponding countermeasures are given, which greatly improves the internal security of the cable trench. The feasibility and practicability of our method are verified in the field tests.
CONCLUSION
Substituting for the staff to carry out status monitoring and condition assessment in the high-risk environment of the underground cable trench, an automatic inspection robot system is proposed according to this environment, and a condition assessment method is designed based on the information collected by the robot. The designed robot has a good movement ability in the underground cable trench and can execute automatic navigation.
During the operation of the inspection robot designed in this study, all the data taken by the road section are uploaded to the background server every 50 m. Through a multi-source sensor fusion method proposed in this study, the air quality, internal structure, and ponding hazards of the underground cable trench in this road section are evaluated. At the same time, to apply the results of edge intelligent evaluation of the underground cable trench, the drainage system, exhaust system, fire extinguishing system, and alarm system of the road section can be started according to these results.
Applying the robot to an underground cable trench instead of manual inspection can reduce the inspection intensity and difficulty of staff. The stability and reliability of cable maintenance are improved significantly, and economic and social benefits are promoted a lot. The industrial application of the proposed technology in the future relies on two aspects. One is the promotion of reliability and obstacle-surmounting ability of the inspection robot platform. More field tests for the improvement of the practicality of the condition assessment method are the other aspects (Lao et al., 2021).
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To cope with the volatility and randomness of wind power, photovoltaic (PV) power, and load demands in the islanded microgrid, and also to ensure the safety and economic operation of the islanded microgrid system. A collaborative Distributed model predictive control (Di-MPC) based voltage optimization control strategy is proposed, which considers the strong coupling characteristic of active and reactive power due to the impedance ratio of islanded microgrid, and the requirements of real-time and robustness in the optimization as well. By coordinating the controllable devices in the source-grid-load side of the islanded microgrid, the proposed strategy aims to make full use of the voltage regulation capability of each controllable device. Firstly, by considering the different operating characteristics of the controllable devices, a multi-time scale distributed voltage optimal control model is established. It divides the optimal control process into long-time scale and short-time scale and optimizes for respective objective functions and control variables in different time scales. Secondly, a collaborative Di-MPC-based voltage optimal control strategy is proposed. With the proposed collaboration mechanism, the power output increments of the distributed generators (DGs) are solved in the short-time scale, and the errors in the long-time scale control are also fixed. Finally, the simulation results show that compared with a traditional optimal control method and a centralized model predictive control (CMPC) method, the proposed voltage optimization control strategy can effectively reduce the voltage deviation and fluctuation at each node while ensuring the economic operation of the islanded microgrid system.
Keywords: distributed model predictive control, coordinated optimization of active-reactive power, optimal control of voltage, islanded microgrid, collaborative method
1 INTRODUCTION
With the growing demand for clean energy in recent years, microgrids, as a limited integration of multiple renewable power generation technologies, have the characteristic of flexibility, scalability, and ease of establishment. It has helped to decentralize and decarbonize energy (Katiraei et al., 2008; Morstyn et al., 2018) and was widely used in many countries (Jiayi et al., 2008), effectively increasing the utilization of renewable energy. Microgrids are usually operated in two modes: grid-connected mode and islanded mode. Due to the small size of islanded microgrids, their dynamic regulation capability is greatly limited by the uncertainty of DGs, such as wind turbine (WT) and PV stations. Moreover, the lack of reactive power support from the external grid makes them more vulnerable to voltage control problems compare to grid-connected microgrids (Han et al., 2016; Mehmood et al., 2021).
At present, the main DGs in the islanded microgrid are WT and PV. Both sources and the load demands have strong randomness and volatility, which brings great uncertainty to the islanded microgrid system. Due to the prediction error of the day beforehand, the system uncertainty will gradually increase as the prediction time moves forward, which makes it difficult to control the islanded microgrid system optimally. To cope with the growing pressure of optimal control for the islanded microgrid system, many works have been done and reported. In contrast to the traditional single-time scale open-loop optimal control method, model predictive control (MPC), as a model-based finite-time rolling optimal closed-loop control method (Ferrari-Trecate et al., 2004; Kouro et al., 2009; Villalon et al., 2020; Hu et al., 2021), can better resist the impact of system uncertainty and show good robustness, and its application in the study of optimal control of power systems has received wide attention. (Liu And Kong, 2013; Wang et al., 2015). In (Raimondi Cominesi et al., 2018), the authors presented a two-layer algorithm for the optimal energy management in MGs, and combined the high-level off-line economic optimization with the low-level online stochastic MPC. In (Xia et al., 2019), to solve the problem of rapid and frequent voltage fluctuations caused by the high proportion of wind power connected to the grid, the authors introduced the multi-time scale optimal control method based on MPC into the reactive voltage control process, which enabled the system to respond to the predictable changes in advance and track the fluctuation of the grid voltage in time. Authors in (Xu et al., 2015) proposed an MPC-based automatic wind farm voltage control method to coordinate the WT and static var generators (SVG). It solved the problems of the time lag and equipment incoordination brought by the traditional reactive power optimization method based on the current time sections for decision-making. In (Yan et al., 2019), the authors proposed a multi-time scale reactive power voltage control method. To fully exploit the dynamic reactive power voltage regulation capability of renewable energy, a multi-time scale reactive power optimization model based on MPC was established, and the voltage overrun caused by the uncertainty factor was well suppressed. However, because of the strong coupling characteristic of active and reactive power caused by the high impedance ratio of islanded microgrid, it is not comprehensive to implement the optimal voltage control while only standing on the perspective of reactive power control. Such an approach ignores the influence of the active power during the voltage control process and limits the optimization space for optimal voltage control in islanded microgrids.
In addition, unlike the main grids, the spacing between source and load in the microgrids is shorter, which causes a strong coupling between active and reactive power. It makes the node voltage not only being affected by reactive power but also closely related to the active power. Therefore, the unilateral analysis of active or reactive power optimization in microgrids based on the traditional active and reactive decoupling method is inadequate and inaccurate. In (Zhang and Wang, 2016), the authors proposed an MPC-based coordinated optimization method of active and reactive power dispatching for microgrid, considering voltage constraints. Then a real-time rolling optimization was used to optimize the power outputs of microsource and energy storage system (ESS), which achieved the purpose of economic and stable operation of the microgrid and reduced the voltage deviation of nodes within the system. Authors in (Gao et al., 2018) used the branch flow model-based relaxed optimal power flow to optimize the robust coordinated optimization of active and reactive powers, which is described as a mixed-integer second-order cone programming problem. In order to address the uncertainty of renewable energy and load demand, a two-stage robust optimization model was proposed. In (Zhang et al., 2017), the authors proposed an MPC-based active-reactive power coordination control method for distribution networks with distributed photovoltaic stations, which performed separate MPC at different time scales for respective control objectives and control variable, then the established non-convex and non-linear model was solved by using the second-order cone programming in a relaxed manner. However, with the growing number of controllable DGs and devices within the microgrid, centralized method like CMPC approach used in the above-mentioned research will face great challenges. The traditional centralized control method relies on global information, and when the number of controllable devices increases, the pressure on computation and communication will become intense. Moreover, the original model has to be readjusted once there are any devices withdrawn from failure, which makes the method less robust and scalable, and cannot adapt to the requirements of microgrid operation and control in the context of increasing penetration of DGs.
Furthermore, in order to achieve the real-time and robust requirements of voltage optimization control in the microgrids, distributed control method like Di-MPC has been approached for its advantages of high reliability, flexibility, and fast solution, and it also overcomes the shortcomings of the traditional CMPC. In (Zheng et al., 2018), authors combined the Di-MPC method to transform the microgrid energy dispatching problem into several interconnected non-linear and integer planning problems, which simplifies the plug-and-play feature. The proposed method reduces the computation of the problem to a large extent and improves the solution efficiency. Authors in (Guo et al., 2019) combined with the consistency-based distributed information synchronization and estimation to coordinate and optimize the control of the active and reactive power outputs of the wind farm, which ensures that the WT tracks the reference frequency while reducing its fatigue load through active power control, and reduces the deviation of the node voltage through reactive power/voltage control. In (Zhao et al., 2020), the authors proposed a control strategy based on Di-MPC to optimize the economic scheduling of multi-microgrids on island groups. The proposed strategy designed a trading mechanism by using dynamic non-cooperative game theory to regulate trading behavior between microgrids with different owners. Authors in (F. et al., 2021) proposed a distributed model predictive control strategy for the operation of isolated microgrids based on a consensus strategy, which can tackle both the economic dispatch and frequency restoration over the same time scale. It is also robust to load variations and communication issues. Authors in (Fan et al., 2021) presented a distributed discrete-time control scheme for the DC microgrids, and it had achieved the optimal coordination of CGs and RGs, where the generation cost of the CGs is minimized, and the energy utilization of RGs is maximized. In (Yang et al., 2021), the authors proposed a novel distributed model predictive control (DMPC) strategy for a DC microgrid based on voltage observers for multiple energy storage systems (ESs) to achieve a tradeoff between voltage regulation and power-sharing. In order to reduce the impact of communication delay on voltage observers, an improved DMPC consensus algorithm is proposed, which effectively improves the robustness of the system to the delay.
Meanwhile, for multi-energy systems such as microgrids, many works have also been done and reported (Li et al., 2021). The authors in (Liu and Yang, 2022) established a multi-objective optimization model with operating costs and gas emissions as the competing objective functions, simultaneously. To achieve the purpose of optimal energy dispatching with reasonable operating costs and gas emissions, a distributed algorithm with dynamic weights based on initial values was proposed, where participants only need to share information with neighboring controllers to achieve energy management. In (Li et al., 2020), the authors established a double-mode energy management model for the multi-energy system, which modeled the islanded and network-connected modes into a unified and distributed form. Then, a novel distributed dynamic event-triggered Newton-Raphson algorithm is proposed to solve the double-mode energy management problem in a fully distributed fashion, in which the adaptability and flexibility of the multi-energy system can be enhanced. Therefore, distributed control methods are more in line with the needs of the engineering practice for their real-time and robust performance, which can better coordinate the controllable devices within the multi-energy system.
Thus based on the collaborative Di-MPC, this paper proposes a method for optimizing the active-reactive power coordinated voltage control of islanded microgrid by considering multiple controllable devices on the source-grid-load subsystems, which divides the whole optimization control process into long-time scale and short-time scale according to the different action speeds and limits of the controllable devices. In different time scales, different control objectives and control variables are optimized. For long-time scale, based on the WT power, PV power, and load demands day-ahead forecast data, the active and reactive power outputs of each DG, the gear of on-load tap changer (OLTC), and the number of capacitor banks (CB) are optimally solved to minimize the system network losses. For short-time scale, the results of the long-time scale optimization are used as the initial values, and the voltage/reactive power sensitivity model is used as the voltage prediction model, based on the real-time WT power, PV power, and load demand forecast values. By calculating the active and reactive power output increments of the micro gas turbine (MT) and ESSs, as well as the reactive increments of WT and PV stations, it aims to minimize the voltage deviation and fluctuation so that the islanded microgrid system can run in a safe and economical way.
The main contributions and salient features of this paper are as follows:
1. Considering the strong coupling characteristic of active and reactive power that caused by the high impedance ratio of islanded microgrid, also the uncertainty of renewable energy and load. A multi-time scale source-grid-load active-reactive coordinated voltage optimization control strategy is proposed, which expands the optimization space of the traditional active-reactive decoupling method. The proposed strategy also enhances the ability of the islanded microgrid to cope with the uncertainty through the collaborative regulation mechanism of controllable devices in different time scales.
2. Considering the requirements of real-time and robustness of the regulation method in short time scale optimization stage. A source-load collaboration mechanism based on Di-MPC was proposed. In the proposed mechanism, the coordination problem between the agents is reduced to a cooperative game where they have to choose one out of the three strategies, and only two rounds of information interactions are required to reach an agreement. Therefore, it has a good performance of real-time and robustness.
2 ACTIVE-REACTIVE POWER COORDINATED OPTIMAL CONTROL STRATEGY BASED ON DISTRIBUTED MODEL PREDICTIVE CONTROL
2.1 Collaborative Distributed Model Predictive Control Theory
MPC is a model-based finite-time domain closed-loop optimization control algorithm, which is a process control method with easy modeling, good applicability, and high robustness. Based on this feature, MPC is widely used in the field of optimal control of power systems as a control algorithm with both applicability and robustness, and its basic framework consists of three major parts: predictive model, cost function, and solving algorithm (Villalon et al., 2020; Hu et al., 2021). The first element of the control sequence is applied to the controlled object, and at the next sampling moment, the optimal control problem is reconstructed based on the system state and the new measurement values after the control execution in the previous moment, and the above process is repeated (Rawlings and Mayne, 2009).
Traditional CMPC has a simple structure, and it is easy to implement because only one centralized controller needs to be designed to control the whole interconnected system. However, on the one hand, with the increasing number of distributed devices in the interconnection system, the computation burden of the centralized controller increases significantly, which has a significant impact on performing the real-time online rolling optimization. On the other hand, it lacks robustness since when one of the subsystems fails and withdraws from the interconnection system, the CMPC needs to correct the model in time to avoid wrong control command, which will cause the crash of the system. The correction is very time-consuming and complicated. Considering the shortcomings of CMPC, this paper adopts the collaborative Di-MPC to solve the voltage optimization problem. Di-MPC firstly decomposes the interconnected system into several subsystems with coupling relationships, and each subsystem can obtain the global information of the interconnected system through communication. Compared with CMPC, Di-MPC decouples a large online optimization problem and distributes them to each subsystem for a solution. Each sub-optimization problem is not only independent but also coupled, and each sub-optimization problem can be independently and parallelly solved, thus it greatly reducing the scale and complexity of solving the online optimization problems and improving the solution efficiency while ensuring the control performance (Le et al., 2020).
2.2 Multi-Time Scale Source-Grid-Load Active-Reactive Power Coordination and Optimal Control Strategy Based on Collaborative Distributed Model Predictive Control
In addition, the network-side devices have a slow response time when participating in the voltage regulation, so they should not be operated frequently. On the contrary, each DG in the source side is connected to the islanded microgrid through the inverter, and the fast response characteristics of the inverter itself enable the DGs to operate in a short time during the voltage regulation process. So the proposed collaborative Di-MPC carefully considers the operating characteristics of the above devices and comprehensively utilizes the regulatory potentials in the source-grid-load side. Based on the collaborative Di-MPC, a multi-time scale distributed voltage optimal control model is established in this paper proposes. The long-time scale optimal control model ensures the safety and the economic operation of the system, and the short-time scale optimal control further optimizes the voltage control effect. Thus each DG can ensure the economical and safe operation of the system while making full use to the voltage regulation capability of each controllable device in the source-grid-load side. The schematic diagram of the multi-time scale optimal control is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Multi-time scale optimal control schematic.
3 MULTI-TIME SCALE OPTIMAL MODEL OF ACTIVE-REACTIVE POWER COORDINATED VOLTAGE OPTIMIZATION CONTROL
3.1 Long-Time Scale Optimal Control Model
The long-time scale optimal control model takes the active and reactive power outputs of ESS and MT, the reactive power outputs of WT and PV stations, as well as the gear of the OLTC and the number of the CB as control variables, and the predicted data of wind power, photovoltaic power and load demands as input variables. Then by using 1 h as the optimization time window to optimally solve the above control variables.
3.1.1 Optimization Objective
The optimization objective of the long-time scale optimal control is to ensure the economical operation of the islanded microgrid system and reduce the network losses, so the objective function is designed to minimize the system network losses, described as:
[image: image]
where [image: image] is the optimization cycle of the long-time scale optimal control model; [image: image] is the total number of nodes; [image: image] is the active loss in node j at time t.
3.1.2 Constraints

1) Power flow constraints
The used LinDistflow model (Baran and Wu, 1989; Šulc et al., 2014) can linearize the original non-linear and non-convex power flow constraint, as well as the on-load tap changer constraint, which allows it to solve the original optimal control problem in a more efficient manner without affecting the precision, described as:
[image: image]
where [image: image] denotes the set of all line end nodes with node j as the start node; [image: image], [image: image] are the active and reactive power flowing through branch ij at time t, respectively; [image: image], [image: image] are the active and reactive power injected in node j at time t, respectively; [image: image], [image: image] are the active and reactive power demanded in node j at time t, respectively; [image: image], [image: image] are the microsource active and reactive power outputs in node j at time t, respectively; [image: image] is the voltage magnitude in node j at time t; [image: image] and [image: image] are the resistance and the reactance of branch ij, respectively; [image: image] is the voltage reference values, [image: image]
2) Voltage constraints
[image: image]
where [image: image], [image: image] are the lower and upper limits of the voltage amplitude in node j, respectively.
3) DGs and other devices operating constraints
1) WT operation constraints
[image: image]
where [image: image], [image: image] are the active and reactive power outputs of the WT in node j at time t, respectively; [image: image] is the inverter capacity of the WT in node j; [image: image] is the predicted active power outputs of the WT in node j at time t.
2) PV stations operation constraints
[image: image]
where [image: image], [image: image] are the active and reactive power outputs of the PV station in node j at time t, respectively; [image: image] is the inverter capacity of the PV station in node j; [image: image] is the predicted active power outputs of the PV station in node j at time t.
3) MT operation constraints
[image: image]
where [image: image], [image: image] are the active and reactive power outputs of the MT in node j at time t, respectively; [image: image] is the capacity of the MT in node j; [image: image] is the maximum active power outputs of the MT in node j; [image: image], [image: image] are the upper and lower limits of the ramping rate of the MT, respectively.
4) ESS operation constraints
[image: image]
[image: image]
where [image: image] is the charging power of the ESS in node j at time t; [image: image] is the discharging power of the ESS in node j at time t; [image: image], [image: image] are the charging and discharging status flags of the ESS at time t, respectively, and are 0–1 variables; [image: image], [image: image] are the maximum charging and discharging power of the ESS, respectively; [image: image] is the reactive power outputs of the ESS in node j at time t; [image: image] is the inverter capacity of ESS in node j; [image: image] is the stored power of the ESS at time t; [image: image], [image: image] are the charging and the discharging efficiencies of the ESS, respectively; [image: image], [image: image] are the upper and lower limits of stored power of the ESS, respectively; [image: image] is the amount of change in time. E is the battery capacity of the ESS.
5) OLTC operation constraints
[image: image]
where [image: image] is the ratio of the OLTC at branch ij at time t; [image: image] is the adjustment step length of the OLTC ratio; [image: image] is the initial value of the OLTC ratio at branch ij; [image: image] is the OLTC step at branch ij at time t; [image: image], [image: image] are the upper and lower limits of the adjustable step of the OLTC at branch ij, respectively; [image: image] is the limit value of the single adjustment step of the OLTC.
For the branch containing the OLTC, the voltage constraint is modified as
[image: image]
6) CB operation constraints
[image: image]
where [image: image] is the amount of reactive power compensation of the CB in node j at time t; [image: image] is the amount of reactive power compensation of a single group of the CB; [image: image] is the number of groups of CB being put into operation or removed in node j at time t; [image: image], [image: image] are the upper and lower limits of the number of groups that can be put into operation or removed of the CB, respectively; [image: image] is the limit value of the number of groups that can be put into operation or removed in a single adjustment of the CB group.
3.2 Short-Time Scale Optimal Control Model
The short-time scale optimal control model takes the active and reactive power output increments of MT and ESS, the reactive power output increments of WT and PV station as the control variables. It also takes the power outputs and actions of each DG and controllable device, and the voltage of each node solved by the long-time scale optimal control as the input variables. Then by using 15 min as the optimization time window in this stage to optimally solve the above control variables.
3.2.1 Optimization Objective
The optimization objective of the short-time scale optimal control aims at further reducing the voltage fluctuations based on the long-time scale optimal control regulation, which are due to the fluctuations of the wind power, photovoltaic power, and load demands. The optimization objective function is described as:
[image: image]
where [image: image] is the optimization cycle of the short-time scale optimal control; [image: image] is the predicted voltage value in node j at time t, which is calculated based on the steady-state node voltage and voltage/power sensitivity solved on a long-time scale; [image: image] is the voltage variation in node j at time t due to the variation of the injected active-reactive power; [image: image] is the reference voltage in node j at time t obtained after the optimal control calculation on the long-time scale; [image: image] is the actual voltage value in node j at time t-1.
3.2.2 Constraints
The constraints in short-time scale contain the operation constraints of DGs and ESS as shown in Eq. 13, Eq. 14, respectively.
[image: image]
[image: image]
where [image: image], [image: image] are the long-time scale reactive power output results of the WT and PV station in node j at time t, respectively; [image: image], [image: image] are the reactive power output increments of WT and PV station in short-time scale optimal control in node j at time t, respectively; [image: image] is the long-time scale active power output results of MT in node j at time t; [image: image] is the active power output increments of MT in node j at time t; [image: image] is the long-time scale reactive power output results of MT in node j at time t; [image: image] is the reactive power output increments of MT in node j at time t; [image: image], [image: image] are the long-time scale charging and discharging power results of the ESS in node j at time t, respectively; [image: image], [image: image] are the charging and discharging power of the ESS in node j at time t, respectively; [image: image] is the long-time scale reactive power output results of the ESS in node j at time t; [image: image] is the reactive power output increments of the ESS in node j at time t.
3.2.3 Voltage Prediction Model Based on Voltage/Power Sensitivity
Islanded microgrids are mainly powered by renewable energy sources such as wind power and photovoltaic power, which are subjected to environmental uncertainties. Combined with the characteristics of the islanded microgrid transmission lines, the voltage of each node will be affected when the output of WT and PV stations fluctuates due to environmental impacts. In order to control the DGs in time to achieve the purpose of voltage regulation, it is necessary to predict the node voltage fluctuations caused by the fluctuation of wind power, photovoltaic power, and load demands. Then reasonably arrange the power outputs of each DG to reduce the voltage deviation and fluctuation. In this paper, from the perspective of active-reactive power coordination control, in order to regulate the system voltage, the active and reactive power outputs of DGs inside the islanded microgrid is regulated under different stages. Based on the conventional AC power flow equation, the non-linear power flow is linearized at the steady-state solution of the power flow, and the following matrix can be obtained (Wang et al., 2005):
[image: image]
where [image: image], [image: image] are the node active and reactive power injection variation matrix, respectively; [image: image] is the node voltage phase angle variation matrix; [image: image] is the node voltage magnitude variation matrix; [image: image] is the Jacobi matrix.
The inverse of this matrix expression yields:
[image: image]
where [image: image], [image: image] are the voltage-active and voltage-reactive sensitivity factors, respectively, indicating the degree of voltage variation at each node when the node is injected with unit active and reactive power; [image: image], [image: image] are the phase-angle-active and phase-angle-reactive sensitivity factors, respectively, indicating the degree of voltage phase angle change at each node when the node is injected with unit active power and reactive power. Based on these matrixes, the relationship between the voltage variation at each node and the matrix of the change in active and reactive power injected into the node can be expressed by the following equation:
[image: image]
Then the voltage in node j at time t can be expressed as
[image: image]
Equation 18 will be used as the predictive model in the short-time scale optimal control process, which can forecast the node voltage under fluctuating wind power and photovoltaic output as well as load demand.
4 ACTIVE-REACTIVE POWER COORDINATED VOLTAGE OPTIMIZATION CONTROL BASED ON COLLABORATIVE DISTRIBUTED MODEL PREDICTIVE CONTROL
4.1 Problem Description of The Optimal Control Model
The islanded microgrid source-grid-load active-reactive power coordinated voltage optimization control problem studied in this paper contains continuous control variables, which are the power output of DGs and ESS. The problem also contains discrete control variables, which are the gear of OLTC, the switching group of CB, and the charging and discharging states flags of ESS. All the above variables form a multi-variable mixed integer programming problem with multiple constraints. According to the operating characteristic of the devices placed in the source, network, and load side, the problem is divided into long-time scale and short-time scale and solved.
4.2 Collaborative Control Mechanism
4.2.1 Long-Time Scale Optimal Control
The main optimization objectives in the long-time scale optimal control is to minimize the active network losses of the day-ahead islanded microgrid system, ensure the safety and economic operation of the islanded microgrid, and provide the initial reference voltage and the initial values of the active and reactive power outputs of each DG for the intra-day rolling voltage optimization. Among them, ESS is considered as the load-side device in this paper due to its charging and discharging power characteristics. The main control member in the long-time scale optimal control are WT, PV stations, and MT, which are considered as source-side devices. The on-load tap changer and capacitor banks are as considered as network-side devices.
4.2.2 Short-Time Scale Optimal Control
In the short-time scale optimal control, since it is not suitable for network-side devices such as OLTC and CB to operate in a short time period, only the source-side and load-side devices are optimized and controlled. The source-side devices and load-side devices of the islanded microgrid system are regarded as two interconnected subsystems, and corresponding agents under the structure of DI-MPC are set in each subsystem to carry out the coordinated control of active and reactive power. After receiving the optimization results of the long-time optimal control, the first communication between the agents of each subsystem is carried out. The source and load-side agents calculate their own selfish solutions and altruistic solutions through information interaction and then carry out the second communication. Each agent generates a 3 × 3 strategy table according to the obtained conservative solutions, selfish solutions, and altruistic solutions. Since both agents contain the same information of the system at this time, both agents finally choose the same control strategy in the strategy table that makes the global objective function optimal.
To better describe the proposed mechanism, the following definitions are introduced (Maestre et al., 2011):
[image: image]: is the input sequence of agent i at future moments, and the elements in the sequence represent the decision variables in the online optimization problem solved by each agent.
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[image: image]: is the global objective function.
[image: image]: is the optimal input sequence for agent i at time t. The defined equation is as follows:
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[image: image]: is the conservative solution sequence of agent i at time t, and is the remaining sequence of the optimal control sequence excluding the first element at time t-1
[image: image]
[image: image]: is the sequence of selfish solutions for agent i at time t. It is the sequence of solutions obtained by solving the following problem under the assumption that the neighboring agents use the conservative solution control sequence.
[image: image]
[image: image]: is the sequence of altruistic solutions for agent i at time t. It is the sequence of solutions obtained by solving the following problem under the assumption that the local agent uses a selfish solution sequence.
[image: image]
To discuss the designed inter-agent collaboration mechanism in terms of the game theory. At each time step of the collaborative Di-MPC, both source and load agents can be regarded as participating in a mutual cooperation game, each subsystem agent interacts with each other in two rounds of computation, the source agent sends the selfish solution [image: image], the altruistic solution [image: image] to the load agent and receives the selfish solution [image: image] and the altruistic solution [image: image] from the load agent, then both the source and load agents contain three different control sequences:
[image: image]
The cooperative game can be represented by a 3 × 3 strategy table. Each row of the table represents one of the three possible strategies of the source agent, and each column represents one of the three possible strategies of the load agent, and each cell contains the sum of the respective objective functions of each agent for the specified future input control sequence. That is, at each time step, each agent selects the control sequence combination that minimizes the sum of the objective functions. Because both agents share the same information with each other, in the end, they will choose the same combination of control sequences, and this combination of control sequences is the optimal strategy at the current moment. The 3 × 3 strategy table is shown in Table 1.
TABLE 1 | Objective function-based strategy table.
[image: Table 1]The nine strategies in the table are expanded and as shown in the following equation
[image: image]
The algorithm flowchart of the collaborative Di-MPC-based islanded microgrid source-grid-load active-reactive power coordinated voltage optimization control strategy is shown in Figure 2. T1, T2 are the optimal time cycles of long-time scale optimal control and short-time scale optimal control, respectively.
[image: Figure 2]FIGURE 2 | Algorithm flowchart of the collaborative Di-MPC for islanded microgrid source-grid-load active-reactive power coordinated voltage optimization control strategy.
5 CASE RESULTS AND DISCUSSION
5.1 Parameter Setting
In this paper, we adopt the adapted IEEE 33-BUS system, which is used for simulation analysis and as shown in Figure 3. The reference value of the microgrid is set to: [image: image] = 1 MVA, [image: image] = 12.66 kV, and the access location of each DG and other controllable devices are shown in Table 2. More simulation parameters can be seen in Table 3. The day-ahead forecast and real-time active power outputs of PV stations and WT are given in Figure 4, and the day-ahead and ultra-short-term active/reactive load demands forecast are given in Figure 5. The case study in this paper is based on a computer with a central processing unit of Intel(R) Core (TM) i7-9700 @ 3.00 GHz and 16 GB of RAM, modelled with MATLAB software and YALMIP toolbox, and the CPLEX optimization solver is used to solve the optimization model.
[image: Figure 3]FIGURE 3 | Adapted IEEE 33-BUS system.
TABLE 2 | Place location of DGs and other devices.
[image: Table 2]TABLE 3 | Simulation parameters.
[image: Table 3][image: Figure 4]FIGURE 4 | (A) Day-ahead forecast and real-time active power outputs of PV stations. (B) Day-ahead forecast and real-time active power outputs of WT.
[image: Figure 5]FIGURE 5 | (A) Day-ahead and ultra-short-term active load damands forecast. (B) Day-ahead and ultra-short-term reactive demands load forecast.
In order to verify the effectiveness of the proposed strategy, two other active-reactive coordinated voltage optimization strategies are compared to solve the same study case.
Strategy 1: Single-time scale conventional optimal control.
With the objectives of minimizing the active network losses, as well as the total voltage deviation of each node and the minimum voltage fluctuation in adjacent time periods, a traditional optimal control strategy with a single-time scale is used to optimally control all the devices involved in the voltage regulation within the islanded microgrid.
Strategy2: Multi-time scale CMPC.
With the objective of minimizing active network losses, the OLTC and CB switching schedule (24×1 h) and the active and reactive power outputs of DG are uniformly optimized before the day. During the day, the active and reactive power output increments of each DG are optimized on a rolling basis (96 × 15 min) using CMPC with the objective of minimizing the total voltage deviation of each node, as well as the voltage fluctuation in adjacent time periods (Liu et al., 2016). All the control instructions are performed through one centralized controller in this strategy.
Strategy 3: Multi-time scale collaborative Di-MPC.
With the objective of minimizing active network losses, the OLTC and CB switching schedule (24×1 h) and the active and reactive power outputs of DG are uniformly optimized before the day. During the day, the active and reactive power output increments of each DG are optimized on a rolling basis (96 × 15 min) using collaborative Di-MPC with the objective of minimizing the total voltage deviation of each node, as well as the voltage fluctuation in adjacent time periods. The final control instruction is generated and performed after the interaction between the two agents is complete.
5.2 Optimal Control Results Under Normal System State

1) Network losses result analysis
The system network losses result after applying three different optimal control strategies is shown in Figure 6. It can be seen that the network losses change under the multi-time scale optimal control strategy and all have the same trend. When the PV power decreases and the load demands increase in the evening hours, the network losses increase. Then by adjusting the DGs in the system, their output increases, and the network losses decrease. Through the vertical comparison, the proposed strategy can significantly reduce the network losses, and the maximum intra-day reduction is 65.38% compared with the conventional optimal control method, which can ensure the safe and cost-effective operation of the islanded microgrid system.
2) DGs output results analysis
[image: Figure 6]FIGURE 6 | System network losses under three different strategies.
The active power outputs of each DG in the islanded microgrid are shown in Figure 7. From the figure, we can see that wind power and PV power undertake the majority of the active load demands, which significantly reduce the phenomenon of wind and light abandonment and improves the effective utilization rate of DGs. The surplus power that occurs is stored by ESS. Figure 8 shows the reactive power outputs of each DG and CB. The results demonstrate that, although the frequency and amplitude fluctuations of each DG are large, the total reactive power outputs still match the trend of reactive load demands. The reactive power regulation limit of each DG depends on its active power outputs and rated capacity. The anti-peak regulation characteristic of WT is conducive to the expansion of its reactive power regulation space during the daytime, so that PV has sufficient reactive power margin when it is not generating at night, and the reactive power compensation is limited by the centralized power outputs during the daytime, forming a complementary trend with wind power.
3) Voltage control results analysis
[image: Figure 7]FIGURE 7 | DGs active power output results in the islanded microgrid.
[image: Figure 8]FIGURE 8 | DGs reactive power output results in the islanded microgrid.
The voltage control results of nodes 5, 11, and 18 under three optimal strategies are shown in Figure 9.
[image: Figure 9]FIGURE 9 | (A) Voltage control result of node 5. (B) Voltage control result of node 11. (C) Voltage control result of node 18.
As shown in Figure 9, although the three strategies used in the study case can control the voltage of the three typical nodes within the safe limits, the voltage fluctuations of nodes 5, 11, and 18 are greater under the conventional optimal control method with a single time scale. In contrast, while under the multi-time scale optimization control method, the overall voltage fluctuation trend of node 5 at the beginning of the transmission line is gentle, and the voltage fluctuation increases as the position moves back, but the voltage fluctuation of each node is the smallest with the third strategy compared to other strategies, which demonstrate the best voltage control effect.
5.3 Optimal Control Results Under Faulty System State
In order to reflect the applicability and robustness of the proposed strategy, it is assumed that the PV station originally placed at the No. 16 node is out of operation due to a failure, which is a large system state changing for the island microgrid system with weak adjustment capability. At this time, it is necessary to appropriately optimize and control the controllable devices in the system to deal with the failure and avoid larger problems. The applicability and robustness of the proposed strategy are reflected by comparing the network losses and voltage fluctuation of the key nodes under the three different strategies.
1) Network losses results analysis
As can be seen from Figure 10, compared with the system under normal state, both the amplitude and fluctuation range of the network losses have increased, indicating that the self-regulation ability of the islanded microgrid system will be weakened when facing the generator failure. It is more necessary to reasonably coordinate the controllable devices to make up for the lack of regulation ability. In addition, we can see that among the three optimal control strategies adopted, the strategy proposed in this paper significantly reduces the network losses by 76% at the moment of the maximum network losses in the daily time. Therefore, the proposed strategy can still effectively reduce network losses when dealing with system failures and shows certain applicability and robustness.
2) Voltage control results analysis
[image: Figure 10]FIGURE 10 | System network losses under three different strategies.
From Figure 11A, we can see that compared to the normal system state, due to the connection of PV station and ESS at node-5, although the voltage fluctuation at node-5 has increased, the overall trend remains consistent with the level before the fault. However, node 18 is at the end of the transmission line, which has a large voltage fluctuation. Node 16, which is related to node-18, was in the middle section of the transmission line, and it is connected with a PV station as well as an ESS. When the PV station and the ESS were out of operation, node-18 needs to deal with its own load fluctuations while facing a longer power transmission distance, which will make the voltage regulation of the node more difficult. As can be seen from Figure 11B, the proposed strategy primely solved the voltage fluctuation problem faced by node-18 and reflects a better voltage control effect as well as robustness compared to the other two strategies.
[image: Figure 11]FIGURE 11 | (A) Voltage control result of node 5. (B) Voltage control result of node 18.
6 CONCLUSION
In this paper, a collaborative Di-MPC-based source-grid-load active-reactive power coordinated voltage optimization control strategy is proposed. It considers the strong coupling characteristic of active and reactive power caused by the high R/X ratio of the islanded microgrid, as well as the difficulty of real-time online optimization and low robustness of the centralized method. The simulation case of a modified islanded microgrid is analyzed, and the results show that:
The proposed active-reactive power coordinated optimal control strategy can significantly reduce the system network losses. Furthermore, it gives priority to the consumption of wind power and photovoltaic when the load fluctuates, which reduces the wind power and photovoltaic curtailment and ensures the safe and economic operation of the islanded microgrid system.
The proposed collaborative Di-MPC-based voltage optimization control strategy can fully mobilize the voltage regulation potential of the source-grid-load triad, and it effectively suppresses the voltage deviation and fluctuations caused by the uncertainty of DGs and load demand.
From the perspective of modeling, this paper only considered the participation of conventional DGs in voltage regulation. In fact, multiple types of DG and other controllable device have already connected to the multi-energy system like microgrids, such as intelligent terminals, and electric vehicles, which are challenging to be considered in the optimization model. Therefore, more coordination possibilities by considering more DGs and controllable devices will be the research focus in our future work.
From the perspective of the collaboration mechanism, the proposed mechanism still needs some information interaction during the optimization process. This means that if there is any interaction failure appears or information losses, the real-time and robustness of the mechanism will be affected. Therefore, how to better deal with the failure and information losses during the interaction will be the research focus in our future work.
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With the construction of a new generation of electric power systems with new energy as the main body, there are major changes in the traditional electrical engineering undergraduate teaching system. On the one hand, the dynamic operating characteristics of the power system dominated by new energy sources and dominated by power electronic equipment will be significantly different from the traditional power system dominated by synchronous generators. Therefore, there is an urgent need to reform the curriculum system to train electrical engineering professionals who can adapt to the future development trend of the power system. On the other hand, with the rapid advancement of advanced information technology in recent years, the application of cutting-edge technologies such as cloud computing, big data, and artificial intelligence in the field of electrical engineering has become more and more in-depth. Therefore, there is an urgent need to cultivate advanced technical experts who possess more advanced information theory and cybernetics knowledge and master the application of cutting-edge information technology in the field of electrical engineering. From the perspective of student training and professional construction needs, this paper systematically analyzes the lag of the traditional electrical engineering curriculum system, and analyzes the knowledge needs of electrical engineering students adapting to the development of the new generation of power systems. From the perspective of teaching schemes, curriculum systems, and evaluation systems, a plan for restructuring the teaching system was proposed. The work in this article can provide a reference for the training of college students majoring in electrical engineering, and it can also provide a more feasible improvement idea for the training of college students in other majors.
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1 INTRODUCTION
The Paris Agreement on climate change (Preston, 2021) charts the course for the world to transition to green and low-carbon development. On 22 September 2020, Chinese President Xi Jinping delivered an important speech at the 75th United Nations General Assembly, stating: China aim to have CO2 emissions peak before 2030 and achieve carbon neutrality before 2060 (The Xinhua News Agency, 2020). Driven by the goal of “green and low-carbon development,” it will promote the transformation of renewable energy to the main energy source (Shu, 2021). According to statistics, China’s total electricity consumption is expected to increase from 7.5 trillion kWh in 2020 to 15–17 trillion kWh in 2060 (Global Energy Internet Development Cooperation Organization, 2021). Renewable energy will become the main force in the supply of electric power. It is estimated that by 2030, the installed capacity of wind power and photovoltaics will exceed 1.6 billion kilowatts, and the power generation of renewable energy will be about 3.5 trillion kilowatt-hours (China Energy Research Association, 2020). After 2030, traditional non-fossil energies such as hydropower and nuclear power are constrained by resources and sites, and construction will gradually slow down, and the development of renewable energy will further accelerate. It is estimated that by 2060, the installed capacity of wind power and photovoltaics will exceed five billion kilowatts, accounting for more than 80% of the installed capacity, and the power generation of renewable energy will exceed 9.6 trillion kWh, accounting for more than 60%, becoming an important support for the power system (Peng, 2021). Obviously, the new power system with a high proportion of renewable energy will be the core development direction of the future energy system, which will bring great challenges to the traditional power system:
1) The ultra-high proportion of renewable energy is connected, the uncertainty faced by the system is further increased, and the balance of power and electricity is under great pressure (Hou et al., 2019; Impram et al., 2020). Renewable energy has strong uncertainty, and the randomness and volatility of its output will bring huge pressure to the power and power balance of the power system (Niu et al., 2022). Especially in extreme conditions such as earthquakes, bad weather, and sudden disasters, it is difficult to ensure Stable supply of electricity.
2) With a large number of power electronic devices connected to the power grid, the inertia of the power system is greatly reduced, and safe and stable operation faces great challenges (Muzhikyan et al., 2017; Peng et al., 2018). With the orderly withdrawal of conventional thermal power units and the grid connection of large-scale renewable energy sources, as well as the commissioning of a large number of transmission equipment containing a high proportion of power electronic components, the inertia of the future power system will inevitably be greatly reduced (Fernández-Guillamón et al., 2019). The system frequency regulation capability will be significantly reduced, which will subvert the existing system control operation mode and threaten the safe and stable operation of the power system.
3) It is difficult for traditional large power grids to meet future power transmission needs. For a long time, China’s wind power and photovoltaic resources and loads have been distributed inversely. The northwest region is rich in wind power and photovoltaic resources, but has a sparse population and low power consumption; while the eastern region has few wind power and photovoltaic resources, but is densely populated and has a high level of power consumption. China connects resource areas such as northwest China with load areas in central and eastern China through the construction of UHV transmission channels (Zhang and Li, 2009). With the increasing demand for electricity in the eastern region, the scale of power transmission in the future will reach the level of trillions of kilowatt-hours, a large number of UHV power transmission channels are required to be constructed, which will result in huge costs.
It can be seen that in order to truly implement China’s national “green and low-carbon development” strategy and to utilize renewable energy such as wind power and photovoltaics on a large scale, there are still many practical difficulties to overcome. How to solve these difficulties? State Grid Corporation of China (Xin, 2021) and China Southern Power Grid Corporation (Rao, 2021) have, respectively put forward action plans for building new generation of power system after research. Among them, the main points include the following:
1) Empowerment of digital technology to form an energy Internet that integrates multiple energy sources (Wu et al., 2020). With the prominent features of distributed production and distributed utilization of energy (Yan and Hu, 2018), by deepening the integration and application of advanced information and communication technology, control technology and energy technology (Zhang, 2021), driven by digital technologies such as cloud computing, big data, and the Internet of Things, the smart grid will evolve into a self-balancing, self-running and self-processing smart energy system integrating source, network and load.
2) Promote the collaborative interaction of source, network, load and storage, and develop microgrid technology (Wu and Jiang, 2019; Fan et al., 2021). With the development of artificial intelligence, big data and other technologies, users can use information technology to intelligently adjust their energy consumption characteristics to participate in the interaction of supply and demand for the power grid. Through extensive user participation and complete information support, microgrid can promote more effective supply and demand interaction, thereby breaking the operation limit of traditional power system “power output follow with load.”
3) Establish scientific and reasonable electricity price mechanism and economic policy (Davison et al., 2002; de Menezes et al., 2016). Deepen the reform of the electricity market, guide and regulate the production and consumption of electricity in the market through electricity prices, and encourage users to conduct electricity spot transactions through supply and demand interaction, electricity sales through partition walls, etc., to form a prosperous electricity market, stimulate economic vitality, and promote the sustainable and efficient development of the power system.
It can be seen that the construction of the new power system conforms to the development trend of the new generation of energy technology in the world, and is also the demand for the development of international power science and technology. In order to build and maintain a new type of power system with a high proportion of renewable energy, there will be a continuous strong demand for relevant professionals, and power grid companies will need to recruit a large number of people with knowledge in electrical, information, control, computer, business management and other fields. The professionals trained by any of the existing traditional disciplines do not have such a comprehensive knowledge base (Zhu et al., 2020). Therefore, it is urgent to develop the training concept and training path of the electrical engineering major, break the existing disciplinary boundaries, strengthen the interdisciplinary, and establish a new professional personnel training scheme and training model to cultivate professionals with low-carbon, environmental protection, innovation, and open value concepts as well as a broad basic knowledge of complex subjects and the ability to solve interdisciplinary problems.
Based on the exploration and practice of undergraduate teaching in the electrical engineering and automation major of Changsha University of Science and Technology in the past 5 years, this paper systematically expounds some thoughts, understandings and practices of the authors on the training of new generation power system professionals based on the electrical engineering discipline. The second chapter takes Changsha University of Science and Technology as an example to introduce the current educational scheme of electrical engineering undergraduate teaching; The third chapter analyzes the knowledge structure that undergraduate graduates should have to meet the needs of building new generation power systems from the perspective of industry development needs, and points out the shortcomings of using the existing electrical engineering knowledge structure to deal with the development of new generation power systems. The fourth chapter puts forward the reform plan of electrical engineering undergraduate education from two aspects of teaching scheme reform and industry-university-research linkage. Finally a conclusion.
2 THE CURRENT UNDERGRADUATE TEACHING SCHEME OF ELECTRICAL ENGINEERING——TAKING CHANGSHA UNIVERSITY OF SCIENCE AND TECHNOLOGY AS AN EXAMPLE
2.1 Introduction to Electrical Engineering Major of Changsha University of Science and Technology
Changsha University of Science and Technology is a multi-disciplinary university focusing on engineering, with coordinated development of engineering, management, management, economics, literature, and law, with undergraduate education as the main body, with post-doctoral research stations and the right to confer doctoral degrees. It is a national university of “Basic Capacity Building Project of Universities in the Central and Western Regions of China.” One of the predecessors of Changsha University of Science and Technology was Changsha Electric Power College, which was founded in 1957 and was directly affiliated to the Ministry of Electric Power Industry of the People’s Republic of China. Therefore, the electrical engineering major of Changsha University of Science and Technology is the main major and advantageous major of the school, which has remarkable characteristics of the power industry, and has a history of running education for more than 60 years. Now it is a national characteristic major and has been selected into the “Excellent Engineer Education and Training Program” of the Ministry of Education of China.
2.2 Professional Training Goals
The personnel training objectives of the electrical engineering major of Changsha University of Science and Technology are:
This major cultivates Senior engineering and technical personnel engaged in system operation, engineering design, manufacturing, research and development and engineering management in power systems, electrical equipment manufacturing and scientific research institutes with a sense of social responsibility, good professional ethics and comprehensive quality, strong adaptability and innovative awareness, a knowledge structure combining strong and weak electricity, a forward-looking professional vision, and engineering practice ability, self-learning ability and innovation ability. Therefore, according to the training objectives, the graduation requirements for the quality of personnel training are formulated, including 12 aspects–professional norms, engineering knowledge, problem analysis, design/development solutions, research, use of modern tools, engineering and society, environment and sustainable development, individuals and teams, communication, project management, lifelong learning:
1) Professional norms: establish a scientific worldview, have humanities and social science literacy, be able to understand and abide by engineering professional ethics and norms in electrical engineering practice, and fulfill responsibilities.
2) Engineering Knowledge: Ability to apply mathematics, natural sciences, engineering fundamentals and expertise to solve complex electrical engineering problems.
3) Problem Analysis: Be able to apply fundamental principles of mathematics, natural sciences, and engineering sciences, and through literature research, to identify, express, and analyze complex electrical engineering problems to obtain valid conclusions.
4) Design/Develop Solutions: Be able to design solutions to complex electrical engineering problems, design electrical systems, units (components) or control devices to meet specific needs, and be able to reflect innovation in the design process, taking into account social, health, safety, Legal, cultural and environmental factors.
5) Research: Be able to conduct research on complex electrical engineering problems based on scientific principles and using scientific methods, including designing experiments, analyzing and interpreting data, and obtaining reasonable and effective conclusions through information synthesis.
6) Use of modern tools: The ability to develop, select and use appropriate techniques, resources, modern engineering tools and information technology tools for complex electrical engineering problems in order to predict and simulate complex electrical engineering problems and understand their limitations.
7) Engineering and Society: Be able to conduct rational analysis based on engineering-related background knowledge, evaluate the impact of professional electrical engineering practice and solutions to complex electrical engineering problems on society, health, safety, law and culture, and understand responsibilities.
8) Environment and Sustainability: Be able to understand and evaluate the impact of practices addressing complex electrical engineering issues on environmental and social sustainability.
9) Individuals and Teams: Ability to work as a team and function in a multidisciplinary context, taking on the roles of individuals, team members and leaders.
10) Communication: Be able to effectively communicate and communicate with industry peers and the public on complex electrical engineering issues, including writing reports and design manuscripts, making presentations, expressing clearly or responding to instructions, etc. And have a certain international perspective, able to communicate, exchange and cooperate in a cross-cultural context.
11) Project management: understand and master the basic knowledge of engineering management principles and economic decision-making methods, and be able to apply them to engineering practice in a multidisciplinary environment.
12) Lifelong learning: have the awareness of independent learning and lifelong learning, and have the ability to continuously learn and adapt to development.
2.3 Professional Curriculum System
According to the normative guidance on the training objectives and knowledge structure of electrical engineering students in the 2012 Chinese Ministry of Education’s “General Colleges and Universities Subject Catalog and Major Introduction (2012),” Through the visits and seminars of employers, alumni symposiums, and fresh graduates symposiums, etc., the training objectives and graduation requirements are determined in combination with social needs, and then the knowledge, ability requirements and training methods are determined according to the graduation requirements, and finally the curriculum system is set up and formed.
2.3.1 Mathematics and Natural Science Courses
In terms of the setting of mathematics and natural science courses, the principle of combining advanced mathematics and engineering mathematics is comprehensively considered, and in conjunction with the establishment of the follow-up engineering basic courses, professional basic courses and professional courses of this major, the mathematics courses are opened: 1) Basic Advanced Mathematics: Advanced Mathematics, Linear Algebra, Probability Theory and Mathematical Statistics; 2) Engineering Mathematics: Complex Variable Function and Integral Transformation. In terms of natural science courses, combined with the graduation requirements of this major and the needs of practical engineering, the university physics course and supporting experimental courses have been opened.
The credits of mathematics courses are set at 18.5 credits, and the credits of natural science courses are set at 7 credits, all of which are required courses, accounting for 15.2% of the total credits. The compulsory courses of mathematics and natural science courses are organized by the school’s Academic Affairs Office to organize professional teachers from relevant colleges to teach, and unified examinations at the end of the semester to establish unified assessment standards to ensure the teaching quality of mathematics and natural science courses and meet the graduation requirements The curriculum setting of mathematics and natural science courses is shown in Table 1.
TABLE 1 | Curriculum setting of mathematics and natural science courses.
[image: Table 1]2.3.2 Engineering Basic Courses, Professional Basic Courses and Professional Core Courses
In the training plan, the engineering basic courses are 24 credits, the professional basic courses are 17 credits, the professional core courses are 24 credits, and the three types of courses are 65 credits in total, accounting for 38.7% of the total credits. Engineering basic courses include “Engineering Drawing,” “Circuit Theory,” “Analog Electronic Technology,” “Digital Electronic Technology,” “Electromagnetic Field,” “Computer and Programming Fundamentals” and other courses. Professional basic courses include “Electrical Machinery,” “Power Electronics” Technology,” “Steady-State Analysis of Power System” and other core compulsory courses, professional core courses set up “Power Plant Electrical Part,” “Power System Transient Analysis,” “Relay Protection Principle,” “High Voltage Technology” according to the characteristics of running a school and other professional core courses and professional elective courses closely related to power system. The setting of each course is shown in Table 2.
TABLE 2 | Curriculum Setting of Engineering basic courses, professional basic courses and professional core courses.
[image: Table 2]2.3.3 Engineering Practice and Graduation Design
In order to cultivate professional talents with solid theoretical foundation, outstanding practical ability, strong innovation consciousness and ability, the content of practical teaching has been greatly strengthened in recent years, and the coordination and integration of curriculum teaching and practical teaching has been promoted. The teaching concept of continuously strengthening practical teaching during the 4-year study, thereby driving students’ practical ability and practical ability to be greatly improved.
The practical teaching system includes three parts: Course design, internship and graduation design.
2.3.3.1 Course Design
The course design of this major is arranged to start in the same semester or the next semester after the end of the theoretical course, so that students have sufficient time and energy to complete the relevant content. The course design that each student must complete before graduation includes the course design of power grid, the course design of power plant and the course design of relay protection. The three compulsory course design links all require students to work as a team of about 4–6 people to complete the prescribed tasks through teamwork around a selected topic. Please refer to Table 3 for relevant course information.
TABLE 3 | Course design list.
[image: Table 3]2.3.3.2 Internship
Arrange students to visit and learn about power plants, substations and electrical equipment manufacturing enterprises, and experience the production processes of power plants and substations, such as operation, maintenance, scheduling, and overhaul, at close range. Visit and understand the production process and production process of transformers, relay protection devices and other equipment, and complete the course tasks of production practice. Each student should participate in the cognition internship and graduation internship, which content and requirements are shown in Table 4.
TABLE 4 | The cognition internship and graduation internship.
[image: Table 4]For a long time, this major has cooperated with Datang Xiangtan Power Generation Company, Datang Huayin Power Leiyang Power Plant, Hunan Ziguang Measurement and Control Co., Ltd., Huazi Technology Co., Ltd., State Grid Hunan Electric Power Company Maintenance Company Xingsha Training Branch, Hunan Dewopu Electric Co., Ltd. and other companies jointly build a practical education base, which provides a good platform for students’ practical activities. In addition, students can also choose a suitable electric power company or electric company as their practice base according to their own situation. These bases are important places for student employment and school-enterprise industry-university-research cooperation.
3.3.3.3 Graduation Project
The graduation project (thesis) is divided into basic research papers and engineering practical papers according to the content. Basic research papers are for in-depth systematic analysis and discussion of one or some specific problems and phenomena to obtain meaningful conclusions or algorithms; engineering practical papers are based on industrial or engineering practical problems to solve the system design of practical engineering and some practical problems in engineering practice.
The undergraduate graduation project (thesis) of the electrical engineering major makes full use of the actual industrial engineering projects undertaken and participated by the teachers of this major to realize “one student, one project,” so that senior students can directly contact the practical problems in the engineering field of this major. More than 70% of the graduation project (thesis) are practical engineering design problems, which can enable students to truly feel the practical application of the knowledge they have learned. In the process of completing the graduation project (thesis), train students to master design standards and specifications, face practical engineering problems, and comprehensively use the knowledge to improve their ability to analyze and solve problems.
2.3.4 The Support Relationship of the Training Scheme to the Graduation Requirements
The contents of various courses and their assessment methods included in the professional training plan can effectively support the achievement of graduation requirements, which are: 1) professional norms (PN), 2) engineering knowledge (EK), 3) problem analysis (PA), 4) design/development solutions (DS), 5) research (RE), 6) use of modern tools (UT), 7) engineering and society (ES), 8) environment and sustainable development (ED), 9) individuals and teams (IT), 10) communication (CM), 11) project management (PM), 12) lifelong learning (LL) respectively. The correspondence matrix between the curriculum system and graduation requirements of this major is shown in Table 5. The degree of correlation between courses and graduation requirements is represented by “H (high),” “M (medium),” “L (low),” and H represents the course covers at least 80% of the graduation requirements, M means that the course covers at least 50% of the graduation requirements, and L means that the course covers at least 30% of the graduation requirements.
TABLE 5 | Correspondence matrix of courses and graduation requirements.
[image: Table 5]3 NEW REQUIREMENTS OF NEW GENERATION POWER SYSTEM FOR ELECTRICAL ENGINEERING STUDENTS’ KNOWLEDGE STRUCTURE
3.1 Demand for New Technology Fusion of Cyber-Physical Systems With Advanced Information Technology as the Core
The new power system will present the characteristics of deep integration of digital information and the physical system of the power grid. Using advanced information and control technology, the traditional power system can be transformed and upgraded. Using information technology in power system planning and design, scheduling optimization, safety and stability, protection and control, etc., can achieve “comprehensive, accurate measurable and highly controllable” on the power generation side; on the power grid side, a cloud-edge fusion control system can be formed; Effectively aggregate massive adjustable resources on the power consumption side to support real-time dynamic response. Through massive information data analysis and high-performance computing technology, the power grid has super sensing ability, intelligent decision-making ability and rapid execution ability.
At present, in the State Grid Corporation of China and China Southern Power Grid Corporation, new technologies such as digital twins, big data, cloud computing, Internet of Things, and artificial intelligence have begun to be popularized and applied in the industry, but the courses taught in colleges and universities are generally based on traditional circuits—motor—power system model-based theory and control technology, lack of data-centric, data-driven, model and parameter adaptive system modeling theory and methods, Students do not know how to use digital tools to model through data. Therefore, cultivating compound professionals who can adapt to the development needs of the times and can skillfully use information tools to solve practical problems in the power system is a shortcoming that must be filled in the process of building a new generation power system.
3.2 Students Need to Understand the New Mode of Power System Operation and New Control Objects With Deep Interaction Between Source, Grid, Load and Storage
The large-scale development of renewable energy places higher requirements on the flexibility of the power system. Traditionally, the demand for flexibility of the power system comes from adjusting the power supply to balance the changes and fluctuations of the load in real time, while the output of non-water renewable energy is volatile. In the scenario of power decarbonization, the power system must face the dual volatility of the load side and the power supply side caused by flexible loads and large-scale renewable energy. On the one hand, the challenges brought by this flexibility demand will be reflected in the urgent need for more effective energy storage materials and devices. On the other hand, due to carbon reduction requirements, fossil energy cannot fully undertake the task of flexible demand response. Therefore, the traditional power system must be further developed in the direction of deep interaction between source, network, load and storage.
The flexible and sufficiently elastic microgrid operation mode will become an important operation mode in the distribution network, which puts forward higher requirements for the peak regulation, frequency regulation and voltage regulation capabilities of the microgrid with a high proportion of renewable energy generation. However, in the current teaching system of electrical engineering, the proportion of professional courses closely related to the above new objects and new models is not high, and the system is not strong. For example, knowledge of energy storage materials and devices, knowledge of wind power and other renewable energy power generation principles, knowledge of microgrid operation and control, and knowledge of demand response, these professional courses closely related to the operation and control of new power systems are generally missing.
3.3 Build a New Mechanism for mid- and Long-Term, Spot and Ancillary Services Transactions in Electricity With Market Participation
The high degree of digitalization of the new power system will accelerate the development of the power market. With the deep integration of the digital economy and the traditional power industry, the power market transactions continue to enrich, including medium and long-term power transactions, spot power transactions, and auxiliary grid service transactions. These trading mechanisms will promote the transformation of energy consumption from a single, passive, generalized utilization mode to an efficient utilization mode that integrates multiple needs, active participation, and customization.
On 28 January 2022, China’s National Development and Reform Commission and China’s National Energy Administration issued the “Guiding Opinions on Accelerating the Construction of a National Unified Electricity Market System,” which repeatedly emphasized the requirements for nearby consumption and trading of distributed energy: Encourage renewable energy power projects to supply power to nearby industrial parks or enterprises through innovative power transmission and operation methods; Promote the market-oriented transaction of distributed power generation, and support distributed power generation (including electric energy storage, electric vehicles and ships, etc.) and electricity users in the same distribution network to conduct transactions nearby through the power trading platform; In rural areas support the development of renewable energy electricity trading nearby. At present, the Guangdong electric power spot market and the regional frequency regulation auxiliary service market have carried out the settlement trial operation. The above business model is not available in the existing electricity market. Therefore, it is urgent to strengthen the economic literacy of students, so that students can understand the important role of market tools in the operation of the power system and be able to innovate the power trading mechanism.
4 EXPLORATION ON THE REFORM OF ELECTRICAL ENGINEERING UNDERGRADUATES TEACHING SCHEME TO MEET THE NEEDS OF NEW POWER SYSTEM CONSTRUCTION
4.1 Build a New Professional Concentration and Corresponding Training Scheme
In order to cultivate specialized talents with good basic theoretical knowledge of electrical engineering and information engineering and strong engineering practice ability to meet the needs of new power system construction and economic and social development, after long-term thinking, the authors have made in-depth adjustments to the training scheme of electrical engineering major. On this basis, a new training scheme was formulated, and a new professional concentration was developed accordingly–Concentration in Smart grid Information Engineering.
The curriculum of concentration in Smart grid Information Engineering integrates the relevant courses of “electrical engineering” and “electronic information engineering.” Specialized courses are set up such as “Demand side management of power grid,” “Energy Metering technology,” “Automation of distribution networks,” “Renewable energy generation,” “Smart grid communication technology,” “Power economics and management,” etc., so that students not only master the production and operation rules of traditional power systems but also familiar with the development trends of smart grid as well as knowledge of technics, ethics, regulations and industry standards related to distributed power generation, microgrid control and smart grid information engineering. The overall curriculum system of the concentration in Smart grid Information Engineering is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The overall curriculum system for concentration in Smart grid Information Engineering.
The curriculum system shown in Figure 1 well responds to the new requirements for students’ knowledge and ability proposed in Section 3. As for “demand for new technology fusion of cyber-physical systems with advanced information technology,” through the course “Smart Grid Fundamentals,” students can develop a conceptual and macro understanding of cyber-physical system of power grid; Through the course “Smart Grid Communication Technology,” students are trained to understand and master various wired and wireless communication modes and principles widely used in Smart Grid; Through the course “Energy Metering Technology,” students are trained to master the means of advanced metering infrastructure and understand the use of which in management of loads and distributed renewables. As for “demand for understand the new mode of power system operation and new control objects with deep interaction between source, grid, load and storage,” through the course “Renewable Energy Generation,” students are trained to understand the principle of renewable energy generation; Through the course “Principle and Technology for Energy Storage,” students are trained to understand the application prospect and development trend of energy storage technology in power system; Through the course “Power Demand Side Management,” students are introduced to the role of electric vehicles, flexible loads and other controllable loads in the regulation of Power system; Through the course “Automation of Distribution Networks,” we discussed with students the principle and method of automatic control of distribution network with a large amount of distributed power generations and controllable loads. As for “demand for new mechanism for transactions in electricity with market participation,” through the course “Power Economics and Management,” students are trained to understand the concept of electricity market and Electric spot trading, and through the course “Electric Power Engineering Budget,” students are trained to understand the concept of project cost and project budget.
Compared with the curriculum system introduced in the second part, the curriculum system highlights the characteristics of the combination of strong and weak electricity and the intersection of disciplines, and offers the following characteristic courses:
• “Smart Grid Communication Technology.” Based on communication systems and principles and information communication technology, this course systematically introduces the key technologies of smart grid communication and the current situation and development of China’s power communication network, including information coupling technology, cloud computing, information security and other smart grid information technologies, power communication Network system and traditional power business and new business of smart grid, new generation power communication technology and key technology of power backbone transmission network in the era of 5G and Internet of Things, intelligent power distribution communication technology and application, power data network structure and related technologies, Internet of Things Technology and research and application in smart grid, etc.
• “Automation of Distribution Networks.” This course introduces the basic concepts of distribution network automation, distribution network primary equipment, distribution network automation data communication, distribution network feeder monitoring terminal, power user power information collection terminal, distribution network feeder automation, power user power consumption information Acquisition system, distribution network automation master station system, distribution network advanced application software, build the knowledge structure necessary for electrical engineering automation students, and lay the necessary foundation for engineering practical application and subsequent theoretical research.
• “Energy Metering Technology.” This course includes overview of electric energy measurement technology, inductive electric energy meter, electronic electric energy meter and special electric energy meter, measuring transformer, electric energy measurement method, wiring inspection of electric energy measurement device, electric energy measurement inspection device and inspection method, smart electric meter, automation Meter reading, remote meter reading technology, etc., enable students to have the theoretical knowledge and practical operation skills of conventional electric energy measurement technology necessary for power system and automation majors.
• “Renewable Energy Generation.” This course introduces the working principles and characteristics of wind, solar, hydro, ocean, biomass, geothermal and other power generation forms, as well as power conversion technology in renewable energy power generation.
• “Principles and Technology for Energy Storage.” This course introduces the basic knowledge, basic processes and some application examples of energy storage principles and technologies. Including the development history, working principle, characteristics, classification, materials, design and manufacture, testing technology, safety, etc., of energy storage batteries. At the same time, the pumped storage technology, superconducting energy storage technology, compressed air energy storage technology, metal-air battery, supercapacitor, etc., are briefly introduced.
• “Power Demand Side Management.” This course introduces the importance, basic knowledge and development of DSM at home and abroad, and introduces the cost-effectiveness of orderly electricity consumption, energy-saving services, energy substitution, multi-coordinated control of source, network, and load, demand-side response, and demand-side management., demand side management under the smart grid mode and other practical technologies for power demand side management.
• “Power Economics and Management”. This course includes time value of capital and equivalent calculation, basic data of power technical and economic evaluation, economic evaluation methods (deterministic evaluation method and uncertainty evaluation method), feasibility study of power construction projects, equipment renewal and leasing decision-making, etc., so that students can analyze, evaluate and make decisions on power technology and economic issues from the aspects of power technology advancement, power economic rationality, social justice and ecological adaptability, so as to choose projects and schemes with the best comprehensive benefits.
A large number of power electronic devices are indispensable in the new power system with new energy source as the main body. In fact, whether wind power, photovoltaic, charging piles, energy storage devices, are connected to the power grid through power electronic devices as the interface of the grid. Microgrid, which is developing rapidly at present, is also built with new energy source as the main body, and inevitably contains a large number of power electronic devices. Therefore, the power electronics course design is set up to design the corresponding power electronics circuit and controller centering on the application of renewable energies in microgrid, so as to improve students’ ability to master power electronics technology Design content and requirements for power electronics course design is shown in Table 6.
TABLE 6 | New course design—Power electronics.
[image: Table 6]The correspondence matrix between the new opened courses and graduation requirements of this major is shown in Table 7. The graduation requirements are: 1) professional norms (PN), 2) engineering knowledge (EK), 3) problem analysis (PA), 4) design/development solutions (DS), 5) research (RE), 6) use of modern tools (UT), 7) engineering and society (ES), 8) environment and sustainable development (ED), 9) individuals and teams (IT), 10) communication (CM), 11) project management (PM), 12) lifelong learning (LL), respectively.
TABLE 7 | Correspondence matrix of the new opened courses.
[image: Table 7]4.2 Construct a Student Training Mechanism With Industry-University-Research Collaboration
In order to better integrate the technical achievements and business requirements of the new power system industry into the whole process of electrical engineering talent training and meet the needs of industrial development, the electrical engineering major of Changsha University of Science and Technology follows the concept of open cooperation, complementary advantages, and mutual benefit and win-win results, carried out school-enterprise collaborative education, through customized practical courses, compiling a series of practical teaching materials, revising practical teaching plans, adding engineering practice content on the basis of the original professional practice, incorporating social practice into the scope of professional practice, and implementing school-enterprise joint management; Professional teachers, corporate mentors, and counselors” are jointly responsible for professional guidance, job guidance and psychological counseling.
For a long time, Changsha University of Science and Technology has continuously innovated the practice of industry-university-research cooperation education based on the major strategic needs of the country and the power industry, and strived to create an engineering practice platform for school-enterprise collaboration. We have built experimental teaching bases such as the National Virtual Simulation Experiment Teaching Center for “Power Production and Control,” and the National Practice Teaching Demonstration Center for “Energy System and Power Engineering,” and cooperated with Hunan Provincial Power Grid Corporation to build a “Power Grid Transmission and Transformation” project. “Electrical Equipment Disaster Prevention and Mitigation” State Key Laboratory Branch, cooperated with Hunan Huazi Technology Co., Ltd. to build a national engineering practice education center, and cooperated with Hunan Electric Power Maintenance Company to build a national undergraduate teaching engineering college students off-campus practice education base, relying on these engineering practice platforms to create a new model of innovative talent training that meets the development needs of new generation power systems.
We have constructed a five-step progressive undergraduates training model for college students of “course teaching→enterprise practice→scientific research and development→innovative application→entrepreneurship and employment, as Figure 2 shown:
1) Course teaching stage. This stage is mainly through classroom teaching, so that students can understand and master the basic knowledge of the major. In order to meet the development needs of the industry and meet the transformation of the energy industry, we propose to reform and reconstruct the training plan for electrical engineering professionals, upgrade and update multiple courses, and increase the proportion of information technology content;
2) Enterprise practice stage. This stage mainly organizes college students to go deep into the grass-roots power enterprises to carry out professional study, independently explore solutions to the scientific and technological problems of enterprises, and conduct problem-oriented research and study;
3) Research and development stage. At this stage, professional teachers lead the student team to carry out scientific research and project cooperation. By participating in the scientific research projects of the tutor, the student team conducts software and hardware development, prototype research and development, experimental testing and other scientific research work to improve their mastery of professional knowledge and temper their work ability;
4) Innovative application stage. This stage undertakes the scientific research projects or cooperative projects of the third stage of research, extracts students’ innovative projects from them, and conducts relevant training for science and technology competitions under the guidance of the project team and enterprise teachers;
5) Entrepreneurial employment stage. This stage summarizes scientific research achievements, condenses dissertations, applies for patents and transforms achievements, and conducts targeted employment and entrepreneurship based on research foundations and achievements.
[image: Figure 2]FIGURE 2 | School-enterprise collaboration five-level progressive undergraduates training model.
4.3 Build an Evaluation Mechanism to Help Improve the Quality of Education Continuously
In order to evaluate the degree of achievement of graduation requirements of this major and to test the degree of support of graduation requirements to training objectives, this paper designed the evaluation mechanism and algorithm of achievement of graduation requirements, which are described as follows.
For courses using standardized tests, The degree of course evaluation value Cvalue is calculated as follows. Where Tvalue is examination evaluation value and Fvalue is feedback evaluation value.
[image: image]
Where Fvalue is the weighted sum of student evaluation Seva and peer evaluation Peva:
[image: image]
The examination evaluation value Tvalue is calculated as follow:
[image: image]
Where A* are the average scores of the examination questions corresponding to each graduation requirements 1–12 shown in Tables 5, 7, and T* are the total scores of the examination questions corresponding to each graduation requirements 1–12. Uscore is the average score of usual performance scores of students. W1 and W2 are the weighted value.
For the evaluation of the curriculum system, the grading value of the curriculum system Gcum is calculated as follows.
[image: image]
Where G* are the grading value of each graduation requirements 1–12 shown in Tables 5, 7. Take GPN as an example, its calculation rules are as follows.
[image: image]
Where k denotes the number of courses within sub-item professional norms (PN). WPN,i is the normalized course weight value for sub-item PN. According to Tables 5, 7, H represents the course covers at least 80% of the graduation requirements, M means that the course covers at least 50% of the graduation requirements, and L means that the course covers at least 30% of the graduation requirements. Therefore, corresponding to graduation requirements, the initial weight of courses in each sub-item IWPN,i is:
[image: image]
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For GPN, GEK, GPA, GDS, GRE, GUT, GES, GED, GIT, GCM, GPM, GLL, the calculation is the same as for GPN. the grading value of the curriculum system Gcum curriculum. When the grading value of the curriculum system Gcum is obtained, observe its value. The closer its value is to 1, the more responsive it is to graduation requirements. Generally speaking, when Gcum is greater than 0.7, it is considered that the curriculum scheme has basically reached the training goal.
The following takes engineering knowledge (EK) as an example to calculate the degree of achievement of this item. The courses, course weights, total score of course examination involved in item EK ([image: image]), average score of students ([image: image]), degree of achievement of each courses for item EK ([image: image]), and the final grading value of graduation requirement ‘EK’ (GEK) are shown in Table 8.
TABLE 8 | Calculation of grading value of graduation requirement ‘EK’.
[image: Table 8]The calculation methods for the remaining 11 graduation requirements are similar and will not be described here. The minimum value of the degree value of all graduation requirements is taken as the index to evaluate the degree of the curriculum system. The closer this value is to 1, the closer the student is to the desired goal of the preset graduation requirements.
5 CONCLUSION
With the construction and development of new power systems, the existing teaching schemes and personnel training systems for electrical engineering and automation can not fully meet the talent needs of new power system construction. Therefore, it is urgent to jump out of the original framework and build a new undergraduates training scheme through the intersection of disciplines. The author introduces the current undergraduate teaching scheme of electrical engineering in Changsha University of Science and Technology, And from the perspective of industry development needs, it analyzes the knowledge structure that undergraduate graduates should have to meet the needs of building new power systems, and points out the lack of current training scheme. Based on the exploration and practice of undergraduate teaching in the electrical engineering and automation major of Changsha University of Science and Technology, the author proposes a reform plan for undergraduate education in electrical engineering that meets the needs of the construction of new power systems from three aspects: reform of the teaching scheme, educate students through industry-university-research practice, and establish an evaluation mechanism for the entire teaching process. It provides a valuable reference for relevant teaching institutions engaged in electrical engineering education.
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As one indispensable part of power systems, the reliable-operated power transformers are vital for energy transmission, whereas they are remarkably threatened by potential fault events. To achieve the satisfying and valid operation of power transformers, any fault events that may impact their health ought to be evaluated and early warned. With such motivations, this paper presents original insights on the assessment of power transmission health states via their internal dissolved gas, and an enhanced Association Rule Mining (ARM) model incorporating the analysis of High-Impact-Low-Probability (HILP) components, as well as a dynamic fault event risk evaluation approach, is proposed. The first step is to differentiate the risky components. Unlike the standard ARM, the rarely occurred components in each feature can also be assessed explicitly as the common components to explore the underlying HILP components in the proposed model, rather than just being viewed as trivial data and directly omitted. The second step is to rate the risk level of each risky component. A component importance measure-based evaluation approach is deployed to assess the corresponding risk weights of distinguished risky components. In this approach, the risk weight is determined straightforwardly via the impacts of each component on the variation level of total risks in the system, rather than simply by its frequency of occurrence or data share. Finally, the parameters of the risk weight evaluation approach can be dynamically adapted in an adjustment framework as well. This model is testified through an empirical case study, and the leading results can demonstrate its flexibility and robustness during real applications.
Keywords: transformer diagnosis, dissolved gas analysis (DGA), weighted association rule mining, HILP component, component importance measure (CIM)
INTRODUCTION
As one core part of power systems, power transformers are one key primary equipment, since their failure may cause power supply interruption and even blackouts which will result in significant economic losses. Ergo, it is vital to ensure the safe operation of power transformers. Any transformer failure may lead to the interruption of power supplies, which will consequently cause great losses (Cui et al., 2021; Zhang et al., 2021). Power transformers are usually affected by several inner factors such as thermal stress, overload, and aging of insulating materials. Therefore, the timely and effective fault diagnosis based on these internal characteristics of transformers will be salutary for the subsequent maintenance. Once the countermeasures are implemented, the potential risks of failure can thus be greatly reduced (Lijun et al., 2021; Meira et al., 2021).
Unlike the electrical signal parameters which are largely affected by the electromagnetic environment within the transformer, there is also a strong correlation between the fault event and the gas composition in transformer oil. Therefore, dissolved gas analysis (DGA) is commonly utilized for transformer fault diagnoses (Cui et al., 2020; Meira et al., 2021).
At present, many researchers have proposed a large number of research ideas on the DGA (Bakar et al., 2014), and considerable progress has been achieved. In the traditional methods, the three-ratio method, the Rogers ratio method, and the Duval triangle method based on the DGA have played an important role, but there are still some drawbacks such as the incomplete state coding and the absolutely coding boundaries. They might limit the practical application of these approaches (Malik and Mishra, 2016; Shi et al., 2016).
In recent years, many scholars have applied machine learning theories to transformer fault diagnosis modeling, and have achieved satisfying results. The first one is the DGA method based on the optimization algorithm (Asafuddoula et al., 2018). To improve the accuracy and reliability of oil-immersed transformer fault diagnosis, References (Youwen et al., 2021; Wu et al., 2021) studied a transformer fault diagnosis method based on genetic algorithm optimization of extreme gradient lifting, and Siada et al. employed fuzzy logic models to assess the concentration of each sort of the dissolved gas in (Abu Bakar and Abu- Siada, 2017), or to reduce the dependency for standardizing the DGA interpretation techniques by (Abu- Siada et al., 2013). In (Huanpeng et al., 2017), the Least Squares Dual Support Vector Machine (LS-TSVM) model was deployed. Based on the genetic algorithm, and Genetic Algorithm Support Vector Machine (GA-SVM) along with the crisscross optimization method for the DGA feature was realized in (Anbo et al., 2016; Jing et al., 2020). These DGA methods based on the optimization algorithm can often obtain the intuitive fault probability, but it is necessary to count the large-capacity data for a long period, which requires a larger size of input data.
The second type is the DGA method using the neural network (Jan and Verma, 2021). In (Yingjie and Tienan, 2021), a diagnosis method based on the improved Elman neural network was proposed. In order to improve the accuracy and performance under small sample data scenarios, a method based on the residual BP neural network was established in reference (Wenqing et al., 2020). In (Yan and Taihua, 2020), an optimized probabilistic neural network fault diagnosis method based on digital twinning technology was proposed. A transformer condition assessment method based on fuzzy neural network and local statistics was built in reference (Rigatos and Siano, 2016). The DGA method based on neural networks generally has strong stability and fault tolerance, but they also require large-capacity input data generally.
The third one is the DGA method based on the vector machine (Moazami et al., 2016). Reference (Yiyi et al., 2018) proposed a transformer fault diagnosis model based on the support vector machine (SVM) which was optimized by the imperial colonial competition algorithm, and Rao et al. selected non-linear SVM to classify diverse types of power transformer faults by (Rao et al., 2021). In (Jun et al., 2017), the AdaBoost algorithm was combined with the quadratic mapping support vector machine to find a transformer fault diagnosis model. References (Bacha et al., 2012; Xinbo et al., 2020) applied the support vector machine to realize the classification and discrimination of transformer faults. Although the results of the DGA method based on the vector machine are generally or close to the global optimization, it is difficult to solve the multi-classification problems.
To handle these, association rule mining (ARM) (Nahar et al., 2013) is often exploited in the DGA method because it can select input features or states according to requirements. In (Li et al., 2015), the diagnosis model is further optimized based on the grid search (GS) algorithm. An integrated algorithm combining the set pair analysis and the ARM was created by (Sheng et al., 2018). In (Tian -en et al., 2019), the probabilistic image model was applied in the ARM to further improve the efficiency. Remarkable achievements have been made in the literature, whereas there are still some improvable aspects. Firstly, the standard ARM algorithms usually deploy a fixed and uniform importance measure criterion, thus some components with a lower frequency of occurrence will be directly screened out without any assessment. However, there might also be some high-impact (HI) components that can cause failures in these low-probability components, hence these high-risk- low-probability (HILP) components should be extracted and analyzed; Secondly, the risk weight of the selected HI components ought to be determined directly by the risks they generate, rather than simply via their frequency of occurrence; Finally, the predefined parameters in the ARM need to be adjusted or modified during the diagnosis to further enhance the performance.
To realize these, this paper proposes a DGA method based on an improved Weighted Association Rule Mining (WARM) model. In the preprocessing step, the assessment mapping space is established for collecting and integrating all the input data. In this model, the first step is to explore the risky components from the whole input components. The calculation methods of several significance selecting criteria are modified to pick out the HILP components, so that the HILP data can be extracted from the rare data for further analysis along with the HI components which are chosen from the common components. The second step is to evaluate the risk level of the distinguished risky components from the first step, and a risk weight evaluation approach is proposed in light of the component importance measure (CIM). In this model, the influence degree of the HI and the HILP components themselves on the variation level of total reliability of a transformer, rather than the proportion in a database or the frequency of appearance, is incorporated to measure the risk weights. At last, a dynamic adjustment framework is established where the parameters in the risk weight evaluation approach can be periodically adapted and amended in line with the previous diagnosis performance. An empirical case study is conducted, and the results demonstrate that the proposed method can improve diagnostic accuracy, operational efficiency, and reliability during real-world applications.
DATA PREPROCESSING
In order to construct a unified processing space for subsequent analysis, the whole collected fault event records, as well as the relevant features and including components need to be integrated.
Suppose [image: image] is a vector contains the labels of totally [image: image] fault records, where [image: image] is one fault event while [image: image] is the label number. Assuming that [image: image] is a vector containing all [image: image] features in the database, where [image: image] ([image: image]) is one feature, and [image: image] is the target feature. For a feature [image: image], supposing [image: image] is a vector of all the [image: image] elements contained, where [image: image] ([image: image]) is one element of the feature [image: image]. This paper selects [image: image] as the whole relevant factors in a fault event [image: image], where [image: image] can be any one component of the feature [image: image]. Seven commonly applied types of dissolved gases in transformer oil as inputs, including the contents of hydrogen (H2), methane (CH4), acetylene (C2H2), ethylene (C2H4), ethane (C2H6), the relative gas production rates of carbon monoxide (CO) and carbon dioxide (CO2) (Rezaie et al., 2022) are considered in this paper as the input features.
As for the target feature [image: image], the states of a transformer are selected as the components of the target, and assumes [image: image] is a vector that includes the target features in all fault event records. In this paper, seven states of one transformer are taken into account: normal operation, low temperature overheating, medium temperature overheating, high temperature overheating, low energy discharge, high energy discharge, and partial discharge. Hence, [image: image] may belong to any one of all the seven states, that is [image: image]. Combined with the supposition of the factor set [image: image], an association rule or more specifically, the component-risk patterns can be delineated as [image: image]
Based on the above assumptions, the assessment mapping space can be constructed as a matrix form [image: image]:
[image: image]
where each row (except the first row) indicates one record of a fault event, [image: image] is an entry in the [image: image] -th fault record, that is, any one element [image: image] corresponding to feature [image: image]. Thus, in an event [image: image], [image: image] are the corresponding components in each feature, [image: image] is the result.
WARM MODEL
Background of ARM
Assuming that there is a set [image: image] containing all items, a subset [image: image] of [image: image] is called the item set. Supposing the database [image: image] contains all the fault records. An association rule can be expressed as [image: image], which means that if the item set [image: image] appears, the target [image: image] will also occur.
The establishment of association rules generally depends on the discovery of the large item sets as well as the frequent rules, and the selection criteria for them are called the significance selecting criteria. The most commonly-used significance selecting criterion is called the support [image: image], which describes the proportion of [image: image] in [image: image] (Hipp et al., 2000). In addition, there are some evaluation criteria focusing on the selection of frequent rules. The confidence ([image: image]) refers to the proportion of [image: image] that contains [image: image] simultaneously (Doostan and Chowdhury, 2017); The rule power factor [image: image] measures the weight of confidence by [image: image] (Hipp et al., 2000); The certainty factor [image: image] measures the change degree of the probability of [image: image] appearing simultaneously in the rules containing [image: image] (Ochin et al., 2016). Based on the aforementioned criteria, if the score of the item sets or rules can meet or above the corresponding thresholds, these item sets and rules will be considered as the large item sets and frequent rules.
Refinement of Significance Selecting Criteria
Among the input components, there are often some that occur less frequently. However, a part of these rare feature quantity values will also lead to transformer failures, then cause serious losses. Therefore, those HILP components cannot be simply ignored. The standard ARM algorithm employs the same and fixed score calculation methods of significance selecting criteria, which makes the rare variables be discarded directly without any analyses. Therefore, based on the standard significance selecting criteria, this paper designs the weighted significance selecting criteria that consider the rare variables.
In the ARM, large item sets and frequent rules are filtered by a uniform calculation approach which results in the dominance of common components that account for a large proportion of the database. In other words, rare components along with the HILP components will be screened out. In order to properly handle these rare data, this paper establishes four weighted significance selecting criteria.
Firstly, an association rule can be redefined as:
[image: image]
where [image: image] and [image: image] represent the item sets containing common components and rare components, respectively.
If the association rule contains at least one rare element in a feature [image: image], the weighted significance selecting criteria can be built as:
[image: image]
[image: image]
[image: image]
[image: image]
where [image: image]; [image: image] represents the cardinality of the fault event records that meet all the inside conditions; [image: image] denotes the states under study. For the confidence, rule power factor, and certainty factor, the superscript [image: image] shows that there are seven different forms of these criteria corresponding to seven different transformer states.
Establishment of Risk Weight Evaluation Model
Since different components in each feature have different impacts on the states of a transformer, further investigation of the relative magnitude of the risk weight of each component is indispensable. In most current studies, the evaluation of risk weights relies on the proportion in a database or the frequency of occurrence. However, they are not equal to the influence of a component on the state of the entire transformer. Therefore, the relative risk weights of each component are determined based on the degree of influence on the transformer itself in this paper.
This paper describes the overall fault risk of a transformer based on the system risk structure theory, and the principle of the CIM is utilized to describe the impact of different components, so as to design the risk weight evaluation model. For the purpose of distinguishing the relative risk weights of rare components, this paper forms two independent processing subspaces of [image: image]: [image: image] contains all the records, while [image: image] only includes the records of either rare component in a certain feature [image: image]. In addition, [image: image] and [image: image] represent all the common and rare components in that feature, respectively.
The CIM can measure the impact of each component on the overall risks. In this paper, the risk of a component, that is, the risk of an element [image: image], means that a fault event is related to that element [image: image] in a feature [image: image]. The overall risk of a transformer indicates the comprehensive likelihood of a failure in that transformer. This paper deploys two CIM indicators. The risk achievement worth (RAW) (Vesely et al., 1983) describes the relative rise in the overall risk due to the presence of elements [image: image] , and its mathematical expression is:
[image: image]
where [image: image] denotes the overall risk when the element [image: image] is confirmed to be related; [image: image] represents the overall risk.
Similarly, the risk reduction worth (RRW) (Vesely et al., 1983) represents the relative decline in the overall risk if the element [image: image] does not appear, and its mathematical expression is:
[image: image]
where [image: image] denotes the overall risk when the element [image: image] is ensured to be irrelevant.
In a fault record, even if a component changes, this fault may no longer occur. Ergo, the occurrence of the fault requires that all the corresponding elements of each feature in this record are confirmed to be relevant. Based on this, the mathematical form of the overall risk can be written as:
[image: image]
In this paper, the relative risk weight of an element [image: image] is composed of two parts, which can be expressed as:
[image: image]
where [image: image] represents the risk caused by common elements, [image: image] represents the risk from rare elements.
The mathematical expression of [image: image] is:
[image: image]
This paper selects the mean value of the impact of formula (7-8) to measure the risk from rare elements, so [image: image] can be expressed as:
[image: image]
where [image: image] and [image: image] illustrates the risks from the risk increase and the risk decrease, respectively, and namely:
[image: image]
Formation of Adjustment Framework
During the application of the diagnosis method, the occurrence of failures varies in different periods. Moreover, with the increase in application time, the parameters ought to be adjusted according to the previous performance to further improve the accuracy of weight evaluations.
In this paper, 1 year is supposed as a research cycle. Therefore, let [image: image] denote the records of 1 year in the database [image: image], that is, the records of all faults within that year. Thus, the parameters in the model will be dynamically modified per year, which is shown in Figure 1.
[image: Figure 1]FIGURE 1 | An illustration of dynamic parameter adjustment framework.
To start with, the initial parameters can be determined from the previous knowledge or engineering experiences. Next, the parameters will be amended in line with the diagnosis performance of the previous cycle. If the actual number of faults in the investigated system is higher than the predicted number of faults according to the comparison between the predicted results and the actual consequences at the end of a year [image: image]. In this case, the model needs to “identify” more faults in the next period [image: image], i.e., the thresholds of significance selecting criteria should be reduced. Therefore, the threshold needs to be adjusted downward compared to their foregoing values in [image: image]. On the contrary, when the actual number of faults is less than the predicted numbers, the thresholds need to be updated upward. In summary, the dynamic adjustment of the method is achieved by resetting the threshold of the significance selecting criteria. Also, the importance scores solved by the weighted criteria calculation method are updated directly in accordance with the new annual database [image: image]. By combining these two, the proposed approach can be updated based on the rules via the different years of input data.
EMPIRICAL CASE STUDY
Database
In this case study, the transformer maintenance records from a high-voltage transmission system in a central province of China are selected as input data. The total number of sample records is 1,564 which covers the contents of five gases (H2, CH4, C2H2, C2H4, C2H6) and relative gas production rates of two (CO, CO2). Seven states of a transformer (normal operation, low temperature overheating, medium temperature overheating, high temperature overheating, low energy discharge, high energy discharge, and partial discharge) are incorporated as the target.
Validation Tools
In this paper, two 10-fold cross-validation test cases are generated: the general case which is conducted separately according to all states of a transformer; the state case that studies the individual influence of the events by each kind of the state.
When comparing the diagnosis results with the test data, the receiver operating characteristic (ROC) and the precision-recall (PR) curves are deployed to validate the performance (Ziege, 2012). On the basis of these two curves, the area under the curve (AUC) (Swets, 2016) is implemented as the performance indicator, and the higher the AUC value is, the more accurate the diagnosis will be.
General Case
In the very beginning, this paper takes all types of transformer faults as a whole, and applies the WARM-based DGA method to diagnose whether the transformer is faulty or not, i.e., the transformer has only two states: faulty and normal operation.
To verify the effectiveness of both the significance selecting and risk weight evaluation enhancements in the proposed WARM model, two standard ARM algorithms are taken for comparison: the Relim and the Apriori methods. These two algorithms are different in item searching, recording, and sorting, whereas sharing similar procedures in significance selecting and weight evaluation steps. In that case, two DGA techniques (WARM(Relim), WARM(Apriori)) that adopt the improved significance selecting criteria and risk weight evaluation model but apply the Relim and the Apriori algorithms, respectively, will be compared with the two standard forms (WARM(Relim), ARM(Apriori)). The comparison of the ROC and PR curves of these DGA methods are shown in Figure 2.
[image: Figure 2]FIGURE 2 | Performance comparison of general case: (A) ROC, (B) PR.
It can be concluded from Figure 2 that the WARM method which is based on the refined significance selecting criteria and risk weight evaluation model can achieve more accurate transformer fault diagnoses than the ARM model. It can be concluded that the accuracy of the results obtained by the Relim and the Apriori algorithms is relatively close. That is, these two algorithms cannot notably improve the diagnosis precision compared with each other. However, compared with the DGA method based on the ARM, the AUC of the ROC and PR curves of both two algorithms with the WARM model is raised by 19.6 and 14.1% on average. This indicates that the proposed WARM model can successfully enhance the diagnostic performance for either one of the two algorithms.
State Case
Next, the separate diagnoses of all the seven states are carried out, and the comparison is illustrated in Figure 3, where NO-normal operation, LTO-low temperature overheating, MTO-medium temperature overheating, HTO-high temperature overheating, LED-low energy discharge, HED-high energy discharge, and PD-partial discharge are applied.
[image: Figure 3]FIGURE 3 | Performance comparison of state case by AUC statistics: (A) ROC, (B) PR.
From Figure 3, the enhancements in diagnoses performance can be achieved via the significance selecting and risk weight evaluation in the WARM model for all the seven transformer conditions. Among them, the diagnosis of the LTO is the most precise one whereas the HED gets the lowest scores in both two evaluations. According to the input database, the HED events seldom happen in recent years while the LTO is one most frequent events. This is in line with the different data volumes of each transformer state, so as the performance. Nevertheless, the significant enhancement of the HED is conducted through the WARM model. Ergo, the benefits of the WARM can be verified especially when the input data is limited. Furthermore, the WARM-based method is also able to operate during some extreme scenarios.
CONCLUSION
For the purpose of handling some limitations in the standard ARM-based DGA method, such as ignorance of the HILP data, the simple evaluation of risk, and the static parameters during applications, this paper proposes an enhanced WARM-based DGA technique. The main works can be summarized as:
1) In the first step, the risky components ought to be distinguished from the whole input data. Unlike the common components, the rarely distributed components are generally viewed as trivial components and simply discarded. Nonetheless, some HILP components which may also cause fault events should be extracted from the rare components. To this end, the calculation approach of four significance selecting criteria is rebuilt, and the records with any rare component of each feature will be explored once again to decide the HILP components according to the different distributions of rare components in every feature. This can improve the diagnostic accuracy and cover some potential extreme situations during applications;
2) In the second step, the risk level of each risky component will be assessed. In real scenarios, the correlation between a component and the fault event risk is not simply equal to its percentage in the database or frequency of occurrence. That is, a frequent component may not be a risky one whereas a rare component might be a risky one. Ergo, based on CIM, the risk weight of each extracted HI or HILP component can be measured straightforwardly according to the corresponding impact on the variation direction and amounts of the overall risks of a transformer, rather than simply by the frequency of appearance or the data share;
3) During applications, the predefined default parameters might not be suitable or optimal within different scenes or periods. In this paper, these parameters will be modified or adapted in accordance with the previous diagnostic performance, and can thus further improve the accuracy, especially within dissimilar conditions in future periods.
The results of an empirical study validate that the proposed DGA method can ameliorate the precision, practicability, and efficiency within real scenarios.
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This article proposes a network security protection scheme for power system embedded devices based on chip-level trusted computing, gives the overall architecture of power equipment chip-level trusted computing, introduces the principle of trust chain transfer within power terminals, and proposes the method of using the on-chip SRAM inside the main control chip of power system embedded devices as the PUF to construct the trusted root. Furthermore, we propose a complete trust transfer mechanism from booting trust to the loading that trust on operating system and application, and give the corresponding program design framework and program logic. The chip-level trusted computing program designed in this article was applied in a distribution automation DTU device equipped with the FUXI chip that is developed by the China Southern Power Grid and the Sylix OS operating system. Finally, we carry out the security protection test. The validity of the designed program is verified by running malicious programs to attack the power equipment. The results show that the designed program can effectively detect and intercept illegal programs, and provide an effective solution for the security protection of power equipment in the open network environment.
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1 INTRODUCTION
With the development of smart grids, digitization, openness, and interconnection have become the future trend of power grids (Srinivas et al., 2021; Ciavarella et al., 2016; Liu R. et al., 2015). It is foreseeable that a large number of terminal devices and multiple users will be connected to the power grid in the future (Bedi et al., 2018; Park et al., 2019), gradually forming an open and interactive network environment, and the information security of power system terminals, such as electric energy meters, concentrators, and protective measurement and control devices, will face unprecedented challenges. “Stuxnet virus attack” (Li, 2019), “Ukraine blackout” (Guo et al., 2016), “U.S. oil pipeline WannaCry blackmail attack” (Yu and Guan, 2021), and other incidents show that the energy system has always been the key target and object of various malicious attacks. At the same time, the bottom layer of the power system terminal is chip processor, which may also be maliciously exploited because of the vulnerability. In 2018, two vulnerabilities of Meltdown and Spectre were discovered (Efe and Güngör, 2019), which threaten hundreds of millions of PCs, smartphones, and other devices worldwide, as well as a large number of users’ privacy data are at the risk of leakage (Kolias et al., 2017).
The abovementioned threats are mainly attacked by exploiting the security vulnerabilities on the computing platform, and the root cause is the lack of the active defense mechanism on the computing platform itself. In order to protect the industrial control terminals of the power system from cyberattacks, the China power grid has established a comprehensive network security in-depth protection system based on network isolation and border protection (National Development and Reform Commission of China, 2014). In 2015, the National Energy Administration of China issued the “Overall Security Protection Plan for Power Monitoring System,” requiring to “gradually promote the application of trusted computing technology,” to realize the transformation of power terminals from passive defense to active immunity (Zhang, 2019).
Trusted computing is an active defense technology. It uses hardware attributes as the root of trust and measures layer by layer when the system starts to establish an isolated execution operating environment, and guarantees the security of sensitive operations on the computing platform, thus achieving the protection of a trusted code (Avizienis et al., 2004). Trusted computing establishes trust anchors by integrating dedicated hardware modules in the computing platform and uses cryptographic mechanisms to establish a trust chain, to build a trustworthy computing environment, making it possible to fundamentally solve the security problem of the computing platform (Feng et al., 2011).
Beginning late 1990s, IBM, HP, and other computer companies began to propose trusted computing technology solutions and cosponsored the establishment of the Trusted Computing Group (TCG) (Trusted Computing Group, 2003), whose purpose and goal is to ensure computing security through the development and opening of trusted computing industry standards. The TCG has published a series of specifications such as trusted platform module (TPM) (Trusted Computing Group, 2017a), trusted software stack (TSS) (Trusted Computing Group, 2017b), trusted network connection (TNC) (Trusted Computing Group, 2017c), and mobile trusted module (MTM) (Kylanpaa and Ekberg, 2007). The Institute of Software Research of the Chinese Academy of Sciences has proposed a trusted computing architecture based on the trusted cryptography module (TCM) (Feng et al., 2020) and researched the application of this system for security protection of computer systems, mobile communication terminals, and the Internet of Things, which can promote the active immunity function of the power terminal part.
Although some achievements have been made in the field of Trusted Computing, the current achievements are mainly applied to personal computers and servers. For the realization of Trusted Computing of power grid terminals, related scholars have made some explorations such as these literatures works. Zhang et al. (2017), Wang (2018), and Zheng (2019) carried out research on information security of power consumption information collection terminals based on trusted computing. Xu (2014) carried out the research and implementation of embedded power distribution terminals based on trusted computing. Sun et al. (2014) designed a trusted authentication mechanism based on trusted computing theory and trusted security chip technology, and the literature. Zhang and Zhao (2019) made a research on the trusted computing technology in power collection terminals. To sum up, in the field of power systems, the application of trusted computing technology has sprouted, but it is far from mature, and the research on the security protection of power system terminals based on trusted computing is still in the exploratory stage.
In this article, we are trying to meet the requirement; that is, the power terminals realize active security defense in the open environment, and we design a chip-level trusted computing architecture for power embedded terminals. On this basis, based on the TCM trusted computing architecture, we use the hardware properties of the chips of power system devices to build a root of trust, and establish a trusted execution environment free from malicious code attacks to ensure system entities behave as expected. The structure of this article is as follows.
2 OVERALL ARCHITECTURE OF CHIP-LEVEL TRUSTED COMPUTING FOR POWER EQUIPMENT
Damaging critical components of the computer, tampering with the running code of the system, and modifying the configuration of the system are important means of hacker attacks. These attacks actually tamper with the trusted execution environment of the original system by modifying the correct running code of the system and changing the important configuration files of the system, and then use this untrusted execution environment to achieve their own attack goals. Therefore, building a trusted computing environment for computer systems has become an urgent problem in the field of computer security.
The TCG defines trust as follows: if an entity’s behavior always moves toward an expected goal in an expected manner, then the entity is credible. Based on its definition of trust, the TCG gives a way to build a trusted execution environment for computer systems: trust chain. Through the layer-by-layer measurement and trust chain transfer of the computer system, the trust from the lowest level of trusted hardware to the target application is established. Then by using the security chip that is implanted in the hardware platform to protect the measurement data, the credibility of the computer system execution environment is established.
Based on the trust chain construction technology, this article describes an embedded trusted computing security protection architecture for power industrial control terminals that includes trusted boot, operating system measurement, and application program measurement, as shown in Figure 1. The architecture is a set of security systems that run through the hardware layer, kernel layer, and application layer. In the system, the hardware layer uses hardware cryptographic algorithm modules and secure boot modules to enhance the computer system security; the kernel layer includes measurement modules, management modules, integrity management modules, and management and control modules, and it provides core trusted computing functions; and the application layer contains the measurement agent, kernel interface library, trusted software library, and client interface GUI, and it provides operable, manageable, and visual user application support.
[image: Figure 1]FIGURE 1 | Embedded trusted computing security protection system architecture for power industrial control terminals.
The power equipment trusted computing system is responsible for collecting data and information on the environmental integrity of the power equipment, comparing the integrity information of the equipment with the whitelist deployed on the equipment, and displaying the verification results. The administrator can make a whitelist for different devices according to specific needs. The system executes a mandatory protection function, the host enters the control state, and processes that are not on the whitelist are prohibited from running. The hardware layer of the power equipment adopts a security chip that implements a cryptographic algorithm to form the secure hardware root of a trusted computing environment.
3 THE PRINCIPLE OF TRUST CHAIN TRANSFER
The chain of trust technology starts from the root of trust, establishing a chain of trust from the underlying hardware to the application layer through gradual measurement and verification. It transfers trust from the root of trust to the uppermost application code to ensure the credibility of the entire system platform. When the system is powered on and started, each entity that obtains system control must be measured before it is allowed to run on the system. A typical trust chain construction needs to solve two problems: (1) select the entity that can be the starting point of the trust chain as the root of trust. The root of trust is the first entity in the chain of trust and the anchor of trust for the entire device, which must be safe and reliable, and (2) choose an algorithm that measures system entities to transfer trust.
This article designs a chip-level complete chain for the power system terminal equipment. The trust chain requires the hardware layer to provide components, including secure boot BootROM, secure boot keys, firmware certificates, and hardware security module.
(1) Secure boot BootROM: it is equipped with the boot code with secure boot and is solidified on the device. It is responsible for implementing security functions such as metrics and authentication firmware.
(2) Secure boot key: an asymmetric key used to sign the firmware of the device, and the public key part is solidified on the device during production.
(3) Firmware certificate: the certificate issued by the device vendor for the device firmware using the private key of the secure boot key, which can prove the legitimacy of the firmware.
(4) Hardware security module: it should provide SM2, SM3, SM4, and other independent domestic cryptographic algorithm systems, and key storage functions to provide high-speed and secure cryptographic services for the upper-level software (Office of State Commercial Cipher Administration, 2006; Office of State Commercial Cipher Administration, 2010; Office of State Commercial Cipher Administration, 2012).
Among them, the hardware security module equipped with national cryptographic algorithm is the root of trust of the system. After booting up, the root of trust measures the boot code stored in the Bootloader, and then the system performs hash integrity calculation for each component (hardware and software module) that will be loaded during the boot process, such as OS loader, OS kernel, device driver module, initialization process, application, and network service, to obtain its metric value before it is loaded and run. The system determines the transmission of the trust chain according to the measurement value, and records the whole trust chain delivery through the measurement value, preventing the firmware loaded by the device from being tampered with, and ensuring the credibility of the operating environment when the system starts (Feng et al., 2015).
The process of trust chain execution is as follows:
(1) After the device is powered on, BootROM loads and measures the operating system loader BootLoader to obtain the measured value.
(2) Using the secure boot key on the device to verify the firmware certificate of the BootLoader firmware and verifying whether the measurement value is consistent with the standard integrity value in the firmware certificate. Only when they are consistent, the boot is allowed.
(3) BootLoader loads and metrics the OS image after booting by using the secure boot key to verify the operating system image certificate. Meanwhile, matching the measured value with the standard value in the certificate only starts the operating system kernel when it matches. The trust established by the autonomous security chip is passed to the operating system itself when the operating system is started.
(4) The operating system kernel-level extended measurement module measures all the applications loaded in the system, and guarantees the degree of trust chain with the help of independent security chips.
At each link of the trust chain transfer, the corresponding subsystems will be built, such as the trusted boot system (TCWG GRUB), the operating system measurement architecture (TCWG OSMA), the TCWG dynamic measurement, and the component measurement system. During the initialization phase of the operating system, the kernel measurement module supporting the SM3 algorithm will be automatically loaded to measure the executable program during the operating system boot process. The images of all the executable programs are first loaded into the system memory, and the measurement module analyzes the images loaded in the memory and calculates the integrity hash function, and expands the calculation results to the internal storage of the autonomous security chip for safe storage.
4 REALIZATION OF CHIP-LEVEL TRUSTED COMPUTING
4.1 Construction of the Root of Trust
The physical unclonable function (PUF) (Liu Z. L. et al., 2015) refers to the use of random process deviations of integrated circuit chips in the manufacturing process to cause differences in the device size or electrical characteristics between chips, and using the readout circuits to sample the random characteristics to obtain a unique and unclonable data.
The PUF circuit is derived from the random deviation process of the analog circuit structure, and since the process deviation of each circuit is different, the difference is completely random. The PUF circuit is unique and cannot be cloned. The PUF value is output by the PUF circuit when it is powered on, and the value does not exist in non-volatile memory such as EEPROM or FLASH. It has the characteristics of being lost when power is off and cannot be read, which greatly improves the non-clonable characteristics of the PUF value (Mispan et al., 2015; Song, 2019).
The realization of the PUF includes two parts, namely, production (Gen) and reconstruction (Rep). The Gen algorithm extracts key [image: image] from PUF response [image: image], and generates auxiliary data [image: image], which does not include confidential data and does not require secure storage. The Rep algorithm takes [image: image] as a parameter to regenerate key [image: image] from PUF’s noisy response [image: image]. Key [image: image] is generated by the PUF owner or issuer in the Gen algorithm, so it is easy to bind new key [image: image] to the PUF by re-running the Gen algorithm and obtaining new auxiliary data [image: image] (3rd Generation Partnership Project (3GPP), 2018a; 3rd Generation Partnership Project (3GPP), 2018b).
This feature enables the implementation of the key update mechanism to become possible. The logic realization of the PUF is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Logic realization of the PUF.
This article uses the on-chip SRAM that is inside the main control chip of the power system embedded device as the PUF to construct the root of trust for the device. It mainly includes two stages, including the production process and the reconstruction process. The manufacturer issues the key for the device during the production process, and the device is reconstructed. The process uses its own SRAM PUF to calculate the key issued by the manufacturer in real time. The specific process is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Specific process of production and reconstruction.
4.1.1 Production Process
The production process is invoked by the vendor when the device is shipped, and it receives as input the power-up initial value of the on-chip SRAM (a binary string consisting of the initial values of the SRAM cells), and then performs the following steps.
(1) The receiving vendor randomly generates a random value [image: image], and then encodes the [image: image] using a BCH error correction code to obtain a code word [image: image].
(2) XOR the code word [image: image] and [image: image], and the resulting value is recorded as auxiliary data [image: image]. [image: image] does not need to be stored safely, as long as it is stored on the persistent storage device of the device. H will help BB to regenerate [image: image] during the reconstruction phase.
(3) Input a key derivation function KDF and a deterministic key generation algorithm KG to [image: image], respectively, and then generate symmetric key [image: image] and a public–private key pair [image: image]. The manufacturer uses its signature key to issue a certificate [image: image] to [image: image]. The certificate contains the standard integrity values of the embedded firmware, and these integrity values can be used to establish a chain of trust for this device.
(4) Finally, the manufacturer stores auxiliary data [image: image] and certificates [image: image] persistently on the device.
The main task of this stage is that the manufacturer implicitly binds the master seed [image: image] to the device and issues a certificate for the device key exported by the [image: image]. Here, “implicit” means [image: image] that is not physically stored on the device but is calculated at run-time.
4.1.2 The Reconstruction Process of Building Blocks
After the embedded device is powered on, it first runs the code stored on BootROM, which is responsible for measuring the initial value [image: image] of the on-chip SRAM and passing r [image: image] to BB. SRAM is a kind of PUF, and its initial value after power-on has a certain amount of error with the manufacturer’s metric value r in the production stage, which is also the reason for using error correction codes. The reconstruction process receives [image: image] as an input, performs an XOR operation with auxiliary data [image: image], and obtains a BCH code word with a certain error, and then the BCH decoder eliminates the error of C to obtain main seed [image: image] that is bound to the device, during the production process. Finally, [image: image] is used to generate symmetric key k and the asymmetric key pair of the device [image: image].
4.2 Transmission of Trust
The trust chain technology starts from the static trust metric root and establishes a trust chain from the underlying hardware to the application layer through step-by-step measurement and verification, passing trust from the trust metric root to the uppermost application codes to guarantee the trust of the whole system platform. The establishment of a static trust chain mainly includes two aspects: integrity measurement and trust transfer.
Trusted computing technology refers to the measurement process of a trusted entity to another entity as a measurement event. The measurement events involve two types of data: 1) the measured data, which is the expression of the code or data being measured, and 2) the measurement summary, which is the hash value of the measured data. The entity responsible for the measurement obtains the measurement summary by hashing the measured data. The measurement summary is equivalent to a snapshot of the measured data and is the integrity mark of the measured data. The measurement summary marks the integrity information of the measured data, and the integrity report needs to use the measurement summary. Therefore, the measurement summary needs to be protected, and it is usually protected by the trusted storage root of the security chip. The measured data do not need to be protected by a trusted chip, but they need to be re-measured during the integrity verification process, so the computing platform needs to save these data.
In the system designed in this article, the SM3 algorithm is designed as an algorithm for the encrypted hash calculation. For a message m with a length of l (l < 2^64) bits, the SM3 hash algorithm is filled and iteratively compressed to generate a hash value. The length of the hash value is 256 bits:
(1) Filling: Assume that the length of the message m is l bits. First, add bit “1” to the end of the message, and then add k “0”s, where k is the smallest non-negative integer that satisfies l+1 + k ≡ 448mod512. Then add a 64-bit bit string, which is a binary representation of length l. The bit length of the padded message m’ is a multiple of 512.
(2) Iteration: Group the padded message m′ according to 512 bits
[image: image]
[image: image]
(3) Expand: Expand the message group [image: image] to 132 words [[image: image] , [image: image],..., [image: image] ],[ [image: image], [image: image],..., [image: image] ]:
• Divide the message group Bi into 16 words;
• FOR j = 16 To j = 67:
[image: image]
[image: image]
(4) Compression. Let A, B, C, D, E, F, G, and H be word registers. SS1, SS2, TT1, and TT2 are intermediate variables; then the compression function [image: image] is calculated as follows:
[image: image]
FOR j = 0 To 63:
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END FOR
[image: image]
(5) Iteration: Iterate on m′ according to the following calculation steps:
FOR i = 0 to n-1,
[image: image]
END FOR
Among them, CF is the compression function, [image: image] is the initial value of 256 bits, [image: image] is the packed group, and the compressed result of n iterations is [image: image].
[image: image]
Trust transfer follows the following idea: first measure, then verify, and finally jump. Starting from the root of trust, each currently running component first measures the next-level component to be run next, and then verifies its security according to the metric value. If its integrity meets the requirements, then the current-level component can jump to the lower-level component after running. Otherwise, it means that the lower-level components are unexpected, and the establishment of the trust chain is suspended.
4.3 Running Mode of the Embedded Trusted Computing
Based on the abovementioned static measurement technology, trust can be transferred from the root of trust to the uppermost application layer software to establish a complete static trust chain system. The construction of the static trust chain of the computer system is mainly divided into hardware startup code (BootROM or BIOS), Bootloader, and operating system. The idea of establishing the trust chain in each stage is as follows: after gaining control, measuring the code that will be run at the next level, and then extending it to the corresponding secure storage on the secure chip. The static chain of the trust system is generally divided into two stages: the first stage is trusted boot, which is responsible for safely booting the system to the operating system kernel, and the second stage is operating system integrity measurement, which is responsible for measuring the executables of the operating system kernel and application layer components.
4.3.1 Trusted Boot
Trusted boot uses a static metric mechanism to check the trustworthiness of each stage of the OS booter, configuration, OS kernel image, etc., and stores the metric results in the security chip in order, thus ensuring the security of the OS pre-boot environment. Taking Linux Grub as an example, the main steps of a general trusted boot are as follows:
(1) When the system is powered on, the hardware startup code (BootROM or BIOS) measures the first stage code of the platform Bootloader, that is, the Grub Stage1 code, and the measurement results are saved to the integrity storage of the security chip, and then loaded into Stage1 and executed.
(2) Grub Stage1 loads and measures the first sector in Grub Stage1.5 and expands to the integrity storage of the security chip, and then executes Stage1.5.
(3) After Grub Stage1.5 gains control, it loads and measures Grub Stage2, and expands to the integrity storage of the security chip, and then transfers control to Grub Stage2. At this point, the Bootloader grub has been fully started and can perform operating system-related loading tasks.
(4) Grub measures its configuration file grub.conf and extends it to the integrity storage of the security chip, and then measures the operating system kernel that needs to be loaded, which finally verifies the overall integrity of the kernel file.
The trusted boot system ensures the security of the OS loader itself and prevents attackers from injecting the malicious code before the OS boots. All of these lay a secure foundation for the OS boot. The trust chain construction method of the trusted boot system is similar, and its main goal is to ensure the integrity of the Bootloader’s own code, the Bootloader configuration file, and the OS kernel image.
4.3.2 Chain of Trust at the Operating System Layer
The operating system trust chain construction system is used to transfer the trust established by the trusted boot to the operating system and even the application program. To ensure the security of the trust chain construction, the measurement agent of the operating system trust chain is generally implemented in the OS kernel. The operating system kernel is executed from the decompressed image, and the OS measurement agent calls the TPM to measure the kernel modules, kernel service programs, etc., in turn when various modules of the OS are loaded according to the execution process of the operating system, thereby completing the construction of the operating system trust chain. After the operating system is started, in order to ensure the safety of running applications, the simplest idea is that each program can be executed after being measured by the OS measurement agent when it is loaded. This trust chain construction method can also cooperate with the program’s black and white list mechanism to further enhance the security of system operation.
4.4 Logic of the Designed Trusted Computing Program
The core function of the trusted computing program is measurement and management. In the normal mode, the trusted computing program only measures executable programs. In the management and control mode, the trusted computing program simultaneously measures and controls executable programs. The overall program logic of these two modes is described in the following text.
4.4.1 Normal Mode Program Operation Logic
In the normal mode, when the actual power application is running on the power device, the program operation logic of the trusted computing program is shown in Figure 4, which is summarized as follows:
(1) The executable program of the power application is loaded and run by the system.
(2) The kernel module captures the loading behavior of the executable program by implanting HOOK functions.
(3) Before the specific operation, the captured executable program image is delivered to the trusted computing program measurement module.
(4) The trusted computing program measurement module invokes the function of the cryptographic module and uses the SM3 algorithm to measure the executable program image.
(5) The measurement results are added to the measurement log, and all the power applications that have been run by the system are recorded in the measurement log to form a snapshot of the current operating status of the power installation system.
(6) The kernel transmits the measurement log to the application layer measurement agent through the pipeline.
(7) The measurement agent further transmits the measurement log to the GUI interface through a communication mechanism (such as socket) for the administrator to observe the measurement log in real time and grasp the current operating status of the power device.
[image: Figure 4]FIGURE 4 | Program running logic of the trusted computing program in the normal mode.
4.4.2 Operation Logic of Control Mode Program
In the management and control mode, the program operation logic of the trusted computing program is more complicated, as shown in Figure 5, which can be divided into two stages: the strategy generation stage and the specific operation stage.
[image: Figure 5]FIGURE 5 | Program operation logic of the trusted computing program in the control mode.
4.4.2.1 Strategy Generation Stage
In the strategy generation stage (the lower part of Figure 6), the power device is initially installed and in an initial credible state. The administrator uses the knowledge base collection tool of the trusted computing program to formulate the whitelist. The program logic of the strategy generation stage is summarized as follows:
(a) The initial installation of the power device is completed, and the expected operating power application is deployed to the device according to the application scenario requirements of the device.
(b) The administrator enters the path where the expected power application is located and calls the trusted computing program knowledge base collection tool.
(c) The knowledge base collection tool will recursively search for executable programs in the specified path, call the SM3 measurement algorithm of the cryptographic module to hash all the executable programs, and add all the generated measurement results to the knowledge base to generate “expected executable programs knowledge base.”
(d) The administrator operates the knowledge base by adding, deleting, modifying, checking, etc., and it sets the executable programs that are allowed to run on the power device to be trusted, and the programs that are not allowed to run on the power device to be untrusted. The whitelist of the execution program is used by the kernel management and control module to execute the security policy.
[image: Figure 6]FIGURE 6 | Test environment.
4.4.2.2 Specific Operating Stage
In the specific operation stage (as shown in the upper part of Figure 5), the power device is already in the daily operation stage, and may be infected with viruses or be implanted with the malicious code. At this time, the trusted computing program will play a safe role in the control mode. The specific program logic at this stage is summarized as follows:
(a) The executable program of the actual power application is loaded and run by the system.
(b) The kernel module captures the loading behavior of the executable program by implanting HOOK hooks.
(c) Before the specific operation, the captured executable program image is handed over to the trusted computing program measurement module.
(d) The trusted computing program measurement module calls the function of the cryptographic module and uses the SM3 algorithm to measure the executable program image.
(e) The trusted computing program measurement module transmits the real-time measurement value to the trusted computing program management and control module.
(f) The trusted computing program management and control module enters the integrity verification program. The main logic is to match the actual measurement value of the measurement module with the expected measurement value in the whitelist and give a security judgment based on the matching result. Those that meet the whitelist policy are considered acceptable and credible, and those that do not meet the whitelist strategy are considered untrustworthy.
(g) If it is judged to be credible, it means that the actual power application executable program has passed the security policy, and the management and control module will execute it to allow it to execute, restore its loading and operation to the normal system process, and record the measurement value in the measurement log.
(h) If it is judged to be untrustworthy, it means that the actual power application executable program has not passed the security policy. The control module will take over the normal system operation process, prohibit the program execution, and treat the attempted execution of the program as a malicious event, and the relevant information is recorded in the alarm log.
(i) Data generated by the trusted computing program such as whitelist, measurement log, and alarm log will be passed to the application layer measurement agent through the pipeline. The measurement agent further transmits the whitelist and log information to the GUI interface for display through other communication mechanisms (such as socket) for the administrator to view.
(j) At the same time, the GUI interface can receive the control instructions of the administrator and pass them to the measurement agent through the communication mechanism. The measurement agent is further passed to the trusted computing program of the kernel layer through the pipeline. The trusted computing program can complete the desired operation according to the control instruction, such as setting whitelist, set control mode, and clear blank list.
5 EXPERIMENTAL VERIFICATION
The experimental environment is shown in Figure 6. It consists of four parts: power terminal, remote hacker, management and control terminal, and debugging terminal. The four parts are interconnected through switch networking.
The power terminal used in the experiment is a distribution terminal unit (DTU) device, which is composed of hardware plug-ins, operating system, and application programs. It is developed based on the FUXI chip that is reached and developed by the China Southern Power Grid Digital Grid Research Institute, and the SylixOS operating system. The device is embedded with the built-in credibility component core module and trusted computing component application agent. In this experiment, Mirai CNC server simulates the remote attack hackers who access the network. The control terminal is used to enable control of the trusted computing components and display the measurement value of the measured program in the measurement log and alarm log.
The test environment is shown in the following text:
The trusted computing component is installed in the operating system kernel, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Trusted_check.ko.
The authors have selected a dataset consisting of multiple executable programs. Some programs in this dataset are commonly used as power applications, some programs are third-party software libraries (such as OPENSSL), and some programs are simulated as malicious codes. For this dataset, a stress test script TCC_CompressionTest.sh is written, which selects programs from the dataset to trigger running every 10 s, and runs the script for a period of time to test the detection rate of illegal programs by the trusted computing program.
[image: image]
A sample set includes legal programs, illegal programs, and unknown programs, which is constructed on the actual power device. Through the brute force cycle test, the program is randomly selected from the sample set to trigger and run every 10 s, and it runs continuously, and then the effect of the trusted computing program on illegal programs is checked.
The components are tested by brute force injection of illegal programs. The test methods are as follows:
First, testing the real-time measurement function of the trusted computing component by running the env program that displays the operating environment of the system, which is shown on the QE interface. As we can see in Figure 8, the measurement value of the env program and the measurement value of the dependent library file libvpmpdm.so are all captured in real time.
[image: Figure 8]FIGURE 8 | Measurement value of the env program and the library file libvpmpdm.so.
Next, testing the security protection capabilities of the tested DTU device under malicious program operation. The implementation process is as follows:
Implanting a malicious program “portmap.cid” disguised as a configuration file through the MMS protocol to demonstrate the isolation function of the power terminal against malicious programs. The power terminal is interconnected with the monitoring system through the MMS protocol, and through the file service function provided by the MMS protocol, the malicious program disguised as a normal file “portmap.cid” is implanted in the device and called for operation.
It can be seen from Figure 9 that “portmap.cid” is identified as an illegal program since there exists difference between the measurement value of “portmap.cid” disguised as a normal file and the measurement value of the real portmap.cid in the whitelist. The trusted computing component isolates the malicious program, and the malicious program cannot run.
[image: Figure 9]FIGURE 9 | A malicious program “portmap.cid” is identified as an illegal program.
In order to evaluate the impact of integrity measurement on the operating system loading and application loading of relay protection devices, the time performance of using the SM3 algorithm to obtain encrypted summary information is tested. In order to standardize test indicators, the integrity of 10KB data is measured uniformly, and the measurement time is recorded. Figure 10 shows the results of 100 tests.
[image: Figure 10]FIGURE 10 | A malicious program “portmap.cid” is identified as an illegal program.
It can be seen from Figure 10 that in 100 tests, the highest value is 0.719 ms/10KB and the lowest value is 0.586 ms/10KB, both less than 1 ms, indicating that the integrity measurement will not have a great impact on the system startup time and application loading time.
According to the test process described previously, an illegal virus implanted program disguised as a configuration file is transmitted to the DTU device through the MMS protocol and loaded. In 300 repeated tests, the illegal program is detected 300 times, indicating that the detection rate of illegal programs by a test is 100%. Actually, on the premise that the physical security of the static root of trust is guaranteed, the trust chain is trusted to execute in the expected order of bootloader, OS, and APP, and all illegal programs can be detected.
6 CONCLUSION
With the advancement of the construction of the Energy Internet, a large number of terminal devices and multiple users have been connected to the power grid, gradually forming an open and interactive network environment, which has greatly changed the existing state grid’s hierarchical and partitioned information security protection pattern with the vertical encryption and horizontal isolation. Once a threat invades, is adsorbed to the terminal equipment, or breakthrough the boundary protection, it will be unimpeded, and it is easy to cause major power grid safety accidents. In summary, this article proposes a network security protection scheme for power system embedded devices based on chip-level trusted computing. The main technical contributions are as follows:
(1) Designing the overall architecture of the chip-level trusted computing for power equipment.
(2) Proposing a method of using the on-chip SRAM of the main control chip as the PUF to construct the root of trust.
(3) Designing the program logic of the trusted computing component.
(4) Transplanting and applying the self-developed FUXI chip of the China Southern Power Grid and Sylix OS operating system in a distribution automation DTU device, and conduct the performance tests and safety protection tests.
The power system terminal chip-level trusted computing security protection solution developed in this article is suitable for the management needs of the future smart grid information security, and provides technology assurance for the construction of an open power business ecosystem with Chinese domestic chips as the core and the implementation of power Internet of Things technology.
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In order to cope with global climate change, an electric vehicle (EV) and new energy building are constantly being innovated and improved. With the popularity and application of big data and Internet of Things, the new energy building with available charging piles may also become a charging station, which can solve the problem of difficult charging of EVs and promote the local energy consumption of the building. Therefore, this study proposes a shared charging concept for buildings, that is, shared photovoltaic, charging, and energy storage building (sPCEB). First, based on the analysis results of big data in cities or settlements of people, a locating method of the sPCEB system is introduced, and further proposes an optimal operating strategy that maximizes the combined benefit of the building. The efficiency and effectiveness of the proposed methods are verified by simulation.
Keywords: location problem, data analysis, new energy building, analytic hierarchy process, electric vehicle, optimal operating strategy, mixed-integer linear programming
1 INTRODUCTION
On 12 December 2015, nearly 200 parties of the United Nations Framework Convention on Climate Change reached the Paris Agreement at the 21st United Nations Climate Change Conference. This is the second legally binding climate agreement after the Kyoto Protocol, setting out arrangements for global action to address climate change after 2020. According to the US Environmental Protection Agency, buildings are one of several major sources of global greenhouse gas emissions.
In 2020, China proposed a major strategy to achieve “peak carbon dioxide emissions” by 2030 and “carbon neutrality” by 2060, and the key to carbon reduction lies in replacing the massive use of non-renewable fossil fuels with electrification of production and living. Actually, buildings should also move from being energy consumers to being contributors that support large-scale clean energy access, and integrating energy use, capacity, and storage into one (Feng et al., 2019; Huanan and Quande, 2019; Heinstein et al., 2013). Therefore, the concept of a new energy building is created, which is realized through the following ways: first, the way of building electricity consumption is changed to “supply-oriented, demand responsive”, that is, the electrical device flexibly adjusts the use time according to the actual photovoltaic (PV) power generation status and consumes the power in time when the power capacity is sufficient or suspends/reduces the power consumption; second, the internal storage system is developed to cover the shortage of electricity dynamically; third, the storage and consumption capacity of the electric vehicle is dynamically used to flexibly meet the building power demand (Igor et al., 2012; Kapsalaki et al., 2012).
At present, the percentage of electric vehicles (EVs) in the global automotive market is further expanding, but the charging problem becomes an obstacle to increasing the penetration of EV. With the popularization and application of big data and Internet of Things, the new energy building system may also become a charging station, which is an effective way to solve the charging problem. Therefore, this study proposes a concept of shared photovoltaic, charging, and energy storage building (sPCEB), that is, the sPCEB system uses the analysis results of big data to provide short-term charging services for public EV users by the surplus PV power or storage energy on the basis of satisfying its own electricity consumption.
In order to successfully implement the shared charging service in a building system, it is necessary to solve the location problem of the sPCEB system at first. A proper location can provide favorable prerequisites for the effective operation of the sPCEB system. Then, the optimal operation of the shared charging strategy should be further combined with the energy use of the sPCEB system itself. Therefore, this article first proposes a sPCEB system locating method based on an improved analytic hierarchy process (AHP), on the basis of determining the location, an optimal operation of the sPCEB system is further proposed, which can maximize the combined benefits of society, environment, the building, and the EV users.
2 SHARED OPERATION MODE OF SHARED PHOTOVOLTAIC, CHARGING, AND ENERGY STORAGE BUILDING SYSTEM
Figures 1 shows the schematic diagram of sPCEB system operation. The main connection line is the power busbar, the PV modules, energy storage system, and loads in the building are connected together in the building microgrid, and the communication between the modules is connected by applying the communication busbar. The energy generated from the PV module is first consumed in the building itself, and then the sPCEB system is connected to the external power grid based on signals from the flexible control system. Unlike ordinary buildings, the sPCEB system needs to selectively provide charging services to public EV users at specific time on the basis of its current power supply and consumption. The public EV users are required to pay for the charging service according to payment rules, which is also one of the revenue sources of the sPCEB system.
[image: Figure 1]FIGURE 1 | Schematic diagram and operation of an sPCEB system.
3 LOCATING METHOD FOR SHARED PHOTOVOLTAIC, CHARGING, AND ENERGY STORAGE BUILDING SYSTEM
As mentioned earlier, the sPCEB system has two functions: providing daily energy for the building and providing shared EV charging service. Therefore, it is not only necessary to select the location of the building according to the general planning of the region but also to establish a locating model based on the spatial distribution of the EV users’ charging demand in the region. The locating method in this article requires a thorough consideration of multiple aspects from the perspective of both the EV charging station and the building.
3.1 Indexes as electric vehicle charging station
3.1.1 Traffic flow
On the one hand, the traffic flow reflects the development, on the other hand, the charging demand becomes higher when the EV penetration rate is higher (Bheema and June, 2017; Michael et al., 2021; Sayali et al., 2021). The traffic data in the analyzed region should be collected, and some typical days are selected as the samples. The data mainly include the traffic flow of EVs and traditional petrol vehicles, represented as M and N, respectively. The index of traffic flow is defined as:
[image: image]
where ω1 and ω2 are the weights of M and N, respectively.
3.1.2 Public transport accessibility
The concept of accessibility was first introduced by Hansen, an American scholar (Hansen, 1959). It indicates the opportunities for the transportation network to interact with each other and is mainly used in the study of urban land use (Muhammad et al., 2018; Albacete et al., 2017). It is necessary to consider how convenient it is for public EV users to reach the sPCEB system once charging is complete.
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The distance y for public transport accessibility is defined as shown in Eq. 2. d is the straight-line distance (Euclidean distance) from the location to the nearest traffic node and D is the average walking distance based on the type of traffic node. The average walking distance to the bus station is defined as 150 m and the average walking distance to the subway station is 450 m (Olszewski and Wibowo, 2005). Different weights ω are given to bus stations and subway stations respectively, and the maximum value of each public transport accessibility is multiplied by the corresponding weight as the final value, as shown in Eq. 3.
3.1.3 Population density
Population density distribution reflects the dynamics of economic activity and is therefore an important determinant in sPCEB system’s location selection. Larger population density represents larger passenger flow and better advertising effect. The population density γ is calculated as:
[image: image]
where p is the number of people in the analyzed region and q is the area of the region, usually expressed in square kilometers.
3.2 Indexes as building
The types of building are classified as residential buildings, public buildings, industrial buildings, and agricultural buildings. The industrial and agricultural buildings are generally far away from the busy area, and the demand for EV charging is comparably low, so the main building types are residential buildings and public buildings in this article. The indexes of locating residential buildings include traffic flow, public transport accessibility, regional population density, green space accessibility, and housing price. For locating public buildings, green space accessibility is not a key factor, but the building attractiveness needs to be considered.
3.2.1 Green space accessibility
Green space has become an important place for urban residents to interact and organize various activities; it plays an irreplaceable role during the development of the human living environment. The green coverage has become an important factor for discussing the ecological livability of a region, and the green space accessibility is also an important element in the locating method (Schirmer et al., 2014). Green space accessibility needs to consider the distance from the location to the green space and the area of the green space; therefore, the green space accessibility index Pi is defined as:
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The distance from the location to the nearest green space is fi, and the area of the nearest green space from the location is gi. PPi is the normalized value of the distance to the nearest green space, and PAi is the normalized value of the area of the green space.
3.2.2 Housing price
High economic growth is often closely related to the increase in housing price; housing price also reflects the degree of economic development of the analyzed region. Housing price can be obtained by collecting published data using web crawler.
3.2.3 Building attractiveness
The Huff model is one of the most commonly used models in building locating; it explains the attractiveness of public buildings to users and various resistance factors for users to make decisions (Huff, 1964). Based on the Huff model, the attractiveness of building j to point i is defined as:
[image: image]
where Uij is the attractiveness to users, Sj is the area of building j, and dij is the traffic cost parameter that reflects the users go from the activity point i to the building j. α and λ are sensitive parameters for Sj and dij, respectively. The value of α is 0.82 and the value of λ is -1.16 (Yandong et al., 2018).
3.2.4 Construction cost
In the engineering project, the construction and installation cost of public buildings mainly includes the installation works, outdoor, and supporting works. The main building installation work mainly includes civil engineering, water supply and drainage engineering, and electric engineering. The overall construction cost is calculated based on the construction area and is proportional to the area. Therefore, in the locating of public buildings, this article uses the floor area of public buildings to express the construction cost.
3.3 Improved analytic hierarchy process for locating shared photovoltaic, charging, and energy storage building system
Based on the process of the aforementioned data, each sPCEB system corresponds to multiple indexes. How to deal with these indexes requires further analysis and judgment. AHP is a hierarchical analysis method that combines qualitative and quantitative approaches (Muhammad 2014). The basic steps of AHP are divided into four main steps: first, the recursive hierarchy model is established; second, the judgment matrix is constructed; third, consistency test; and at last, all the options are compared and decisions are made.
In fact, the most important step of AHP is the construction of the judgment matrix; however, the traditional method has some inherent drawbacks. If there are too many elements, the statistics are large, the judgment matrix is hard to pass the consistency test, and repeatedly modifying the judgment matrix may be contrary to the original intention of the decision. Therefore, this section proposes some improvements for the traditional AHP.
3.3.1 The construction of judgment matrix in criteria
If there are n different elements in criteria, n (n-1)/2 comparisons are required to judge the order of importance of multiple elements by using the traditional AHP. The steps of comparison will be very tedious if there are too many elements. In addition, it may also cause illogical results.
A method for constructing the judgment matrix of the criterion level based on the importance ranking is proposed. Three importance indicators of adjacent elements are defined as: strong importance, moderate importance, and equal importance. Importance indicators of non-adjacent elements can be obtained by superimposing the importance of adjacent elements. The scales of importance indicators of adjacent elements are defined as 3, 2, and 1, respectively. The improved scales are shown in Table 1.
TABLE 1 | Improved scales in criteria.
[image: Table 1]3.3.2 The construction of judgment matrix in alternatives
Each alternative has specific values, the order of importance should be judged objectively based on the specific values. Therefore, the construction method of the judgment matrix of the alternatives based on quantitative data is further proposed. First, the data need to be normalized to range 1–10, and the scales of alternatives δ are defined as the differences between two elements. According to the definition of the scales of alternatives in Table 2, the judgment matrix in alternatives can be constructed.
TABLE 2 | Improved scales in alternatives.
[image: Table 2]According to the aforementioned improvements, the optimal location can be directly selected by applying the AHP with simply giving an order of importance to the elements in alternatives and criteria.
4 OPTIMIZED OPERATION STRATEGY OF SHARED PHOTOVOLTAIC, CHARGING, AND ENERGY STORAGE BUILDING SYSTEM WITH SHARED CHARGING SERVICE
After determining the location of the building, a strategy for optimizing the operation of the sPCEB system with shared charging services is further proposed. The optimization objective is to maximize the combined benefits created by the building, and the main constraint is that the building’s annual purchase of non-renewable energy from the power grid cannot be greater than the amount of the electricity sold to the power grid in the context of market-based electricity trading. Based on the floor area of the building, the area where PV modules can be installed, and the different photoelectric conversion efficiencies of the roof/wall, the required PV capacity, energy storage device capacity, charging and discharging power of energy storage system, and the purchased and sold electricity to the power grid are solved. It belongs to the field of mixed-integer linear programming (MILP), thus an optimization model is needed (Danhong et al., 2021; Qiwei et al., 2021).
4.1 Objective function
As a low-carbon and energy-efficient building system, the optimization objective of the sPCEB system is defined as the maximization of the combined benefits that the building brings to the overall society, that is, the difference between the incremental benefit S and the incremental cost C.
4.1.1 Incremental benefit S
Incremental benefits include three elements: incremental economic benefits Sec, incremental environmental benefits Sen, and incremental social benefits Sso. Incremental economic benefits Sec are defined as economic benefits Sec1 obtained by owners from the sPCEB system and economic benefits Sec2 gained by shared charging services.
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where Qpv is the annual power generation capacity of the building through its PV modules. Ppv is the power generated by the PV modules, λ1 and λ2 are the power generation coefficients of the top surface and sunny side of the building, respectively, Gst is the reference value of solar irradiance, and H is the actual value. Ipur is the saved electricity cost, s1 is the area of PV modules installed on the top surface, and s2 is the area of PV modules installed on the sunny side. n is the number of hours in a year. Qshare is the amount of charging power provided to public EV users, and Ishare is the revenue from charging.
4.1.2 Incremental cost C
The incremental cost mainly include the device cost Cpv, Cstore, the electricity cost/revenue Cgrid, and the operation and maintenance cost Cop.
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where Cpv is the total cost of PV modules, and Ipv is the cost of PV modules per square meter. Cstore is the cost of energy storage system. CAstore is the capacity of the energy storage, and Istore is the unit cost. Pbuy is the electricity purchased from the grid, Psell is the electricity sold to the grid, and Cbuy and Csell are the purchase and sale prices of electricity, respectively. a and b are the operation and maintenance costs per unit of the PV module and energy storage system.
4.2 Constraints
4.2.1 Energy storage system
Considering that the scenario of this article is the energy storage system for buildings, the current form of energy storage applied in buildings is still mainly battery energy storage, such as lithium battery energy storage. At present, the charging/discharging power of household energy storage is about 5–20 kW (Sonnen Home Energy Storage, 2022; Tesla Powerwall, 2022). The state of charge SOCt of the energy storage system at moment t is determined by the state of charge at the previous moment SOCt-1 and the charge/discharge power. It is also controlled by the upper and lower limits of its own maximum charge/discharge power, as shown in formula Eqs 17–19.
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where Δt is the time interval, [image: image] is the charging power at t-1, [image: image] is the discharging power at moment t-1, and [image: image] and [image: image] is the charging/discharging efficiency of the energy storage system. [image: image] and [image: image] are the maximum charge/discharge power of the energy storage system, respectively. u is the charge/discharge state, where 1 represents charging and 0 represents discharging. k is a large constant and is used as an auxiliary constraint. Estore is the actual capacity of the sPCEB system, and Estore,cal is the calculated capacity. ε is the protection coefficient to avoid over discharging of the storage system; in this article, the protection coefficient is taken as 0.8.
4.2.2 Shared charging service fees
Public EV users need to pay charging service fees Mcharge for charging at public charging facilities. The sPCEB system can settle specific charging service fees within the upper limit Mcharge,max:
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4.2.3 Area of photovoltaic modules
The area constraint of PV modules Spv is determined according to the building and location; Spv,max is the maximum area of PV modules that can be installed in the building:
[image: image]
4.2.4 Time-of-use tariff
The time-of-use tariff policy is different for each area. Taking a province in the middle and lower reaches of the Yangtze River as an example, the tariff policy is shown as:
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where Cbuy represents the electricity tariff. Pb represents the price of the electricity in ordinary hours (7:00∼9:00 a.m., 15:00 ∼ 20:00 p.m., and 22:00–23:00 p.m.).In China, the price of Csell ranges from 0.35 to∼ 0.5 yuan/kWh. Because the electricity price varies from different region or area, the aforementioned time-of-use tariff model is used in this article as a reference, it can be adjusted according to the actual situation in practical application.
4.2.5 Power balance
The power balance equation at moment t of the busbar:
[image: image]
where P(t)discharge and P(t)charge are the charging and discharging power of energy storage system, respectively. P(t)load and P(t)EV are the building load and EV’s charging power, respectively.
4.2.6 Nearly zero energy system
The sPCEB system has two sources of electricity, that is, the power generated by its PV modules or purchases electricity from the power grid. In order to achieve high clean energy penetration in sPCEB systems, the concept of nearly zero energy in this article is defined as the sPCEB system’s annual purchase of non-renewable energy from the power grid cannot be greater than the amount of the electricity sold to the power grid.
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where v is the percentage of non-renewable energy in the local power grid.
4.2.7 Shared charging time limits
Based on the historical load data of the building, the shared charging service can be provided if the charging piles are available.
4.2.8 Other constraints
Shared charging time limitation: based on the historical load data of the building, the shared charging service can be provided if the charging piles are available.
Engineering standard limitation: to avoid the fluctuation caused by the sPCEB system, the calculated operation strategy should meet the actual engineering standards of distributed energy sources (General Administration of Quality Supervision et al., 2009; Pingzhou L et al., 2016; State Grid Corporation of China et al., 2016).
5 OPTIMAL LOCATING METHOD AND OPERATION OF SHARED PHOTOVOLTAIC, CHARGING, AND ENERGY STORAGE BUILDING SYSTEM
The proposed optimization strategy focuses on the optimal design and improvement of renewable energy equipment (such as PV modules and energy storage system) based on existing common buildings. To sum up, the optimized strategy of the sPCEB system is summarized in the following steps (Figure 2):
[image: Figure 2]FIGURE 2 | Flow chart of the proposed method.
Step 1:. determining the building type. In this article, we mainly discuss two building types, public buildings, and residential buildings.
Step 2:. ranking the importance of locating indexes, according to the needs of decision makers. For residential buildings, the indexes include traffic flow, public transport accessibility, population density, green space accessibility, and housing price; for public buildings, green space accessibility and housing price are not considered, but the attractiveness of the building to users and the cost of the building need to be further considered.
Step 3:. analyzing and filtering the data that are needed for decision making.
Step 4:. the improved AHP is used for locating; the final optimal location is obtained.
Step 5:. obtain basic data of selected building (sPCEB), such as solar energy resources, electricity load, and available charging time.
Step 6:. determine objective and constraints. The combined benefit is taken as the optimal objective, and constraints include the shared charging service fees and area constraints of PV module.
Step 7:. Solving the problem according to the determined objective function and constraints, the final optimized operation strategy is obtained.
6 SIMULATION
The analytical object (urban area) in the simulation is a new first-tier city in China. The data are collected from reality, and the existing buildings can be re-designed and modified at the original situation if necessary.
6.1 Residential building
6.1.1 Analysis of locating
This region is divided into 11 districts, D1∼D11, one typical residential unit is selected from each district, named as RU1∼RU11. The main avenues in this urban area are named as A1∼A6, respectively. The population density data of D1∼D11 are collected through the national census (National Bureau of Statistics of China, http://www.stats.gov.cn/), and the average housing price data are collected by web crawler through Lianjia (http://www.lianjia.com) in 2021 (Figure 3).
[image: Figure 3]FIGURE 3 | Region and statistics (A) main avenues (A1∼A6); (B) population density of each district; (C) districts (D1∼D11); and (D) housing price (RU1∼RU11)
Based on the collection of data, several indexes can be calculated for locating the sPCEB system, as shown in Figure 4. The population density, the reciprocals of housing price, public transport accessibility, green space accessibility, and traffic flow are selected as the locating indexes in this part, and all the data are preprocessed to the range of 1–10, named as Index 1∼5, respectively. Among the aforementioned five indexes, all of them should be higher, except for the housing price, which should be lower.
[image: Figure 4]FIGURE 4 | Preprocessed data (A) population density (Index 1); (B) housing price (Index 2); (C) public transport accessibility (Index 3); (D) green space accessibility (Index 4); and (E) traffic flow (Index 5)
The population density and housing price data in Figures 4A,B are obtained directly through the collected data. In Figure 4C, the distance of the nearest subway station and bus stop to each residential unit are measured by digital map software (http://ditu.amap.com, https://map.tianditu.gov.cn/), and the corresponding public transport accessibility is derived by applying Eqs 1, 3. In Figure 4D, the area and distance of the nearest green space to each residential unit are also measured by digital map software, thus the green space accessibility can be calculated. In Figure 4E, the traffic flow data of a main avenue (A1∼A6) nearest to it is accumulated by Eq. 1 for each residential unit, and then normalized.
The importance rankings of Index 1∼5 need to be defined during the decision-making process. Here, we take Index 5 > Index 2 > Index 3 > Index 1 = Index 4 as an example, that is, the traffic flow is the most important index, the population density and the green space accessibility are less important, and the rankings are shown in Table 3.
TABLE 3 | Importance ranking and scales.
[image: Table 3]From Table 4, RU6 achieved the highest ranking of all the 11 residential units in both Index 1 and Index 5. Index 5, the traffic flow, is the most important index in this example, which is also an essential factor in determining the location as a charging station. RU6 ranks first in this index among all the residential units. According to the improved AHP, the RU6 is chosen as the most proper location for the sPCEB system.
TABLE 4 | Data of the optimal location (RU6).
[image: Table 4]6.1.2 Optimal operation
In RU6, the maximum area of PV modules that can be installed on the top surface of the building is 100 m2, and the maximum area of PV modules on the sunny side is 50 m2. The building is designed with one EV charging space, and the maximum power of the charging pile is designed as 10 kw per hour. Owners of the building are used to charging their own car every night from 18 to 24 p.m., so the parking space is temporarily closed to public EV users during that time. The service lives of PV, energy storage, and other devices are considered to be 20 years; the prices of devices refer to the existing system (Tesla Powerwall, Sonnen Home Energy Storage system).
If the power generation efficiency of the PV modules at optimum installation angle (installed on the top surface of the building) is 100%, the power generation efficiency of the vertical sunny side is 54.05% by calculating using PVsyst software. The historical load data of the building and the solar irradiance of the area for a typical day in each of the four seasons of 1 year are shown in Figures 5B,C.
[image: Figure 5]FIGURE 5 | Initial data of building (A) floor plan; (B) historical load; and (C) solar irradiance.
It should be noted that the sum of the electricity of sPCEB every 2 hours is shown in the following figures, so the unit of vertical coordinate is kWh. According to Figures 5B,C, the consumption of electricity is mainly concentrated in 5–8 a.m. and 18–24 p.m., the effective working time of PV modules is mainly concentrated in 6 a.m.–18 p.m. Therefore, it needs to be flexibly regulated by the optimal operation strategy. The strategy is solved by a CPLEX optimizer using MATLAB, and the solutions are shown in Figures 6, 7 and Tables 5, 6.
[image: Figure 6]FIGURE 6 | Optimal operation (A) discharging/charging of energy storage system and (B) trading of power grid.
[image: Figure 7]FIGURE 7 | Location of public buildings.
TABLE 5 | Parameters of devices.
[image: Table 5]TABLE 6 | Available charging time for others.
[image: Table 6]In Figure 6A, the value of energy storage greater than zero represents that the energy storage system is charging at this moment, and the value lower than zero represents that the system is discharging. Likewise, in Figure 6B, the value greater than zero represents that the building sells electricity to the power grid, and the value lower than zero represents that the building purchases electricity from the power grid. From Table 5 and Table 6, the combined benefit of the whole four typical days is 542.2 yuan, and the PV module should be installed as much as possible, that is 50 m2 on sunny side, 100 m2 on top surface of the building. The capacity of energy storage system should be 23.7 kwh. The shared charging service is available from 6–8 a.m. and 14–18 p.m. on these four typical days.
In China, distributed energy sources such as photovoltaic and wind power have been vigorously developed in recent years. China has now developed a series of engineering standard for distributed power sources in order to maintain the stability of the power system (Pingzhou L et al., 2016; National Energy Administration et al., 2017). The maximum capacity of distributed generation that can be connected to the 380 V grid is 400 kW. The maximum power of this building interaction with the grid does not exceed 20 kW (the line graphs in the manuscript show the power interacted with the grid every 2 hours, the maximum power does not exceed 40 kWh/2 h. Thus, it can be directly connected to the 380 V grid. The length of the line is 0.5 km. The calculated maximum line voltage drop is only 1.749%, which is much lower than the 7% specified in the standard.
6.2 Public building
6.2.1 Analysis of locating
The types of public buildings that can provide shared charging service for public EV users are office buildings, commercial buildings, science, education, culture and health buildings, etc. In this article, 10 public buildings (PB1∼PB10) containing parking spaces are selected for analysis in this region, and the details of each building are shown in Table 7 and Figure 7.
TABLE 7 | Details of public buildings.
[image: Table 7]Five indexes in this section are population density, public transport accessibility, traffic flow, building attractiveness, and construction cost. PB2 is finally chosen as the optimal sPCEB system, and the preprossessed data are shown in Figure 8. The importance rankings of Index 1∼5 are the same as Table 3. It can be found that PB2 is the best in Index 3. Although not all of the indexes are optimal, PB2 is still globally optimal from the overall perspective.
[image: Figure 8]FIGURE 8 | Preprocessed data (A) population density; (B) public transport accessibility; (C) traffic flow; (D) building attractiveness; and (E) construction cost.
6.2.2 Optimal operation
The type of PB2 is office building, the maximum area of installed PV modules on the top surface is 10,000 m2, and the maximum area of installed PV modules on the sunny side is 4,000 m2 (Figure 9). The building is designed to contain 150 parking spots, with an estimated penetration rate of 10% for EVs, 15 charging piles are available for public EV users all day. The maximum power of the charging piles is 15 kw per hour. By collecting the consumption data of the building for four typical days, the operation strategy of the building is obtained, as shown in Figure 10; Table 8.
[image: Figure 9]FIGURE 9 | Design of the office building.
[image: Figure 10]FIGURE 10 | Optimal operation (A) historical load of PB2; (B) available shared charging service; (C) discharging/charging of energy storage system; and (D) trading of the power grid.
TABLE 8 | Parameters of devices.
[image: Table 8]The main difference between public building and residential building is: 1) the amount of electricity consumption is large; hence, the demands for energy storage and PV modules are larger; 2) more shared EV charging spaces can be provided throughout all day. In Figures 10A,B, the description of load, storage management, and power trading strategies are similar to the residential building, only the values are different. In Figure 10C, 15 charging piles are all available at 2–6 a.m., 22–24 p.m. (all typical days), 6–8 a.m., and 14–16 p.m. (typical day in winter), 14 charging piles are available at 16–18 p.m. (typical day in spring).
The shared public building in this section will be connected to a 10 kV grid with a line length of 1 km. The maximum power of the proposed optimal operation strategy does not exceed 2 MW per hour, and the maximum line voltage drop is calculated to be 1.436%.
6.3 Additional analysis
6.3.1 Influence on the owner of shared photovoltaic, charging, and energy storage building system
In the previous analysis, the combined benefits of the optimization objectives include the environmental, social, and economic impacts of the sPCEB system. However, from the perspective of the owners of the sPCEB system, the investment costs and the corresponding revenues are the primary concern.
Assuming that the charging piles are full load, Figure 11 presents the comparison between public building PB2 and residential building RU6 in terms of the electricity cost, revenues of shared charging service, and investment costs of devices. Actually, the charging piles are not always in full load, thus the surplus energy can be sold to the power grid. Accordingly, the actual revenue of shared charging service is less than or equal to 342 yuan for RU10 and 6,327 yuan for PB2. Even without the shared charging revenue, the saved electricity fees are still greater than the average device cost.
[image: Figure 11]FIGURE 11 | Comparison of revenues and costs (A) RU6 and (B)PB2.
Figure 11A shows the comparison results for RU6. RU6 saves 80 yuan in electricity costs, and earns the charging revenues for 342 yuan. The average device cost is 64 yuan (service life: 20 years and average time: four typical days). In other words, not only can save some electricity expenses but also can generate an additional benefit of 278 yuan for using the optimal operating strategy in this article.
Figure 11B shows the comparison results for PB2. PB2 saves 28,071 yuan in electricity costs and earns the charging revenues for 6,327 yuan, the device costs are 8,707 yuan. That is, PB2 needs to pay 28,071 yuan for purchasing electricity from the power grid if not using the optimization strategy of this article; however, the costs have reduced to 2,380 yuan.
6.3.2 Analysis of combined benefits
This section compares the combined benefits of applying the optimal operating strategy with and without the shared charging service, and the results are shown in Figure 12. For RU6, the combined benefit will be 542 yuan if the shared charging service is included, and the combined benefit will be 97 yuan if the shared charging service is excluded, and the total benefits increased by 445 yuan. For PB2, the total benefits increased by 4,530 yuan.
[image: Figure 12]FIGURE 12 | Comparison of combined benefits in RU6 and PB2.
7 CONCLUSION
This article proposes a concept of the sPCEB system. More specifically, the location problem of the system is solved by the improved AHP, and the optimal operating strategy with shared charging service is further introduced. The simulation results indicate that:
1) The locating method of sPCEB can objectively give the order of importance of each element based on specific data analysis results, which can overcome the problem that the traditional AHP method cannot pass the consistency test with too many elements on the one hand, and combining the advantages of subjective and objective judgment on the other hand. It makes the decision-making process more user-friendly and more convenient.
2) The optimal operating strategy with shared charging service can not only improve the combined benefits of the building system from the perspective of social, environmental, and economic, but also greatly reduce the cost of purchasing electricity from the power grid for the owners and improve the local energy consumption capacity of the building. In addition, it achieves greater combined benefits comparing to optimal operation without shared charging services
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
CL, ZW, and BG contributed to conception and design of the study. HD organized the database. LL performed the statistical analysis. Other authors helped supervised the project. All authors contributed to manuscript revision, read, and approved the submitted version.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Albacete, X., Olaru, D., Paül, V., and Biermann, S. (2017). Measuring the accessibility of public transport: A critical comparison between methods in helsinki. Appl. Spat. Anal. Policy 10, 161–188. doi:10.1007/s12061-015-9177-8
 Bheema, T. L., and June, T. H. M. (2017). A framework for electric vehicle (EV) charging in Singapore. Energy Procedia 143, 15–20. doi:10.1016/j.egypro.2017.12.641
 Danhong, W., Xiang, L., Julien, M., Carmeliet, J., and Orehounig, K. (2021). Advancing the thermal network representation for the optimal design of distributed multi-energy systems. Front. Energy Res. 9. doi:10.3389/fenrg.2021.668124
 Feng, D., Ying, W., Bin, S., Hua, Y., and Zhang, Y. (2019). The process of peak CO2 emissions in developed economies: A perspective of industrialization and urbanization. Resour. Conservation Recycl. 141, 61–75. doi:10.1016/j.resconrec.2018.10.010
 General Administration of Quality Supervision (2009). Power quality-deviation of supply voltage. Beijing. GB/T 12325-2008.Inspection and quarantine of the people's republic of China
 Hansen, W. G. (1959). How accessibility shapes land use. J. Am. Inst. Plann. 25, 73–76. doi:10.1080/01944365908978307
 Heinstein, P., Ballif, C., and Perret-Aebi, L. (2013). Building integrated photovoltaics (BIPV): Review, potentials, barriers and myths. Green 3, 125–156. doi:10.1515/green-2013-0020
 Huanan, L., and Quande, Q. (2019). Challenges for China's carbon emissions peaking in 2030: A decomposition and decoupling analysis. J. Clean. Prod. 207, 857–865. doi:10.1016/j.jclepro.2018.10.043
 Huff, D. L. (1964). Defining and estimating a trading area. J. Mark. 28, 34. doi:10.2307/1249154
 Igor, S., Assunta, N., and Karsten, V. (2012). Net zero energy buildings: A consistent definition framework. Energy Build. 48, 220–232. doi:10.1016/j.enbuild.2012.01.032
 Kapsalaki, M., Leal, V., and Santamouris, M. (2012). A methodology for economic efficient design of Net Zero Energy Buildings. Energy Build. 55, 765–778. doi:10.1016/j.enbuild.2012.10.022
 Michael, B., Prateek, M., and Sivasathya, B. (2021). “Incorporating residential Smart electric vehicle charging in Home energy management systems,” in IEEE green technologies conference . doi:10.1109/GreenTech48523.2021.00039
 Muhammad, A. S., Mohammad, M. Z., and Adam, T. (2018). Public transport accessibility: A literature review. Periodica Polytechnica Transportation Engineering. doi:10.3311/PPtr.12072
 Muhammad, Z. (2014). A hybrid approach for reliability analysis based on analytic hierarchy process and Bayesian network. Front. Energy Res. 2. doi:10.3389/fenrg.2014.00052
 National Energy Administration,National Development and Reform Commission (2017). Notice of the two departments on the pilot market-oriented trading of distributed power generation. Available at: http://www.gov.cn/xinwen/2017-11/14/content_5239535.htm (Accessed November 14, 2017). 
 Olszewski, P., and Wibowo, S. S. (2005). Using equivalent walking distance to assess pedestrian accessibility to transit stations in Singapore. Transportation Research Record, 38–45. doi:10.1177/0361198105192700105
 Overview of Greenhouse Gases (2021). Overview of greenhouse gases. Available at: https://www.epa.gov/ghgemissions/overview-greenhouse-gases (Accessed November 19, 2021). 
 Pingzhou, L., Kaisheng, B., and Yuanhui, R. (2016). Design manual for industrial and civil power supply and distribution. Beijing: China Electric Power Press. 
 Qiwei, J., Tingxiang, L., Xiaotao, C., Laijun, C., Yang, S., Shengweio, M., et al. (2021). Optimized regulation of hybrid adiabatic compressed air energy storage system for zero-carbon-emission micro-energy network. Front. Energy Res. doi:10.3389/fenrg.2021.745457
 Ruike New Energy (2022). National speed skating oval. Available at: http://www.rksolar.com.cn/en/.
 Sayali, A. J., Sanjay, K. S., and Pushpendra, S. (2021). “Control strategies for electric vehicle charging station: A review,” in 2021 2nd international conference for emerging Technology . doi:10.1109/INCET51464.2021.9456280
 Schirmer, P. M., Van Eggermond, M. A. B., and Axhausen, K. W. (2014). The role of location in residential location choice models: A review of literature. J. Transp. Land Use 7, 3. doi:10.5198/jtlu.v7i2.740
 Sonnen Home Energy Storage (2022). Power your life with a smart, reliable, and safe home battery from sonnen. Available at: https://sonnenusa.com/en/.
 State Grid Corporation of China (2016). Technical rule for distributed resources connected to power grid. Beijing. Q/GDW 1480-2015. 
 Tesla Powerwall (2022). Powerwall. Available at: https://www.tesla.com/powerwall.
 The Paris Agreement (2015). The Paris agreement. Available at: https://www.un.org/en/climatechange/paris-agreement (Accessed December 12, 2015). 
 Yandong, W., Mingxuan, D., Senbao, L., Wei, J., and Yanyan, G. (2018). Social media-based site selection study for business districts. Geospatial Inf. 16, 34–38. (in Chinese). 
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Liu, Wang, Wang, Chen, Su, Gao, Xu, Ge, Ding and Liu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


[image: image]


OPS/images/fenrg-10-865060/math_17.gif





OPS/images/fenrg-10-865060/math_15.gif
Coa = X Py C Oy =Pt 19





OPS/images/fenrg-10-865060/math_16.gif
(8 +5) +0-CAyorer (16)






OPS/images/fenrg-10-865060/math_13.gif
(13)






OPS/images/fenrg-10-865060/math_14.gif





OPS/images/fenrg-10-865060/math_11.gif
Sur = (iom,m),u)m +a an





OPS/images/fenrg-10-865060/math_12.gif
PYICIITI a2






OPS/images/fenrg-10-865060/math_1.gif





OPS/images/fenrg-10-865060/math_10.gif
Qpe = (MPpsi +A:P, (10)





OPS/images/fenrg-10-865060/inline_6.gif





OPS/images/fenrg-10-829934/inline_27.gif





OPS/images/fenrg-10-829934/inline_26.gif





OPS/images/fenrg-10-829934/inline_25.gif





OPS/images/fenrg-10-829934/inline_24.gif





OPS/images/fenrg-10-829934/inline_23.gif





OPS/images/fenrg-10-829934/inline_22.gif





OPS/images/fenrg-10-829934/inline_21.gif





OPS/images/fenrg-10-829934/inline_20.gif





OPS/images/fenrg-10-865060/math_9.gif





OPS/images/fenrg-10-865060/math_7.gif
@





OPS/images/fenrg-10-865060/math_8.gif
(8)





OPS/images/fenrg-10-865060/math_5.gif
©

s

PP,





OPS/images/fenrg-10-865060/math_6.gif
©)






OPS/images/fenrg-10-865060/math_4.gif
@






OPS/images/fenrg-10-865060/math_25.gif
"mermz Py (8), (25)





OPS/images/fenrg-10-865060/math_3.gif
Yo = ):‘wm o





OPS/images/fenrg-10-865060/math_23.gif
<b f = 107: 00,08: Q01U 115 00, 20 00) © [22: 90,23: 00}
on,

Lsor,
04SP, = [23: 00,07 0O]

Ctny = e






OPS/images/fenrg-10-865060/math_24.gif
0+ E Oy + P acarge = 5 (Ohoss + PO + F(Ectarge
+P(Oa
(24)





OPS/images/fenrg-10-865060/math_21.gif
0 S M harge S M harge, mas- (21)





OPS/images/fenrg-10-865060/math_22.gif
0 S Spv S Spvmax (22)





OPS/images/fenrg-10-865060/math_2.gif
2)






OPS/images/fenrg-10-865060/math_20.gif
(20)





OPS/images/fenrg-10-865060/math_18.gif
SOC, = SOC,., +(P;_n.~ P, [n,)At ¥t e [2,24], (18)






OPS/images/fenrg-10-865060/math_19.gif
0P <Py,
0<F <Ku

oipir, 19)
0<P <K (1 -u)





OPS/images/fenrg-10-860461/inline_25.gif





OPS/images/fenrg-10-860461/inline_24.gif
Hwb,; x





OPS/images/fenrg-10-860461/inline_32.gif





OPS/images/fenrg-10-860461/inline_31.gif
Cus €y f ,





OPS/images/fenrg-10-860461/inline_30.gif
Pw





OPS/images/fenrg-10-860461/inline_3.gif
(. n





OPS/images/fenrg-10-860461/inline_29.gif





OPS/images/fenrg-10-860461/inline_28.gif
Huwb,





OPS/images/fenrg-10-860461/inline_27.gif
Huwb,





OPS/images/fenrg-10-860461/inline_26.gif





OPS/images/fenrg-10-860461/math_10.gif
1.2xLxD.





OPS/images/fenrg-10-860461/math_1.gif
e = |1+ cos 3+ 2.

[0





OPS/images/fenrg-10-860461/inline_9.gif
Huwb,





OPS/images/fenrg-10-860461/inline_8.gif





OPS/xhtml/Nav.xhtml




Contents





		Cover



		ADVANCED DIGITAL TECHNOLOGIES IN DIGITALIZED SMART GRID



		A Data-Driven Genetic Algorithm for Power Flow Optimization in the Power System With Phase Shifting Transformer



		1 Introduction



		2 Mathematical Model of the Phase Shifting Transformer



		2.1 The Basic Principle of the Phase Shifting Transformer



		2.2 Power Flow Models With Phase Shifting Transformer









		3 Optimization Model of Power Systems With Phase-Shifting Transformer



		3.1 Target Function



		3.2 Equation Constraints



		3.3 Inequality Constraints









		4 Proposed Methodology



		4.1 Deep Belief Network



		4.2 Genetic Algorithm Improvement: Elimination of Power Flow Reversal Individuals



		4.3 Power Flow Optimization Based on Improved Genetic Algorithm With Deep Belief Network









		5 Case Study



		5.1 Phase-Shifting Transformer Installation Position and Parameters



		5.2 Sample Set Construction



		5.3 Accuracy of Different Learning Models



		5.4 Comparison of Data-Driven and Model-Driven Genetic Algorithms



		5.5 Comparison of Genetic Algorithms and a Mixed-Integer Second-Order Cone Programming Model



		5.6 Validation of the Improved GA









		6 Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Distribution Network Voltage Arc Suppression Method Based on Flexible Regulation of Neutral Point Potential of the New Grounding Transformer



		Introduction



		The Principle of Neutral Point Potential Controlling Step-Down Arc Suppression Flexibly



		System Equivalent Circuit After Closed Tap Grounding Branch



		Zero-Sequence Voltage Phase After Closed Tap Grounding Branch



		Zero-Sequence Voltage Amplitude Under Different Gears









		Initial Gear Selection and the Arc Suppression Criterion



		Realization Process of the Voltage Arc Suppression



		Simulation Analysis



		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		A Spatial Assessment of Wildfire Risk for Transmission-Line Corridor Based on a Weighted Naïve Bayes Model



		Introduction



		Study Area and Data Collection



		Study Area



		Wildfire-Related Factors



		Data Pre-Processing and Discrete Classification









		Importance of Wildfire-Related Factors



		Information Entropy and Information Gain Entropy



		Importance Rank of Wildfire-Related Factors









		Methodology



		Weighted Naïve Bayes



		Weight Calculation



		Framework Conceptualization









		Results and Discussion



		The Optimal Factors Set and the Most Accurate Sampling Table



		Comparison of BWN, NB, and WNB









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		Acknowledgments



		Supplementary Material



		References









		A Reduced-Order RNN Model for Solving Lyapunov Equation Based on Efficient Vectorization Method



		Introduction



		Problem Formulation and Related Work



		Problem Formulation



		GNN



		ZNN









		An Efficient Method for Vectorization of RNN Model



		General Method of Vectorizing RNN Model



		An Efficient Method for Vectorization of RNN Model









		The Reduced-Order RNN Model for Solving Lyapunov Equations Based on Symmetry



		The Reduced-Order ZNN Model With Linear Activation Function



		Reduced-Order GNN Model With Linear Activation Function



		Reduced-Order RNN Model With Non-Linear Activation Functions



		The Generation of the Reduced-Order RNN Model



		The Significance of the Reduced-Order RNN Model









		Illustrative Verification



		The Reduced-Order RNN Model for Solving Lyapunov Equation Based on Symmetry



		An Efficient Method for Vectorization of RNN Model









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		Supplementary Material



		References









		Adaptive Balancing Control of Cell Voltage in the Charging/Discharging Mode for Battery Energy Storage Systems



		Introduction



		Research and Contribution of the Study



		System Description



		Adaptive Balancing Control of Cell Voltage



		SOC Estimation



		Dynamic Balancing Acceleration Coefficient Adaptive Mechanism in the Charging Mode



		Dynamic Balancing Acceleration Coefficient Adaptive Mechanism in the Discharging Mode









		Analysis of Experiments and Results



		Experimental Facility



		In Charging Mode



		In Discharging Mode









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		Abbreviations



		References









		Study on Oil Flow Surging and Protection Optimization for on Load Tap Changer of Converter Transformer



		1 Introduction



		2 Mathematical Simulation Modeling of On-Load Tap Changer



		2.1 Simulation Object



		2.2 Model Established



		2.3 Turbulence Model



		2.4 Meshing



		2.5 Boundary Conditions and Parameter Determination









		3 Analysis of Simulation Results



		3.1 Characteristics of Oil Flow Surge Before Switching and During Unburned Arc



		3.2 Characteristics of Oil Flow Surge During Switching



		3.3 Experimental Method



		3.4 Analysis of Experimental Results









		4 Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Optimal Regulation Strategy of Electric Vehicle Charging and Discharging Based on Dynamic Regional Dispatching Price



		Introduction



		V2G Real-Time Optimized Regulation Architecture



		Electric Vehicle Charging and Discharging Regulation Model Considering Multiple Stakeholders



		Spatial and Temporal Distribution Characteristics of EV Charging Demand



		Electric Vehicle Charging and Discharging Regulation Model



		Dynamic Update Strategy of Regional Dispatching Price



		Strategy Formulation Workflow









		Case Results and Discussion



		Parameter Setting



		Electric Vehicle Real-Time Regulation Model Calculation Results



		Electric Vehicle Regulation Results under Different Electricity Price Signals



		Electric Vehicle Regulation Results Under Different Optimization Objectives



		Regulation Results Under Different Guaranteed Electricity Energy









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		Supplementary Material



		References









		Condition Assessment of the Cable Trench Based on an Intelligent Inspection Robot



		Introduction



		Inspection Robot Systems



		Overall Scheme of the Autonomous Navigation Obstacle Avoidance System



		Simultaneous Localization and Mapping



		Path Planning









		Condition Assessment of the Underground Cable Trench Based on Edge Intelligence



		Intelligent Structural Frame at the Edge of the Underground Cable Trench



		Underground Cable Trench Evaluation System









		Analysis of Actual Site Results



		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Voltage Optimization Control Strategy for Islanded Microgrid Source-Grid-Load Active-Reactive Power Coordination Based on Collaborative Di-MPC



		1 Introduction



		2 Active-Reactive Power Coordinated Optimal Control Strategy Based on Distributed Model Predictive Control



		2.1 Collaborative Distributed Model Predictive Control Theory



		2.2 Multi-Time Scale Source-Grid-Load Active-Reactive Power Coordination and Optimal Control Strategy Based on Collaborative Distributed Model Predictive Control









		3 Multi-Time Scale Optimal Model of Active-Reactive Power Coordinated Voltage Optimization Control



		3.1 Long-Time Scale Optimal Control Model



		3.2 Short-Time Scale Optimal Control Model









		4 Active-Reactive Power Coordinated Voltage Optimization Control Based on Collaborative Distributed Model Predictive Control



		4.1 Problem Description of The Optimal Control Model



		4.2 Collaborative Control Mechanism









		5 Case Results and Discussion



		5.1 Parameter Setting



		5.2 Optimal Control Results Under Normal System State



		5.3 Optimal Control Results Under Faulty System State









		6 Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Discussion on the Reconstruction of Electrical Engineering Undergraduate Teaching Scheme Facing the New Generation Power System



		1 Introduction



		2 The Current Undergraduate Teaching Scheme of Electrical Engineering——Taking Changsha University of Science and Technology as an Example



		2.1 Introduction to Electrical Engineering Major of Changsha University of Science and Technology



		2.2 Professional Training Goals



		2.3 Professional Curriculum System









		3 New Requirements of New Generation Power System for Electrical Engineering Students’ Knowledge Structure



		3.1 Demand for New Technology Fusion of Cyber-Physical Systems With Advanced Information Technology as the Core



		3.2 Students Need to Understand the New Mode of Power System Operation and New Control Objects With Deep Interaction Between Source, Grid, Load and Storage



		3.3 Build a New Mechanism for mid- and Long-Term, Spot and Ancillary Services Transactions in Electricity With Market Participation









		4 Exploration on the Reform of Electrical Engineering Undergraduates Teaching Scheme to Meet the Needs of New Power System Construction



		4.1 Build a New Professional Concentration and Corresponding Training Scheme



		4.2 Construct a Student Training Mechanism With Industry-University-Research Collaboration



		4.3 Build an Evaluation Mechanism to Help Improve the Quality of Education Continuously









		5 Conclusion



		Author Contributions



		Funding



		Publisher’s Note



		References









		A Dissolved Gas Assessment Model for Power Transformers According to Weighted Association Rule Mining



		Introduction



		Data Preprocessing



		WARM Model



		Background of ARM



		Refinement of Significance Selecting Criteria



		Establishment of Risk Weight Evaluation Model



		Formation of Adjustment Framework









		Empirical Case Study



		Database



		Validation Tools



		General Case



		State Case









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Cyber Security Protection of Power System Equipment Based on Chip-Level Trusted Computing



		1 Introduction



		2 Overall Architecture of Chip-Level Trusted Computing for Power Equipment



		3 The Principle of Trust Chain Transfer



		4 Realization of Chip-Level Trusted Computing



		4.1 Construction of the Root of Trust



		4.2 Transmission of Trust



		4.3 Running Mode of the Embedded Trusted Computing



		4.4 Logic of the Designed Trusted Computing Program









		5 Experimental Verification



		6 Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		Publisher’s Note



		References









		Optimal operation and locating method of new energy building with shared charging service



		1 Introduction



		2 Shared operation mode of shared photovoltaic, charging, and energy storage building system



		3 Locating method for shared photovoltaic, charging, and energy storage building system



		3.1 Indexes as electric vehicle charging station



		3.2 Indexes as building



		3.3 Improved analytic hierarchy process for locating shared photovoltaic, charging, and energy storage building system









		4 Optimized operation strategy of shared photovoltaic, charging, and energy storage building system with shared charging service



		4.1 Objective function



		4.2 Constraints









		5 Optimal locating method and operation of shared photovoltaic, charging, and energy storage building system



		6 Simulation



		6.1 Residential building



		6.2 Public building



		6.3 Additional analysis









		7 Conclusion



		Data availability statement



		Author contributions



		Publisher’s note



		References























OPS/images/fenrg-10-860461/math_7.gif
@)





OPS/images/fenrg-10-860461/math_6.gif
Depth (u,v)
Pw(X.Y.2) = [0.], '(Depa-m,w. R
(v—mw). ©





OPS/images/fenrg-10-860461/math_5.gif
rﬂ-n(w.._q..‘, - q..,q..._) *u,) )





OPS/images/fenrg-10-860461/math_4.gif
I(q...,q..., + mﬂ»._) » ) @
122y, + 4,





OPS/images/fenrg-10-860461/math_3.gif
®






OPS/images/fenrg-10-860461/math_2.gif





OPS/images/fenrg-10-860461/inline_35.gif
Pw





OPS/images/fenrg-10-860461/inline_34.gif
[Gub, |1





OPS/images/fenrg-10-860461/inline_33.gif





OPS/images/fenrg-10-860461/inline_7.gif
Vn





OPS/images/fenrg-10-860461/inline_6.gif





OPS/images/fenrg-10-860461/inline_5.gif
0,,(m=1,2,3)





OPS/images/fenrg-10-860461/inline_42.gif
Vb,





OPS/images/fenrg-10-860461/inline_41.gif
Puw;





OPS/images/fenrg-10-860461/inline_40.gif
Vb,





OPS/images/fenrg-10-860461/inline_4.gif
Vn





OPS/images/fenrg-10-809127/inline_32.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-t002.jpg
Node

5,16
11,29

Device

OLTC
cB
ESS

Node

Between 1 and 2
22,33
8.1%,.16,20





OPS/images/fenrg-10-809127/inline_31.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-t001.jpg
Variables
Ua

Ui

Ul

Ji
Ja
Jr

Uy,

Ja
Js





OPS/images/fenrg-10-809127/inline_30.gif
Lo





OPS/images/fenrg-10-880825/fenrg-10-880825-g011.gif





OPS/images/fenrg-10-809127/inline_29.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g010.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g009.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g008.gif





OPS/images/fenrg-10-809127/inline_8.gif
) Y





OPS/images/fenrg-10-809127/inline_7.gif
(1),





OPS/images/fenrg-10-809127/inline_6.gif
G





OPS/images/fenrg-10-880825/inline_11.gif





OPS/images/fenrg-10-809127/inline_5.gif





OPS/images/fenrg-10-880825/inline_10.gif





OPS/images/fenrg-10-809127/inline_4.gif
C, = 4
1
max|| sl
0.43,
X
s 7ys)





OPS/images/fenrg-10-880825/inline_1.gif





OPS/images/fenrg-10-809127/inline_33.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-t003.jpg
Variables

gy max
PV max
i max
T max
N

i

gy down

Parameter value

0.5 MVA
0.2 MVA
0.3 MW
0.45 MVA
0.03 MW/min
0.08 MW/min

Variables

pess

S
<5
Pl
geSSmax
]

E
Mlcha

Nlas

Parameter value

0.056 MW
0.05 MW
0.1 MVA
0.3 MWh
09
0.8

Variables

Esocmax
Esoomin
k'r-()
20
oo

Ty

Parameter value

09
04
1

0.0025 p.u.
20
-20

Variables
p—
1

jmax
m

m

Mprosmax

Parameter value

1
0.005 Mvar





OPS/images/fenrg-10-880825/fenrg-10-880825-g002.gif
]
P

i

ey
ot
Compng






OPS/images/fenrg-10-880825/fenrg-10-880825-g001.gif





OPS/images/fenrg-10-880825/crossmark.jpg
©

|





OPS/images/fenrg-10-860461/math_9.gif





OPS/images/fenrg-10-860461/math_8.gif
8)





OPS/images/back-cover.jpg
Advantages
of publishing
in Frontiers






OPS/images/fenrg-10-880825/fenrg-10-880825-g007.gif
oy






OPS/images/fenrg-10-880825/fenrg-10-880825-g006.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g005.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g004.gif





OPS/images/fenrg-10-880825/fenrg-10-880825-g003.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g003.gif
PR C oy






OPS/images/fenrg-10-880825/inline_26.gif
v max
SJ





OPS/images/fenrg-10-873262/fenrg-10-873262-g002.gif
SOC™™" sOC™" s0C™





OPS/images/fenrg-10-880825/inline_25.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g001.gif





OPS/images/fenrg-10-880825/inline_24.gif





OPS/images/fenrg-10-873262/crossmark.jpg
©

|





OPS/images/fenrg-10-880825/inline_23.gif





OPS/images/fenrg-10-809127/math_9.gif
©





OPS/images/fenrg-10-880825/inline_22.gif
v max
S}





OPS/images/fenrg-10-809127/math_8.gif





OPS/images/fenrg-10-880825/inline_21.gif





OPS/images/fenrg-10-880825/inline_20.gif





OPS/images/fenrg-10-880825/inline_2.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g007.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g006.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g005.gif





OPS/images/fenrg-10-880825/inline_28.gif





OPS/images/fenrg-10-873262/fenrg-10-873262-g004.gif
EV travel chain imformation
el on o 2019 NTS databass
e MOMC mehad

T Shrgig b T
consderng arancsd
ety ey, Eg 2

ymanic updtc gy oo dopachne
e, idding V20 dnchrge e dpotching
i and chrging sevice e, . s 2128

TV g g e
el incloding DSO, EVA S EV.
e vel e, e, Ein 220

e R S R,
includig DSO,EVA, EV usesand CS.
el Fas 203






OPS/images/fenrg-10-880825/inline_27.gif





OPS/images/fenrg-10-809127/math_2.gif
@





OPS/images/fenrg-10-880825/inline_16.gif
Vi





OPS/images/fenrg-10-809127/math_11.gif
] Valsin (2nft + ,n)(zmn"’?' +UJdr (1)





OPS/images/fenrg-10-880825/inline_15.gif





OPS/images/fenrg-10-809127/math_10.gif
V2sin(2aft + ¢,)





OPS/images/fenrg-10-880825/inline_14.gif





OPS/images/fenrg-10-809127/math_1.gif
[0





OPS/images/fenrg-10-880825/inline_13.gif





OPS/images/fenrg-10-809127/inline_9.gif
O





OPS/images/fenrg-10-880825/inline_12.gif





OPS/images/fenrg-10-880825/inline_115.gif
U





OPS/images/fenrg-10-880825/inline_114.gif
Sp





OPS/images/fenrg-10-809127/math_7.gif
W= [ ueicar 4





OPS/images/fenrg-10-809127/math_6.gif
!
Co=——
ey

®





OPS/images/fenrg-10-809127/math_5.gif
&





OPS/images/fenrg-10-880825/inline_19.gif





OPS/images/fenrg-10-809127/math_4.gif
%
;]~Gk‘G;-p€-Yu @





OPS/images/fenrg-10-880825/inline_18.gif





OPS/images/fenrg-10-809127/math_3.gif
)





OPS/images/fenrg-10-880825/inline_17.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g013.gif
-

e





OPS/images/fenrg-10-873262/math_8.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g012.gif





OPS/images/fenrg-10-873262/math_7.gif
o™ = (ViPss = VP25 )0
(%






OPS/images/fenrg-10-794191/fenrg-10-794191-g011.gif





OPS/images/fenrg-10-873262/math_6.gif
®©





OPS/images/fenrg-10-794191/fenrg-10-794191-g010.gif
=
3






OPS/images/fenrg-10-873262/math_5.gif
®





OPS/images/fenrg-10-794191/fenrg-10-794191-g009.gif





OPS/images/fenrg-10-873262/math_4.gif
@





OPS/images/fenrg-10-794191/fenrg-10-794191-g008.gif





OPS/images/fenrg-10-873262/math_32.gif
fi/N<) C,/N, (32)





OPS/images/fenrg-10-794191/fenrg-10-794191-g007.gif
kkkkk





OPS/images/fenrg-10-873262/math_31.gif





OPS/images/fenrg-10-873262/math_30.gif
B, = iak (GAVi+p,AQ:)






OPS/images/fenrg-10-873262/math_3.gif
P n e






OPS/images/fenrg-10-794191/inline_10.gif
SOC;,,i





OPS/images/fenrg-10-794191/inline_1.gif
neil,23,






OPS/images/fenrg-10-794191/fenrg-10-794191-t001.jpg
Facility

Battery cell

DC Electronic Load
Osciloscope

DC Power supply
Converter

Model

2ZH-ISR 18650

DL3021
DLM4058

SK1731SL2A
Key components

Parameter

Type

Nominal

Voltage

Nominal

Capacity

Max voltage and current
Resolution
Sample rate
Bandwidth

Max current
Switching devices
Inductor
Controller

Value

LiCOMnNIO;
37V

2600 mAh

150 V/40 A
1mV/1 mA

25GS/S

500 MHz

10 A (Multichannel in paralle)
NVMFS5C670NLT3G
ASPI-1367-3R3M-T
MCOS12XET256





OPS/images/fenrg-10-873262/math_9.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g002.gif





OPS/images/fenrg-10-873262/math_27.gif





OPS/images/fenrg-10-879869/inline_11.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g001.gif





OPS/images/fenrg-10-873262/math_26.gif





OPS/images/fenrg-10-879869/inline_10.gif





OPS/images/fenrg-10-794191/crossmark.jpg
©

|





OPS/images/fenrg-10-873262/math_25.gif





OPS/images/fenrg-10-879869/inline_1.gif
tastystry e tiyeestmt





OPS/images/fenrg-10-796325/math_qu156.gif
.

o





OPS/images/fenrg-10-873262/math_24.gif
K, = rikk!

K osa <o
K oasa, <
Ko sa,<100%

Ll

. (24






OPS/images/fenrg-10-879869/fenrg-10-879869-g003.gif





OPS/images/fenrg-10-796325/math_qu138.gif





OPS/images/fenrg-10-873262/math_23.gif
(23)





OPS/images/fenrg-10-879869/fenrg-10-879869-g002.gif





OPS/images/fenrg-10-796325/math_qu1.gif





OPS/images/fenrg-10-873262/math_22.gif
o0sa <a!

dsay<ae @

al? sal,<100%





OPS/images/fenrg-10-879869/fenrg-10-879869-g001.gif
Taing
P

Tesing






OPS/images/fenrg-10-873262/math_21.gif





OPS/images/fenrg-10-879869/crossmark.jpg
©

|





OPS/images/fenrg-10-873262/math_20.gif
(20)





OPS/images/fenrg-10-880444/math_7.gif
Wiy = Wi [ 3 IWins

@





OPS/images/fenrg-10-880444/math_6.gif
[Wiys = { 05 where PN = M ©
0.2 where PN






OPS/images/fenrg-10-880444/math_5.gif
&





OPS/images/fenrg-10-794191/fenrg-10-794191-g006.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g005.gif





OPS/images/fenrg-10-794191/fenrg-10-794191-g004.gif





OPS/images/fenrg-10-873262/math_29.gif
R,=B,-C,, (29)





OPS/images/fenrg-10-794191/fenrg-10-794191-g003.gif





OPS/images/fenrg-10-873262/math_28.gif





OPS/images/fenrg-10-796325/inline_102.gif





OPS/images/fenrg-10-794191/inline_7.gif





OPS/images/fenrg-10-796325/inline_101.gif





OPS/images/fenrg-10-794191/inline_6.gif





OPS/images/fenrg-10-860461/inline_14.gif





OPS/images/fenrg-10-796325/inline_100.gif





OPS/images/fenrg-10-794191/inline_5.gif





OPS/images/fenrg-10-860461/inline_13.gif





OPS/images/fenrg-10-796325/inline_10.gif





OPS/images/fenrg-10-794191/inline_4.gif





OPS/images/fenrg-10-860461/inline_12.gif





OPS/images/fenrg-10-796325/inline_1.gif





OPS/images/fenrg-10-794191/inline_3.gif





OPS/images/fenrg-10-860461/inline_11.gif





OPS/images/fenrg-10-796325/fenrg-10-796325-t006.jpg
Scale Method A (ms) Method B (ms) Proportion (%)

3 0.032 0117 19.7
5 0.049 0.132 371
10 0117 0.225 520
16 0.221 9677 23
20 0811 2245 36.1
30 1.818 9.349 19.4
35 2,070 28916 72
40 3.206 28.254 13
50 5.106 71.949 74

97 34.983 921.778 38





OPS/images/fenrg-10-794191/inline_23.gif
| .





OPS/images/fenrg-10-860461/inline_10.gif





OPS/images/fenrg-10-796325/fenrg-10-796325-t005.jpg
Scale
Proportion
ZNN F-nom

Linearity (15) Linearity (35) Linearity (97)
Original-order Reduced-order Original-order Reduced-order Original-order Reduced-order
ZNN ZNN ZNN ZNN ZNN ZNN
225 120 1225 630 9409 4753
53.3% 51.4% 505
3.3641e-2 3.2454e-2 3.4016e-2 1.6767e-2 1.6214e-3 3.1051e-3





OPS/images/fenrg-10-794191/inline_22.gif





OPS/images/fenrg-10-860461/inline_1.gif
M, =0, , 6 Cn

L, Vn)





OPS/images/fenrg-10-794191/inline_21.gif
MLV nowt (£), I(t)]





OPS/images/fenrg-10-860461/fenrg-10-860461-t003.jpg
Patrol Ponding Pavement Traversability  Air quality Evaluation results

section volume smoothness and countermeasures
(m) (m®) /area

m?)
0-50 0/2.534 0237 045 good Good air, ponding hazard, and medium internal structure

The hanging cable should be cleaned, and attention should be given to
ponding at all times.

50-100 0.478/0 0.437 0289 good Air is good, ponding is harmful, and the internal structure is medium.
Drainage treatment
100-150 0.63/1.79 0.626 0.36 light Air is poor, ponding is harmiul, and the internal structure is serious.
poluton  Ventiation should be performed, road debris should be dleaned up, and

cables should be hung.
150-200 00771 0283 024 good A is good, water is harmil, and the intemal structure is good.
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Number Floor area (m”) Type

1 12,500 Commercial

2 44,600 Office

3 9,900 Theater

4 460,000 Commercial

5 36,300 Science and research
6 71,200 Commercial

7 22430 Museum

8 292,500 Commercial

9 34,100 Commercial

10 33,000 Library
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Combined benefit 3,0401 yuan

PV module on sunny side 4,000 m*
PV module on the top surface 10,000 m*

Minimum capacity of the energy storage system 3,128 kwh
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PV module on sunny side 50 m?*
PV module on the top surface 100 m*
Minimum capacity of the energy storage system 23.7 kWh
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Index Population density Housing price Public transport Green space Trathic flow
(Index 1) (Index 2) accessibility (Index accessibility (Index (Index 5)
3) 4)
Data 38,180 p/km2 31,886/m2 0.4762/p.u. 0.5395/p.u 18,356 per day
Ranking 1 10 4 3 1
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Oil flow speed

1.5m/s

2.0m/s

2.5m/s

Action
static pressure range

<96 kPa
96-102 kPa
>102 kPa
<118 kPa
118-126 kPa
>126 kPa
<148 kPa
148-160 kPa
>160 kPa

Number of tests

500
500
500
500
500
500
500
500
500

Action times

244
500

227
500

189
500

Correct rate (%)

48.8
100

454
100

37.8
100
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Parameters

Arcing time of main contact (ms)

Arcing time of transition contact (ms)

Arcing energy (J)
Oil flow (mvs)
Oil pressure (kPa)

10
10
3849
099
555

95
3472
0.92
50.8

8.5
2880
0.81
439

Value

75
2284
0.64
34.1

6.5
1717
0.49
251

55
1206
0.38
185

4.5
775
0.28
12,5
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Parameters Value

Load current multiple 0.5 06 07 0.8 1.0 1.1 32
Arcing energy (J) 3011 3178 3345 3512 3849 4016 4187
Oil flow (mv/s) 083 08 08 0925 099 109 113
Oil pressure (kPa) 453 463 485 513 565 602 63.1
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Parameters

Transition resistance coefficient, n
Arcing energy (J)

Ol flow (m/s)

Oil pressure (kP)

0.2
4099
111
614

03
3203
0.86
478

Value
0.4 0.5 06
2890 2649 2486
0.81 0.74 0.67
441 405 359

0.8
2285
0.64
34.1

1.0
2164
0.62
33.2





OPS/images/fenrg-10-796325/inline_13.gif





OPS/images/fenrg-10-809127/fenrg-10-809127-t001.jpg
Contact Breaking Current Recovery Voltage Switching Capacity

Main contact ! R PR
Transition contact (Us = R)/2R Us+IR (Us = IR?/2R

Note: | represents the breaking current; Us, represents the stage voltage; R represents the transition resistance, which can also be representas R = n*Us/l (n s the coeficient of transition
resistance).
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Course title Evaluation of graduation requirement item “engineering knowledge (EK)”

Weight Wen; Acki Texi Aci/Texi Gexi

Advanced Mathematics M(.5) 00318 105 15 07 002226
Engineering Drawing H(O.7) 00446 25 30 075 003345
Linear Algebra M(.5) 00318 105 15 07 002226
Complex function and integral transformation M(05) 00318 7 10 07 0.02226
University Physics M(0.5) 00318 23 30 077 0.02449
Circuit Theory H(©.7) 00446 225 30 075 003345
Electrical Machinery H(©.7) 00446 28 40 07 003122
Probabilty Theory and Mathematical Statistics M(0.5) 00318 88 10 088 0.02798
Simuiation software and its appication M(.5) 00318 135 20 068 002162
Thermal part of power plant H(©.7) 00446 435 50 087 00388
Course Design—Power Grid H(0.7) 00446 51 60 085 003791
Electrical Part of Power Plant M(0.5) 00318 245 30 082 0.02608
Course Design—Electrical Part of Power Plant H(0.7) 00446 435 60 073 003256
Course Design—Power System Relay Protection H(.7) 00446 475 60 079 003523
Computer aided design for electrical engineering M(.5) 00318 28 40 07 002226
Smart Grid Fundamentals H(07) 00446 215 30 072 003211
Smart Grid Communication Technology H(.7) 00446 235 30 078 003479
Automation of Distribution Networks H(O.7) 00446 15 20 075 003345
Computer aided design for electrical engineering M0.5) 00318 36 50 072 00229
Renewable Energy Generation H(.7) 00446 185 25 074 0033

Principles and Technology for Energy Storage H(.7) 00446 19 25 076 0.0339
Power Demand Side Management H(0.7) 00446 18 2 072 0.08211
Power Economics and Management L(02) 00127 7 10 07 0.00889
Electric Power Engineering Budget M05) 00318 15 20 075 0.02385
Course Design—Power Electronics H(0.7) 00446 44 60 073 0.03256
Graduation Internship L02) 00127 8 10 08 001016
Graduation Project M (05) 00318 15 20 075 0.02385

Grading Value of Graduation Requirement Gexc 0.7534





OPS/images/fenrg-10-880444/fenrg-10-880444-t007.jpg
Course Graduation requirements

ttls; 1PN 2EK 3PA 4DS 5RE 6UT 7ES 8 ED 9IT 10C™M 11 PM 12LL
Computer aided design for electrical engineering M H H L L L
Embedded Systems M H M M

Smart Grid Fundamentals M H H H H H M H
Smart Grid Communication Technology H M M H

Automation of Distribution Networks H M M H M M M

Energy Metering Technology H M M H

Renewable Energy Generation H H H M M H H

Principles and Technology for Energy Storage H H H H H

Power Demand Side Management H H L L L

Power Economics and Management L M H H H

Electric Power Engineering Budget H M M % H H

Course Design—Power Electronics H H H L H M M H H H H
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Course design name

Course design—Power electronics

Design content and
design requirements

Main content

Students choose to complete 2 of the following 8 projects

1. Three-phase thyristor rectifier DC motor reversible drive power supply. Design main circuit, control, dive, protection
circuit schematic diagram, design thyristor, rectifier transformer, DC flat wave reactance and other components rated
parameters, controller parameters

2. LOC-HVDG converter for HVDG transmission. Design the main circuit, control, drive, protection circit schematic diagram
of the feeder converter, receiver converter, design thyristor, converter transformer, DC flat wave reactance, DC fiter and
other components rated parameters, controller parametersetc.

3. Fiyback DC power supply. Design the main circuit, control, drive, protection circuit schematic diagram, design MOSFET,
diode, flyback transformer and other components of the rated parameters, controller parameters

4. TOR + TSC static reactive power compensation device (SVC). Design main circuit, control, drive, protection circuit
schematic diagram, design thyristor, capacitance, inductance and other components rated parameters, controlier
parametersetc.

5. Three-phase bridge PWM rectifier. Design main circuit, control, drive, protection circuit schematic diagram, design power
devices, DC capacitor, AG fiter inductor (capacitor), rectifier transformer and other components of the rated parameters,
controlier parameters

6. Three phase photovoltaic grid-connected inverter device. Design main circuit, control, drive, protection circuit schematic
diagram, design power devices, DC capacity, energy storage inductor, AC fiter inductor (capacitor), grid-connected
transformer and other components rated parameters, controller parametersetc.

7. Three-phase PWM energy storage converter (PCS). Design the main circuit, control, drive, protection circuit schematic
diagram, design power devices, DC capacitor, AC fiter inductor (capacitor), grid-connected transformer and other
components rated parameters, controller parametersetc.

8. On-line uninterruptible power supply (UPS). Design rated parameters and controller parameters of power devices, DG
capacitor, AG fiter inductor (capacitor), grid-connected transformer, energy storage battery and other components
Time required to complete: in 3 weeks
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Course design name

Course Design—Power Grid

Course Design—Electrical Part of Power Plant

Course Design—Power System Relay
Protection

Design content and
design requirements

Main content

1. Determine the power supply voltage level. According to the size of the power supply load, the transmission
distance and the existing voltage level of the power grid, the power supply voltage level is determined

2. Preliminaril formulate a number of power grid wiring schemes to be selected. According to the distribution of
power points and load points, and the requirements for power supply reliability, a number of power grid wiring
schemes to be selected are intially drawn up

3. Selection of main transformers in power plants and substations. The main transformers of power plants and
substations are determined according to the capacity, wiring method, and role and status of power plants and
substations in the power grid

4. Technical and economic comparison of power flow calculation and power grid wiring scheme. Carry out power
flow caloulation for the proposed power grid wiring scheme, and make technical and economic comparisons
5. Selection of conductor cross section of ransmissionline. For newly-built transmission lines, use the economical
current density method to select the conductor cross-section

6. Voltage regulation calculation. According to the voltage regulation requirements, select and check the main
transformer taps of power plants and substations

Time required to complete: in 3 weeks

Main content
1. Learn the basic method and basic process of electrical primary system design in power plants, and master the
general rules of electrical primary system design in power plants and substations

2. Training of basic skills of electrical primary system design: such as calculation, drawing, consulting materials
and manuals, using standards and specifications, and training in computer-aided design and drawing

3. Be able to formulate and analyze the design scheme based on the function and work flow requirements of the:
electrical primary system of the power plant and substation, reasonably select the main wiring and the electrical
wiring form used in the plant, and correctly configure the main electrical equipment

4. Be able to analyze and calculate the load and long-term heat generation according to the normal working
condiions of the electrical primary system of the power plant and substation, reasonably select the number,
capacity and type of transformers, and preliminarly select the main rated electrical parameters and dimensions of
other major electrical equipment

5. Analyze and calculate the short-circuit current, short-term heat generation and electric power according to the
short-circuit working conditions of the electrical primary system of the power plant and substation, check the
short-circuit operation capabiity of the primary electrical equipment, and determine the electrical parameters and
dimensions of the electrical equipment

6. Be able to draw electrical system diagrams, the drawings conform to the drawing standards, the dimensions
and symbols are correctly marked, and the technical requirements are complete and reasonable

Time required to complete: in 3 weeks

Meain content
Protection configuration and setting calculation design of electrical equipment in power plants (type 1 topic)

1. Calculation of short-circuit current of a typical power network (it is recommended to use a short-circuit current
calculation program to calculate)

2. Relay protection configuration scheme for electrical equipment in typical power plants or substations

3. Setting calculation of electrical equipment relay protection (can be respectively for transmission lines,
transformers and other electrical equipment)

4. Design of electrical secondary cirouit and selection of secondary equipment

Circuit Design and Simulation of Complete Protection Devices (Type 2 topic)

1. Functional design of integrated circuit protection devices for typical electrical equipment (such as line distance
protection, transformer ifferential protectior)

2. Internal circuit design of integrated circuit protection device

3. Simulation analysis and parameter determination of the intenal circi of the integrated circuit protection device
4. Action test and simulation of integrated circuit protection device

Time required to complete: in 3 weeks

Credit
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Engineering fundamentals courses

Course title

Gomputer and Programming Fundamentals
Introduction to Electrical Engineering
Engineering Drawing

Fundamentals of programming applications
Circuit theory ()

Girouit theory (Il

Electromagnetic Field

Simulation software and its appiication
Analog Electronic Technology

Digital Electronic Technology

Total Engineering Fundamentals

Professional Basic Courses

Course Title
Electrical Machinery ()

Electrical Machinery (1)

Automatic Control Theory

Principle and Application of Microcomputer
Power Electronics Technology
Steady-state Analysis of Power System
Total professional basis

Professional Core Courses

Course Title
Electrical Part of Power Plant
Transient Analysis of Power System
Relay Protection Principle

High Voltage Technology

Automatic Control Technology of Power System

Microcomputer protection

Emerging Technologies of Electrical Engineering
Relay Protection of Large Generator and Transformer

Automatic Scheduling of Power System
Power System Planning

Total professional cores

Category Credit
Required 25
Elective 05
Required 2
Required 2
Required 3
Required 35
Required 2
Elective 25
Required 3
Required 3

Compulsory 21 credits, elective 3 credits

Category Credit
Required 35
Required 3
Required 35
Required 3
Required 2
Required 35

Compulsory 18.5 crediits

Category Credit
Required 35
Required 35
Required 4
Required 3
Required 3
Elective 2
Elective 2
Elective 2
Elective 2
Elective 2

Compulsory 17 credits

Hours

40

32
32
48
56
32
40
48
48

Hours
56
48
56
48
32
56

Hours
56
56
64
48
48
32
32
32
32
32

Academic year

1 (Autumn)
1 (Autumn)
1 (Autumn)
1 (spring)
1 (spring)
2 (Autumn)
2 (Autumn)
2 (Spring)
2 (8pring)
2 (Spring)

Academic year
2 (Autumn)

2 (Spring)

3 (Autumn)

3 (Autumn)

3 (Autumn)

3 (Autumn)

Academic year
3 (spring)
3 (spring)
3 (spring)
3 (spring)
3 (spring)
4 (Autumn)
4 (Autumn)
4 (Autumn)
4 (Autumn)
4 (Autumn)
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Course title

Advanced Mathematics ()
University Physics ()

Linear Algebra

Complex function and integral transformation
Advanced Mathematics (1)

University Physics (1)

University Physics Experiment

Probabilty Theory and Mathematical Statistics

Category

Required
Required
Required
Required
Required
Required
Required
Required

Credit

—“vownmoa

25

Hours

80
48
32
48
96
48
30
40

Academic year

1 (Autumn)
1 (spring)
1 (spring)
1 (spring)
1 (spring)
2 (Autumn)
2 (Autumn)
2 (Autumn)
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Course Graduation requirements
aad 1PN 2EK 3PA 4DS 5RE 6UT 7ES 8ED 9IT 10CM 11PM 12LL

University English H
Advanced Mathematics M H

Engineering Drawing H H M H H

Linear Algebra M H

Ideological and Moral Cultivation and Legal Basis H L L

Fundamentals of Computer and Programming H

Introduction to Electrical Engineering H L L L
Complex function and integral transformation

University Physics

Circuit Theory

Outline of Modern Chinese History H
Electromagnetic Field

Electrical Machinery

Probabilty Theory and Mathematical Statistics

Analog Electronic Technology

Digital Electronic Technology

Simulation software and its application M H
Thermal part of power plant H
Steady-state Analysis of Power System

Automatic Control Theory

Principle and Application of Microcomputer

Cognition Intenship

Course Design—Power Grid H H
Power Electronics Technology

Electrical Part of Power Plant M
Transient Analysis of Power System

Relay Protection Principle

High Voltage Technology

Automatic Control Technology of Power System

Course Design—Electrical Part of Power Plant H
Course Design—Power System Relay Protection H
Microcomputer protection M
Professional English M
Emerging Technologies of Electrical Engineering
Relay Protection of Large Generator and Transformer
Automatic Scheduiing of Power System

Power System Planning

Graduation Intemship

Graduation Project L M

T==
TEE

=z
EXEIE
=2
T
-
=z
=,

zzT
==

IETgErgIr
-

FITrgzzzzr

TT
FET g BTE TEEE g

£ Tix
==
=S
i 4
=

,_
=
T
o
T
T
i
=
iz
T
T





OPS/images/fenrg-10-873262/inline_98.gif





OPS/images/fenrg-10-880444/fenrg-10-880444-t004.jpg
Category

Cognition Internship

Graduation Internship

Content requirements and
teaching methods

Meain content
1. Understand the main equipment and production management of the intemship site unit and its status in the power system
2. Carefully study and be familiar with on-site safety technical regulations and pass the safety examination

3. Understand the power plant equipment and production process, and establish the intial concept of power production
4. Further understanding of the power production process and main equipment of the power plant (for thermal power plants,
understand the combustion system, soda-water system and electrical system of the power plant; for hycropower plants,
learn about the hydraulic structure, water machine system and electrical system of the power plant)

Internship duration: 2 weeks

Meain content
1. Understand the work characteristics and work nature of the power production site

2. Familiar with the primary electrical wiring of the power plant (or substation), the wiring of the factory electrcity (station
electricity) and the corresponding operating characteristics

3. Master the configuration, working principle, setting principle, debugging method and debugging process of electrical
secondary equipment such as power system relay protection and automatic device

4. Understand the characteristics and operation of new technologies and new equipment at the power production site
5. Understand on-site technical management and production command system and related issues of safe and economical
operation

Internship duration: 4 weeks

Credit
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Guaranteed electricity energy ~ Load deviation (kW%  EVA operation cost (Yuan) Users Comprehensive objective value
charging cost (Yuan)

A, = 2.00 2.130x107 -786.14 1,679.73 1.9272
Ay =1.75 2.011x107 -1731.94 1,598.27 1.4271
A, = 1.50 1.989x107 -2,151.93 1848.32 1.3483
Ar=1.25 1.991x10” -2,368.68 1977.44 1.3163

A, =1.00 1.992x107 -2,400.80 1997.56 1.3129
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Objective Load deviation (kW?) EVA operation cost (Yuan) Users Comprehensive objective value
charging cost (Yuan)

Objective 1 1.989x107 -2,151.93 1848.32 1.3483
Objective 2 2.969x107 274822 3,724.29 5.1769
Objective 3 1.938x107 -2,140.20 2,666.57 1.6753
Objective 4 3.243x107 -3,826.90 8,757.54 4.9267

Objective 5 2.363x107 44,03 644.47 1.9491
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