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Editorial on the Research Topic 
Sustainable planning and lifecycle thinking of energy infrastructure


1 ENERGY INFRASTRUCTURE
Energy infrastructure refers to the systems, structures, and facilities that are designed to generate, transmit, and distribute energy (Bridge et al., 2018). Energy infrastructure is a critical component of modern societies and is essential for powering homes, businesses, and industries (Goldthau, 2014; Pandey, 2020). The types of energy infrastructure vary depending on the energy source and other things in its value chain. For example, traditional utilities like gas and pipelines, power generation systems for fossil fuels and renewable ones, electrical transmission lines, electrical metering and distribution systems, smart systems, storage facilities, advanced electric and electronic systems, and various types of power control systems (Bridge et al., 2018; Pandey, 2020). In addition, today’s energy infrastructure includes many directly or indirectly related industrial systems and numerous interdependent sectors like transportation (electric vehicles) (Nallapaneni, 2022a), food and agriculture (farm machinery, drying, agrivoltaics) (Chand et al., 2021; Nallapaneni et al., 2021; Poonia et al., 2022).
Energy infrastructure can also refer to the policies, regulations, and institutions that govern energy production and consumption (Goldthau, 2014; Bridge et al., 2018). These can include things like energy conservation programs, renewable energy standards, and energy market regulations. Furthermore, energy communities represent a new social model for the energy transition (D’Adamo et al., 2022). Overall, energy infrastructure is a complex and multifaceted system that plays a crucial role in the functioning of modern societies and is a key driver of global economic growth and competitiveness.
2 IMPORTANCE OF PLANNING ENERGY INFRASTRUCTURE AND ITS IMPLEMENTATION
Planning is crucial for energy infrastructure because the development and operation of energy infrastructure can have significant environmental, economic, and social impacts. They are often large-scale and require long-term investments; if we want to list the reasons; there are several reasons, some are listed below.
2.1 Environmental impact
Energy infrastructure projects can have significant environmental impacts, including land-use changes, habitat destruction, air and water pollution, and others. Proper planning can help identify potential environmental impacts and mitigate them through the use of cleaner technologies, siting decisions, and other measures.
2.2 Cost-effectiveness
Energy infrastructure projects are often large and expensive, so careful planning is needed to ensure that they are cost-effective. This includes identifying the most efficient and effective technologies, optimizing the project design, and ensuring that the project is built and operated in a way that maximizes its energy output and minimizes its operating costs.
2.3 Social acceptance
Energy infrastructure projects can also have significant social impacts, including displacement of communities, impacts on cultural resources, and impacts on public health and safety. Proper planning can help identify potential social impacts and develop strategies to mitigate them, including engaging with local communities, developing public health and safety plans, and providing adequate compensation and support for affected communities.
2.4 Regulatory compliance
Energy infrastructure projects are subject to a range of regulatory requirements, including environmental permits, land-use approvals, and safety regulations. Proper planning is essential to ensure that the project is designed and implemented in compliance with all applicable regulations and requirements.
2.5 Interdependencies
Energy infrastructure projects have seen many technological advancements in recent years, especially from an application point of view in various other infrastructure sectors. As a result, systems like renewable-powered desalination (Vishnupriyan et al., 2021), agrivoltaics (Nallapaneni et al., 2021), grapevoltaics (Nallapaneni and Chopra, 2021a; Kumar and Chopra, 2023), vehicle-integrated photovoltaics (Mamun et al., 2022), floating solar (Kumar et al., 2022), urban wind turbines (Dilimulati et al., 2018), integrated renewables-battery energy storage systems (Cucchiella et al., 2017) and others have become popular and created interdependencies in the context of climate change mitigation and decarbonization (Zhongming et al., 2018). Such interdependencies suggest the need for effective planning and better implementation of energy infrastructure to ensure the competitiveness of the energy and the other dependent sectors.
To summarise, proper planning is essential for energy infrastructure projects to ensure that they are designed and implemented in a way that is sustainable, cost-effective, and beneficial to society as a whole. However, when we think of planning and implementation, planning based on conventional feasibility studies is insufficient and should be from a life-cycle perspective (Kumar et al., 2023). Also, Sustainable Development Goal 7 (SDG7) advocates having energy infrastructure developments confined to set targets and indicators, broadly promoting the goal “ensure access to affordable, reliable, sustainable and modern energy for all” (UN SDG, 2022). On the other side, the energy infrastructure’s technology and policy drivers are rapidly changing, whereas the regulatory framework and permitting systems surrounding the energy infrastructure are currently designed for another age, making it difficult for implementation, modernization, expansion, decommissioning, and end-of-life (Nallapaneni, 2021; D’Adamo et al., 2023; Molla et al., 2023). Considering all such considerations, it is better to apply “sustainable planning and life-cycle thinking” to the energy infrastructure.
3 APPROACHES FOR SUSTAINABLE PLANNING AND LIFECYCLE THINKING OF ENERGY INFRASTRUCTURE
There are several approaches for planning energy infrastructure, depending on factors such as the type of energy infrastructure being planned, the project’s scale, and the project’s goals. Some common approaches include.
3.1 Integrated resource planning (IRP)
IRP is a comprehensive planning process that considers all potential resources, including renewable energy, demand management, and energy efficiency measures. This approach aims to balance the cost, reliability, and environmental impacts of different resource options to meet the needs of customers (Beecher, 1995).
3.2 Scenario planning
Scenario planning involves developing multiple scenarios for the future based on different assumptions about energy demand, prices, and technological advancements. This approach helps planners identify potential risks and opportunities and develop strategies to address them (Ringland, 1998).
3.3 Stakeholder engagement
Stakeholder engagement involves involving a diverse group of stakeholders in the planning process, including community members, industry experts, and policymakers. This approach can help ensure that the infrastructure meets the needs of all stakeholders and that their concerns are addressed (Kujala et al., 2022).
3.4 Cost-benefit analysis (CBA)
CBA is a method of evaluating the costs and benefits of different energy infrastructure options. This approach can help identify the most cost-effective options for meeting energy needs (Layard, 1994).
3.5 Techno-economic assessment (TEA)
TEA is a method used to evaluate the feasibility and economic viability of energy infrastructure projects, such as renewable energy generation, transmission, and distribution. The TEA approach takes into consideration various factors such as the availability of natural resources, energy demand and consumption patterns, environmental impact, and regulatory framework. This can help make informed decisions on which energy infrastructure projects to pursue based on their economic and technical viability and their potential to meet the energy needs of the community while minimizing environmental impact (Burk, 2018).
3.6 Life cycle assessment (LCA)
LCA is a method of assessing the environmental impacts of different energy infrastructure options throughout their entire life cycle, from raw material extraction to disposal. This approach can help identify the most environmentally sustainable options (Hauschild et al., 2018).
3.7 Integrated TEA and LCA
Integrated TEA and LCA is a comprehensive approach that combines the evaluation of the economic and technical aspects of a technology or project with an analysis of its environmental impact over the entire life cycle of the product or service (Yuan et al., 2022). By integrating TEA and LCA, decision-makers can better evaluate the overall sustainability of a technology or project by considering not only its financial and technical feasibility but also its environmental impact. The combined approach enables the identification of trade-offs between economic and environmental goals and helps to identify opportunities for improvements in both areas.
3.8 Design in line with SDG7
Design in line with SDG7 refers to the practice of designing energy infrastructure and its systems and service following the targets of SDG7, i.e., to ensure access to affordable, reliable, sustainable, and modern energy for all. It was first proposed by (Kumar et al., 2020; Nallapaneni and Chopra, 2021b) for designing hybrid microgrids, see Figure 1A.
[image: Figure 1]FIGURE 1 | Approaches for Sustainable Planning and Lifecycle Thinking of Energy Infrastructure. (A) Energy Systems Design in line with SDG7. Adopted from authors own sources (Kumar et al., 2020; Nallapaneni and Chopra, 2021b); (B) RePLiCATE Approach. Adopted from authors own sources (Nallapaneni, 2021; Nallapaneni, 2022b).
3.9 RePLiCATE approach
RePLiCATE stands for Resilience Performance Life Cycle Analysis and Techno-Economics, Figure 1B. It is a framework proposed for the first time by (Nallapaneni, 2021) in his doctoral thesis, later in his young scientist talk in the HKICE Young Scientist Seminar Series at the Hong Kong Institute for Clean Energy, City University of Hong Kong, for sustainable and resilient planning of advanced clean energy systems (Nallapaneni, 2022b). RePLiCATE combines LCA, TEA, and resilience assessment to evaluate the environmental, economic, and social impacts of advanced clean energy systems across their life cycle stages (Nallapaneni, 2021; Nallapaneni, 2022b). The framework aims to provide decision-makers with a comprehensive understanding of the trade-offs between different performance indicators and identify sustainable and resilient strategies for energy infrastructure planning (Nallapaneni and Chopra, 2021a; Kumar and Chopra, 2023). Furthermore, RePLiCATE can also be integrated with the various SDGs to understand the energy infrastructure performance on a regional level based on the principles and methods as proposed by (D’Adamo et al., 2021).
4 DISCUSSION ON THE RESEARCH TOPIC COLLECTION
This Research Topic in Frontiers in Energy Research intends to collect contributions that enable the sustainable transformation of energy infrastructure during its implementation, modernization, expansion, decommissioning, and end-of-life from a science, technology, engineering, and policy perspective. The overall response from the research, academic, and industry community for this Research Topic was amazing. A total of 22 articles were published and briefly fall under energy infrastructure dedicated to the power sector and other interdependent and dependent sectors.
4.1 Energy and supporting infrastructure dedicated to power sector
In energy infrastructure planning, first and foremost is to know the influential factors that influence the intentions of energy use and type of energy use, etc. Nazir & Tian (2022) investigated various factors influencing the intention to use renewable energy in energy infrastructure, such as social media exposure, relative advantage, ease of use, awareness, cost, attitude, and purchase intention, especially in Pakistan. The study uses the theory of planned behavior and the unified theory of acceptance and proposes hypotheses that are tested using structured questionnaires on a sample of 497 respondents. The findings show that attitude has a significant mediating effect on the relationship between purchase intention and factors such as social media exposure, relative advantage, ease of use, awareness, and cost. The study suggests that marketing approaches can be used to enhance customer purchase intention and help make decisions in the renewable energy sub-sector.
After understanding the intentions of use, energy systems design and placing them in the network either in a decentralized or centralized way matters. This phase is crucial where system design and related parameters or optimization that affect overall feasibility is given more importance. For instance, in (1). Navothna & Thotakura (2022) analyzes the performance of a 1 MWp solar photovoltaic (PV) plant in GITAM (Deemed to be University) in Andhra Pradesh, India. The study calculates efficiency, capacity factor, and performance ratio using simulated data and analyzes the PV modules’ light-induced degradation and degradation rate. (2). Desai et al. proposed the adoption of bifacial solar panels in rooftop PV systems in India and investigated the feasibility. The goal is to enhance energy generation as compared to mono-facial solar panels. The study presents the technical and economic advantages of using bifacial Si-modules in a typical 5-kW single-phase solar rooftop PV system. The study finds that bifacial modules generate more than 10% excess energy compared to the poly c-Si systems. Finally, the study finds that an optimized bifacial system tilted between 15° and 20° will reduce the levelized cost of electricity (LCOE) by 5.5% as compared to the traditional poly c-Si system. (3). Same et al. (2022) proposed a hybrid renewable energy system (HRESs) and a control system for a refugee camp to provide affordable, reliable, and clean energy. The techno-economic feasibility of the system was evaluated under load following, cycle charging, and predictive control strategy. The results showed that the predictive control strategy was the most suitable, with the lowest cost and highest eco-friendliness and energy efficiency. The total net present cost for electrification of the refugee camp was $3,809,822.54, and the cost of electricity generated was $0.2018 per kWh. The hybridization of the diesel generator under the predictive control strategy could avoid 991,240.32 kg of emissions annually. (4). Zhou et al. investigated the impact of displacement selections and heat exchanger arrangement on the performance of a 300 MW geothermal-aided power generation (GAPG) power plant. The results showed that using geo-fluid to displace high-grade extraction steam only can prevent silica scaling in the heat exchanger system, which can improve the performance of the GAPG plant. Additionally, the parallel arrangement of the heat exchanger is more effective than the series arrangement in terms of additional power output. The study also found that the GAPG plant has the potential to reduce carbon dioxide emissions by 13%, which highlights the environmental benefits of this technology. (5). Sivadanam et al. address the impact of inverter-based resources (IBRs) on the synchronous inertia of interconnected power systems (IPSs) and the need for faster frequency response requirements. The study proposes a stochastic and iterative-based optimization for load frequency control (LFC) using a hybrid energy storage system (HESS) with plug-in hybrid electric vehicles (PHEVs) and a superconducting magnetic energy storage (SMES) device. Two types of tie lines are investigated with optimal parameters recorded using particle swarm optimization (PSO) and biogeography-based optimization (BBO). The proposed BBO-based LFC ensures precision and accuracy, indicating improved IPS dynamic performance in smart cities. (6). Hussien et al. propose a method to minimize torque ripples in a surface-mounted permanent magnet synchronous motor using the variable switching frequency technique of pulse width modulation. The goal is to achieve high-performance operation of a motor-generator set. The effectiveness of the proposed control strategies is confirmed through obtained results to ensure controllability.
While developing infrastructure, it is crucial to check on the government subsidies and policies, if not atleast its outcome how the policy is performing to realise the climate goals. Wang et al. investigated the impact of government subsidies on pollution reduction in power companies in China. A fixed-effects panel data model was used to investigate the influence of subsidies on pollution reduction and how the mechanism works. The study found that subsidies can significantly reduce pollution, especially sulfur dioxide emissions and soot. Additionally, the results indicated that subsidies encourage power companies to reduce emissions through end-of-pipe control and green innovation. The study also found that subsidies have a better effect on regions with stronger environmental regulations, less economically developed regions, big-scale companies, and companies with low slack.
Other key aspect in infrastructure is its management, security and risk. For instance, in (1). Kong et al. described the design of a security risk management and control system for power trading institutions based on a Bayesian network to reduce the impact of risk on power trading projects. The risk evaluation is performed and effectively identifies risks; overall the system has high-risk management and control efficiency, with near-practical application value. (2). Zhang et al. proposed a simulation method to study the impact of the spot market on safety risks and generation benefits in the evolving electricity market considering actual cascade hydropower station (CHS). The hydraulic power matching among the CHSs is examined and the proposed method can help in making bidding decisions in spot transactions and can be useful during the transition period of electricity reform. This can also provide insights into the impact of new modes of a transaction on the electricity market and can help in identifying potential risks and opportunities. (3). Li and Hu (2022) addressed the Research Topic of accurately measuring and managing energy risk, which is critical for economic development and energy security. Instead of Value at Risk (VaR) method that is commonly available, this study proposes the use of Conditional VaR (CVaR) based on non-parametric kernel (NPK) framework. The results indicate that the NPK framework backed CVaR method is more effective in measuring actual energy risk and in carrying out risk hedging. Overall, the paper offers a more accurate and effective method to measure and manage energy risk, which is essential for promoting economic growth and energy security.
4.2 Energy and supporting infrastructure for interdependent and dependent sectors
Developing energy and supporting infrastructure from the context of interdependent and dependent sectors will lead to many new research areas. For instance, the Research Topic of co-producing energy and water is investigated by Murillo-Alvarado and Cardenas-Gil (2022) where they propose a mathematical optimization model to determine the feasibility of installing solar power generation plants and two scenarios are analyzed; one with variation in the operating time of the thermal storage system and the other with the incorporation of the rainwater harvesting system. Wu and Chul-Soo (2023) explored another application, i.e., the integration of solar photovoltaic collectors with vertical-green balconies in old high-rise buildings for water heating application. The study aims to conduct a preliminary research study on such integration possibilities with old buildings and explore various benefits such as water heating, energy-saving rate. The study suggests that the process-specific rationalization plan can be applied in future urban architecture renovation.
From a transportation sector application and its electrification point of view, (1). Chakraborty et al. presented the importance of sustainable mobility and the use of hydrogen fuel-based vehicular technologies to reduce greenhouse gas (GHG) emissions in the transportation sector. The study also provides an overview of various technologies with a different perception. (2). Tian et al. focuses on the effective utilization of coal liquefaction residue (CLR) through fluidized bed pyrolysis process that introduces green hydrogen and green oxygen to the process, achieving near-complete utilization of carbon and hydrogen elements in the CLR and producing high-quality liquid fuels and syngas. This new process can achieve almost near-zero carbon dioxide (CO2) emission in the entire unit which can facilitate sustainable development and improve the efficiency of coal conversion technology. (3). Chowdary and Sura (2022) proposes a solution to address concerns about charging infrastructure for electric vehicles (EVs) by designing and modeling a grid-connected photovoltaic-based microgrid. The study aims to analyze a hypothetical EV population charging while considering realistic EV loads and simulating the charging process. The study also analyzes the impact of weather parameters on power production and the impact of scaled EV sessions on microgrid power balances. The proposed solution could help address concerns about charging infrastructure for EVs and promote the adoption of renewable energy sources in the transportation sector. (4). Though renewables support transportation sector, there are some incidents where energy infrastructure may be considered as a risk. For instance, the wind turbines may be considered as potential obstructions to air traffic. Weigel et al. presented a multi-aspect holistic evaluation of aircraft detection lighting systems (ADLS) using a framework previously developed by the authors based on multi-criteria analysis (MCA), LCA, and expert interviews. The study presents information on potential implementation risks, bottlenecks, and levers for life cycle improvement.
From a supporting infrastructure for energy infrastructure, i.e., pipeline and gas network point of view, (1). Wang et al. used a stochastic process analysis of Research Topic evolution to trace and predict the technology trend of coal slurry pipeline transportation from patent texts. The study provides directions for sustainable research and development (R&D) activities in coal slurry pipeline transportation technology, facilitating interdisciplinary discussions and providing objective data for future decision-making by scientists and R&D managers in this field. (2). Wang et al. examined the impact of China’s third-party access policy on the efficiency of its natural gas network. They identify that the policy has resulted in a decoupling of gas trade and transport, which has led to underutilization of transmission resources due to the contractual arrangements between entry and exit capacities in the commercial network. To address this Research Topic, the authors propose a mathematical programming with equilibrium constraints (MPEC) model that integrates the allocations of commercial capacity and physical flows. Overall, the study highlights the importance of considering both commercial and physical aspects of natural gas transportation when designing policies to support the sustainable development of energy mix and low-carbon targets.
From an energy technology implementation and policy realisation to achieve decoupling and sustainability point of view, (1). Ao et al. examined the mediating role of innovation in the circular economy approach of energy-related enterprises in managing waste resources and reducing carbon emissions. They show that waste resource utilization positively affects the quality of new energy products, but it does not significantly impact the innovation of these products. On the other hand, carbon reduction behavior by companies in developing countries positively impacts new energy product innovation, but it does not significantly affect product quality. The study validates the existence of a relationship between waste resource utilization, new energy product innovation, and product quality. The findings can help energy-related enterprises improve their new energy product development activities and contribute to reducing waste and carbon emissions. (2). Xie et al. investigated the relationship between carbon emissions and economic growth in Fujian Province, China, based on evidence, as part of China’s “double carbon” target to reduce emissions while achieving economic growth. The study emphasizes the importance of the concept of ecological civilization in achieving the “double carbon goal” and the need for accelerating measures that guide the integration of urban and rural areas with critical infrastructure where energy is considered one critical commodity. (3). Han et al. examined the decoupling of China’s CO2 emissions and economic growth using the environmental Kuznets curve model for long-term decoupling and the Tapio model for short-term decoupling. They showed that the influence of industrial and energy structures inhibited CO2 emissions, but population structure may endorse them. The study recommends that China should strengthen and optimize its energy structure to match its industrial structure.
5 CONCLUSION
The Research Topic “Sustainable Planning and Life Cycle Thinking of Energy Infrastructure” explored various aspects of planning and implementing sustainable energy infrastructure. Based on the received response in this call, we covered a broad range of Research Topic related to energy infrastructure planning, including renewable energy systems, energy storage, grid integration, and policy impact and role of energy in decarbonization. Apart from planning, the Research Topic also focused on the need to adopt a life cycle thinking approach to energy infrastructure development; this approach involves considering the entire life cycle of energy systems, from production and distribution to end-of-life disposal. By taking a holistic view of energy infrastructure, it is possible to identify opportunities to reduce environmental impacts, improve resource efficiency, and enhance social and economic sustainability. However, the response towards life cycle thinking of energy infrastructure in this call was not too much. Also, from the approaches mentioned in Section 3, the point of view for sustainable planning and lifecycle thinking of energy infrastructure in the received response from various authors was only limited to fewer approaches.
To conclude, the articles included in the Research Topic provided insights into the strategies and technologies that can be employed to promote sustainable energy infrastructure. For instance, several articles explored the use of renewable energy sources, such as solar, geothermal, hydrogen, and wind power, to reduce greenhouse gas emissions and promote energy independence. Other articles discussed the importance of energy storage technologies, such as batteries and pumped hydro; mobility, such as hydrogen- and electric-based, and their integration into the grid. Few other articles focused on technology implementation and policy support in realizing economic growth and decarbonization. In addition, the Research Topic emphasized the importance of considering social and economic factors when planning energy infrastructure. For instance, several articles discussed the role of community engagement and participation in energy infrastructure decision-making. Others explored the potential for energy infrastructure to create new jobs and economic opportunities in local communities.
Overall, the Research Topic collected interesting articles and highlighted the need for a comprehensive, integrated approach like RePLiCATE (Figure 1B) to energy infrastructure planning and development following SDG7 (Figure 1A) and other applicable tools or techniques as per the changing global policies. We strongly believe that by considering technical, environmental, social, and economic factors under the RePLiCATE approach, it is possible to create sustainable energy systems that meet the needs of present and future generations.
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Low market adoption has been a real challenge to Pakistan`s renewable energy growth. This research investigated the factors that influence the intention to use renewable energy in Pakistan. This research was conducted to examine the influences of renewable energy and marketing factors on purchase intention through attitude. It analyzed seven concepts: social media exposure, relative advantage, ease of use, awareness, cost, attitude, and purchase intention and deliberated their relationships. The conceptual framework is based on the theory of planned behavior and the unified theory of acceptance. The primary purpose of this study is to examine the influence of (social media exposure, relative advantage, ease of use, awareness, and cost) on purchase intention with the indirect effect of attitude. Proposed hypotheses have been tested using structured questionnaires through SPSS (AMOS) based on a sample of 497 respondents from Pakistan. Structural equation modeling technique was used to analyze the studied variables’ relationships (social media exposure, relative advantage, ease of use, and ease of use, awareness, and cost) and attitude with purchase intention. Study findings show that attitude has a major mediating effect on the relationship between purchase intention and (social media exposure, relative advantage, ease of use, awareness, and cost). The main findings revealed interesting consumer purchase intention regarding renewable energy technology. The results showed a significant positive relationship between influential determinants (social media exposure, relative advantage, ease of use, awareness, and cost) and purchase intention towards the use of renewable energy technology. This study suggests that these marketing approaches can be used as a brand marketing strategy to enhance customer purchase intention. The study’s findings will help in making decision in the renewable energy sub-sector. Furthermore, the findings of this study could be used as a reference by the government when making decisions about renewable energy deployment.
Keywords: social media, relative advantage, ease of use, awareness, cost, attitude, purchase intention
1 INTRODUCTION
The widespread usage of fossil fuels has caused many environmental issues, including environmental disruption and degradation (Irfan et al., 2020). Climate change is another phenomenon that harms human existence and the environment (Handmer and Dovers, 2013). In recent years, political and economic discussions have focused on environmental issues and climate change (Grafakos et al., 2020). The utilization of renewable energy in Pakistan is in a developing stage; individuals are more concerned about social norms, the environment, and the advantages of utilizing renewable energy generation technologies (RETs) as renewable energy knowledge grows (Irfan et al., 2021a). In general, attitudes are essential predictors of pro-environmental behavior, such as renewable energy (Yorkovsky and Zysberg, 2021). However, the technology acceptance model identifies attitude as a mediator between purchase intention and renewable energy components towards the utilization of renewable energy. In light of the foregoing and the findings of studies such as those by Patil et al. (2020), we attempted to investigate the role of attitude as a mediator in the relationship of the Unified theory of acceptance and use of technology (UTAUT) principal components with the behavior intention of the consumer.
Increasing demand for electricity utilization with the possibility of depleting fossil fuels has contributed to the need to rapidly grow renewable energy sources (REs) to satisfy consumer demand (Woldeyohannes et al., 2016). Nonetheless, the global energy consumption of these energy sources remains at a minimum level (Painuly, 2001; Rezaei and Ghofranfarid, 2018). This can be said to be right about the developing countries with a large energy market; there seems to be low acceptance for consumers’ renewable energy sources. Due to the rapid proliferation in population and economic growth, electricity consumption has risen enormously (Chen and Sivakumar, 2021). Many developing countries still use fossil fuels to generate electricity, including Pakistan. However, fossil fuels cannot be dependent as a prime energy source because of their high cost and adverse environmental impacts (Iqbal et al., 2018). Governments are trying to solve the current energy crisis and track the existing ecological and economic situation by finding economic and sustainable sources (Merino-Rodríguez et al., 2019). The conventional forms of energy generation to renewable sources are due to the need of the public and regulatory authorities for producing and consuming renewable energy (Ikram et al., 2020).
Several national policies were introduced to promote optimal utilization of Pakistan’s energy resources (conventional and renewable), for sustainable development. Such included the National Energy Policy (Kamran and Reviews, 2018). Recently, there has been an increase in renewable energy installations across various world countries at least at a small scale level (Murshed et al., 2020). However, Pakistan electricity consumers have low acceptance of green energy, thus investigating the factors that might be responsible for to enhance the consumption of renewable energy (Irfan et al., 2021a). Pakistan has participated in global movements against climate change; therefore, research into consumer behavior toward intention to use renewable energy provides valuable insights both locally and internationally. Numerous research attributed the lack of willingness to use small-scale renewable energy for household energy to lack of consumer confidence, lack of adequate policy, low public awareness, prices, financing constraints, low community acceptance, lack of skilled human resources, weak technology dissemination strategies (Devine-Wright, 2007; Painuly, 2001; Sesan, 2008; Wüstenhagen et al., 2007). While attitude on the intention to use renewable energy have been well studied in developed countries but neglected in developing countries (Irfan et al., 2021a). In particular, the results of studies conducted in the industrialized world cannot be effectively generalized to developing nations (Dewan and Kraemer, 2000) due to their very different social, cultural, economic, political, and legal contexts (Spanos et al, 2002). Many scholars have worked on the Pakistan renewable energy market (Solangi et al., 2021). Some consider the consumer perception of renewable energy technologies while others extensively researched the potentials, policies, constraints, and current status of the generation capacities. Increasing demand for electricity utilization with the possibility of depleting fossil fuels has contributed to the need to rapidly grow renewable energy sources (renewable energy technologies) to satisfy consumer demand. Few types of research have concentrated on the individual point of view on renewable energy in Pakistan. Recently, no detailed research has targeted the households, their socio-economic perceptions (income level), and intention to purchase RE technologies. There are few studies on the motivational reasons behind the intention to purchase, and actual demand remains very low. So the major factors affecting people’s intention to use RE are not fully evaluated in Pakistan.
Many factors affected the market of Pakistan’s renewable energy. Authors have mentioned policy constraints, financial cost, technical and institutional problems, infrastructure, human capacity, etc. According to (Irfan et al., 2021a), substantial financial investment; inadequate infrastructure, technology, less research and innovation, lack of power purchase agreements, inadequate environmental support and public awareness are some significant barriers to renewable energy fast growth and use in Pakistan. However, Pakistan is a developing state and is not known especially for its support for RE due to many obstacles like economic, political, technical, and social barriers (Irfan et al., 2020). The nation relies largely on electricity supply from fossil fuels. The national economy can’t fulfill the demand by the expensive electricity generation of manufactured fossil fuels from other countries. So there are severe energy shortages in Pakistan.
These considerations may differ among technologies or nations. This research focuses on different aspects in Pakistan and tries to evaluate the intention to adopt renewable energy. The issue imposed is, “What variables drive customers’ RE buying intention in Pakistan?” Thus, the study explores characteristics that explain customer propensity to acquire RE technology. This study claims that variables impacting intention to acquire RE technology and results will benefit stakeholders. Few studies have emphasized the individual’s perspective on RE in Pakistan. Recently, no extensive research has addressed the households, their socio-economic attitudes (income level), and intention to acquire RE technology. So, Pakistan’s primary elements impacting people’s intention to use RE are not thoroughly investigated. Furthermore, effective evaluation of the desire to acquire RE technology assists stakeholders when making investment decisions and designing goods and market strategies. For testing, parameters such as social media exposure, relative benefit, cost, subjective norms, ease of use, awareness, attitude, and purchase intention were used. Because developing nations must understand the processes involved in the move from conventional to renewable energy, this research focuses on elements and theories essential to pre-purchase intention to utilize renewable energy.
The rest of the study is structured as follows. Section 2 presents the literature review that supports the hypotheses’ construction and is followed by Section 3, where methodological procedures are detailed. Results are presented in Section 4. The paper ends with the discussion and conclusion section, followed by the cited references.
2 LITERATURE REVIEW
2.1 Supportive Theories
These studies have generated important exploratory themes. The theory of planned behavior helps construct initial consumer behavior models, but it doesn’t go in-depth into all the possible influences. The unified theory of acceptance and use of technology (UTAUT) is applied in adopting renewable energy technologies in the new environmental area (Aggarwal, 2020). Various researchers and analysts have suggested that many hypotheses analyze customer behavior intention and identify the socio-economic variables that influence purchasing intention in the current era (Rezaei and Ghofranfarid, 2018). But according to the study by Rezaei et al. (2018), one of the most significant theories is a unified theory of acceptance and use of technology (UTAUT), which has been applied in many research fields. The main aspects of the advanced UTAUT theory involve behavioral intention, perceived behavioral control, relative advantages, awareness, and attitude as the most significant driver of individual behavior (Claudy et al, 2013). Researchers have studied consumer intentions to use renewable energy technologies in developing countries in recent years. This idea is how people are aware of current technologies, their latest advantages, and disadvantages, and how to utilize them. The most destructive factor of using technology is a lack of knowledge; a lack of knowledge makes it far more difficult to accept new technology (Alam et al., 2014).
Researchers have studied consumer intentions to use renewable energy technologies in developing countries in recent years. Hosseini et al. (2018) used the theory of planned behavior to evaluate consumer intentions to develop RE technologies in different nations. Alam et al. (2014) discovered that the intention to use renewable energy (RE) is affected by perceptions of behavioral control, ease of use, relative advantage, cost, and consumer awareness. Vand et al. (2019) surveyed Chinese customers to assess their attitudes toward renewable energy (RE). The study’s findings suggest that low awareness and low-income levels provide severe barriers to the use of renewable energy (RE). Düştegör et al. (2015) conducted a study in Saudi Arabia and found that financial incentives and government subsidy programmes are the most motivating factors in renewable energy (RE) adoption. Pakistan’s renewable energy programme has recently received little research attention towards using RETs. According to Irfan et al. (2021b), Pakistan faces a severe energy crisis, which can be solved by off-grid solar power. Wang et al. (2020) used multiple sources of renewable energy (RE) to supplement fossil fuel generation in the country. The authors found that wind, solar, and biomass energy had great opportunities to utilize energy.
2.2 Research Model and Hypothesis Development
Researchers agreed that the adoption of any given technology is heavily affected by many multidimensional variables, including economic, social, and regulatory aspects (Wolsink M. 2020). Due to the high cost of the technology, the lengthy payback time, and the social effects, it has become increasingly challenging to deploy RETs. Numerous studies have used the TPB framework to investigate the impact of various variables on behavior, and these studies recognize that this model is appropriate and logical (Elhoushy S. and El-Said, O. A. 2020). The global energy consumption of these energy sources remains at a minimum level (Woldeyohannes et al., 2016). The findings of many studies have shown community acceptance as a critical concern for the growth of RES (Wolsink M. 2020). In other words, the development of renewable energy sources is not just dependent on their economic and technological support. Due to the rapid proliferation in population and economic growth, electricity consumption has risen enormously (Murshed et al., 2020). Many developing countries still use fossil fuels to generate electricity, including Pakistan. However, because of their high cost and negative environmental impacts, fossil fuels cannot be used as a primary energy source (Iqbal et al., 2018). Governments are trying to solve the current energy crisis and track the existing ecological and economic situation by finding economic and sustainable sources (Merino Rodríguez et al., 2019). The conversion of conventional forms of energy generation to renewable sources is due to the need of the public and regulatory authorities to produce and consume renewable energy (Ikram et al., 2020).
This model recognized the appropriateness and robustness of TPB for evaluating consumer intention to utilize RETs in Pakistan. Environmental concerns may be seen as being conscious of ecological degradation for customers. The cost is the total price for consumers to buy the technology, and awareness refers to how consumers know the RETs and their advantages. Including these contexts allows us to make the framework sufficiently broad to study the variables that may play an important role in influencing the intention of consumers to use RETs.
2.3 Hypotheses
2.3.1 Social Media Exposure
Social media is a web-based tool that enables people to develop, reproduce, and exchange information (Laitinen and Sivunen 2020). Social media plays a significant role in sharing information from one person to another. Companies are trying to use social media to engage with their consumers about products (Chopra et al., 2020). The authors found that social media has enormous potential to raise awareness and increase purchases of sustainable products. Marketing researchers stated that social media channels are helpful to facilitate customers’ brand connections (Erkan and Evans, 2016). Erlangga, H. (2021) discovered that social media messaging boosts consumer enthusiasm to buy products. In contrast, social media interactions directly impact consumers’ purchase decisions towards renewable energy technology (Wang et al., 2020). Consumer attitudes, perceptions, and purchase decisions are all influenced by social media in each stage of the purchasing process (Pop et al., 2021). The social media activities of consumers have a favorable influence on pro-environmental behaviors such as the reduction, reuse, and recycling of waste materials (Trang et al., 2019). RE is more likely to be trusted by consumers through regular and pleasant social media experiences (Sun et al., 2020). Most scholars feel that social media has played an essential role in the overall flow of purchase intentions (Taillon et al., 2020). The quantity and nature of media coverage of environmental disasters and conflicts have made many concerns a significant societal issue. Therefore, Mazis and Raymond (1997) stated that advertisers use various mediums to communicate product benefits to the target audience. Social media advertisements can be used to deliver detailed information and create a brand image, and product packaging may be utilized to attract consumers at the point of sale (Voorveld et al., 2018). Different social media channels are often coordinated into one integrated promotion. However, Liwafa and Utami (2021) explained that social media exposure allows understanding or perceiving an advertising message towards clients through specific media channels. Social media exposure is an important driving force for innovation dissemination and impacts innovators (Zhang et al., 2021). The strongest influence on the flow of social media exposure is that it conveys innovative knowledge quickly to a broad population (Sohn and Kim, 2020). Based on the previous work, media exposure can be argued as an essential predictor of purchasing intention. Therefore.
H1: Social media exposure has a positive effect on the purchase intention.
2.3.2 Relative Advantage
The extent to which an inventive technology is considered to be superior to those that occurred before it or its closest alternative is referred to as relative advantage (Gkartzonikas and Gkritza, 2019). Consumers acknowledge the usage of renewable energies and other socio-economic, environmental benefits (Irfan et al., 2021a). The limited penetration of RE might be attributed to its low relative advantage and accessible power sources in several world regions. According to the evidence, the intention is an excellent predictor of renewable energy purchase behavior and an important component in analyzing people’s actual purchasing activity (Rezaei and Ghofranfarid, 2018). The consumer’s behavioral intention of adoption relates to their desire to utilize a potential goods or services. This research aims to better recognize customers’ behavioral intentions to use renewable energy. Several variables can influence buy intention as a dependent variable, described as the mind’s capacity to behave in a specific way to make a purchase (Kusumawati and Mangkoedihardjo 2021). The examined factors include relative advantage effects on purchasing intention attitudes. The constructs selected for the study were taken from the theories mentioned above and were supposed to impact purchasing intention. Furthermore, a previous study revealed a relative benefit that directly impacts the buying intention to utilize RE. Relative advantage directly impacts the attitude, which acts as a mediator in the interaction with intention (Rezaei and Ghofranfarid, 2018; Esa and Zahari, 2016). This research, therefore, argues that:
H2: The relative advantage has a positive effect on customer’s purchase intention.
2.3.3 Perceived Ease of Use
The degree to which a technology is supposed to be challenging to use is measured by perceived ease of use (Moslehpour et al., 2018). According to Chen et al. (2020), perceived ease of use is an individual’s belief in the ability of an individual component to be simple to use (Tahar et al., 2020). Energy sources are relatively simple, inexpensive, and have a more significant market perception. Researchers revealed that renewable energy, such as solar energy, has several technological challenges that consumers must overcome (Adenle, 2020). Renewable energy installations, use, maintenance, and technicalities influence public perception. Renewable energy solutions that are easy to install, user-friendly, family-friendly, and comparable to living standards are more likely to influence adoption intention (Ashinze et al., 2021).
H3: Perceived ease of use has a significant positive effect on the customer’s purchase intention.
2.3.4 Cost
Renewable energy costs include maintenance, installation and the opportunity cost of implementing RE (Ashinze et al., 2021). According to research, costs were also a significant factor in reducing the adoption and integration of renewable energy solutions, mainly in emerging nations with relatively low incomes (Barnett-Howell et al., 2021). It is primarily a fact that the minimum capital necessary for installing renewable energy is greater than the minimum required by conventional energy. Previous research found a direct and significant relationship between cost and technology adoption (Sarker et al., 2020). According to Irfan et al. (2021a), the consumer perception of renewable energy benefits was demonstrated by three primary outcomes: energy savings, environmental benefits, and the independence of conventional power sources. The customer’s impression of product cost depends on the person’s social development and financial expertise (Kumar et al., 2020). The current research will provide insights into the perceived cost of renewable energy and its impact on client purchasing intentions. This study now provides insight into perceived costs and their effect on consumer intention.
H4: Cost has a positive effect on the customer purchase intention.
2.3.5 Awareness
The extent to which customers are aware of current technology, its benefits, and drawbacks and can keep up with new developing technological updates is defined as awareness (Waris et al., 2020). The term of awareness refers to the ability of prospective consumers to obtain appropriate information about RE’s fundamental usage, economic prospects, and environmental implications (Kumar et al., 2020). One key element of UTAUT that directly impacts the behavioral desire to utilize renewable energy sources is awareness (Kardooni and Ghofranfarid, 2018). A higher degree of awareness is likely to boost the acceptance of RE technologies among new users (Mirza et al., 2009). Awareness is a key component in the choice of customers to acquire new technologies. Numerous research found that knowledge of the consumer’s desire to utilize renewable energy sources was beneficial (Alam et al., 2014). Furthermore, green energy knowledge encourages clients to develop a good perception of RE marketing and enhance their purchase incentive to prevent ecological threats (McEachern et al., 2005).
H5: Awareness has a positive effect on the customer purchase intention.
2.3.6 Attitude
Attitude is a person’s positive or negative feelings about performing the target behavior (Ashinze et al., 2021). Attitude is an essential component of the theory of planned behavior which refers to assessing a person’s behavior as favorable or unfavorable (Amoako et al., 2020). Consumer attitudes may be seen as favorable or negative emotions towards the usage of RETs. The origins of these good or negative emotions may be based on their anticipated environmental, economic, or social consequences and advantages. Attitude (ATT) is a key part of the TPB, which assesses an individual’s behavior as favorable or unfavorable (Hamid and Ban, 2021). Attitude can be seen as positive or negative customer opinions regarding the use of RETs. The existing literature demonstrates that attitude is closely linked with the intention of RETs.
Moreover, Najar and Hamid Rather (2021) validated a favorable link between behavior and the intentions of customers to buy energy-efficient household equipment. The attitude was also favorably linked to the consumer’s energy reduction intentions (Ali et al., 2021). They also showed the favorable impact of attitudes on the intention of consumers to buy RET. Existing research indicates that the mindset is favorably linked to the intention of customers to use RETs. Consumers think that green energy helps avoid global warming and climate harm lowers our dependence on conventional power and improves air quality (Suraya et al., 2020). Some researchers suggested that attitude is a strong predictor of household power consumption (Chen and Aklikokou, 2020). Numerous studies have confirmed a favorable connection between attitude and customers’ willingness to buy energy-efficient home equipment. The attitude has also been shown to be favorably linked to consumer energy reduction intentions (Ali, 2021), showing that this mindset strongly affects the intention of customers to buy energy-efficient goods. This study further explained the concept by examining the mediator’s role as a link between variables such as relative advantage, subjective norm; ease of use and awareness as well as the cost and intention to use in the framework of an ideal model, this study hopes to learn more about this topic.
H6: Attitude has a positive effect on purchase intention.
H7: Attitude moderates the relationship between purchase intention and social media exposure.
H8: Attitude moderates the relationship between purchase intention and cost.
H9: Attitude moderates the relationship between purchase intention and relative advantage.
H10: Attitude moderates the relationship between purchases intention and awareness.
H11: Attitude moderates the relationship between purchase intention and ease of use.
2.4 Conceptual Framework
On based of Figure 1, the conceptual framework is based on a survey of the literature. The research found that social media, relative advantage, ease of use, cost and awareness will influence purchase intention with the indirect effect of attitude. This study considers that social media, relative advantage, ease of use, cost and awareness also directly impact consumer attitude. These components have radically altered attitude towards purchase intention.
[image: Figure 1]FIGURE 1 | The conceptual framework is based on a survey of the literature. The research found that social media, relative advantage, ease of use, cost and awareness will influence purchase intention with the indirect effect of attitude. This study considers that social media, relative advantage, ease of use, cost and awareness also directly impact consumer attitude. These components have radically altered attitude towards purchase intention.
3 METHODOLOGY
3.1 Sample Selection and Collection
This section discusses the methodology, including sample selection and description, data collection, regression model, data analysis, and this is also used to apply statistical tests for testing the hypothesis. The main focus of our current study is to measure “A multidimensional model of renewable energy: Linking purchase intentions, attitude, and user behavior.” To achieve the objectives of the study, the planned strategy is to explore the respondents’ views towards social media exposure, relative advantage, awareness, perceived ease of use, and attitude. After eliminating questionnaires with error, a total number of 497 respondents was used and analyzed with using statistical software SPSS (Amos). We used the non-probability convenience sampling technique. One of the main advantages of this sampling strategy is that it permitted researchers to collect data from a large number of participants in a very short space of time (Comrey A., and Lee H. 1992). Primary data was collected from the respondents from different Punjab, Pakistan. The hypothesis is measured based upon a scale used by (Roberts and Ko, 2005) in their study. Advertisement is the key instrument of the marketing field, which drives the consumer’s probability, understanding, tendency, and selection and effectively promotes and sells the product and services. The customers’ attitude towards the purchase intention is measured by the factors of RE., which have an influential impact on consumers’ purchase intention. The constructed scale of consumer purchase intention is based on (Baker and Churchill’s, 1977), which is used to assess the physical attractiveness of models in promotion as well as the customer’s intent to purchase goods.
The usefulness of this research hugely depends on the efficiency of data collection and analysis. (Raykov and Marcoulides, 2006), stated that multicollinearity consistency can easily provide unstable estimates of regression coefficients. IBM SPSS is employed to test for multicollinearity between independent variables. A list of measured items and the sources of each part are presented separately in a table. A coding operation was undertaken at this stage, through which the categories of data are transformed into symbols that were tabulated and counted. Collected data will be coded and modeled using AMOS/SPSS Software.
The hypothesized relationship among observed variables is estimated based on the structural model-direct model and mediation model for testing the indirect effect in the second process. This presented two structural models used for analysis. “Bootstrapping” is qualitative research that includes an estimation of the importance of the indirect impact and meaning of the point estimate. The “Test of mediation” gives two estimates of the indirect effect and tests their ranges but quantifies confidence intervals for the point estimates (Mallinckrodt et al., 2006).
The demographic characteristics of the sample are given in Table 1 and discussed as follows. Most participants were men (n = 497, 77.9%), with Baker and Churchill’s, 1977 an age distribution between 20 and 30 years old (47.7%). In the case of educational background, most individuals reported a bachelor’s degree (245, 49.3%). In total, 197 participants (39.6%) specified that their monthly income was between 30,000 and 40,000 rupees.
TABLE 1 | Demographic characteristics.
[image: Table 1]4 DATA ANALYSIS
4.1 Findings
Different statistical approaches were used for data analysis. The structural equations modeling (SEM) technique was used to analyze the data. SEM can be used to evaluate the connection between variables. Anderson and Gerbing (1988) suggested that the SEM method consists of two stages (measuring model and the structural model). In the measuring model, the researcher verified every latent variable to estimate the structural model by doing confirmatory factor analysis (CFA). For the present study, latent variables were analyzed to ascertain the statistical relation between the seven variables. Stephens and Sommer (1996) recommended that the loading factor of all items should not be less than .50. The results of the CFA contributed to the model’s modification. With the results of SEM, the researcher inspected the relationship with latent variables because it indicates the direct or indirect influence of the latent variable on other latent variables. The anticipated linkages between these variables are explicitly specified in the SEM. In SEM, the researcher is enabled to know what was stated and what facts were presented in the proposed model (Hair et al., 1995). The greater the link between proposed relationships and data patterns, the better they show a good fit between model and data. The estimation procedure helps to assess whether or not the suggested model fits the data. Decisions concerning the modification to be raised also depend on fit statistics. There are some types of model fit statistics, such as absolute fit indices, incremental fit, comparative fit, and finally parsimony indices. Each model fit statistic consists of several fit indexes where some thumb rules are applied to the minimum score or value to get a good fit (Byrne, 2001).
The availability of alternative fit indices caused several challenges for the evaluation process (Kline, 2012). As pointed out by Kenny and McCoach (2003), there is no consistent standard measure in model evaluations; they endorsed the root mean square approximation error (RMSEA), the comparative fit index (CFI), and Tucker-Lewis coefficient (TLI). Bentler’s (1990) suggested fit indices are TLI, Incremental fit index (IFI), and Fan et al. (1999) supported RMSEA, TLI, and CFI to be fit indicators. Since it is unlikely that all fit measures can be samples, these fit indices are used for reporting the quality of the two models in the current study. Keep the common fit indexes, and the root mean square fit error (RMSEA), the incremental fit index (IFI), the Tucker-Lewis coefficient (TLI), and the comparative fit index were used for confirming and supporting the proposed model (CFI). For RMSEA, the value should be less than .06 to a closer model, which would be best if the value is equal to. 08. Meanwhile, if the value exceeds .01, it shows that the model does not fit well (Hu and Bentler, 1999). For IFI, the values closer to one show a good fit (Bollen, 1989), and values greater than .90 would be good for TLI and CFI (Hair et al., 1995). In the second step, structural equation modeling was used to test the statistical relationships between independent variables (social media exposure, relative advantage, awareness, cost, and perceived ease of use) and the dependent variable (purchase intention). In the third phase, we checked the statistical link of the mediating variable (attitude) between the independent and dependent variables.
4.2 Measurement Instruments
This research used a quantitative approach to analyze customers’ perceptions about factors of renewable energy and its effect on attitude and purchase intention. The study assessed six variables that measure the purchase intention of renewable energy technology and consumers’ experiences. The questionnaire considered all research variables and a five-point Likert scale. The first construct is renewable energy. According to the research of (Wu et al., 2018), renewable energy is operationalized into five dimensions: Eighteen items of factors of renewable energy were classified into five dimensions (social media exposure, relative advantage, perceived ease of use, awareness, and cost). Due to poor factor loading, I deleted one item of social media exposure and one item of cost. A total of sixteen items were considered. Four items of mediating variable (attitude) and three items of purchase intention were selected. However, due to poor factor loading of one item, I deleted one item, and overall two items are considered for purchase intention.
Moreover, Table 2 shows the detailed measurement items, including Cronbach’s alpha, average variance extracted (AVE), and composite reliability (CR) for all research variables. According to the outcomes shown in Table 2, the CR of every construct varies from .938 to .974, showing that all indicators are under the recommended level. Furthermore, the values of the AVE confirmed the constructs’ validity by more than .5 (Kao and Hung, 2008; Kao and Lin, 2016). AVE values ranged from .778 up to .925, which indicates that the average explanatory power of the variables used in this study was satisfactory and it is appropriate for advanced analysis. The convergent validity of each estimation item was tested using factor loadings, and the values of all measures are between 0.796 and 0.955, which exceeds the benchmark value of 0.5. (Hair et al., 1995, 2010).
TABLE 2 | Variables of exploratory factor analysis, descriptive statistics, and confirmatory factor analysis.
[image: Table 2]Finally, this statistical measurement was tested with a confidence interval (CI) and Percentile 90% CI through the software (Amos). To satisfy the discriminant validity criteria, the square root of a construct’s AVE must be greater than the correlations between the component and the others in the research (Fornell and Larcker, 1981). The diagonal items in Table 3 are the square root values of AVEs, while the other components are Pearson correlation coefficients between the variables. As a result, the measurement’s discriminant validity is satisfactory.
TABLE 3 | Discriminant validity of the constructs.
[image: Table 3]4.3 Structure Equation Model
The proposed direct, indirect, and mediating hypotheses were statistically tested with the structural equation model (SEM) using the Amos software. Basically, SEM provides the complete direction and consideration of the proposed hypothetical model and also provides accuracy without any incorrect standard error estimations. First, we checked the direct effects of independent variables (social media exposure, relative advantage, awareness, cost, and perceived ease of use) on the dependent variable (purchase intention) with path analysis in the table. We also used the bootstrap of 1,000 samples to check the indirect effect (Gunzler et al., 2013) of attitude between the independent variables (social media exposure, relative advantage, awareness, cost, and perceived ease of use) and dependent variable (purchase intention).
According to the findings of Table 4, Five dimensions of renewable energy are considered to check the statistical relation, (social media exposure (β = .171 p < .001), relative advantage (β = .159, p < .001), ease of use (β = .085, p < .001), and cost (β = .130, p < .001) have positive significant influence on purchase intention, while (awareness (β = .099, p < .001), has no any positive significant effect on purchase intention. Moreover, the second direct effects of social media exposure (β = .442 p < .001), relative advantage (β = .259, p < .001), ease of use (β = .118, p < .001), and cost (β = -.186, p < .001) have positive significant effect on attitude while (awareness (β = .003, p < .001), has no any positive significant effect on attitude. On the other hand, the mediating variable (attitude (β = 0.271, p < .001) also has a statistically significant positive direct effect on purchase intention.
TABLE 4 | Path analysis Regression Weights: (Group number 1 - Default model).
[image: Table 4]4.4 The Direct and Indirect Effects
The mediated hypotheses propose that factors of renewable energy (social media exposure, relative advantage, awareness, cost, and ease of use) indirectly impact purchase intention through attitude. Estimated results of Table 5 illustrated that attitude (β = 0.271, p < .001) has a significant positive impact on purchase intention, so it is proven that there exists a mediation between (social media exposure, relative benefits, consciousness, cost, perceived ease of use) and purchase intention through attitude. The empirical outcomes supported the above assumption, indicating that attitude would affect purchase intention. Additionally, this study demonstrated that attitude mediates the relations between (social media exposure and ease of use) and purchase intention, while attitude has no mediating effect between relative advantage, awareness, and cost) and purchase intention. Therefore, green companies should focus on renewable energy channels to enhance their consumer attitude to raise their purchase intention to satisfy their customer’s environmental needs.
TABLE 5 | Direct, indirect, and total effect.
[image: Table 5]5 DISCUSSION
This research is designed to check the significance of RE as a sustainable source of clean energy and its components on the one hand, and the attitude that mediates the relationship between (social media exposure, relative advantage, awareness, perceived ease of use, and cost) and purchase intention on the other hand. The main objective of this study is to investigate the multidimensional factors that affect renewable purchase intention. According to the consequences of result of H1, there is a significant direct relationship between social media exposure and purchase intention (Lee et al.,. 2021). So, the perceived value of social media advertising is severely impacted by intrusiveness and privacy concerns about the use of renewable energy (Arora and Agarwal, 2019). In accordance with the findings of H2, there is also an optimistic direct relation between the relative advantage and purchase intention. As a result, the more significant perceived comparative advantage of renewable energy accelerates the adoption of renewable energy. However, past research has confirmed the concept that relative advantage directly influences purchase intention, and these results are supported by the study (Rezaei and Ghofranfarid, 2018). With the results of H3, there is also a significant direct connection between perceived ease of use and the purchase intention of RE. Individuals in Pakistan have strong ideas about accepting renewable energy, which may exchange from one person to another, but further qualitative research is needed to understand this dynamic. This study supports studies (Irfan et al., 2021a; Waris et al., 2020). The indirect results supported and verified how easy it is to use renewable energy significantly impacted the purchase intention through attitude. These outcomes align with the study (Liobikienė et al., 2021). Hence, my results support a significant effect of perceived ease of use and purchase intention. These results relatively matched with previous results. The Pakistani respondents felt that this technology was simple to use, maintain, and comprehend.
The results of hypothesis four verified this theory (Aggarwal, 2020). The study found a positive correlation between how much an organization’s employees think RE costs and their attitudes regarding purchasing and using RE. If the cost of the product increases, it diversely affects purchase intention because consumers always want to decrease the cost of any product. So a product’s perceived cost is crucial to uptake. While the result of H5 revealed no significant direct relationship between awareness and purchase intention, These consequences align with the studies (Rezaei et al., 2018; Liobikienė et al., 2021). As established by the initial factors, and as evident from the resultant findings, the relationship between intentions to use and determinants (social media exposure, relative advantage, ease of use, cost, and awareness) of renewable energy did not have a significant positive impact on purchase intention. In contrast, with the indirect effect of attitude, some factors (perceived ease of use and social media exposure) positively affected purchase intention. As a rule, the model’s predictive capacity is boosted significantly when the attitude component’s presence as a mediating variable is factored in. Attitude is a crucial mediator between renewable energy determinants and purchase intention. The idea that attitude is a substantial mediating factor in the relationship between renewable energy determinants and purchase intention was proven by hypotheses H6, H7, H8, H9, and H10. In simpler terms, if the citizens of Pakistan feel better about their attitude, then their motivation to use energy sources improves. This helps to boost consumer interest in RE. As a result, increasing people’s interest in renewable energy sources should be possible through reinforcing their beliefs in the efficacy of RE.
6 MANAGERIAL IMPLICATIONS
With a deep focus on exploring the factors of renewable energy (RE) on consumer purchase intention, the current research provides practical implications for organizations, stakeholders, and government policymakers. The study has provided light on the effects that impact the purchase of sustainable renewable energy (Masukujjaman et al., 2021). Managers and policymakers may use these findings to provide suggestions to enhance renewable energy through renewable energy components (Wang et al., 2020). This study improves the relationships of renewable energy sources (REs) between all renewable energy (RE)-related components and influences consumer purchases towards renewable energy. This energy sector deeply affects the economy of Pakistan (Abbasi, et al., 2020). So the investment in renewable energy (RE) is accumulating in Pakistan, which will help with falling costs and technological advancements in fulfilling consumer demand. Thus, renewable energy (RE) companies should improve their working techniques to protect the environment and focus on consumer demands. To do this, a company should simplify its transactions, payments, and credit allocation methods to minimize its energy consumption. To improve this attribute, a renewable energy (RE) company should focus on marketing factors (social media exposure and ease of use) to enhance consumers’ intention towards renewable energy (RE). To that end, organizers should raise awareness of the factors determining optimal usage to stimulate young people’s interest in renewable energy. These awareness efforts should also stress the framework used and provided in this research to understand better the links examined here and their implications for business management. Helping the environment with renewable energy, which was the study’s primary goal, may assist in creating significant changes in economic growth and a better community.
7 CONCLUSION, LIMITATIONS AND FUTURE RESEARCH
This research aims to analyze individual intentions to use renewable energy in Pakistan based on numerous psychological models, theories, and comprehensive frameworks. The study found that people are more likely to choose renewable energy if they have a positive opinion about it and plan to buy it. My research model consists of a multidimensional model with five independent variables (social media exposure, relative advantage, awareness, cost, and perceived ease of use), one mediating variable (attitude) to check the effect of these variables on one dependent variable (purchase intention) towards the use of renewable energy technology. This study extended the theory of planned behavior to completely assess the aspects that influence public acceptance and use of the RE, which is this study’s significant contribution. The study findings reveal interesting discoveries that have major policy considerations and practical ideas for decision-making. Social media exposure does not help with the convenience of use or their level of awareness towards the use of renewable energy technology. Customers’ purchase intention is a critical predictor of RE’s intentions to follow through with the behavior. Several advantages of the proposed strategy are obvious to those who examine the usage of renewable energy in Pakistan. These approaches provide new insights and understanding of renewable energy in Pakistan. The study also provides valuable information for policymakers to aid them in expanding the use of renewable energy in rural areas.
Despite the fact that the research findings are consistent with theoretical expectations, the present study has limitations. Firstly, a limited sample size was selected, which has an impact on the generalizability of the results. So it is necessary for the next researcher to use sample size more than 500 to get a proper findings. Second, the data was gathered in general but did not take into account the country’s rural and urban parts. In urban and rural areas, socioeconomic characteristics such as awareness, income, and education may vary. Future studies should address this restriction by doing research in the countryside. This important component may be taken into account in future research to enhance the current body of knowledge from a Pakistan viewpoint. Finally, a number of variables influence the RE sector; nevertheless, only the most important ones were examined. This limitation may be addressed by evaluating the effect of other potential variables such as risk perception, confidence in RETs, and moral responsibilities.
There are various limitations to this study, as well as potential areas for further research. The renewable energy technology sector is still in its early stages and faces several challenges, and the first is that the demand for renewable energy is increasing quickly. The environmental impact of renewable energy technology is still a topic of discussion. This article cannot critically examine renewable energy technology aspects, but consumer responses may be affected due to intense public discussions over it. Future research should concentrate on renewable energy technology’s ecological performance measured by Life Cycle Assessment (LCA) studies. Then these studies’ findings can be applied to future consumer research. For example, future research might consider the number of improved renewable energy technologies that customers find appealing. Furthermore, while technological advances will help reduce costs in the near future, renewable energy technology is now supplied at greater prices than its potential competitors. Studies have looked at whether or not consumers are ready to pay a higher for product lines that have environmental benefits. The results show that they are, even though the exact increase depends mainly on customer characteristics (Stigka et al., 2014), product purchase frequency (Morone et al., 2021), and consumers’ overall price sensitivity (Niedermeier et al., 2021). Future studies could produce a more thorough evaluation of consumers’ desire to pay for renewable energy technology. Renewable energy technology features depend on product and brand, qualities, and distinct consumer characteristics.
Furthermore, the capacity of attitudes and intention to purchase predict actual conduct is questionable, especially in environmental behavior (Papista and Krystallis, 2013). There’s also an inconsistency between what people say they’re willing to spend and what they end up paying (Barber et al., 2012). Future research should investigate if consumers are willing to buy different types of renewable energy technology in a real-life situation (i.e. field experiment) and add more objective behavioral data (e.g. utilizing real purchase data) to make the results more robust and generalizable. Future studies could concentrate on demographic differences between nations and how these affect the evaluation of renewable energy technologies. And also, it would be great to look deeper into specific nation demographics or cultural aspects that influence how consumers evaluate renewable energy products and possibly shed light on why some countries receive renewable energy products better than others.
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This article presents a detailed analysis of the performance, rate of degradation, and power and energy loss of a 1 MWp scale solar photovoltaic (PV) plant in the academic institution GITAM (Deemed to be University), located in the coastal region of Andhra Pradesh, India. The PV plant consists of 3,078 polycrystalline PV modules of 325 Wp rating, installed on the rooftop of the institute buildings. The annual energy generated is 1684.881 MWh. In this study, performance analysis involves the calculation of efficiency, capacity factor, and performance ratio with data simulated using the PVsyst tool. Degradation analysis involves energy light-induced degradation (LID) and degradation rate (DR). The predicted result provides an estimate for optimal functioning of PV plant with an annual capacity factor, performance ratio, and energy loss of 11.3%, 87.9%, and −26%, respectively. Energy loss by light-induced degradation is predicted as −2.7%/year, and the degradation rate of module per year is −0.6% to −5%.
Keywords: photovoltaic, performance parameters, energy loss, degradation rate, PV SYST
INTRODUCTION
The focus on increasing renewable resources has become one of the crucial methods to overcome the scarcity of electricity after the depletion of traditional energy sources and reduce atmospheric issues by utilizing fossil fuels. Decommissioning and dismantling conventional energy plants such as nuclear and thermal are implemented worldwide. Solar power, biomass, and hydropower are all excellent sources of renewable energy. The total installed capacity is 378.43 GW as of 31.10.2020 in India. Among this electricity mix, renewable energy sources contribute 36.2% (according to a report on load generation 2019–2020 by the Ministry of Power, Government of India, listed on its website: https://powermin.gov.in/en/content/power-sector-glance-all-india). The power generating capacity has to be increased to reach peak energy demand. Owing to the several advantages of solar energy resources over the other non-conventional sources, solar energy can increase the electricity generation capacity. The benefits of employing solar energy resources are abundant: eco-friendliness, decreased tariff, less maintenance, and reliability (Thapar et al., 2018). Research presented the initiative policies made by the government of India on encouraging grid-connected roof-top photovoltaic (PV) systems and off-grid systems.
The research by Subramaniyan et al. (2018) discussed the contribution of non-conventional resources such as solar and wind power and the estimation of these resources with a peak period technique in Rajasthan. In the study presented by Rodrigues et al. (2019), feasibility analysis to install a grid-connected PV plant to the state university of Campinas is estimated using two simulation tools, one of which is PVsystV6 and the other is Helioscope. The performance rate of the proposed plant is about 81.2 and 80.83% in PVsyst and Helioscope, respectively. In a performance study of a 100 kWp grid-connected solar PV system, the performance ratio (PR) is observed to be 80% using PVsyst V6.52 software (Kumar et al., 2017a). In the research conducted by Kumar and Sudhakar (2015) on a 10 MWp solar photovoltaic plant, the largest PV plant located at Ramagundem, the PR is observed to be 86.12% and capacity utilization factor (CUF). A performance study of PV systems situated in Eastern India exhibited a PR of 0.78, PV efficiency of 13.42%, and system efficiency of 12.05% (Sharma and Goel, 2017). In a performance analysis carried out by Yadav et al. (2015) on a 1 kWp PV system located in Hamirpur, the PR and average solar radiation are recorded as 0.724 and 4.4 kWh/m2, respectively, on a specific day. In a degradation study conducted in the semi-arid climate on a c-si photovoltaic system for four years, the highest PR of 76.46% is spotted in the presentation (Kumar and Malvoni, 2019). In a performance analysis carried out by Kumar et al. (2016) on a 10 KW roof-top photovoltaic system, the capacity factor is noticed as 17.8%, 18.5%, and 19.3% with two crystalline silicon-type and one thin-film-type technology, respectively. In an article by Thotakura et al. (2020), research was carried out on the performance of 1 MW scale grid-tied roof-top solar PV plants in a coastal region in India having tropical wet and dry conditions. Real-time data are monitored and compared with PVGIS, PV Watts, and PVsyst software simulation tools. The megawatt plant’s capacity factor is 21.77%, with an annual energy generation of 168.488 MWh.
The operational performance was analyzed by Sudhakar et al. (2021) on a 2 MWp solar plant in Kerala, India, and an average performance ratio and capacity utilization factor of 73.39 and 15.41% were stated. Because of the monsoon season, there is a reduction of 35% in energy generation, mainly due to cloudy and rainy weather conditions. Dahmoun et al. (2021), in their research, published the literature on the operational performance analysis of a grid-tied 23.92 MWp solar PV plant located in Algeria for a period of 36 months. They reported a 5.46 kWh/kWp/day of an annual average daily array, 4.95 kWh/kWp/day of final yield, 82.02% of PR, and 20.64% of CUF. The real-time data are compared with the PVsyst and solar GIS tools and found a strong coincidence. The article by Bansal et al. (2021) presented a study on a 5 MW grid-integrated solar PV plant installed with crystalline silicon modules investigated for seven years. The authors checked the degradation analysis and performance assessment in Gujarat, India, which has hot and dry climate. It is mentioned that, from 2013 to 2016, the yearly average PR, CUF, inverter efficiency, and PV system efficiency of 73%, 17–18%, 96%, and 10.29–10.415% are attained and during 2017–2019, the values are in the range of 70% of PR, CUF of 14–16%, respectively.
The study by Ameur et al. (2022) covered six-year working data of a 5.94 kWp PV system comprising 2.04 kWp polycrystalline, 2.04 kWp monocrystalline (m-Si), and 1.86 kWp amorphous (a-Si) technologies to estimate the long-term performance and degradation rate for different climatic conditions of Ifrane, Morocco. Correlating with the present study technology, the polycrystalline system has a degradation rate of 0.36 ± 0.01%/year and 0.28 ± 0.004%/year with linear regression and classical seasonal decomposition statistical techniques and a performance ratio of 84.32%. In the literature (Makrides et al., 2010; Sharma et al., 2014; Sinha and Chandel, 2014; Gökmen et al., 2016; Kichou et al., 2016; Khandelwal and Shrivastava, 2017; Kumar et al., 2016; Kumar et al., 2017a; Kumar et al., 2017b; Jiang et al., 2016; Dubey et al., 2017; Sharma and Goel, 2017; Vasita et al., 2017; Atluri et al., 2018; Bhullar and Lalwani, 2018; Kichou et al., 2018; Prakhya and Reddy, 2018; Sudhakar and Samykano, 2018; Kumar N. et al., 2019; Kumar and Subathra, 2019; Navothna et al., 2020; Aoun, 2020; Thapar and Sharma, 2020), the researchers addressed about the performance factors, losses, and efficiency of solar PV plants located in various climatic regions. Few authors adopted simulation tools PVGIS, PV Watts, and PVsyst to compare with the monitored data. However, this kind of exploration is site specific, as various factors influence the technical activity of the solar PV plant of the region in which it is located. This analysis has not been carried out in the present study location (coastal region, Visakhapatnam, India) to the best of the authors’ knowledge.
In the present study, the analysis of grid-connected PV systems near coastal areas is evaluated using the PVsyst simulation tool. Analyzing performance parameters is also essential to improve the solar photovoltaic system installations. Hence, the following are the present study’s goals:
• To model and comprehend the operation of a roof-top grid-connected PV system installed on the rooftops of an educational institution Gandhi Institute of Technology and Management, Visakhapatnam, Andhra Pradesh, India
• To comprehend the energy conversion process and explore the various energy losses of roof-top polycrystalline solar PV systems built in the coastal region
• Degradation estimation of the photovoltaic plant
In the present study, performance specifications are identified, which are helpful for the feasibility analysis of the solar PV system in coastal areas. The results obtained from this study will create awareness of the potential of such a system being used to control the problem of energy scarcity and increase the use of non-conventional energy sources in various parts of the world. The developing countries can be global leaders in utilizing these sources.
SYSTEM DESCRIPTION
In the present study, a 1 MWp roof-top solar photovoltaic power plant connected to the grid was assembled on an educational Institute, Gandhi Institute of Technology and Management, Vishakhapatnam, located in the coastal region of Andhra Pradesh, India, is discussed. The plant consists of 23 PV arrays installed at 15 building terraces and 23 inverters with a capacity of 20 kWp/50 kWp. The plant is located in latitude 17° 48′ 8.208″ N and longitude 83˚23′ 6.54″ E. The detailed electrical specifications of the PV plant and the geometrical site map are provided in Supplementary Data.
FRAMEWORK AND METHODOLOGY
The performance study of the grid-connected PV system installed on the rooftops of academic buildings includes the normalized parameters that characterize the operating performance of the PV system. The parameters considered for the assessment in the present study location are array energy, net array energy output, array efficiency, grid energy, net energy output of PV system, system efficiency, capacity factor, performance ratio, loss, and degradation rate. The performance of this system can be compared to that of other PV systems under various working situations once these parameters have been determined. To predict and analyze the working of the PV system, the data related to the plant and selective simulation tools are required. The current study indicates the performance parameters of the solar plant located in a coastal area. The critical parameters and their equations for analysis are also furnished (Malvoni et al., 2017a). The methodology for the analysis is illustrated as follows:
• The critical data for the analysis of PV plants such as the geographical specification of the study location (coordinates, weather conditions, temperature, solar irradiation, and wind speed), PV module, and inverter specifications are accumulated.
• One of the most widely used PV system simulation tools is identified. In this study, PVsyst is preferred for the performance and irradiation analysis of the PV system.
• Performance parameters of the solar PV plant are studied in detail and presented with their equations. The energy and efficiency parameters are estimated.
• Degradation analysis of the solar PV plant is analyzed by mainly focusing on the light-induced degradation (LID) and degradation rate (DR).
PVsyst Software Tool
PVsyst software is one of the most widely used simulation tools in the design and calculation of basic considerations of photovoltaic systems PVSyst (2021). Modeling in PVsyst starts with system sizing, which comprises desired power rating or available area, PV module, and inverter sizing. Based on the given input specifications, the PVsyst will propose module configurations for further simulation study. This software updates weather details of the selected location, which helps in evaluating output parameters. PVsyst tool gives monthly global irradiance, diffuse irradiance, temperature, and wind speed of the selected location. Based on these data, the trajectory of the Sun, which provides information on losses that occur during period of a year, is also given. The results of the simulation tool include total energy produced, performance ratio, and specific energy. By utilizing these results, energy yield, capacity factor, and efficiency of PV array and PV system can be calculated. The existing PV system behavior and further expansion of the system can be carried out Photovoltaic Software (2021).
Array Energy [image: image]
It is the energy generated by a photovoltaic array. Array energy mainly depends on the area of the total array of the PV system [AA], solar radiation [Is] incident on PV modules, and the efficiency of the PV module [image: image], how successfully it transforms solar energy into electrical energy. The area of the total array [AA] of the PV system is calculated by considering the total number of PV modules multiplied by the area of individual modules. The extra space to accommodate the panels in specified orientation and between the strings is also added. The area used by the total arrays of the installed PV system is 12,000 m2. Therefore, the array energy is expressed as a product of all the mentioned three parameters, as shown in the following equation:
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Net Array Energy Output [image: image]
A solar array is a group of solar modules joined in series and parallel. Hence the net array energy output mainly depends on the area of the total arrays of the PV system, the efficiency of the PV module for the incident solar irradiation, and the full capacity of the solar PV plant. It is also expressed as the ratio of energy array to the entire plant capacity (PC), as shown in the following equation:
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Array Efficiency [image: image]
Any system’s efficiency is determined by the input it receives and the output it produces. The efficiency of an array is determined by the input, which is the solar irradiation dispersed across the entire array, and the generated output energy as expressed in the following equation:
[image: image]
Grid Energy [image: image]
The existing plant is an integrated grid system, the energy generated by the PV arrays is converted to AC and pumped into the grid via inverters. Solar energy generation depends on solar irradiation, and energy conversion depends on the inverter’s performance and losses. Hence the grid energy is expressed in Eq. 4 as a product of array energy [image: image], the efficiency of the inverter [image: image], and loss efficiency [image: image].
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Net Energy Output of the PV System [image: image]
It is the solar PV system’s net energy output, expressed as a ratio of energy injected into the grid to the capacity of the solar PV plant, as shown in the following equation:
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System Efficiency [image: image]
A solar System’s efficiency is commonly defined as the ratio of solar energy input to electrical energy output. The system efficiency depends on many parameters, whereas here, it is declared as the ratio of grid energy [EGE] to the solar irradiation [Is] and the area of total PV arrays [AA].
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Capacity Factor [Fc]
The capacity factor can be defined as the actual electricity production divided by a power plant’s maximum feasible electrical output over some time, as shown in the following equation:
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Performance Ratio [image: image]
The performance ratio (PR) is a frequently used term for assessing the relative performance of solar panels with different designs, technologies, capacities, and locations. PR is calculated using Eq. 8, where it is expressed as a percentage ratio of net grid energy output [ DEG] to the reference energy yield [YR].
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Loss and Degradation Rate [DR]
Loss and degradation rate are the two essential parameters for analyzing the performance of PV systems. In a survey conducted by the National Centre for PV Research and Education at the Indian Institute of Technology, Bombay, and National Institute of Solar Energy, Haryana, it is assumed that the deterioration in crystalline silicon modules would vary from −0.6 to −5%/year (Dubey et al., 2016; Dubey et al., 2017). The mathematical equation for degradation rate can be expressed as (Kumar et al., 2019)
[image: image]
where m: slope and c: intercept. These values are considered for the present study directly from the literature (Kumar N. M. et al., 2019).
RESULTS AND DISCUSSION
Analysis of Solar Radiation and Ambient Temperature
The solar irradiation and ambient air temperature of the study location from January 2020 to December 2020 are shown in Figure 1. Monthly solar irradiation and ambient temperature are obtained for analysis from the PVsyst simulation software tool. The annual average horizontal global solar irradiation is observed as 153.91 kWh/m2. The maximum Sun irradiation of 190 kWh/m2 is recorded in April, and the lowest in December, with 137 kWh/m2. The maximum ambient temperature is in May at 30.7°C and the minimum in December at 24.6°C.
[image: Figure 1]FIGURE 1 | Monthly solar irradiation and ambient temperature.
Energy Analysis
Figure 2A presents the estimated energy yields and energy given to the grid of the PV system. The total amount of energy generated from the PV system is 1780.878 MWh. The PV system yield ranges between 118.537 MWh in July and 178.499 MWh in March. Each year, the total quantity of AC energy put into the grid is about 1684.881 MWh. In July, the AC energy output was 118.537 MWh, while in March, it was 169.306 MWh. It is observed that the difference between DC and AC energy yields is caused by energy loss. This energy loss is due to module temperatures and various system constituents (Sharma and Goel, 2017). The PV system’s average efficiency in each month is estimated and shown in Figure 2A for extensive examination of PV system performance. The average annual efficiency of the total system is 16.3%, whereas the array efficiency varies between 16.24% (July) to 16.48% (May). In Figure 2B, the variation of specific energy over 1 year is presented. The total yearly electricity yielded from the PV system was 1774 kWh/kWp. The least and maximum possible monthly definite energy predicted are 125 kWh/kWp in July and 178 kWh/kWp in March, respectively. The total yearly energy at grid end is 1679 kWh/kWp, with a minimum monthly specific energy of 118 kWh/kWp predicted in July and a maximum of 169 kWh/kWp in March. The total annual energy delivered into the grid is estimated to be around 1684.881 MWh, with a minimum of 3,823 kWh anticipated in July and a maximum of 5,617 kWh during April. The average amount of energy injected every hour into the grid is forecasted to be 159 kWh in July and 234 kWh in April, which are presented in Figure 2C.
[image: Figure 2]FIGURE 2 | (A) Estimated energy generated and efficiency of the PV plant (B) Monthly specific energy output of the plant (C) Average monthly and hourly energy injected into grid by the PV plant.
Capacity Factor (Fc) and Performance Ratio (PR)
The two key performance indicators of the PV system are capacity factor and performance ratio. The yearly average capacity factor was 11.3%, with the least forecasted value of 9% in August and a peak forecasted value of 14% in March. The average annual performance ratio was 87.96%, with the least indicated with a value of 86.51% in July and peak forecasted with 88.79% in May. Figure 3 displays the Fc and PR of the PV plant. Even though the capacity utilization factor and performance ratio both depends on the energy yield of the solar PV system, there are other individual parameters that each of them depends on. Capacity factor also depends on the operating time of the PV plant, whereas performance ratio is proportional to reference energy yield, which makes the difference in their final values.
[image: Figure 3]FIGURE 3 | Monthy average capacity factor and performance ratio.
Loss Analysis
In this section, the energy losses are evaluated in a 1 MW roof-top connected PV system over 12 months using a PV system modeling technique and are presented in Figure 4. The energy loss varies from -0.7% (−12900.311 kWh) to −9.7% (−204877.98 kWh). The minimum foreseen worth is because of auxiliaries (−0.6%), system inaccessibility (−0.7%), and from the side of the electrical converter, there are losses in the AC resistance unit (0.7%). The temperature was the source of the greatest anticipated energy loss (9.7%). Nonetheless, the loss in energy due to solar irradiance levels on the PV module (3.9%), module quality loss (−3.1%), and light-induced deterioration are all significant (2.6%), and also the electrical converter operational loss (−2.3%) is additionally limiting the effectiveness of the PV system. The total energy losses are estimated as 715.76 MWh, with a total energy loss of 34.9%.
[image: Figure 4]FIGURE 4 | Energy loss estimation of PV plant.
Degradation Analysis
The loss in the performance of the solar modules due to exposure to sunlight is named light-induced degradation (LID). Accurate measurement of power loss over time is marked as degradation rate (DR), where these two parameters play as vital performance indicators of a PV system. The observations show a LID of -2.7%, which accounts for the energy loss value of −49,588.921 kWh/year for the PV system. Estimated energy loss because of the degradation rate within 1 MW crystalline PV plant ranges from −10,689.3 to −89,099.5 kWh/year, respectively.
Correlation With the Present-Day Literature
The forecasted parameter in this study is equated with different PV systems based on the given performance information in their literature. The findings of this investigation appear to be consistent with those of previous studies, as shown in Table 1. This study helps the investors and researchers function of PV plants in the coastal areas.
TABLE 1 | Performance correlation with existing roof-top PV plants.
[image: Table 1]CONCLUSION
The present case study involves a detailed analysis of the performance of a 1 MW power solar PV plant for coastal weather conditions in Visakhapatnam, India, mainly using the energy outputs, losses, and degradation rate. As per the weather conditions of the location, the following observations are made:
• The annual average horizontal global solar irradiation at the present study location is recorded as 153.91 kWh/m2, with maximum sun irradiation of 190 kWh/m2 in April and the lowest value of 137 kWh/m2 during December
• The total energy generation from the 1 MW power plant is estimated as 1780.878 MWh
• Each year, the AC energy injected into the grid is 1684.881 MWh
• The average annual efficiency of the entire plant is approximated as 16.3%, whereas the PV array efficiency may vary between 16.24 and 16.48%
• The yearly average capacity factor of the solar PV plant is around 11.3%
• With the polycrystalline panels, the 1 MW power PV plant operates with the PR% of 87.9%, with the highest PR value of 88.79% in May due to the highest solar irradiation during the summer season
• The energy losses are −26%
• Under these climatic circumstances, the degradation rate of a photovoltaic array is between −0.6 and −5% every year
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Bifacial solar photovoltaic (PV) modules are one of the recent interventions in the widespread commercial deployment of solar energy. This study intends to analyze the adoption of bifacial solar panels in rooftop PV systems to enhance energy generation as compared to their mono-facial counterparts. The technical and economic advantages of a typical 5-kW single-phase solar rooftop photovoltaic system using bifacial Si-modules are presented and compared with those using traditional polycrystalline Si (poly c-Si) modules in the urban location of the state of Gujarat in India. This methodology allows one to find optimal performance under the same irradiation and load conditions. As the majority of terraces in this location have a surface of white or gray tiles, which have a high albedo factor, bifacial modules generate more than 10% excess energy as compared to the poly c-Si systems. Although bifacial modules have an initial cost higher than the polycrystalline counterparts, the cost of their balance of system and space is reduced by 2 to 13%, respectively. Analysis shows that a 5kW bifacial technology can generate an excess of 13 MWh as compared to the traditional poly-Si over a period of 25 years. Finally, it is seen that an optimized bifacial system that is tilted between 15 and 20° will reduce the levelized cost of electricity (LCOE) by 5.5% as compared to the traditional poly c-Si system.
Keywords: rooftop solar, bifacial modules, distributed energy systems, solar efficiency, LCOE, technoeconomic environment, solar in India
1 INTRODUCTION
India has a huge renewable energy potential across the country. Solar energy is one of the key sources of clean energy, and the country has taken various initiatives to promote the utility scale and decentralized or distributed systems as well in the last 5 years. The Indian government has already revised the solar target from 20 to 100 GW, which is promising as well as challenging. Among this 100 GW target, 40 MW will be achieved through the decentralized mode and the rest 60 GW from utility-scale solar projects. Out of 8 GW of solar rooftop deployment in India, Gujarat state has installed around 2 GW, which includes 1.2 GW of residential rooftop systems aggregating to more than 1,00,000 houses. In the decentralized solar project, the rooftop photovoltaic (PV) system has received a priority. The majority of solar PV rooftop systems are expected to be deployed in urban and semi-urban areas. As in India, the majority of residential terraces are flat surfaces, so there is great scope for an elevated structure where one can get the benefits of reflection from the rear side of PV modules. Available open space is always a constraint for the installation of solar PV systems, and in this context, traditional rooftop systems are the best possible solution. It is also proven that the traditional rooftop solar PV system would play a notable role in distributed energy generation to mitigate the energy demand of various load segments. It has been adopted in a widespread manner across residential, commercial, and industrial users; however, the selection of solar panels is still a concern. In many cases, questions are raised about lower energy production and efficiency issues. Despite the apparent benefits of bifacial modules, their applications still suffer from a lack of visibility into the performance gain that they can provide. On the other hand, self-energy in the same building will be highly accepted in all major urban areas, and the same will be added to rooftop solar potential. The rooftop systems’ acceptability is therefore high for the consumption categories, including industrial, commercial, and residential levels. In industries where the sheds or terraces permit the structural load, deployment is expected as it directly saves energy consumption. In the same way, developing rural areas and semi-urban areas are also expected to adopt solar PV rooftop systems (Estimating The Rooftop Solar Potential Of Greater Mumbai, 2015; Press Information Bureau, Government of India Cabinet, 2015). To meet the demand-supply and reduce the transmission and distribution line losses, battery energy storage could be used. In a grid-connected solar rooftop system, a hybrid inverter is used, which is connected to both the grid and the battery. This hybrid inverter-based grid-tie solar rooftop system allows the inverter to store the excess energy in a battery which could be used later on as per the building/house energy demand. However, policy and regulation for the use of battery storage-based hybrid inverters in the rooftop solar system is in the development stage in India (Estimating The Rooftop Solar Potential Of Greater Mumbai, 2015; Thanh et al., 2021). A solar PV rooftop system may comprise various technologies such as thin-film and silicon. In silicon-based technology, polycrystalline, monocrystalline, and bifacial solar module technologies have been found since 1977. Among them, bifacial (BF) module technologies were specially developed for space applications. In BF-modules, Glass-on-Glass technology captures additional light from the rear side, which increases the overall generation. Recently, there has been technological advancement in the production of polycrystalline to bifacial module production from five busbars to multi-busbar (Hubner et al., 1997; Cuevas, 2005; Guerrero-Lemus et al., 2016; Dullweber et al., 2017; Kenny et al., 2018; Ayala, 2019; Baumann et al., 2019; Jang and Lee, 2020). The improvement of silicon module efficiencies is mainly attributed to p-type and n-type PID-free passivated emitter and rear cell technology (PERC) and heterojunction (HJT) solar cell manufacturing. They are also incorporated into bifacial solar cells to achieve analogous efficiencies to the traditional mono-facial ones. A bifacial PV module can absorb irradiance on both sides. The performance of a bifacial PV module is influenced by module tilt and azimuth, similar to a mono-facial PV module. It is, however, more influenced by the diffuse irradiance factor (DIF), height, and albedo than a mono-facial PV module. The performance of the BF module PV system has been analyzed on various reflective surfaces/materials such as white surfaces, multi-color tiles, grass, etc., under different environmental conditions. Due to front and rear side glass, BF modules produce more energy throughout their life at a lower operating cost (Hubner et al., 1997; Cuevas, 2005; Guerrero-Lemus et al., 2016; Dullweber et al., 2017; Kenny et al., 2018; Ayala, 2019; Baumann et al., 2019; Jang and Lee, 2020). Still, in the laboratory and field, advanced-level research is underway to get higher efficiency and faster deployment in the market (Hubner et al., 1997; Joge et al., 2003; Cuevas, 2005; Branker et al., 2011; Yang et al., 2011; Chu and Majumdar, 2012; Chu et al., 2016; Guerrero-Lemus et al., 2016; Deline et al., 2017; Dullweber et al., 2017; Hansen et al., 2017; Kabir et al., 2018; Kenny et al., 2018; Sun et al., 2018; Ayala, 2019; Baumann et al., 2019; Tahir Patel et al., 2019; Jang and Lee, 2020). To deploy any new technology in the solar market, one has to confirm the levelized cost of electricity (LCOE) as it widely varies with the capital investment, energy generation, post-installation operation, and maintenance cost. Currently, major deployment in India is based on the polycrystalline technology with five busbar technologies. Hence for pushing the bifacial technology, one should compare the LCOE. Bifacial technology will cater to the future market over the traditional polycrystalline market as it requires less space than polycrystalline and delivers higher energy generation than the polycrystalline technology. Overall, we can say that higher generation due to reflection and multi busbar technology results in higher LCOE (Cuevas et al., 1982; Luque et al., 1985; Chieng and Green, 1993; Solar Energy Technologies Office, 2011; Guo et al., 2013; Tyagi et al., 2013; Ueckerdt et al., 2013; Yusufoglu et al., 2014; Janssen et al., 2015; Lo et al., 2015; Castillo-Aguilella and Hauser, 2016; Fertig et al., 2016; Guerrero-Lemus et al., 2016; Ito and Gerritsen, 2016; Green et al., 2017; Stein et al., 2017; Chang et al., 2018; EIA, 2018; ITRPV, 2018; Delano Thierry Odou and Bhandari, 2020; Masrur et al., 2020). Solar radiation is available throughout the year in the Gujarat region of India. In this region, March to June, as well as October to December, are considered to generate higher solar energy than the rest of the months (Guo et al., 2013; Ito and Gerritsen, 2016; Delano Thierry Odou and Bhandari, 2020; Masrur et al., 2020). Researchers across the globe are concerned about the deployment of the bifacial system and installing the small-scale test beds to study the techno-commercial viability, while the classification of bifacial and relevant key technologies needs to be addressed. To the best of our knowledge, representative bifacial PV systems have not been studied yet in terms of their technical performance and economic as well as environmental impact in long-term use.
This study explores the Techno-Economic-Environmental analysis and design optimization of a 5kW bifacial grid-connected solar rooftop PV system and compares it with the polycrystalline system for the Gujarat region. The key objective is to find the techno-economic exploration concerning an ideally designed system with key parameters such as solar radiation (seasonal variation thereof) and performance ratio at the rooftop level.
2 MATERIALS AND METHODS
2.1 Solar PV Rooftop System Design Modeling
A typical grid rooftop system consisting of a solar PV (SPV) array, a solar grid tie inverter/power conditioning unit (PCU), a solar module mounting structure (MMS), and other balance of system (BoS) components, which include AC/DC cables, earthling protection, lightning protection (LA), a bi-directional meter, and a solar meter, was used. All the components used in the SPV system should conform to the BIS/IEC as per the requirements of the regional electricity authority (Weatherspark, 2015). System capacity has been designed based on the module size, followed by the structure, inverter, and cable design. Here, we have designed the 5 kW rooftop system for the Gujarat region where traditional polycrystalline systems consist of 335 Wp modules which could be installed on an 8 × 2 table structure, while in the same case with the bifacial system, it consists of 385 Wp of 13 modules which could be installed on a 7 × 2 table structure. The same will reduce the BoS cost and also use 13% less space on the same terrace.
2.2 Solar Energy Generation
2.2.1 Solar Radiation on the Tilted Surface of the Solar Module
Total solar irradiance (radiation) on the tilted surface of the solar module includes reflected, direct, and diffuse radiation (Weatherspark, 2015; Torrentpower, 2015; Desai et al., 2020a; Desai et al., 20212021; Desai et al., 2020b; Sharma and Goel, 2017; Desai et al., 2019; Desai et al., 2021a).
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where rr,rb, and rd are reflected, beam, and diffuse, and Ir, Ib, and Id are beam, direct radiation, and diffuse instantaneous values, respectively.
2.2.2 Average Annual Solar Radiation on Tilted Solar Panels (Without Shading)
Using an empirical equation, we can measure the beam, direct, and diffuse radiation or estimate the total solar radiation falling on the solar module. Month wise, daily average monthly global radiation on a horizontal surface Hga is given by (IRENA, 2012; Sharma and Goel, 2017; Desai et al., 2019; Desai et al., 2020b;; Desai et al., 2021a; Desai et al., 2021b; Bihari et al., 2021; Desai et al., 20212021).
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where
Hoa = monthly average solar radiation at the horizontal surface,
Hob = monthly average solar radiation at the horizontal surface at the rear surface,
Sa = monthly average daily sunshine hour
Smaxa = maximum daily sunshine hours possible at a given location.
a and b are constants.
2.2.3 Plant Performance Ratio
Solar plant performance can be identified on the basis of available solar radiation at the plant location against the generated energy. This performance Ratio (PR) is based on all types of losses, right from the solar module to grid losses, with respect to radiation and local climate conditions. The PR value generally varies between 60 and 80%, but it depends on the solar PV module temperature, DC cable loss, soiling losses, AC cable loss, transmission loss etc. PR is defined as the ratio of the final yield (Yf = total energy fed to the grid) to reference yield of the total energy (Yr) that the system could have produced without any losses in ideal condition (IRENA, 2012; Sharma and Goel, 2017; Desai et al., 2019; Desai et al., 2020b; Desai et al., 2021a; Desai et al., 2021b; Bihari et al., 2021; Desai et al., 20212021).
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The performance ratio (PR) is mainly influenced by module mismatch loss, module temperature loss, DC cable loss, AC cable loss, incidence angle modifier (IAM) loss, soiling loss, etc.
2.2.4 Solar PV Module Efficiency
The instantaneous solar PV module efficiency is given by
[image: image]
As a function of temperature, it can be represented as
[image: image]
where
ηTref = PV module efficiency at reference temperature,
βref = power temperature coefficient,
Tref = reference temperature,
T = cell temperature.
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where
NOCT = nominal operating cell temperature,
Tamb = ambient temperature,
Gt = total solar irradiance in plane (IRENA, 2012; Sharma and Goel, 2017; Desai et al., 2019; Desai et al., 2020b; Desai et al., 2021a; Desai et al., 2021b; Bihari et al., 2021; Desai et al., 20212021).
2.2.5 Estimation of the Electricity Generated by the Output of a Bifacial Photovoltaic System
Bifacial energy generation from both front and back sides is estimated as per the following:
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Ef = energy from the front side (kWh),
Er = energy from the rear side (kWh),
At = total solar panel area (m2),
ηpvf = rear efficiency of the solar module (%),
ηpvr = front efficiency of the solar module (%),
Hga = average annual solar radiation on the shadow free solar module,
Hga = average annual solar radiation on the solar module due to albedo,
PR = performance ratio (generally vary in the range between 0.5 and 0.9, default value = 0.75) (IRENA, 2012; Sharma and Goel, 2017; Desai et al., 2019; Desai et al., 2020b;; Desai et al., 2021a; Desai et al., 2021b; Bihari et al., 2021; Desai et al., 20212021)
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In this section, solar generation modeling has been discussed according to this rooftop system, which generates power according to radiation and temperatures as both are the critical parameters for energy generation. Traditional polycrystalline rooftop systems generate power based on the irradiance falling on the front side of the module, whereas in bifacial rooftop systems, energy generation is possible from the front as well as the rear side. Due to this additional rear side irradiance, which is mainly due to albedo based on the color of the roof, the white roof has the highest albedo, and this will help generate more energy.
3 ECONOMIC EXPLORATION
3.1 Levelized Cost of Electricity Generation
Based on the capital investment, O&M expenses, and estimated revenue generation with respect to the energy throughout the life span of the plant, the LCOE of the renewable plant is calculated. As is known, renewable energy is regionally specific and the LCOE varies accordingly in a region-specific manner based on the availability of resources. In our approach, we have shown a constant cash flow analysis considering the ideal generation with the decided degradation and necessary replacement factor. A capital investment-based model is suitable for most renewable energy generation technologies, where in the case of solar or wind power fuel cost as input is zero. We have taken a simple and constant effort-based approach, given the fact that the model could be applied to different regions and countries according to available resources. The analysis we have conducted in this study is easy to understand and has transparency (Carbon Brief, 2019). The formula used for calculating the LCOE of renewable energy technologies is as follows:
[image: image]
where LCOE = levelized cost of electricity (average lifetime); Cy = yearly capital investment; O and My = yearly operation and maintenance cost; RC = replacement cost; Ey = electricity generation in the year y; 
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Here, capital coast Cy is the cost of the total system cost which includes the module and balance of supply material (BoS), which are the inverter, structure, cables, earthling, and LA. The installation cost of the system is also considered the capital cost. Hence, as only modules have a life span of 25 years, there are chances of component replacement during the 25-year time period, which includes the BoS material and installation costs which are considered as a replacement cost. While considering the LCOE of solar rooftop systems, in this majority, two components are available: one is the module cost as the bifacial module cost is higher than the traditional polycrystalline module cost, and the other is the structure cost, which is included in BoS. In this bifacial system the higher efficiency of the module number decreased, which directly reduced the structure size and cost.
In our section, we will estimate the LCOE cost of both polycrystalline and bifacial systems with respect to the capital investment made in each solar rooftop system.
3.2 Components’ Cost and Performance Characteristics
Table 1 shows the cost summary of components, including the capital investment, replacement cost, O&M, and specifications [48].
TABLE 1 | Component costs (All in INR and USD).
[image: Table 1]4 RESULTS AND DISCUSSION
4.1 Technical Analysis
The actual energy generation from a bifacial system is analyzed throughout the year, as shown in Figure 1. The monthly energy generation is given as per Table 1 below and is used in the calculation of system performance. From Table 2, it is seen that the bifacial solar PV system has a significant effect on energy generation as the collection of radiation is from the front and rear sides. Installing 5 kW rooftop systems at one place and the same orientation at the same place can produce the monthly average energy generation for a bifacial system of 682 kWh while from a traditional poly c-Si system it was 628 kWh. An average of 8% higher generation was observed than the poly c-Si system. The annual solar PV energy yield under the bifacial system was 1638 kWh/kWp as compared to the poly c-Si system, which was 1507 kWh/kWp.
[image: Figure 1]FIGURE 1 | Solar PV rooftop system daily energy.
TABLE 2 | Monthly energy generation.
[image: Table 2]Figure 1 also shows that for the rooftop PV system, daily energy for the bifacial mode varies between 2.6 and 6.3 kWh/kW/day. The daily average generation for the bifacial system is 4.5 kWh compared to the traditional polycrystalline system of 4.1 kWh. The monthly yield varies between 81 and 189 kWh/kW. The average yield for the bifacial system is 136 kWh/kW and for the Poly c-Si system it is 126 kWh/kW, as shown in Figure 1. The average energy generated by the bifacial system is calculated to be 8% higher than the Poly c-Si system. Figure 2 shows that the capacity utilization factor (CUF) of the bifacial system is 18.7% whereas it is 17.2% for the poly c-Si rooftop system, which shows that the bifacial-based solar rooftop system CUF is 1.5% higher than the poly c-Si-based solar PV rooftop systems (Sampedro et al., 2020).
[image: Figure 2]FIGURE 2 | Solar PV system monthly CUF (%).
It was observed that the annual average PR for the bifacial system is 81 and 75.54% for the polycrystalline system. October, February, and April have a PR that is around 90% which is at par in comparison to the traditional solar PV rooftop system. Monthly average yield, annual average daily yield, annual average PR, and annual average CUF for the bifacial system and polycrystalline system are 136 kWh/kWp, 4.5 kWh/kWp, 81, and 18.72% and 126 kWh/kWp, 4.1 kWh/kWp, 75.5, and 17.22% for the solar PV System, respectively. According to the latest research conducted in the world still, we can get more than 20 to 30% higher generation in the bifacial system by modifying the roof and using the seasonal tilt-based structure, which will help to get the maximum irradiance from the rare side.
4.2 Economic Analysis
For the acceptance of the bifacial System in the market, a techno-economic-environmental analysis is needed in parallel. The economic analysis gives an idea about the internal rate of return, economic viability concerning the payback period of the project on which investment is made. To identify the economic viability we have conducted the economic analysis of the project on two financing conditions, one with the 100% equity investment and the other with a price of seven INR (0.0933 USD)/kWh. The internal rate of return (IRR) for the bifacial system is 24% against the 23% of the polycrystalline solar system which is very attractive looking to the current global financing scenario. We get the payback of the bifacial system 2 months earlier than the polycrystalline system. The LCOE for the bifacial rooftop solar system is 1.88 INR (0.0250 USD), which is 5.5% higher than the traditional polycrystalline rooftop system.
4.2 Environmental Analysis
India is the third-largest in the world for greenhouse gas emissions as the main source is coal for energy generation. Every year India emits about 7% of global emissions (IRENA, 2012; Carbon Brief, 2019; GHE, 2014; Environment and U. N. (2019-11-19), 2019; downtoearth, 2018). These emitted gases or particles are the following: monoxide (CO), carbon dioxide (CO2), etc. Our analysis shows that throughout life, a bifacial system saves 916,525 kg of CO2 from adding to the atmosphere and prevented 224,444 kg of uses of coal compared to the polycrystalline system which is 8% higher.
5 CONCLUSION
Bifacial module technology, which is expected to dominate PV installations in the near future, presents an emerging trend in terms of technical and economic feasibility in rooftop PV systems for energy generation. Annual average daily yield, annual average monthly yield, annual average PR, and annual average CUF for a typical 5kW bifacial PV system are found to be 4.5 kWh/kWp, 136 kWh/kWp, 81%, and 18.72%, respectively for a flat rooftop. This system can generate an excess of 13 MWh than the traditional poly-Si technology. A tilt angle between 15° and 20° will reduce LCOE by INR 0.11 (0.0015 USD), which is 5.5% higher than the traditional poly-Si rooftop system. This can be reduced further by the larger deployment of the bifacial rooftop system, as in regions such as Gujarat, which have more than 3 GW of rooftop potential, which could be enhanced by 400 MW as bifacial modules require less space. The deployment of 3 GW bifacial in place of polycrystalline silicon modules leads to a generation of 39 TWh throughout its life. The bifacial rooftop technology of the proposed scale can save 13% space, 9,16,525 kg of CO2 emission throughout its life, and prevents the use of 2,24,444 kg coal, which is advantageous as compared to polycrystalline systems.
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Geothermal Aided Power Generation (GAPG) technology is a geothermal hybrid power system that geothermal energy has been integrated into the fossil fired plant to preheat the feedwater, and displace the extraction steam of fossil fired plant. In such a power system, the heat exchange process between extraction steam and geo-fluid occurs in a heat exchange between. When the geo-fluid in the heat exchanger quench to lower temperature for heat transfer purpose, silica scaling would occur in the heat exchanger system. The performance of the GAPG plant would be influenced by the configuration of the heat exchanger and silica scaling in the heat exchanger. For a GAPG plant, it has two possible configurations for a heat exchanger system: series arrangement and parallel arrangement. The different configuration also impacts on the technical performance of the GAPG plant. The silica scaling in the heat exchanger system would harm the performance of the GAPG plant. In this study, a GAPG power system from a 300 MW power plant is used as a case study to understand the impact of displacement selections and heat exchanger arrangement on the performance of the GAPG plant. It was found that there is no silica scaling occurring in heat exchangers system if geo-fluid is used to displace to high-grade extraction steam only. Furthermore, the Parallel arrangement is better than the Series arrangement in terms of the additional power output. Moreover, the GAPG plant has protentional to reduce carbon dioxide emissions by 13%.
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INTRODUCTION
With rapid economic development, the consumption of electricity has supplied an increasing share of the world’s total consumption of energy (Christina et al., 2020). Coal is the most widely used fuel to produce electricity (Christina et al., 2020). However, with the increasing awareness of the negative environment impacts from carbon dioxide, which is emission from coal fired power plants, the use of other kinds of energy resources to produce electricity has become more attractive (Hargreaves and Jones, 2020). Renewable resources, such as geothermal energy, solar energy and wind energy, are receiving growing attention for the production of electricity purpose (Hargreaves and Jones, 2020). However, some of the renewable energy resources such as solar and wind energy have the disadvantage of being intermittent nature. Compared with other renewable energy such as solar and wind energy, geothermal energy has the advantage of being non-intermittent.
For the low to medium temperature geothermal resources in the range of 90°C–300°C, from the thermodynamic points of view, the thermal efficiency of a geothermal alone power plant is capped by the temperature of the geothermal fluid entering geothermal power plants (Zhao et al., 2021). On the other hand, fossil fuel power plants are presently still the backbone of electricity production, which have relatively high thermal efficiency as the combustion temperature is much higher (Seyfettin, 2021). Therefore, a hybrid power plan is a practical way to efficiently use geothermal energy and reduce emission from electricity production (Hao et al., 2021).
The concept of a hybrid geothermal power plant was first presented in the late 1970s by DiPippo (DiPippo et al., 1978). It was pointed that there are three kinds of hybrid power systems (Kingston Reynolds Thom and Allardice Ltd, 1980; DiPippo et al., 1981). The first choice is integrating geothermal fluid into the boiler for superheating, the second choice is using geothermal fluid to preheating feedwater to the boiler, and the third choice is to compound these two choices. Comparing these three choices, DiPippo found that the second choice has the advantages of easy control over than other two choices. In the present study, the second choice is termed geothermal aided power generation (GAPG) technology.
The GAPG technology is a method of integrating geothermal energy into a conventional regenerative Rankine cycle (RRC) power plant technology (Hao et al., 2021). In such a technology, geothermal energy carried by the geothermal fluid is used to displace extraction steam from the steam turbine by preheating feedwater to the boiler. Therefore, the displaced extraction steam is then can be expended further in the steam turbine. The GAPG plant can be operated both for power-boosting and fuel-saving purposes by adjusting the mass flow rate of feedwater entering the boiler (Kolb, 1998).
The major thermodynamic advantage of the GAPG technology is that the efficiency of geothermal to power efficiency is no longer capped by the temperature of the geothermal fluid, but the combustion temperature of the plant. Thermodynamic analysis shows that the GAPG technology has an overall improvement in the utilisation of low to medium temperature geothermal resources (Khalifa, 1978; Khalifa et al., 1978). Kestin et al. found that, for geothermal fluid at 200°C, a GAPG plant can theoretically produce 4% more electricity than the original RRC plant and 60% more work than a geothermal alone power plant (Kestin et al., 1978). Buchta analysed a GAPG plant modified from a 200 MW power plant, and geothermal energy is used to displace extraction steam to low-pressure feedwater heaters, it was found that even for the geothermal fluid temperature at 90°C, the geothermal to power efficiency can achieve to about 10% (Buchta, 2009; Buchta and Wawszczak, 2010). For a 500 MW power plant, GAPG technology can increase electricity production by up to 19% (Zhou et al., 2014). However, it was found that the thermodynamic of the GAPG plant over other kinds of geothermal alone power plant is dependent on the distance between the geothermal well and RRC power plant (Liu et al., 2016). Except thermodynamic advantages, it was also pointed that GAPG plants have advantage of lower cost of electricity than other kinds of geothermal alone power plants (Battye et al., 2010; Borsukiewicz-Gozdur, 2010).
Besides geothermal resources, solar thermal energy can also be used for preheating purpose, this kind of renewable preheating power system is termed as Solar Aided Power Generation (SAPG) technology (Zhou et al., 2015). Previous studies found that this kind of SAPG power system still has thermodynamic and economic advantages over solar alone power plants (Zhao et al., 2016a; Zhao et al., 2016b; Zhao et al., 2016c; Waqar et al., 2017; Zhang et al., 2017; Zhang et al., 2019). However, due to the intermittent nature of solar resources, a storage system is needed for the SAPG system (Qin et al., 2017; Qin et al., 2018; Qin et al., 2022). Compared with GAPG and SAPG plant system, the GAPG power system can be operated without thermal storage system, and can overcome the disadvantage of the intermittent nature for the SAPG power system (Sudhakar et al., 2018; Kumar, 2019; Agyekum et al., 2021a; Agyekum et al., 2021b).
In a GAPG plant, the additional power is not generated directly from the geothermal heat but from displaced/saved extraction steam. Therefore, displacement of extraction steam at different stages leads to different technical benefit (Hao et al., 2021). This means that the geothermal to power efficiencies of a GAPG plant might be dependent on the displacement stage selection. Previous studies pointed that there are two possible heat exchanger arrangements for the GAPG plant, which were series arrangement and parallel arrangement (Khalifa, 1978; Khalifa et al., 1978). In the series arrangement, the heat exchanger is arranged in series with the feedwater heater system of the Rankine cycle power plant. In the parallel arrangement, the heat exchanger is arranged in parallel with the feedwater heater system of the Rankine cycle power plant. It was found that series arrange had the advantages of being easy to control. However, there is a lack of study on the performance of the GAPG plant with different heat exchanger arrangements for a given displacement selection.
In addition, a GAPG plant faces the specific problem of silica scaling in heat exchangers, which would not be allowed for the safe operation of the plant (Setiawan et al., 2019). In the GAPG technology, with the geothermal fluid from (production) well head for preheating purpose, the temperature of the geothermal fluid would be dropped. Then, the dissolved silicon dioxide might precipitate from the geothermal fluid, and the silica scaling would then occur in the heat exchangers of the GAPG plant. The precipitation rate of silicon dioxide is mainly dependent on the geothermal fluid temperature and silica concentration in the fluid. Therefore, when determining the displacement selection, the potential silica scaling problem in the heat exchangers must be considered.
In the present study, the silica scaling process in heat exchangers with different displacement selections has been considered for studying the impact of displacement selections and heat exchanger arrangement on the performance of the GAPG plant.
GEOTHERMAL AIDED POWER GENERATION
Figure 1 presents a schematic diagram of a regenerative Rankine cycle power plant. In such a power system, some steams are extracted from the steam turbine through various stages to the feedwater system of the power plant. In the feedwater heater system, the extraction steam is used to preheat the feedwater of the boiler. By doing this, the overall efficiency of the RRC power plant could be increased but it would lead to a decrease in the net power output per kilogram of the steam flow through the boiler.
[image: Figure 1]FIGURE 1 | Schematic diagram of a typical 300 MW regenerative Rankine cycle power plant with seven feedwater heater (FWH) and one deaerator.
The GAPG plant is based on the RRC power plant. In such a plant, the geothermal energy carried by the geothermal fluid enters a heat exchanger, also termed geo-preheater, sub-system to displace extraction steam for feedwater preheating purpose. The extraction steam replaced by geothermal energy, sometimes termed as saved steam, could then expand further in the lower stages of the steam turbine to generate (more) power. After the feedwater of the RRC power plant is preheated by the geothermal fluid, the geothermal fluid is sent back to the geothermal (injection) well. In order to integrate geothermal energy into the power plant, there are two kinds of arrangement for the heat exchanger sub-system, i.e. the parallel and the series arrangements.
Figure 2 shows the schematic diagram of a GAPG plant with the parallel heat exchanger arrangement. As shown in Figure 2, in a parallel GAPG plant each high pressure FWHs of the RRC power plant (FWH1 to FWH3 in Figure 2) would potentially have one geo-preheater to transfer of the geothermal heat to the feedwater. Namely, each geo-preheater is in parallel with the displaced FWH. The FWHs that could be displaced by geothermal fluid depends on the geothermal fluid temperature. If the temperature of the geothermal fluid can be used to displace FWH1 in Figure 2, the temperature of the geothermal fluid at point G1 must be higher than the temperature of the feedwater at point 1. In this arrangement, shown in Figure 2, the valves A to C require to be adjusted according to the geothermal fluid flow rate to make sure the feedwater temperatures at the exit of each FWH remain unchanged.
[image: Figure 2]FIGURE 2 | Schematic diagram of parallel GAPG plant feedwater heater system.
Figure 3 shows the schematic diagram of the series arrangement of the heat exchanger or geo heater arrangement. As shown in Figure 3, in the series arrangement, there is only two heat exchangers required to preheat feedwater. The geo-preheater 1 is used to displace FWH1 to FWH3 (high pressure FWHs) and the geo-preheater 2, if allowed, is used to displace FWH5 to FWH8 (low pressure FWHs). Similarly (to the parallel arrangement), the Valves A-C, should be adjusted according to the flow rate and the temperature of the geo-fluid at point G1, to make sure the temperature of the feedwater at ws1 remain unchanged.
[image: Figure 3]FIGURE 3 | Schematic diagram of Series GAPG plant feedwater heater system.
In a GAPG plant, besides the temperature of geo-fluid, there is another factor that would determine which stage of FWH cloud be displaced, that is silica scaling. As the geothermal fluid transfers heat (to feedwater) in geo-preheaters, its temperature drops. When the temperature of geothermal fluid drops, the dissolved silicon dioxide in the geothermal fluid would precipitate from the fluid. the precipitation rate of silicon dioxide is a function of the temperature and silica concentration of the geothermal fluid (Bhuana et al., 2009) (Sudhakar et al., 2018). The precipitation of the silicon dioxide would cause the silica scaling in the heat exchanger and pipelines, which could not be allowed to occur for the safe operation of the plant. Therefore, determining or selecting the right FWH(s) to be displaced, according to the temperature and SiO2 concentration of the geo-fluid, would help to minimize/reduce silica scaling.
SIMULATION MODEL OF THE GAPG PLANTS
To calculate the performance of the GAPG plant, a simulation model has been developed. The simulation model consists of two parts. The first part is used to calculate the GAPG plant’s technical performance, and the second part is used to simulate the silica scaling process that occurred in the geo-preheater.
Simulation Model of GAPG Plant
For a GAPG plant, the simulation of the GAPG plant is actually simulating the energy and mass balance of the FWH system, in which the Matrix Method is often used (Huang et al., 2019). In this paper, the Matrix Method is used to simulate the extraction steam’s mass flow rate variations after geothermal energy integration. Then, the power output of steam turbine can be calculated by using new calculated mass flow rate.
For a GAPG plant with 8 FWHs (including three high pressure FWHs, one deaerator, and four low pressure FWHs), and extraction steam to all high pressure FWHs has been displaced by geothermal energy, the Matrix for FWH system can be expressed as:
[image: image]
Where, [image: image] (kJ/kg) is the decrease of extraction steam specific enthalpy in the ith FWH; [image: image] (kJ/kg) is the increase of the feedwater specific enthalpy in the ith FWH; [image: image] (kJ/kg) is the decrease of the drained steam specific enthalpy from the (i-1)th FWH in the ith FWH; and [image: image] is the each stages of extraction steam mass flow rate. [image: image] (kJ/s) is the geothermal energy input of ith FWH; and [image: image] (kg/s) is the boiler mass flow rate. The [image: image] is equal to [image: image].
The extraction steam flow rates of each extraction steam at each FWHs with various geothermal energy integration could be calculated by Eq. 1.
In a GAPG plant, the increased power output after geothermal input can be termed as geothermal power output. Therefore, the power efficiency for the whole GAPG plant can be given as:
[image: image]
Where [image: image] is the increased power output after geothermal integration; and [image: image] is the geothermal energy input.
Prediction of the Silica Deposition
In a GAPG plant, the silicon dioxide becomes supersaturated as the geo-fluid flows up and quenches to a lower temperature (Chan, 1989). Polymerization happens when the concentration of silica is supersaturated and polymerization proceeds to silica (Gunnarsson and Arnórsson, 2005). The silica scaling takes place in geothermal wells, well pipes, and heat exchanger in the GAPG plant. In geothermal fluid, the rates of silica deposition and polymerization is determined by the PH and salt concentration of geothermal fluid, the residence time, and temperature of geothermal fluid (Gunnarsson and Arnórsson, 2005). The rate of silica deposition can be controlled by adjusting PH through the addition acid of by adding salt (Gunnarsson and Arnórsson, 2005). However, adding salt might still have a negative effect on the pipes of power system and environment of geothermal wells. In the present paper, it is assumed that the solubility of silicon dioxide is only controlled by the temperature of the geothermal fluid and the silica scaling occurs in the heat exchanger system of the GAPG system.
In order to optimise the displacement selections of the GAPG plant with different silica concentrations, the net precipitation rate of silicon dioxide should be calculated. The approaches taken to calculate the silica precipitation and deposition rate of silicon dioxide are quite complex and poorly understood (Brown and Bacon, 2009). A simplified approach using experimental data from Brown and Bacon is used in the present paper to calculate the deposition rate of silicon dioxide.
The precipitation rate of silicon dioxide is mainly determined by the kinetics of amorphous silica in the geothermal fluid. For a geothermal fluid at temperatures ranging from 0 to 300°C, the kinetics of amorphous silica precipitation have been determined by the study of Rimstidt and Barnes (Rimstidt and Barnes, 1980). The reversible reaction of silicon dioxide is shown as:
[image: image]
For this reversible reaction, H4SiO4 (aq) is the precipitation of silicon dioxide. The net precipitation rate can be expressed as (Bhuana et al., 2009):
[image: image]
Where the k+ is the forward rate constant, K is the equilibrium constant and Q is the activity quotient. The Q/K is the degree of saturation (S).
Q is then calculated by
[image: image]
Where, ai is the activity of species i. In the mathematical model, [image: image] is calculated as the silica concentration. As SiO2 and H2O are present as a solid and a liquid, then [image: image] and [image: image] can be calculated as “1.”
Rimistidt and Barnes provide a method to calculate k+ and K as a function of the geothermal fluid temperature (Rimstidt and Barnes, 1980). The forward rate constant k+ and the equilibrium constant are given by:
[image: image]
[image: image]
Rimistidt and Barnes provide the a1, a2, b1, c1, c2 which is shown in Table 1.
TABLE 1 | Temperature functions of the rate constants for silica-water reactions (Rimstidt and Barnes, 1980).
[image: Table 1]From Eq. 3 to Eq. 6, the net precipitation rate of silica with various geothermal fluid temperature and silica concentration can be expressed as follows:
[image: image]
By using Eq. 6, the silica scaling process in the heat exchanger system of the GAPG plant can be simulated.
CASE STUDY
A GAPG plant, modified from a 300 MW subcritical RRC power plant, was chosen to be the study case, which is shown in Figure 1. The key parameters of the 300 MW power plant are given in Table 2. As there is no existing GAPG plant, the validation of the GAPG plant is based on the real operation data. In this study, the simulated results of the Rankine cycle plant model have been compared with real operated data with the case study plant. The simulation results for the power output and mass flow rate to the boiler without geothermal input are 303 MW and 241.5 kg/s, while the real operation data are 300 MW and 245.8 kg/s. It can be seen that the comparison results of the GAPG plant show further agreement between the simulation model and reference data.
TABLE 2 | Key parameters of case study power plant (300 MW subcritical power plants).
[image: Table 2]According to Figure 1, the 300 MW subcritical RRC power plant has seven feedwater heaters and one deaerator. Four different displacement scenarios have been evaluated in the present study, which are given in Table 3.
TABLE 3 | Case study scenarios.
[image: Table 3]In Scenario 1, extraction steam to FWH 1 to FWH 3 has been displaced by the geothermal energy. In Scenario 2, the geo-fluid is used to displace extraction steam to FWH5 to FWH8. In Scenario 3, all FHWs have been displaced by the geo-fluid. In Scenario 4, it is assumed that the geothermal fluid from the Scenario 1 (180°C) is used to displace extraction steam at points E only.
In the present study, the minimum temperature difference required for heat transfer in heat exchangers is assumed to be 10°C. At the (production) well, silica is present as quartz, and the concentration of silica in the reservoir ranges from 500 to 700 mg/kg SiO2, which is dependent on the temperature at the well head (Fournier and Rowe, 1966).
RESULTS AND DISCUSSION
In this study, the silicon dioxide precipitation in the geo-preheater system for four scenarios has been simulated. Based on the simulation results, the displacement selection with minimum silica scaling occurring would be selected. The technical performance of the optimal displacement selection with two heat exchanger arrangements has been compared.
Silicon Dioxide Precipitation in the Geo-Preheater System
Figure 4 presents the variation of silicon dioxide precipitation rate for scenario 1. It can be found from Figure 4 that temperature at which silicon dioxide precipitation starts and the temperature at which its rate reaches maximum depend on the silicon dioxide concentration in the geothermal fluid. When the silicon dioxide concentration is 700 mg/kg, the silicon dioxide begins to precipitate at about 162°C, and the maximum precipitation rate occurs at around 140°C. If the silicon dioxide concentration was to 550 mg/kg, these two temperatures would be 136 and 116°C, respectively. This trend provides a mechanism to decrease the precipitation of silicon dioxide in the Geo-preheater system.
[image: Figure 4]FIGURE 4 | Variation of silicon dioxide precipitation rate in the heat exchanger/geo-preheater system for scenario 1.
For Scenario 1, the geo-fluid temperature at the inlet of the heat exchangers for the 300 MW power plant is assumed to be 280°C, and that at the outlet is 180°C. Both temperatures i.e. 280°C and 180°C are well above the precipitation starting temperature, according to Figure 4, even for the highest SiO2 concentration of 700 ppm. In other words, precipitation of silicon dioxide or silica scaling would not occur in Scenario 1.
Figure 5 presents the variations of precipitation rate in the Geo-preheater system of the GAPG plant for Scenario 2. For Scenario 2, the geothermal inlet temperature is 155°C, and the geothermal outlet temperature is 45°C. From Figure 5, it can be found that when the geo-fluid with the concentration of silica at 650 and 700 mg/kg, silicon dioxide begins to precipitate from geo-fluid when they enter the Geo-preheater system. When the concentrations of silica are 550 and 600 mg/kg, about 90 and 80% of the Geo-preheater system are susceptible to fouling by silicon dioxide. This means that Scenario 2 is not suitable for the GAPG plant.
[image: Figure 5]FIGURE 5 | Variation of silicon dioxide precipitation rate in the heat exchanger system/geo-preheater for Scenario 2.
The variations of precipitation rate of silicon dioxide in the Geo-preheater system for Scenario 3 is plotted in Figure 6. For Scenario 3, the geothermal inlet and outlet temperatures are 280°C and for 45°C. As can be seen in Figure 6, when the temperature decreases to about 160°C, the geothermal fluid becomes saturated. This means that about 50% of the heat exchanger system is susceptible to fouling by silicon dioxide. This area is the heat exchanger system parallel with low-pressure heat exchanger system. This means that geothermal fluid with the concentration of silica at 550–700 mg/kg is also not suitable for the GAPG plant.
[image: Figure 6]FIGURE 6 | Precipitation rate as a function of temperature in the heat exchanger system/geo-preheater for Scenario 3.
Figure 7 presents the variation of silicon dioxide precipitation rate in the heat exchanger system for Scenario 4. In this Scenario, the geothermal temperature at the inlet is about 180°C, which is higher than Scenario 2. However, it can be found that there is still about 30–70% of the heat exchanger system is susceptible to fouling by silicon dioxide for the concentration of silica ranging from 550 to 700 mg/kg. This means that Scenario 4 is also not suitable for the GAPG plant.
[image: Figure 7]FIGURE 7 | Precipitation rate as a function of temperature in the heat exchanger system for Scenario 4.
From Figure 4 to Figure 7, it can be concluded that the best displacement option for the GAPG plant is geo-fluid used to displace all high-pressure FWHs, due to the low silica scaling during the preheating process. Therefore, the technical performance of the GAPG plant with two structures for scenario 1 has been compared.
Comparison of Technical Performance of the Series and Parallel Arrangement
Figure 8 shows the Extra power output of the steam turbine after different geothermal fluid flow rate integration. Figure 8 shows that when the FWH1 to FWH3 are fully displaced by geothermal energy, the two kinds of GAPG plants have the same power output. When the extraction steam from FWH1 to FWH3 is fully displaced by the geothermal energy, the extra output of steam turbine is 38.9 MW for both of the GAPG plants. When the extraction steam to all high pressure FWHs has been displaced, the power output can be increased by 13%. This means that if the GAPG plant has been operated for reducing boiler consumption. It has protentional to reduce the 13% of carbon dioxide emissions. However, when the extraction steam from FWH1 to FWH3 is partly displaced by the geothermal energy, the power output of the Parallel GAPG plant is higher than the Series GAPG plant. The reason is thought that in the Series GAPG plant, the lower pressure FWH is displaced firstly, this leads to the lower power output than the Parallel GAPG plant.
[image: Figure 8]FIGURE 8 | The power output of geothermal energy of two kinds of GAPG plants with different geothermal fluid integration.
Figure 9 shows the power output percentage difference of two kinds of GAPG arrangements. As shown in Figure 9, when 50 kg/s geothermal fluid is integrated into two kinds of GAPG plant, the extra output of the Parallel GAPG plant is 29.3% higher than the Series GAPG plant. With the increase of geothermal fluid, the power output difference percentage decrease with the amount of geothermal energy integration.
[image: Figure 9]FIGURE 9 | Comparison of two kinds of GAPG plant output with same amount of geothermal integration.
Figure 10 shows the power output difference of two kinds of the GAPG plant with different geothermal fluid input. Figure 10 indicates that when the flow rate of geothermal fluid is integrated into two kinds of GAPG plant from 50 to 100 kg/s, the output difference increases from 1.1 to 2.1 MW. After the geothermal fluid flow rate is 100 kg/s, with the increase of geothermal fluid flow rate, the output difference of two kinds of GAPG plant decrease to 0.
[image: Figure 10]FIGURE 10 | Power output difference between two kinds of GAPG plants with the same amount of geothermal integration.
Table 4 shows the hybrid efficiencies of two kinds of GAPG plant with different geothermal energy integration. The hybrid efficiency is defined as the total output of the steam turbine divided by the boiler fuel consumption and geothermal input. As shown by Table 4, with the same amount of geothermal thermal energy input, the two kinds of GAPG plant have almost the same hybrid efficiencies.
TABLE 4 | Hybrid efficiencies of two kinds of GAPG plant with different amount of geothermal energy integration.
[image: Table 4]CONCLUSION
In a GAPG plant, geothermal fluid at different temperatures is used to displace different grade extraction steam to different stages of feedwater heater. Different displacement selections lead to different technical performances. As the rate of silica deposition is mainly dependent on the temperature of geothermal fluid, adjusting displacement selections can be used to control the silica scaling process that occurred in the heat exchanger system. Also, there are two configurations for the GAPG plant, Parallel, and Series configurations.
In this study, the silica scaling that occurred in the heat exchanger system for different GAPG plant’s displacement selections is simulated to optimise displacement selections. The technical performance for the optimal displacement selections with two structures has been compared. To achieve this aim, a 300 MW subcritical power plant GAPG plant has been used as a case study. Four different displacement selections are used as scenarios for assessment. The results indicate that:
When extraction steam to all high pressure FWHs has been displaced by geo-fluid, there is no silicon dioxide scaling occurred for the GAPG plant. In other words, for scenario 1, there is no energy loss caused by silica scaling with different silico dioxide concentrations in the geothermal fluid.
When extraction steam to all low pressure FWHs has been displaced by geo-fluid, it was found that there is at least 30% of heat exchanger system is susceptible to fouling by silicon dioxide.
Considering the silicon dioxide scaling in the GAPG plant’s heat exchanger system, displacement of extraction steam to all high pressure FWHs is the best displacement selection for the GAPG plant.
When geo-fluid is used to partly displace the extraction steam of the power plant, the Parallel GAPG plant’s geothermal power output is higher than that of the Series GAPG plant. When the geo-fluid flow rate is 100 kg/s, there is a maximum power output difference which is 2.1 MW. However, extraction steam has been fully displaced by the geo-fluid, two kinds of GAPG plants have the same geothermal output. Under this condition, the GAPG plant has protentional to reduce the emissions of Rankine cycle power plant by 13%.
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With the growing dominance of inverter-based resources (IBRs), the synchronous inertia of the interconnected power systems (IPSs) is affected. The increase in IBRs results in a decrease in the system inertia. The decrease in inertia impacts the initial rate of decline of the frequency. Thus, there is a need for faster frequency response requirements to enhance the dynamic performance of the IPS. With the massive penetration of the plug-in hybrid electric vehicles (PHEVs) into expanding smart cities, PHEVs can act as controllable loads which support the inertial response of the system in a rapid manner. This gives a scope to monitor a large amount of EV operational data to ensure reliable operation considering extensive penetration of EVs. This study proposes a stochastic and iterative based optimization for a two-area interconnected power system (IPS) coupled with a hybrid energy storage system (HESS). The HESS uses 10,000 plug-in hybrid electric vehicles (PHEVs) in each area and a superconducting magnetic energy storage (SMES) device to aid load frequency control (LFC). The 10,000 PHEVs would contribute to massive operational data, which needs to be considered while studying the IPS dynamic performance. Here, we investigated two discrete tie lines: HVDC links parallel to the alternating current (AC) tie line and a virtual synchronous power-based (VSP)-HVDC link parallel to the AC tie line. The controller’s optimal parameters are recorded using two meta-heuristic algorithms, that is, particle swarm optimization (PSO) and biogeography-based optimization (BBO) along with simultaneous coordinated tuning of secondary controller and storage units. Results are taken both in the presence and absence of a HESS with two types of tie links. The analysis is performed with typical load changes and sensitivity analysis scenarios for an accurate record of variations in the outcomes. Thus, the proposed BBO-based LFC tracks the supply and demand variations, ensuring precision and accuracy, indicating improved IPS dynamic performance in smart cities.
Keywords: electric vehicles, dynamic performance, stochastic and iterative approach, BBO for electric vehicles, meta-heuristic algorithms, hybrid energy storage, Interconnected Power System
INTRODUCTION
The decarbonization of the transport and the energy sectors is no longer a choice (1). With emerging technologies, the countries in the world are trying to reach ambitious goals owing to sustainable challenges and objectives. The increasing electric mobility market for the existing interconnected power systems represents a key factor for more sustainable transport and in the energy sector in terms of energy storage and generation profile. Besides that, with the integration of sensors, information and communication technologies, and Internet of things (IoT) devices, the traditional cities are transforming to smart cities (2). The smart electric network in a smart city gives a flexibility in the interconnected power system.
The present-day power system is complex and widely interconnected, with energy demand escalating continuously. The traditional power system needs enormous capital for electricity generation and harms the environment. With the focus on improving the earth’s climate, the conventional power system is being transformed into a decentralized, distributed generation. The distributed generation uses environment-sustainable sources such as solar, wind, geothermal, biomass, and small hydro to meet the growing demand. However, due to these sources’ intermittent nature, the electric grid faces operational challenges like reliability, power quality, grid stability, and, in particular, frequency control.
The interconnected power system’s successful operation requires matching the total generation to the total load demand and losses associated with the system. The instantaneous balance between the total generation and the total load reflects on the interconnected power system’s frequency. With time, the operating point of the power system changes. Large penetration of electric vehicles (EVs) into the smart city’s existing power pool raises electric grid (EG) reliability concerns, disrupting smart city transportation service. This gives a scope to monitor a large amount of EV operational data and provide inertial support for the EG to ensure reliable operation considering extensive penetration of EVs. Therefore, the system can notice the irregularities in the nominal frequency and power exchange schedules, producing undesirable effects. The two variables of interest are frequency and power exchanges between tie-links. Frequency stability is a rather important issue in a large interconnected power system. The load frequency control problem has been supplemented with significant research contributions from time to time, like controller designs incorporating parameter uncertainties, excitation control, load changes and characteristics, and AC/DC transmission links (Ibraheem and Kothari, 2005). Also, with the grid’s multi-unit nature, including various conventional and renewable units, the grid frequency deviates rigorously in terms of which conventional load frequency control cannot satisfy the requirements up to the mark. Any small disturbance in one area may lead to instability in the entire grid system. The variation in system parameters is indicated by area control error (ACE) in the interconnected system due to its dependence on frequency and tie-line power. Usually, the AC tie line serves the purpose, but it is economical to use the HVDC link parallel to the AC tie line for long-distance benefits. HVDC line also improves stability due to fewer losses and the absence of reactive power. HVDC lines are also useful in avoiding loop flows in the interconnected system. In the study by Elyas et al. (2014), conventional AGC is modified for the deregulated power market and the system with renewable sources, and the system performance is analyzed with both AC and DC tie lines. In the study by Pham et al. (2016), LFC of a four-area power system with thermal units is investigated with HVDC links, and functional observers are designed for feedback control. In the study by (Kachhwaha et al., 2016), LFC of a multi-unit power system is modeled with EV and fractional order PID (FOPID), and the simulation is carried out for the cases with and without EV in which the dynamic performance of the system is enhanced with EV. In the study by Anil et al. (2016), various controllers are designed for LFC of a multi-unit power system in which HVDC with the H-infinity controller stands better than the HVDC optimal sliding mode controller and HVDC-PI controller. In the study by Johnson and Shubhanga. (2016), a 14-bus AC IEEE system is modified with an HVDC link to eliminate loop flow in the interconnected power system. Sivadanam et al. (2020) discussed the inertial response of different types of power systems which impacts the frequency control of different types of systems.
Even though load frequency control has been dealt with for more than 3 decades, the introduction of renewable energy sources, energy storage, and electric vehicles poses new challenges in power systems’ operation. With massive penetration of renewable units with less or no inertia, the system’s inertia gets disturbed. Usually, voltage source converters (VSCs) are used to improve transient stability in HVDC transmission. A VSC-HVDC system contains energy stored in DC link capacitors utilized for emulating inertia, and this strategy is named inertia emulation control (INEC). This is well illustrated in the study by Zhu et al. (2013) with various load changes and faults. In the study by Elyas et al. (2014), a two-area system is considered, and a derivative-based virtual inertia controller is designed in which the dynamic performance like peak overshoots is improved compared to HVDC transmission lines. In the study by Elyas et al. (2014), the concept of virtual synchronous power (VSP)-based virtual inertia emulation is proposed for AGC of the multi-unit interconnected power system. The inertia emulation process needs some energy, which can be provided by any energy storage devices. In general, SMES is preferable due to its fast-responding nature with which it can supply rapid power in a short duration of time. In the study by Praghnesh and Sinha. (2018), SMES is incorporated with thyristor-controlled phase shifters for the interconnected system, and craziness-based PSO is implemented to optimize the parameters Bhatt et al., 2010. On the other hand, PHEV can act as a distributed storage system, an effective solution for LFC in interconnected systems. In the study by Musio and Damiano (2012), the effect of PHEV on the cost of a virtual power plant is well analyzed.
Swarm intelligence techniques can be used to optimize the controller parameters for better system performance. In the study by Rupali and Chaphekar, (2015), PSO is implemented on a two-area interconnected power system. BBO is the upcoming latest and effective technique in optimization. In the study by Pham et al. (2016), the travelling salesman problem is solved effectively using BBO. In the study by Rahman et al. (2015), three degrees of freedom PI controller is optimized using BBO. In the study by Hari Kumar and Ushakumari. (2014) conventional PID controller for a multi-unit system is replaced with a BBO optimized controller to enhance the system performance. In the study by Roy et al. (2014), BBO and oppositional BBO (OBBO) optimized controllers for the interconnected system are compared with PSO in which BBO improves system transients and settling time. Barisal and Mishra. (2018) presented automatic generation control of interconnected power systems with diverse generation sources. The work by Oshnoei et al. (2019) considered electric vehicles as a part of each area and proposed a TID controller for different load changes. Surya & Sinha. (2018) discussed the impact of ultracapacitor and thyristor control phase shifters on load frequency control using the ANFIS technique. Yang et al. (2017) proposed a two-level control using the multi-agent method for load frequency control. In the study by llias et al. (2016), the authors proposed optimization of PID controllers utilizing the evolutionary particle swarm optimization technique for a two-area interconnected power system. Abd-Elazim and Ali. (2016) proposed a BAT optimization technique for the design of optimum load frequency controllers for non-linear interconnected power systems. From the literature, the authors noticed the use of the following algorithms, namely, back tracking search algorithm (Madasu et al., 2017), Artificial Bee Colony (Kouba et al., 2015), Particle Swarm Optimization (Kouba et al., 2015), differential search algorithm (Guha et al., 2017), fractal search algorithm (Sivalingam et al., 2017), flower pollination algorithm (Madasu et al., 2018), harmony search algorithm (Shankar and Mukherjee, 2016), and JAYA algorithm (Annamraju and Nandiraju., 2019), for optimization of different types of controllers in the interconnected power systems. Sivadanam et al. (2020) proposed Particle Swarm Optimization and Biogeography Based Optimization algorithm (Sivadanam et al., 2021) for improving the dynamic performance of the interconnected power system.
Most of the works in the literature are implemented on the conventional power systems but with the rising growth of smart cities and introduction of IBRs, power electronic converters, energy storage systems, electric vehicles etc., the frequency control needs to be studied in different scenarios for interconnected power systems for successful operation and control of the modern electric grid. To the best of the author’s knowledge, this is the first study which utilizes smart city transportation service as a variable for the frequency control of the IPS. This study uses the PHEVs as a part of the hybrid energy storage system (HESS) and utilizes aggregated PHEV demand to enable the frequency control. The main contributions and key features of the article are as follows:
i. The study includes the aggregated PHEV demand as a signal controlled by the transmission system operator as a part of smart city service.
ii. The controller parameters are tuned using optimization techniques for a large interconnected system. The robustness of the controller is analyzed with different parameters.
iii. The frequency deviations and tie-line deviations are observed for HVDC and VSP-HVDC tie-links in large, interconnected power systems.
In this study, a two-area interconnected power system with two reheat thermal units with a PID controller for secondary control is considered, and PHEV and SMES units are incorporated in each area. An HVDC link and a VSP-HVDC link are added parallel to the AC tie line in two different case studies. The system is simulated at various load changes. Simultaneous coordinated tuning of the secondary controller and storage unit parameters with PSO and BBO is carried out at different load changes, and sensitivity analysis is carried out with and without the PID controller. The steady-state and transient state analysis is carried out, and variation in frequency and tie-line power is plotted for every typical case study. Simulation is carried out in a MATLAB/SIMULINK environment.
The remaining section of the article is organized into five sections. In Modeling of the Proposed System, the mathematical modeling of the system will be introduced. Biogeography Based Optimization Algorithm deals with the optimization approach used to tune the controller parameters. The results and discussion are presented in Results and Discussion. Sensitivity Analysis With HVDC and VSP- HVDC Links deals with sensitivity analysis to verify the robustness of the proposed controller. Finally, Conclusion provides conclusions drawn based on case studies.
MODELING OF THE PROPOSED SYSTEM
The proposed system model consists of a two-area interconnected power system with thermal units incorporated with a hybrid energy storage system in each unit, which is modeled in two different scenarios, that is, with an HVDC link and a VSP-HVDC link.
Two-Area Interconnected System With Thermal Units
The primary regulation of AGC is required to curb the oscillations under load changes. The secondary regulation is needed to bring back the distorted value to the nominal range value, that is, to make the steady-state error zero. The PID controller is used as a secondary controller in this study, which increases the type of the system to make the steady-state error zero. A generalized multi-area interconnected system is modeled in Figure 1, as shown below. In Figure 1, Bi = bias coefficient of area-i; ∆fi, ∆fj = change in area-i and area-j frequency, respectively; ∆Pgi = governor output in area-i; ∆PTi = turbine output in area-i; ∆PSMESi = output of SMES unit in area-i; ∆Ptieij = tie-line power; ∆PPHEVi = output of PHEV in area-i; ∆Pi, = input power of area-i.
[image: Figure 1]FIGURE 1 | LFC of the interconnected power system with PHEV and SMES incorporation.
Hybrid Energy Storage System
The hybrid energy storage system constitutes plug-in hybrid electric vehicles which are used in the transportation sector and a superconducting magnetic energy storage, an electrical storage device.
Plug-In Hybrid Electric Vehicles
The carbonization of the transport sector in a city is one of the main reasons for pollution. With the use of plug-in hybrid electric vehicles (PHEVs) in the transport sector, a revolution in the world transport sector has begun to mitigate the rising global climatic changes. The technological advancements of battery systems and power electronic devices make the PHEVs a more viable option for all the common people in coming years. The adoption of PHEVs in large numbers into the interconnected power system can be used to help the electric grid in emergency situations. It will be economical if the PHEV data in an area are gathered together and then aggregated as the total PHEV demand and made available as a correction signal for the operator to meet the grid requirements, particularly active power injections. The battery state-of-charge (SOC) determines the participation factor of each PHEV.
Superconducting Magnetic Energy Storage
The superconducting magnetic energy storage (SMES) is an electrical energy storage device which has fast response time, high power capability in short time, flexible control of real power, high storage efficiency, and high-power density. The SMES uses the direct current passing through a superconducting coil which is cooled by bringing the temperature below a critical value. This produces a magnetic field, and the energy can be stored in it. To obtain the superior, several subsystems need to be designed carefully. A SMES unit consists of a sizeable superconducting coil with a cryogenic cooling system. The equivalent circuit of the SMES uses a lumped parameter model represented through a six-segment design comprising self-inductances (Li), mutual couplings among sections (i and j, Mij), AC loss resistances (Rsi), skin effect related resistances (Rpi), turn-ground (shunt-CShi), and turn-turn capacitances (series-CSi). This model is suitable for a frequency range from DC to a few thousand Hertz. The addition of spike capacitors (CSg1 and CSg2) along with a filter capacitor CF in parallel with grounding balance resistors (Rg1 and Rg2) allows for diminishing the effect of resonances. A metal-oxide-semiconductor (MOV) protection for passing voltage surge suppression is included between your SMES product and the DC/DC converter (Molina and Mercado, 2011). The equivalent circuit of the SMES coil is shown in Supplementary Figure S1.
HVDC Link in Parallel With AC Tie Line
The high voltage alternating current (HVAC) which is used for transferring bulk power to long distances suffers from stability issues, reactive power control problems, etc. With the development of high voltage direct current (HVDC), there are advantages like no reactive power consumption, low losses, and possible asynchronous connections like solar, wind, etc. The growth of the alternate fuel sources led to increasing HVDC interconnections into the interconnected power system. By this interconnection of the AC tie-line parallel with the HVDC link, the frequency deviation is very low, leading to improved quality and continuity of power supply to the customers.
The variation in tie-line power now depends on both AC and DC power change, which is modeled in the following equation.
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The area control error (ACE) is responsible for considering the local impact on other areas in the interconnected areas. The area control error (ACE) is a function of total tie-link power and the power obtained from the hybrid energy storage system. The total tie-link power includes both the AC and DC tie-link power. The beta (β) is the frequency bias coefficient of each area. The ACE helps in achieving the load frequency control (LFC). The modified area control errors of both the areas with the inclusion of HVDC links are as follows:
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The schematic diagram of the interconnected system with HVDC is as shown in Supplementary Figure S2A.
VSP-HVDC Line in Parallel With AC Tie Line
Usually, conventional generators with the droop capability are responsible for providing sufficient inertia against frequency deviations in the system. However, the penetration of renewables in the modern power system imposes very low or no inertia, disturbing the system inertia. Inertia plays a significant role in damping oscillations due to sudden changes. Hence, there is a need to emulate the inertia into the system so that the system’s transient stability can be improved. The inertia emulation control (INEC) strategy is proposed recently, which supports the AC network during and following disturbances, with minimal impact on the systems connected beyond the HVDC system’s terminals (Rakhshani et al., 2017).
Configuration of the System With VSP-HVDC Line
The configuration of the two-area system with the VSP-HVDC line in parallel with the AC tie line is shown in Supplementary Figure S2B.
Derivative Control-Based Virtual Inertia Emulation
With the change in active power, the grid frequency varies. The derivative of frequency is used to adjust active power, emulating the inertia into the system by the following control law (Elyas et al., 2014) in power electronic converters.
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where g is the gain of conversion and ω0 is the scheduled grid frequency. This conversion process generally requires energy which can be gained by other areas or any available storage units. In this study, SMES is installed to serve the purpose. The block diagram of the control scheme for inertia emulation is in Supplementary Figure S3. Under various disturbances, the frequency may alter due to the change in active power. The derivative of frequency is used in the control law of the power electronic converter to regulate the active power such that system stability is retained (Rakhshani et al., 2016). A low pass filter is used due to the sensitivity of the system to the noise. The emulated power in both areas is given by the following:
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The frequency deviation of the two-area interconnected system, including SMES and PHEV with VSP-HVDC line in parallel to the AC tie link, is given as follows:
[image: image]
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BIOGEOGRAPHY BASED OPTIMIZATION ALGORITHM
Simon has introduced the BBO algorithm motivated by the migration of biological species between islands. It is constructed based on biogeography, which is the study of biological groups over time and space. It belongs to the class of metaheuristic algorithms. The effectiveness of the algorithm lies in its iterative and stochastic nature to optimize the given fitness function subjected to constraints even in a complex environment. The evolution of new species, migration of existing species, and extinction of species form the development of the algorithm. The islands which support the life are known to have high suitability indices (HSIs), and the islands which do not have favorable conditions for the growth of species are known to have low sustainability indices (LSIs). The HSI and LSI depend on the suitability index values (SIVs). The SIVs are characterized by the geography, rainfall, temperature, vegetation, etc. Based on the immigration and emigration rates, the algorithm achieves optimum solution based on SIV and HSI. The migration and mutation are the most important steps in the determination of the optimum solution.
The process of migration is based on immigration and emigration that occur among geographical regions. The parameters that control the migration process are immigration rate (λ) and emigration rate (µ).
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where N, E, Nmax, and I represent the number of species, maximum emigration rate, maximum species number, and maximum immigration rate.
RESULTS AND DISCUSSION
The suggested algorithm’s efficacy and effectiveness can be verified by considering a two-area interconnected power system that consists of two thermal units with a hybrid energy storage system (PHEV and SMES) in each area. The test system’s transfer function model is developed in MATLAB/SIMULINK, and the algorithm is created in m-file. The system’s dynamic performance can be realized with two step load patterns: 0.01 pu and 0.05 pu under different scenarios. In scenario-1, the HVDC link is parallel with the AC tie link, and in scenario-2, the VSP-HVDC link is in parallel with the AC tie link. The PID controller’s optimal parameters are achieved by applying a technique known as Simultaneous Coordinated Control (SCC) using PSO and BBO. The objective function minimizes frequency deviation in both the areas along with stable tie-line power exchange.
Scenario-1: With HVDC Link
In this scenario, the two-area interconnected power system has an HVDC link parallel to the AC tie link. The performance of the system is analyzed at load changes of 0.01 and 0.05 pu, respectively. The plots of frequency variation and tie-line power variation are shown in the following content for typical case studies with the presence and absence of the hybrid energy storage system. Figures 2A,D represent variations of frequency in area-1 for 0.01 and 0.05 pu change in load. The results show that the BBO algorithm has a minimum first peak with minimum steady-state oscillations and takes less time to reach a steady-state than PSO. The magnitude of frequency deviation is more in the 0.05-pu step load pattern. Figures 2B,E represent the tie-line power variation, which explains that the net power schedules between area 1 and area 2 are more stable with BBO.
[image: Figure 2]FIGURE 2 | Dynamics of Area-1 and Area-2 with and without HESS for 1% and 5% change in load with HVDC link. (A) Dynamics of f1 at 1% Load Change with HESS. (B) Dynamics of Ptie at 1% Load Change with HESS. (C) Dynamics of f2 at 1% Load Change with HESS. (D) Dynamics of f1 at 5% Load Change with HESS. (E) Dynamics of Ptie at 5% Load Change with HESS. (F) Dynamics of f2 at 5% Load Change with HESS (G) Dynamics of Ptie at 1% Load Change without HESS. (H) Dynamics of Ptie at 5% Load Change without HESS.
Figures 2C,F represent variations of frequency in area-2 for 0.01 and 0.05 pu change in load. The results show that the BBO algorithm has a minimum first peak with minimum steady-state oscillations and takes less time to reach a steady-state than PSO. The magnitude of frequency deviation is more in the 0.05-pu step load pattern. Figures 2G,H represent the tie-line power variation in the absence of HESS at 0.01 and 0.05 pu load disturbances. The oscillations in tie-line power in the absence of HESS are more than those of the system in HESS’s presence.
Scenario-2: With VSP-HVDC Link
The two-area system is modeled with the VSP-HVDC link parallel to the AC tie line, enhancing the system inertia, thereby improving the system stability. Figures 3A,B represent the deviation of frequency in area-1 at 0.01 and 0.05 pu step load patterns. The results show that the BBO algorithm has a minimum first peak with minimum steady-state oscillations and takes less time to reach a steady-state than PSO.
[image: Figure 3]FIGURE 3 | Dynamics of Area-1 and Area-2 with and without HESS for 1% and 5% change in load with VSP-HVDC link. (A) Dynamics of f1 at 1% Load Change with HESS. (B) Dynamics of Ptie at 1% Load Change with HESS. (C) Dynamics of f2 at 1% Load Change with HESS. (D) Dynamics of f1 at 5% Load Change with HESS. (E) Dynamics of Ptie at 5% Load Change with HESS. (F) Dynamics of f2 at 5% Load Change with HESS. (G) Dynamics of Ptie at 1% Load Change without HESS. (H) Dynamics of Ptie at 5% Load Change without HESS.
Figures 3C,D represent variations of frequency in area-2 for 0.01 and 0.05 pu change in load. The results show that the BBO algorithm has a minimum first peak with minimum steady-state oscillations and takes less time to reach a steady-state than PSO. The magnitude of frequency deviation is more in the 0.05-pu step load pattern. Figures 3E,F represent the tie-line power variation at 0.01 and 0.05 pu load change, respectively, which explains that the net power schedules between area 1 and area 2 are more stable with BBO. Figures 3G,H represent the tie-line power variation of the system in the absence of the HESS unit in which oscillations are more than those of the system with HESS.
SENSITIVITY ANALYSIS WITH HVDC AND VSP- HVDC LINKS
Sensitivity analysis is performed for the two-area interconnected system with the HVDC link in parallel with the AC tie line, including PHEV and SMES units to demonstrate the robustness of the proposed algorithm by varying the system parameters such as gain (KP) and time constant (TP) of the transfer function block of the power system at 0.01 pu load change condition. The value of KP is set to 120, 140, and 160 and TP as 10, 15, and 20 in each case, and the system is tuned with the BBO algorithm for the optimal values of the PID controller in the presence and absence of the HESS unit. The variation in frequency and tie-line power for different KP values are plotted in Figures 4A–C.
[image: Figure 4]FIGURE 4 | Sensitivity analysis in the presence of HVDC link. (A) Effect of variation of Kp on f1. (B) Effect of variation of Kp on f2. (C) Effect of variation of Kp on Ptie. (D) Effect of variation of Tp on f1. (E) Effect of variation of Tp on f2. (F) Effect of variation of Tp on Ptie.
Figures 4D–F represent the variation of frequency in area-1, area-2, and tie-line power with various values of TP. From the above plots, it is clear that with the increase in KP and the decrease in TP, the oscillations increased enormously, and the settling time also increased, which is undesirable.
Figures 5A–C represent the plots with the variation of KP. Figures 5D–F represent the plots with the variation of TP. It is observed that the settling time is much improved, and oscillations decreased with virtual inertia emulation when compared to the standard HVDC line. It is also observed that the change in TP affects the system parameters compared to the change in KP.
[image: Figure 5]FIGURE 5 | Sensitivity analysis in the presence of VSP-HVDC link. (A) Effect of variation of Kp on f1. (B) Effect of variation of Kp on f2. (C) Effect of variation of Kp on Ptie. (D) Effect of variation of Tp on f1. (E) Effect of variation of Tp on f2. (F) Effect of variation of Tp on Ptie.
The performance of the system is determined by the first peak overshoot value of area-1 and area-2 frequencies (∆f1peak,∆f2peak), first peak overshoot of change in tie-line power (∆P(tie-peak)), settling time (ts), the highest possible peak value in tie-line power variation (∆P(tie-high)) and its corresponding time (tp), steady-state error (ess), and oscillations, which are enlisted in the following tables.
Tables 1, 2 represent the variation of system parameters under 0.01 and 0.05 pu load changes when the system is optimized with PSO and BBO for HVDC and VSP-HVDC interconnected lines. From Table 1, the change in peak frequency of area-1 of the system with PSO is 7.46*10–3 Hz and improved with BBO optimization up to 6.7*10–3 Hz for 1% load change. The settling time of the area-1 proposed model when optimized with BBO is 19.70 s for 5% load change, whereas it is 68 s with PSO optimization. It can be noted that the system optimized with BBO gives better results with low peak overshoot and less settling time, indicating the fast recovery of the system to its stable operating point. The maximum peak overshoot in the tie-line power is reduced with BBO optimization.
TABLE 1 | Performance analysis of the two-area interconnected system with HVDC link.
[image: Table 1]TABLE 2 | Performance analysis of the two-area interconnected system with VSP-HVDC line.
[image: Table 2]VSP-HVDC line inclusion in the system improves the transient stability compared to the HVDC line, evident from the decrease in peak overshoot and settling time. The role of SMES is pivotal in damping oscillations, which is evident from the above analysis. The steady-state error is zero due to the presence of a PID controller in both areas. From Table 2, it is observed that the peak value of change in frequency of area-2 of the proposed interconnected system incorporated with HESS is 2.97*10–3 Hz with PSO, and it is decreased to 1.70*10–3 Hz with BBO optimization for 1% load change case. Also ∆P(tie-peak) for 5% load change is 5.36*10–4 MW with the HESS unit, and it is increased to 5.66*10–4 MW when the HESS unit is disconnected, which demonstrates the role of the storage element in the system.
Table 3 represents the sensitivity analysis of the two-area interconnected system, including SMES and PHEV for both HVDC and VSP-HVDC line cases and their respective performance at a 1% load change condition with Kp’s variation and Tp optimized with BBO technique.
TABLE 3 | Sensitivity analysis of the presented two-area system.
[image: Table 3]With an increase in KP and decrease in TP, the peak overshoot of frequency and tie-line power increased, indicating the decrease in transient stability. For the case of Tp = 15, the peak change in tie-line power is recorded as 0.98*10–4 MW for the HVDC tie line, whereas it is decreased to 0.85*10–4 MW with the VSP-HVDC line, which demonstrates the effect of virtual inertia emulation into the system.
CONCLUSION
The penetration of a large number of renewable units with low inertia in the present-day power systems is the severe cause for disturbing the system inertia. This criterion may lead to system frequency and tie-line power to move out of limits leading to transient instability, which is undesirable. This explains the need for virtual inertia emulation to build a secure and stable power system. This study presents a novel model of AGC of an interconnected system incorporated with the SMES and PHEV units in each area. PHEV aids in the LFC problem and SMES serve to supply energy for the virtual inertia emulation process and damp oscillations. On the other hand, PHEVs are pollution-free, which is very desirable in the present-day situation.
The performance of the two-area interconnected system is investigated with two discrete transmission lines since the transmission line plays a pivotal role in power exchange between different areas in an interconnected model. HVDC line in parallel with the AC line and VSP-HVDC line in parallel with the AC line are placed separately, and the system is optimized in each case with PSO and BBO techniques by simultaneous coordinated tuning of the secondary controller and SMES unit. Sensitivity analysis is also performed for each scenario. Results indicate that with virtual inertia emulation, the system’s transient stability is improved when the system, including PHEV and SMES, is optimized with BBO. The high penetration levels of electric vehicles can lead to stability issues in the interconnected power systems. The EV charging demand needs to be carefully monitored for optimal operation of interconnected power systems. The authors would like to extend the work by increasing different penetration levels of the plug-in hybrid electric vehicles and evaluate the various combinations of hybrid energy storage systems by integrating communication delays, analyzing the filter requirements, and demanding response services offered by the load. The authors would like to add that if the total generation demanded by the load is met by renewable energy sources, the system would be sustainable (Nallapaneni and Chopra, 2021).
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This paper aims at minimizing the torque ripples using variable switching frequency technique of PWM (VSFPWM) of the surface-mounted permanent magnet synchronous motor (SPMSM) for a high-performance operation of a motor-generator set. The proposed system was employed to drive the promising brushless doubly-fed reluctance generator (BDFRG) with a sensorless vector-control topology. Validity of the rotor-position/speed estimation critically affects most of the sensorless control strategies. Therefore, a simple estimation method is proposed for the positioning of rotor of the generator. The presented control strategies are confirmed with some of the obtained results to assure its controllability.
Keywords: SPMSM, ripple prediction of torque, VSFPWM, BDFRG, sensorless vector-control
INTRODUCTION
The surface-mounted permanent magnet synchronous motor (SPMSM) is very attractive type nowadays in drive systems for its numerous advantages such as, high efficiency, high torque to inertia ratio, high power density, reliability, and long life (Pandav et al., 2017a). In addition, the surface-mounted PMSM is preferred than the other type interior permanent magnet synchronous motor (IPMSM) because of its lower cost due to its simple rotor design (the permanent magnet (PM) material in SPMSM is mounted on the rotor, not inside the rotor as in the case of IPMSM). The motor-generator set is very spreading in most applications such as elevators, hybrid vehicles, and high-frequency machines (Hussien and Hassan, 2019). In the context of electric power generation and large fixed electrical power systems, a motor–generator consists of an electric motor mechanically coupled to an electric generator (or alternator) (Chokkalingam et al., 2019; Bharatiraja et al., 2017). The motor runs on the electrical input current while the generator creates the electrical output current, with power flowing between the two machines as a mechanical torque; this provides electrical isolation and some buffering of the power between the two electrical systems (Pandav et al., 2017b; Sanjeevikumar et al., 2016). In this paper, the motor-generator set can be arranged as using the SPMSM as the prime mover for a generator with doubly-fed type. For the motor side, the SPMSM is supplied with a voltage-source inverter (VSI) as given in Figure 1.
[image: Figure 1]FIGURE 1 | Inverter-fed SPMSM system.
Power electronic converter acts as an interface between the electric generator and the utility grid to adjust the generator speed of the turbine. Hence, the converter rating has to be as same as that of the generator which consequently increases the overall system cost. In order to reduce the converter rating, the slip recovery machines can be used. The converter of these machines processes only the slip power in the rotor circuit resulting in a significant cost reduction compared to the full-capacity generating systems. These features have made the doubly-fed induction generators widely popular and attracting great attention from researchers (Xu et al., 2021).
Recently, Brushless Doubly-Fed Induction Machine (BDFIM) and the Brushless Doubly-Fed Reluctance Machine (BDFRM) have gained attention from researchers due to their self-cascaded arrangements (Xu et al., 2020). Although, both machines have common merits, the efficiency of the BDFRM is better than that of the BDFIM because of absence of rotor copper loss. Therefore, the Brushless Doubly-Fed Reluctance Generator (BDFRG) is preferable for variable-speed generating systems. Usually, BDFRG has two isolated windings arranged in the same fixed frame, i.e. the power winding (PW) and the control winding (CW). The PW is considered as the primary winding with a direct connection to the load/grid side. Furthermore, the CW is considered as the secondary winding which is generally connected through a bi-directional power electronic converter with the load/grid side (Chinthamalla et al., 2016; Hussien et al., 2022).
Different control techniques such as scalar control, vector control, and direct torque control are proposed for BDFRG. Out of various control strategies, the vector-control technique is preferred for high performance operation. The different techniques of vector control are mainly focused on the BDFRG rotor-position measurement aided with a rotor-position/speed encoder (Mousa et al., 2018). The required rotor position signal is needed to realize the desired angle of frame transformation for CW-side variables. The rotor-position/speed encoder increases cost and reliability problems which makes it undesirable in most drive systems. In recent years, sensorless vector-control strategies are adopted for estimation of rotor position/speed from the currents and voltages of the machine (Boldea et al., 2021; Kumar et al., 2019; Kumar and Das, 2018).
For an efficient operation of the adopted motor-generator set, this paper aims to apply the variable switching frequency PWM (VSFPWM) method for torque ripple control of the motor side (SPMSM). In addition, for the generator side (BDFRG), a new sensorless vector-control is applied and investigated for a high performance of the presented motor-generator system.
TORQUE RIPPLES MINIMIZATION CONTROL FOR SPMSM
Prediction of Current Ripple
The prediction of ripple in current is described as follows (Fei Wang and Wang, 2014; Hussien et al., 2020; Jiang and Wang, 2013).
[image: image]
Aided with the SVPWM, Figure 2, the current ripple changes in each one cycle will considered as in Figure 3.
[image: Figure 2]FIGURE 2 | One cycle of switching in SVPWM.
[image: Figure 3]FIGURE 3 | Variation of current ripple in one cycle for SVPWM.
As shown in Figure 4, the slope of phase-A current is derived, during different zones, as
[image: image]
[image: image]
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[image: Figure 4]FIGURE 4 | Corresponding circuits for all vectors.
With the same principles, the slope of ripples for all phase currents can be given as in Table 1 (Hussien et al., 2020). The peak level of the slope can be given as in Eq. 7 with the values x and y to be plus or minus signs.
[image: image]
TABLE 1 | Slope of current ripple for the three phases (Hussien et al., 2020).
[image: Table 1]Prediction of Torque Ripple
The relationship between current ripple and PWM torque ripple is given as (Fei Wang and Wang, 2014).
[image: image]
where,
[image: image]
where [image: image], [image: image] and [image: image] are a real-time current ripple in abc coordinate, [image: image] and [image: image] are the d-q components. The angle, [image: image] indicates the d-axis position.
The PWM torque ripple is obtained as
[image: image]
Then, the variable switching frequency PWM (VSFPWM) is attained based on the prediction process of torque ripple.
Torque Ripple Control-Based VSFPWM
The criteria of torque ripple minimization used in this paper is specified in Figure 5. The switching period can be updated according to the following relation (Hussien et al., 2020).
[image: image]
[image: Figure 5]FIGURE 5 | Control diagram of VSFPWM.
To assure the effectiveness of the proposed VSFPWM methodology for torque ripple minimization of the SPMSM drive system, some results are given in Figures 6–8.
[image: Figure 6]FIGURE 6 | Torque response.
[image: Figure 7]FIGURE 7 | Responses of currents.
[image: Figure 8]FIGURE 8 | Switching frequency variations.
The results ensure the controllability of the presented strategy to minimize the ripples of torque using VSFPWM for the SPMSM drives.
A NEW SENSOLRESS VECTOR-CONTROL STRATEGY OF BDFIG DRIVE SYSTEMS
Dynamic Model of Generator
The complete modeling of BDFRG is presented in literature (Mousa et al., 2018) and briefly described as follows:
The power and control windings’ voltage equations in dq-axis and its flux linkage relations can be expressed as:
[image: image]
where
[image: image]
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where
[image: image]
With respect to vector control, the electromagnetic torque can be expressed as follows:
[image: image]
Vector-Control Based PW Field-Orientation Method
The principle advantage of the BDFRG vector-control strategy is the resultant decoupling effect between the electromagnetic torque and Qpower (Mousa et al., 2018). BDFRG vector control is based on the position of total power-winding’s flux vector, [image: image] with its d-axis. In other words, the d-axis component and total of the power-winding flux are equal i.e., [image: image] and the q-axis component, [image: image] = zero. The relationship between the phase-axis of BDFRG of the proposed flux orientation of PW is shown in Figure 9.
[image: Figure 9]FIGURE 9 | Relationship between phase-axis of BDFRG.
The block diagram of Phase-Locked Loop method used to estimate the flux vector magnitude of power-winding, [image: image] and its angle [image: image] is shown in Figure 10 and the procedure can be summarized as follows:
[image: Figure 10]FIGURE 10 | Block diagram of proposed approach for estimating [image: image] and [image: image].
Primarily, angle [image: image] is initiated from summing of output signal from PI-controller and grid angular-frequency as shown in Figure 10. Then, angle [image: image] is provided as input to the abc-dq transformation matrix to obtain voltage and current components of power-winding, Vdq and Idq respectively in the power-winding synchronous reference frame (Mousa et al., 2018). Then the output signal is aided with Eq. 31 to obtain the dq-axis components of [image: image] as follows:
[image: image]
The angular frequency, [image: image] and the angle, [image: image] is obtained by providing [image: image] as a feedback signal, as shown in Figure 10. In addition, magnitude of [image: image] is obtained directly from its d-axis component, as [image: image]. The “Trial and error” process is implemented for choosing PI-controller gains in order to obtain the required flux orientation at which [image: image] = 0.
The torque and reactive power can be easily obtained from the proposed flux orientation of power-winding.
[image: image]
[image: image]
From Eqs. 17, 18, it is evident that, instantaneous electromagnetic torque and reactive-power control can be simply realized by controlling [image: image] respectively.
Design Procedure of the Proposed Rotor Position Observer
BDFRG rotor position can be estimated using the following relation [21]:
[image: image]
where, [image: image], [image: image] [image: image] are the currents of the power and control winding and space-vector flux linkage respectively.
In (Mousa et al., 2018), [image: image] is obtained aided with the three-phase power-winding flux linkages which are determined as:
[image: image]
The main issue of this rotor-position estimation method is the integration of three-phase power-winding voltages to obtain the flux linkage using Eq. 20. This considers the main problem of the most sensorless drive systems especially at low speed conditions. In this paper, voltage-integration problem has been overcome by the proposed simple rotor-position estimation method which is outlined as:
Aided with the dq-axis components of the power-winding flux and its angle, [image: image], the corresponding power-winding flux linkages in αβ-axis can be estimated as:
[image: image]
Then, the space-vector flux linkage is given by:
[image: image]
where the symbol “j” denotes the imaginary unit.
Based on Eq. 22, the space-vector power-winding flux linkage is estimated without voltage-integration. Hence, it can be simply used to estimate the BDFRG rotor-position using Eq. 19.
Stability Analysis of Proposed Position Observer
In this subsection, stability confirmation of proposed control system is clearly satisfied. Assuming that the proposed procedure initializes with an error between the position which is predicted, θr_est, and actual position, θr. Therefore, the actual d-q frame assigned on the αβ-axis PW stationary reference frame, used to obtain [image: image] referred to PW side, cannot be localized. Hence, an imaginary reference frame d′-q′ is employed as shown in Figure 11.
[image: Figure 11]FIGURE 11 | Corresponding fictitious frame transformations with the phase axis relationship of BDFRG considering the position error.
The rotor position’s estimation error is determined as φ = (θr_est - θr). Coupling component ΔicPW will be obtained in the q'-axis as a result of position error. Consequently, this term can be neglected by representing the φ = 0.
Based on the imaginary reference frame d′-q′ shown in Figure 11,
[image: image]
[image: image]
Therefore, aided with Eq. 19
[image: image]
The speed estimation error is considered to be
[image: image]
Then, derivative of position estimation error is as follows:
[image: image]
where Ko and Ki are the adopted sensorless system’s control parameters
[image: image]
where
[image: image]
with [image: image] and
[image: image]
It is dedicated that f(φ) is a continuous even function and f (0) = 1. Hence, the stability domain of Eq. 29 is projected to be symmetric at desired operating point, φ = 0.
Stability of large system signal is verified by using the multi-model to represent Eq. 29 as
[image: image]
For [image: image] with [image: image]
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From Eqs. 29, 30, it is evident that they are totally equivalent: approximation, linearization and simplification are not made. Also, considering that
[image: image]
The quadratic Lyapunov function is determined in order to validate the stability analysis Eq. 30, as
[image: image]
From the analysis, it is evident that the proposed control system, both (29) and (30), is stable by obtaining a symmetric matrix, N, attaining as follows
[image: image]
The convergence domain is obtained from maximum position error, φmax, related to linear matrix inequalities found in Eq. 34. From above relations, it is evident that the estimation of convergence domain can be concluded as 0 ≤ absolute(φ) ≤ 90. This proves that the theoretical convergence domain is the largest possible which validates the stability of the proposed sensorless position observer.
RESULTS AND DISCUSSION
A sample of results is presented in this section to validate the proposed control technique. The analysis obtained are based on a six/two-pole, 4.5 kW BDFRG prototype. The overall system parameters are listed in (Mousa et al., 2018).
Initially up to 3 s, BDFRG is freely run with short-circuited CW terminals for the purpose of soft starting. Then, the partially power-rating converter is switched into the CW. The response of the CW phase-current during different periods corresponding to various wind speed is depicted in Figure 12. It is evident, that the over-current of converter is entirely prevented using the soft-starting method.
[image: Figure 12]FIGURE 12 | Response of the control-winding phase-current.
Figure 13 shows the response of dq-axis PW flux components. It is evident, that the q-axis component, [image: image] is maintained constant at zero. This ensures the efficacy of the proposed control strategy to estimate the precise position of the PW flux, [image: image] for the required power-winding flux orientation.
[image: Figure 13]FIGURE 13 | Response of the dq-axis power-winding flux components.
In addition, Figure 14 depicts the BDFRG estimated rotor-position and the corresponding actual value. It is evident that there is a close correlation between the estimated and actual rotor-position of the generator which validates the rotor-position estimation method of the proposed sensorless control technique.
[image: Figure 14]FIGURE 14 | BDFRG’s actual and estimated rotor-position during different periods.
Also, the dynamic response of active and reactive power of PW is depicted in Figure 15. It evident that the reactive power is maintained constant at zero which ensures a unity power-factor operation.
[image: Figure 15]FIGURE 15 | Active and reactive power of generator PW.
CONCLUSION
This paper has handled an effective method for reducing the ripples of torque using VSFPWM technique for the applications of SPMSM drives. In addition, a sensorless vector-control technique for BDFRG is proposed in this paper. The results have confirmed the controllability of the prediction process for torque ripple. Moreover, the proposed VSFPWM technique has achieved a good performance for the minimization target of torque ripple. In addition, a close correlation between the generator’s estimated and actual rotor-speed proves the efficacy of the proposed rotor-position/speed estimation method. Furthermore, the obtained results have assured the simplicity and capability of the presented simple sensorless observer of the adopted generator system.
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This study aims to investigate whether the subsidies promote pollution reduction or not by taking the power companies in China as a case study. So, we built a fixed-effects panel data model first, which is then used to verify the influence of government subsidies on pollution reduction in power companies. Additionally, how the subsidy influencing mechanism would work is also investigated. Results find that subsidies can significantly reduce power companies’ pollution, especially sulfur dioxide emissions and soot. At the same time, the result also showed that the government subsidies could encourage power companies to cut emissions by taking measures like end-of-pipe control and green innovation. Also, from the perspective of heterogeneity, government subsidies have a better effect on the regions with stronger environmental regulations, less economically developed regions, big-scale companies, and companies with low slack.
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1 INTRODUCTION
1.1 Background
As the largest developing country in the world, China is facing multiple challenges such as economic growth, employment security, and environmental governance (Ai et al., 2020). Among these, environmental governance is more stressful; as a result, emission reduction targets were set for each public and private sector company (Usman et al., 2021). Many administrative and voluntary approaches and subsidies were popped out at the federal and local levels in line with this. Compared with administrative orders and voluntary approaches, government subsidies have no negative impact on companies’ output, and they can influence companies’ behavior through the market force (Davis, 2017). Therefore, government subsidies can be an essential policy instrument and play an indispensable role in leading companies to allocate resources and shoulder social responsibilities (Frye and Shleifer, 1997; Wang et al., 2020). To deal with the increasingly severe environmental pollution, China’s central government issued a notice about regulating the funding channels for environmental protection in early 1984. The document held that at least 80% of the fee the government levies on companies for the discharge of pollutants had to be used to subsidize companies’ environmental protection. In 1994, the Ministry of Environmental Protection and the Ministry of Finance jointly issued a couple of provisions about enhancing the management of environmental subsidies, which specially regulated the use of the means of government subsidies to stimulate companies’ environmental protection. In 2003, regulations regarding the utilization and management of pollutant discharge fees regulated that the fee should be used for companies’ pollution management. The interim measures for the management of special funds allocated by the Central Finance for Emission Reduction of Major Pollutants issued by the Ministry of Finance in 2007 regulated establishing national funds for emission reduction of major pollutants and encouraging provincial-level governments to enact environmental subsidy policies for local environmental protection. The 12th 5-year (from 2011 to 2015) plan requested local governments to increase the budgets for environmental gradually subsides in their annual financial plans (Ren et al.,2021). When we look at the sectors, economic growth, and environmental governance, the energy sector has a prominent role in the nation’s economy. However, the stressing point is its environmental impact. Considering the case of power companies in China, they are dominated by coal as a resource for producing power, and this determines the severe effect of the electric power industry on environmental quality (Yan and Yang, 2008). In 2012, China became the most significant contributor to global sulfur dioxide (SO2) emissions (Shi et al., 2016). The current rates rose to 33%, and coal power plants seem to be the primary sources (Zhao et al., 2013; Nakaishi et al., 2021). Noticing this, the Chinese government started emphasizing emission reduction in power companies by providing investment subsidies for technology innovation and reform through direct fiscal appropriation, finance discounts, and tax subsidies (Gao et al., 2009; Liang et al., 2015; Shi et al., 2016; Zhang et al., 2017; Hou et al., 2020; Schreifels et al., 2021). For instance, the government passed a regulation requiring the newly built coal power plants to install desulfurization units. A price subsidy for desulfurization is offered to promote this, that is, raising the price limit for electricity to 0.015 yuan per kilowatt hour. Also, to improve the development of new-energy power firms in line with environmental regulations, the government provided subsidies to the renewable power plants (including wind power plants, photovoltaic power plants, and biomass power plants) (Li, 2021). However, these measures mainly include sewage discharge permission which the power companies must apply in advance. On the other side, the local governments take compulsive measures to limit the companies’ production and ensure the emission complies with standards for discharge of pollutants. But these sewage discharge permission significantly affected the power companies’ pollution management costs; in many instances, their costs are increased. It became worse and burdened the companies when the business scale of sewage discharge was immense. Such burdens lead to limiting production levels to reduce the pollution management cost. But such development approaches made the national economy unsustainable.
To counter such issues, researchers like Zhang and Zhang (2011) and Wang and Zhang (2018) showed that increasing the facilities for pollution reduction and green technology innovations can save energy and reduce emissions. We reviewed end-of-pipe treatment and green innovative strategies in the following sections to understand this more thoroughly.
1.2 End-of-Pipe Treatment Strategy
The end-of-pipe treatment strategy is a passive environmental governance approach (Hart, 1995; Sharma et al., 1998); it is the first approach raised and adopted in environmental management. It is mainly introduced through the purchases and installations of pollution control equipment (for instance, the desulfurization equipment or using the raw materials which will generate fewer pollutants) when companies face pressure from external environmental regulations during electric power production. More specifically, coal ore with less sulfur content can reduce SO2 emissions. On the other side, the waste heat recovery of soot for reheating can further reduce the cost of the resources used for heating the coal and help enhance the plant’s energy efficiency. In such cases, innovative changes are needed for the plant equipment, affecting the investments where the company should be able to manage it. This is where the government subsidy comes into the picture and helps to increasing the cash flow of the subsidized companies and meet the capital demand for companies to upgrade their equipment with new technology in line with environmental regulations (Zhang and Zhang, 2011; Wang et al., 2015; Wang and Zhang, 2018; Yan et al., 2019).
1.3 Green Innovative Strategies
In the early days, the pollution management technologies adopted during the life cycle of environmental management practice were relatively few. But to meet the demand for environmental management, companies have started adopting green innovative strategies (Wang and Zhang, 2020; Wang and Li, 2021). The positive externalities of green innovations will lead to innovative social benefits being higher than private benefits; technology spillovers will result in the consequence that innovative companies cannot internalize all the innovative benefits. As a result, the companies started facing capital shortages and the burden of operating costs when engaging in green innovative activities. In such cases, the government subsidies can make up the cost of companies’ green innovations and encourage companies’ participation in environmental technology innovations. In addition, relevant social investors tend to invest in companies compliant with national regulations. The government’s subsidies to environmental innovations have some signaling function. For instance, the companies that receive government subsidies can send specific signals to the society, telling the potential investors that they comply with the government’s environmental regulations and meet the government’s requirements for environmental protection so that they can get investment from the outside world (Wang and Wang, 2019; Xing et al., 2019).
From the earlier discussed end-of-pipe treatment and green innovative strategies, two hypotheses were formulated, hypothesis 1: government subsidies can help implement companies’ pollution control strategies and increase the equipment investment for environmental management to reduce the emission of pollutants; hypothesis 2: government subsidies can promote the green innovative level of power companies and reduce the emission of pollutants.
So, based on the formulated hypotheses, this article aims to study how government subsidies impact the pollution reduction of power companies from the perspectives of pollution prevention and control strategies and green innovation strategies. For this, the microdata of power companies is considered. The key contributions of the study include complementing the existing research from the microperspective of power plants combined with the emission data, followed by the analysis of the heterogeneous impact of government subsidies on the emission of pollutants from the perspective of slack that enriches the existing research. Additionally, we also bring out some operational insights that help in policy amendments.
The article structure is as follows; Section 2 introduces the empirical approaches and variables used in the investigation. Section 3 discusses the fundamental regression results, followed by a brief analysis of the relevant mechanisms. Section 4 provides the conclusion and suggestions.
2 METHODS
A fixed-effects panel data model shown in Eq. 1 was adopted to test if government subsidies can help promote pollution reduction of power companies or not.
[image: image]
where the subscripts [image: image], [image: image], and [image: image] represent a company, the city where the company is located, and the year respectively; [image: image] represents the quantity of pollutants discharged by a company; [image: image] represents the subsidy income received by the company; [image: image] represents the control variables at the company level, including the size of a company and the years a company has been in business; [image: image] represents company fixed effects; [image: image] represents the year with fixed effects; [image: image] represents the control variables at the city level and the level of environmental regulations in regions; [image: image] represents error terms, and the [image: image], [image: image], and [image: image] represents the coefficients.
2.1 Data Sources and the Sample Selection
The data at the prefecture and city levels are from China City Statistical Yearbooks; the data at the provincial level is from the China environment yearbook released by the Ministry of Ecology and Environment of the People’s Republic of China. The power company’s microdata from China industry business performance data reports are considered. This mainly covers the foremost financial variables of all state-owned and big nonstate-owned industrial enterprises in China. Then, we matched the power company’s financial index data with pollution data and patent data with the China city statistical yearbook to get the indexes needed for research and analysis. However, due to data availability limitations, we only included the data from 1998 to 2014 at the company level. In addition, we eliminated the samples with a debt to assets ratio below 0, and the study also does a 10% winsorization to continuous variables to prevent the influence of extreme values on results.
2.2 Variables
While under investigation, this study accounts for numerous variables types. For instance, the explained variables, explanatory variables, control variables, and the mechanism analysis variables.
The views of Wu et al. (2018) and Xing et al. (2019) were adopted to measure the government subsidies by the amount of subsidies (denominated in millions and yuan) a company receives in the year. Moreover learning from existing literature (Nie et al., 2008; Usman and Jahanger, 2021; Wang et al., 2021), we also analyzed some other factors that may influence enterprises’ pollution reduction like the characteristics of power companies, the characteristics of prefecture-level cities and the level of regional environmental regulations. The control variables of companies’ characteristics include lnsize (firm size represented by the natural logarithm of the year-end total assets), age (years a company has been in business calculated through the formula: the year it is observed deducts the year when it is founded plus one), lev (financial leverage of a company represented by the debt-to-assets ratio: long-term debt divided by total assets), ROA (earnings of a company indicated by the Return on Total Assets), and lncapital (profitability of a company’s main businesses indicated by operating profit margin: the amount of operating profit divided by primary business income). Moreover, the factors that can be used to control the development of urbanization and industrialization like lnpgdp (the per-capita GDP level of the city in which a company is located), lnpop (density of population: year-end total population divided by the territorial area of the city), and struc2 (the ratio of the second and third industries’ output value to GDP) are added. These variables are expressed in logarithmic forms, respectively. Considering the possible impact of environmental regulation, the levels of different regions on companies’ emission of pollutants are considered. Also, learning from Hong et al. (2011), the pollution discharge fee is viewed as a proxy variable. The data relating to pollution discharge fees are available only at the provincial level, so we used the provincial-level pollution discharge fees (lnfees) to indicate the environmental regulation levels of different cities. Some researchers in the literature have already tested how intermediate variables (number of the equipment for pollution management and number of green innovations) reduce a company’s emissions. Hence, we adopted the validation method of the mechanism of an intermediary function raised by Wen and Ye (2013), see Eq. 2.
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where [image: image] represents intermediate variables such as the number of facilities for pollution reduction and the number of technological innovations adopted by the power company. The rest of the variable’s definitions are the same as the ones shown in Eq. 1. Now, in Eq. 2, if the regression coefficients have significance, it indicates the existence of a mechanism of action of how government subsidies influence power companies’ pollution reduction.
The proxy variable of pollution management facilities is the investment in equipment for pollution reduction, that is, the number of facilities for flue gas purification and the number of facilities for wastewater management. Regarding the measurement indexes of green technology innovations, this study learns from previous research and uses the logarithms of the number of applications for green patents (Dong and Wang, 2019; Pei Xiao et al., 2019), that is, because the patent is a strong index of green innovations (Berrone et al., 2013). The research is carried out based on the information about companies’ patent applications released by the State of Intellectual Property Office of China by combining the international patent classification code of green patents listed on the green patent list, which is provided by WIPO (World Intellectual Property Organization) and the keywords (environmental protection, energy saving, pollution reduction, low carbon, cleanness, recycle, and sustainability) of the new definition of companies’ green innovations raised by Lim and Prakash (2014). Research investment is also a standard index for green innovations; this study does not adopt the index because the research investment index in China industry performance data is only available till 2007. Compared with other analysis methods, the descriptive statistical analysis can more visually measure the overall level and scale of one region’s green technology innovations. Hence, the study adopts the descriptive statistical analysis method; details are given in Table 1.
TABLE 1 | Descriptive statistical analysis.
[image: Table 1]3 RESULTS AND DISCUSSION
3.1 Benchmark Regression Result
The benchmark regression results shown in Table 2 are estimated based on Eq. 1, where the regression formula controls the company fixed effects and year fixed effects, and standard errors cluster at the city level. It only considered core explanatory variables in column 1 and government subsidies remarkably improved the reduction of SO2 emissions of power plants at 1%. It added control variables in column 2; the results show that the explanatory variables are still significantly negative. We can see from the coefficients that government subsidies help reduce power companies’ SO2 emissions by 0.0178 tons. Similarly, government subsidies can substantially reduce soot emissions by 0.005 tons. Therefore, benchmark regression analysis initially proves that government subsidies statistically and economically influence the emission reduction of SO2 and soot.
TABLE 2 | Benchmark regression results.
[image: Table 2]3.2 Robustness Test Results
The robustness test results include the observed effects of substitution variables and the downsizing of company samples. The emission intensity of pollutants is taken as a substitution variable to reprove government subsidies’ impact on pollution reduction. The emission intensity indexes required are represented by SO2 and soot divided by the total industrial output value. There are many new types of power generation options; these include hydropower plants, solar power companies, wind power enterprises, and biomass power plants. Such a sample would cause deviations and errors. To avoid this, we only considered thermal power plants when testing the government subsidies’ effects on reducing the emission of pollutants.
3.2.1 Substitution Variables
The regression results (in Table 3) indicate that government subsidies have a remarkable effect on reducing emission intensities of SO2 and soot. It shows that government subsidies can help improve companies’ productivity and reduce pollution under unit production value. In other words, government subsidies reduce the cost companies’ cause to the outside world through power plants’ technological improvements and green technology innovations.
TABLE 3 | Robustness test results of substitution variables.
[image: Table 3]3.2.2 Downsizing the Sample Size
From the results shown in Table 4, we can see that government subsidies have a remarkable effect on reducing SO2 and soot emissions. Also, the parameters and coefficients of regression results are more prominent than benchmark regression results, indicating that government subsidies have a remarkable impact on thermal power companies’ emissions reduction.
TABLE 4 | Government subsidies’ effects on thermal power plants’ emission reduction.
[image: Table 4]3.3 Analysis of Heterogeneity
This section presents the results related to the heterogeneity of enforcement of environmental regulations, levels of economic development, firm size, and the slack.
3.3.1 Heterogeneity of Enforcement of Environmental Regulations
Environmental management requires companies to increase their budgets (on pollution reduction) or reduce their benefits, so companies will have no motivation to overachieve the goal of emission reduction as requested by local environmental rules when there are some differences in the enforcement of regional environmental regulations. Generally, the companies in the regions with weak enforcement of regulations usually have a relatively low motivation to reduce the emission of pollutants, so government subsidies’ effects will be ineffective. Keeping this in view, Table 5 presents the heterogeneity of enforcement of environmental regulations results.
TABLE 5 | Heterogeneity of enforcement of environmental regulations.
[image: Table 5]From Table 5, we can see that columns 2 and 4 are the regions with strong enforcement of environmental regulations where the government subsidies' effect on power companies' emission reduction was stronger. This observation is in line with the results reported by Chen and Chen (2018) and Cheng and Chen. (2019). They said that the regulations and measures could effectively reduce environmental pollution. Therefore, if we want government subsidies to function and perform effectively, we need to combine them with environmental regulations and policies.
3.3.2 Heterogeneity of Levels of Economic Development
In Table 6, the results of the heterogeneity levels of economic development are shown. The difference in levels of regional economic development is another factor that may influence the government’s subsidy effect on power companies' pollution reduction targets. This is because government subsidies’ outcome depends on the relative value where the companies in more economically developed regions would exhibit low value. It might be due to the more active financial markets, and the chances for power companies to get funds are high from the market. In addition, such active markets give the power companies more access to funds. Government Subsidies have a relatively weak effect on relieving business liquidity pressure and financing pressure, so the subsidies’ impact on the emission reduction of pollutants is relatively weak.
TABLE 6 | Heterogeneity of levels of economic development.
[image: Table 6]On the contrary, the effect on the power companies in less economically developed regions is strong. The sample companies in columns 1 and 3 of Table 6 belong to the power enterprises in less economically developed regions, government subsidies’ effect on the emission reduction is stronger than the power companies (in columns 2 and 4) in more economically developed regions. This concludes that government subsidies can better affect the emission reduction of power companies in less economically developed regions.
3.3.3 Heterogeneity of Firm Size
The firm size could potentially affect the emission reduction targets. For instance, when compared with small-scale companies, the investment made by big-scale companies for reducing the emission of pollutants and green innovations could potentially result in a scale effect. So, in such situations, the government subsidies’ influence on the pollution reduction of companies may be heterogeneous.
Columns 1 and 3 in Table 7 represents small-scale power companies, whereas columns 2 and 4 represent big-scale power enterprises. The observed regression results indicate that government subsidies’ impact on reducing big-scale companies’ emissions is more remarkable. But in the case of small-scale companies, although the influence on SO2 emission reduction is significant, the impact on soot emission is not as impressive. So, the overall observation is that the big companies are more able to take social responsibilities. In contrast, the small companies use the subsidies they receive for production, which further encourages the companies to purchase the equipment for pollution reduction.
TABLE 7 | Heterogeneity of firm size.
[image: Table 7]3.3.4 Heterogeneity of Slack
Slack belongs to companies’ internal resources like surplus cash and idle production equipment. Suppose, if a company has enough slack to support green fields, its dependence on external resources will decrease, and the relative value of government subsidies to the company will be low. Generally, slack can be divided into low discretion slack (SR1) and high discretion slack (SR2). SR1 has low liquidity, and it needs more time to convert or to be utilized when facing some specific utilization (Li and Liu, 2010). For instance, idle production equipment.
Regarding the method for measuring low discretion slack (Herold et al., 2006; Iyer and Miller, 2008; Latham and Braun, 2008; Yang et al., 2015), we used Eq. 3.
[image: image]
In Table 8, the heterogeneity of the low discretion slack (SR1) result is given. From Table 8, we can see that columns 1 and 3 belong to the SR1 low group, and government subsidies have a remarkable effect on companies’ emissions reduction. In contrast, columns 2 and 3 belong to the SR1 high group, and government subsidies’ impact on companies’ emission reduction is insignificant. This indicates that if a company has a high SR1, it will not be easy for government subsidies to mobilize the company’s internal organizations to use the resources for emission reduction.
TABLE 8 | Heterogeneity of low discretion slack (SR1).
[image: Table 8]High discretion slack (SR2) is not for specific utilization or needs. It has relatively high liquidity, so administrators can more easily control it. We used the quick ratio index to measure it, as shown in Eq. 4.
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In Table 9, the heterogeneity of the high discretion slack (SR2) result is given. From the measuring results of Table 9, it can be observed that the government subsidies’ impact on the reduction of SO2 emissions has a better effect on power companies with low SR2 (in column 1) when compared with power companies with high SR2 (in column 2). Coming to the influence of government subsidies on soot emission reduction, it is remarkable for the companies with low SR2 (in column 3) and not significant for the ones with high SR2 (in column 4). This indicates that companies with high SR2 have abundant liquid assets, and their government subsidies' relative value is low, revealing that subsidies cannot remarkably encourage them to allocate the slack to the field of pollution reduction.
TABLE 9 | Heterogeneity of high discretion slack (SR2).
[image: Table 9]Overall, the heterogeneity of slack results suggests that government subsidies significantly affect the emission reduction of power companies. The effect could be more significant for companies with scarce slack than for those with rich slack.
3.4 Mechanism Analysis
This section presents the mechanism analysis test results for the hypothesis 1: government subsidies can help implement companies’ pollution control strategies and increase the equipment investment for environmental management to reduce the emission of pollutants, and hypothesis 2: government subsidies can promote the green innovative level of power companies and reduce the emission of pollutants.
3.4.1 Pollution Prevention and Control Approaches
From the aforementioned results, it can be understood that subsidies positively impact pollution prevention equipment purchases. To understand this, two facility approaches, where facility one represents the number of exhaust gas pollution management facilities and facility two represents the number of wastewater pollution management facilities, are considered. The regression model shown in Eq. 2 verifies government subsidies’ influence on the number of facilities for pollution management, and the results are given in Table 10. From Table 10, it can be observed that government subsidies have a significant positive effect on the investment in facilities for fuel gas purification. However, they do not substantially impact the investment in facilities for wastewater treatment, and the influence is still positive.
TABLE 10 | Pollution prevention and control strategies.
[image: Table 10]3.4.2 Green Innovative Approaches
Table 11 presents the results of the green innovative strategies obtained by solving the regression model shown in Eq. 2. Here, invention patents are regarded as substantive innovations (invention), appearance design patents, and utility model patents as strategic innovations (noninvention) (Li and Zheng, 2016). Table 11 results reveal that the government subsidies are helpful for the substantive innovations of power companies where the income in the form of subsidy would be allocated for improving green technologies in the company. However, government subsidies’ influence on companies’ nonsubstantive innovations is not notable, indicating that government subsidies cannot realize the goal of reducing company emissions through strategic innovations.
TABLE 11 | Green innovative strategies.
[image: Table 11]4 CONCLUSION AND THE SUGGESTION
This study investigated whether the existing subsidies will promote pollution reduction or not by taking the power companies in China as a case study. For this, a fixed-effects panel data model was built to verify the influence of government subsidies. Based on the investigation, the following conclusions were made:
• An increase of one million yuan in government subsidies could potentially reduce the SO2 and shoot emissions in power companies by 0.0178 and 0.005 tons, respectively.
• The heterogeneity results suggest that government subsidies significantly affect the emission reduction of power companies but depend upon many factors. So, it is always advised to consider the enforcement level of environmental regulations, levels of economic development, firm size, and slack. Moreover, government subsidies have a more prominent effect on the pollution reduction of regions with stronger environmental regulations, less economically developed regions, big-scale companies, and companies with low slack.
• Mechanism analysis shows that government subsidies can encourage companies to increase facilities for emission reduction and adopt green innovative technologies.
Based on the concluding remarks, we proposed the following suggestions, given that government subsidies have a more considerable marginal effect on power companies.
• Green innovations have a emission reduction effect and a knowledge spillover effect, so government subsidies not only need to encourage power companies to reduce the emission of pollutants through the two approaches but also encourage the companies to focus on green inventions and innovations.
• It is strongly advised that the government subsidies combine with environmental regulations to deal with power companies’ pollution reduction.
• There is a high potential and scope for emission reduction in economically developed regions as they have better access to funds and technology. So, the government subsidies should give more support to companies in that region.
• Scale effects should be considered when providing government subsidies, especially for the big-scale companies. Given such a policy, the scale effect of pollution reduction could be realized practically.
• More considerable support should be given to the power companies whose slack is low. Hence, formulating a policy in line with slack would be better.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material; further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
FUNDING
National Natural Science Foundation of China: The measurement and influential mechanism of rebound effect of household energy consumption in China under “30/60 target” (No.72104112).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
We acknowledge the contributions of associate professor Wang Jingjing.
REFERENCES
 Ai, H., Hu, S., Li, K., and Shao, S. (2020). Environmental Regulation, Total Factor Productivity, and Enterprise Duration: Evidence from China. Bus. Strat. Env. 29 (6), 2284–2296. doi:10.1002/bse.2502
 Ai, H., Zhou, Z., Li, K., and Kang, Z. (2021). Impacts of the Desulfurization Price Subsidy Policy on SO2 Reduction: Evidence from China’s Coal-Fired Power Plants. Energy Policy 157, 1–13. doi:10.1016/j.enpol.2021.112477
 Berrone, P., Fosfuri, A., Gelabert, L., and Gomez-Mejia, L. R. (2013). Necessity as the Mother of 'green' Inventions: Institutional Pressures and Environmental Innovations. Strat. Mgmt. J. 34 (8), 891–909. doi:10.1002/smj.2041
 Chen, S., and Chen, D. (2018). Air Pollution, Government Regulations & High-Quality Economic Development. Econ. Res. J. 2, 20–34. 
 Cheng, G., and Chen, X. (2019). New Path of Sustainable Development: Environmental Regulation and Technological Progress: An Empirical Test Based on Threshold Effect. J. Anhui Normal Univ. Humanit. Soc. Sci. 3, 69–77. doi:10.14182/j.cnki.j.anu.2019.03.009
 Davis, L. W. (2017). The Environmental Cost of Global Fuel Subsidies. Energy J. 38, 7–27. doi:10.5547/01956574.38.si1.ldav
 Dong, Z., and Wang, H. (2019). Local-Neighborhood Effect of Green Technology of Environmental Regulation. China Ind. Econ. 1, 100–118. doi:10.19581/j.cnki.ciejournal.2019.01.006
 Frye, T., and Shleifer, A. (1997). The Invisible Hand and the Grabbing Hand. Am. Econ. Rev. 87, 354–358. 
 Gao, C., Yin, H., Ai, N., and Huang, Z. (2009). Historical Analysis of SO2 Pollution Control Policies in China. Environ. Manag. 43, 447–457. doi:10.1007/s00267-008-9252-x
 Hart, S. L. (1995). A Natural-Resource-Based View of the Firm. Amr 20 (4), 986–1014. doi:10.5465/amr.1995.9512280033
 Herold, D. M., Jayaraman, N., and Narayanaswamy, C. R. (2006). What Is the Relationship between Organizational Slack and Innovation?J. Manag. Issues 18 (3), 372–392. 
 Hong, T., Yu, M., and Jiang, J. (2011). Determination of Industrial Pollution-An Empirical Study Based on Pollution Demand-Supply Schedule. Manag. Rev. 23 (10), 3–9. doi:10.16538/j.cnki.fem.2011.08.004
 Hou, B., Wang, B., Du, M., and Zhang, N. (2020). Does the SO2 Emissions Trading Scheme Encourage Green Total Factor Productivity? an Empirical Assessment on China's Cities. Environ. Sci. Pollut. Res. 27, 6375–6388. doi:10.1007/s11356-019-07273-6
 Iyer, D. N., and Miller, K. D. (2008). Performance Feedback, Slack, and the Timing of Acquisitions. Acad. Manag. J. 51 (4), 808–822. doi:10.5465/amj.2008.33666024
 Latham, S. F., and Braun, M. R. (2008). The Performance Implications of Financial Slack during Economic Recession and Recovery: Observations from the Software Industry (2001∼2003). J. Manag. Issues 20 (1), 30–50. 
 Li, W., and Zheng, M. (2016). Is it Substantive Innovation or Strategic Innovation? the Impact of Macroeconomic Industry Policies on Micro-enterprise Innovation. Econ. Res. J. 4, 60–73. 
 Li, X., and Liu, C. (2010). High-discretion Slack Resources or Low-Discretion Slack Resources-An Empirical Study on the Structure of Organizational Slack. China Ind. Econ. 7, 94–103. 
 Li, X. (2021). Environmental Regulation, Government Subsidies and Regional Green Technology Innovation. Econ. Surv. 38 (03), 14–23. doi:10.15931/j.cnki.1006-1096.2021.03.002
 Liang, D., Dong, H., Fujita, T., Geng, Y., and Fujii, M. (2015). Cost-effectiveness Analysis of China’s Sulfur Dioxide Control Strategy at the Regional Level: Regional Disparity, Inequity and Future Challenges. J. Clean. Prod. 90, 345–359. doi:10.1016/j.jclepro.2014.10.101
 Lim, S., and Prakash, A. (2014). Voluntary Regulations and Innovation: The Case of ISO 14001. Public Admin Rev. 74 (2), 233–244. doi:10.1111/puar.12189
 Nakaishi, T., Takayabu, H., and Eguchi, S. (2021). Environmental Efficiency Analysis of China’s Coal-Fired Power Plants Considering Heterogeneity in Power Generation Company Groups. Energy Econ. 102, 1–13. doi:10.1016/j.eneco.2021.105511
 Nie, H., Tan, S., and Wang, Y. (2018). Innovation, Firm Size and Market Competition: From the Evidence of Firm-Level Panel Data in China. J. World Econ. 7, 57–66. doi:10.3969/j.issn.1002-9621.2008.07.005
 Ren, S., Sun, H., and Zhang, T. (2021). Do Environmental Subsidies Spur Environmental Innovation? Empirical Evidence from Chinese Listed Firms. Technol. Forecast. Soc. Change 173, 1–12. doi:10.1016/j.techfore.2021.121123
 Schreifels, J. J., Fu, Y., and Wilson, E. J. (2021). Sulfur Dioxide Control in China: Policy Evolution during the 10th and 11th Five-Year Plans and Lessons for the Future. Energy Policy 48, 779–789. doi:10.1016/j.enpol.2012.06.015
 Sharma, S., and Vredenburg, H. (1998). Proactive Corporate Environmental Strategy and the Development of Competitively Valuable Organizational Capabilities. Strat. Mgmt. J. 19 (8), 729–753. doi:10.1002/(sici)1097-0266(199808)19:8<729::aid-smj967>3.0.co;2-4
 Shi, G., Zhou, L., Zheng, S., and Zhang, Y. (2016). Environmental Subsidy and Pollution Control: an Empirical Study Based on the Power Industry. Economics 15, 1439–1462. 
 Usman, M., and Jahanger, A. (2021). Heterogeneous Effects of Remittances and Institutional Quality in Reducing Environmental Deficit in the Presence of EKC Hypothesis: a Global Study with the Application of Panel Quantile Regression. Environ. Sci. Pollut. Res. 28 (28), 37292–37310. doi:10.1007/s11356-021-13216-x
 Usman, M., Makhdum, M. S. A., and Kousar, R. (2021). Does Financial Inclusion, Renewable and Non-renewable Energy Utilization Accelerate Ecological Footprints and Economic Growth? Fresh Evidence from 15 Highest Emitting Countries. Sustain. Cities Soc. 65, 102590. doi:10.1016/j.scs.2020.102590
 Wang, H., Tang, X., Xu, P., and Dong, Q. (2021). Effects and Influencing Mechanism of Environmental Subsidies on Regional Innovation Ability-Based on the Perspective of Spatial Spillover. J. Statistics 2 (8), 53–66. 
 Wang, Juanru., and Zhang, Yu. (2018). Environmental Regulation, Green Technology Innovation Intention and Green Technology Innovation Behavior. Stud. Sci. Sci. 36 (2), 321–360. 
 Wang, K., Yang, G., Liu, J., and Li, X. (2015). Research on Competition for IPO Resources, Government Subsidies and Companies’ Business Performance, 9. Manag. World , 147–157. 
 Wang, M., and Li, Y. (2021). Market Regulation, Product Consumption Choice and Enterprise Green Technological Innovation. J. Eng. Manag. 35 (2), 44–54. doi:10.13587/j.cnki.jieem.2021.02.005
 Wang, X., and Wang, F. (2019). No Resource or No Motivation? Government Subsidies, Green Innovation and Incentive Strategy Selection. Sci. Res. Manag. 40 (7), 131–139. doi:10.19571/j.cnki.1000-2995.2019.07.013
 Wang, Y., and Zhang, Y. (2020). Do State Subsidies Increase Corporate Environmental Spending?Int. Rev. Financial Analysis 72, 1–11. doi:10.1016/j.irfa.2020.101592
 Wen, Z., and Ye, B. (2014). Analyses of Mediating Effects: The Development of Methods and Models. Adv. Psychol. Sci. 22 (5), 731–745. doi:10.3724/sp.j.1042.2014.00731
 Wu, J., Tian, Z., and Long, X. (2018). The Impact of Government Subsidies on Corporate Innovation in Strategic Emerging Industries. Stud. Sci. Sci. 36 (1), 158–166. 
 Xiao, P., Jiang, A., and Yun, Y. (2019). Private Investment, Environmental Regulation and Green Technological Innovation-Analysis of Spatial Dubin Model Based on 11 Provinces and Cities in the Changjiang River Economic Belt. Sci. Technol. Prog. Policy 8, 44–51. 
 Xing, H., Wang, F., and Gao, S. (2019). Does Government Subsidy Promote Substantial Innovation in Enterprises: Influence Mechanism Based on Resource and Signal Transmission Attributes. Mod. Econ. Res. 3, 57–64. 
 Yan, G., and Yang, J. (2008). Implementing Mechanism of Total Emission Control SO2 in Power Sector. Environ. Sci. Technol. 5, 134–138. 
 Yan, X., Jin, X., and Tong, T. (2019). Research Hotspots and Development Outline of China’s Environmental Regulations: Based on Visualization Analysis of CNKI. Jiang Xi Soc. Sci. 5, 99–110. 
 Yang, J., Liu, Q., and Shi, J. (2015). The Value of Corporate Green Innovation Strategy. Sci. Res. Manag. 36 (1), 18–25. 
 Zhang, G., and Zhang, X. (2011). Review and Prospect of the Green Innovation Research Outline in Foreign Countries. Foreign Econ. Manag. 33 (8), 25–32. 
 Zhang, J., Zhang, Y.-x., Yang, H., Zheng, C.-h., Jin, K., Wu, X.-c., et al. (2017). Cost-effectiveness Optimization for SO 2 Emissions Control from Coal-Fired Power Plants on a National Scale: A Case Study in China. J. Clean. Prod. 165, 1005–1012. doi:10.1016/j.jclepro.2017.07.046
 Zhao, X., and Ma, C. (2013). Deregulation, Vertical Unbundling and the Performance of China's Large Coal-Fired Power Plants. Energy Econ. 40, 474–483. doi:10.1016/j.eneco.2013.08.003
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Wang, Zheng and Yue. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 13 July 2022
doi: 10.3389/fenrg.2022.904079


[image: image2]
Performance Verification of Bayesian Network–Based Security Risk Management and Control System for Power Trading Institutions
Shuqin Kong*, Lin Tian, Jiansheng Sheng, En Lu, Jingqing Luo and Yun Xu
Guangdong Power Exchange Center Co. Ltd, Guangzhou, China
Edited by:
Nallapaneni Manoj Kumar, City University of Hong Kong, Hong Kong SAR, China
Reviewed by:
Benyoh Emmanuel Kigha Nsafon, Kyungpook National University, South Korea
Premkumar M., GMR Institute of Technology, India
* Correspondence: Shuqin Kong, shuqing_kong@163.com
Specialty section: This article was submitted to Sustainable Energy Systems and Policies, a section of the journal Frontiers in Energy Research
Received: 25 March 2022
Accepted: 10 June 2022
Published: 13 July 2022
Citation: Kong S, Tian L, Sheng J, Lu E, Luo J and Xu Y (2022) Performance Verification of Bayesian Network–Based Security Risk Management and Control System for Power Trading Institutions. Front. Energy Res. 10:904079. doi: 10.3389/fenrg.2022.904079

Risk in power trading is unavoidable for various reasons. The impact of this risk would vary based on the trading characteristics that mainly depend on the market design and power purchase agreements. So, a security risk management and control system for power trading institutions based on a Bayesian network is designed to reduce the risk of power trading projects. As a part of the network, we first provided the overall architecture of the risk management and control system, which includes a malicious network behaviour detection module, controller selection module, data transmission module, and management and control result visualisation module. Second, the hardware test design was implemented by analysing each module’s working principle and function. Based on the hardware design of the system, the regression analysis method is used to evaluate the risk of power transactions, followed by market fluctuation prediction to obtain the prediction result induced risks. The relationship between security risks and risk-influencing factors is analysed using the Bayesian network. The initial list of risks is established, the uncertain risk factors are reasoned, and the security risk management and control model of power trading institutions is tested to achieve the goal of risk management and control. The experimental results show that this method’s risk management and control efficiency are high. At the same time, this method effectively realised comprehensive risk identification by reducing the loss to power enterprises and has near-practical application value.
Keywords: Bayesian network, electricity trading, risk control, virtual link, regression analysis method
1 INTRODUCTION
Network technologies (NTs) are being widely used in many applications. NTs mainly use data systems to manage and deliver digital resources through a computer network built specifically for a particular sector (Syuntyurenko and Gilyarevskii, 2021). Various industries currently use computer hardware and system software that maintain NTs. However, with the rapid development of information technology, the application scope of NTs has gradually expanded, especially for the emerging fields (cloud computing and big data) (Syuntyurenko and Gilyarevskii, 2021). The rise of NTs has greatly facilitated the stakeholders’ engagement and brought solid support for enterprise development and national progress (Charwand and Gitizadeh, 2018; Rinalini and Prakash, 2018). Although the convenience of using NTs has brought numerous opportunities, the increase in the number of users, software defects, diversification of network attack types, and other factors have increased the respective risk coefficient. Depending on the application and service (critical or non-critical), the impact of risk varies.
Considering the power and energy sector, NTs play a crucial role in power trading. At present, power transactions between the seller and buyer in the power industry are usually carried out through the network. A minor defect will lead to the whole system’s collapse and failure, putting the power trade and system at risk. The impact of this risk would vary based on the trading characteristics that mainly depend on the market design and power purchase agreements. Therefore, risk management and control of power transactions are of great practical significance to ensure the security of power transactions and enable the smooth operation of power services (Ito et al., 2018; Jack et al., 2018). To better understand the power transaction risk and mitigation measures that are already presented in the literature, we have conducted a brief review and found that only a few studies exist. Gao et al. (2017) designed a risk management method based on a system dynamics model for a power construction project. From the perspective of safety and benefit, the system dynamics model is constructed. Using the system dynamics model, the risk management system is divided into five subsystems: equipment setting, environmental safety, and safety management. Using Vensim_ PLE software, Gao et al. (2017) simulated the risk of a power construction project and obtained the relevant data at the initial stage of the project. They also obtained the safety scheme using an analytic hierarchical process. The system effectively coordinated with the quantities and improved production efficiency, but failed to produce comprehensive risk identification results. Yan et al. (2018) designed a risk management model for power selling companies considering the adoption of new energy resources. A conditional value risk theory model was used to analyse the power purchase proportion of power selling companies upon considering the conditions of new energy resources. At the same time, based on the principal–agent principle, a power sales model was established to analyse the impact of electricity price parameters on power purchase decision-making. Combined with results from the analysis of the two models, effective risk management was realised by Yan et al. (2018). Though this method has delivered a significant decision on risk, it failed to provide insights into economic loss–related decisions that occur in power enterprises’ operations. Wang et al. (2018), using a scenario method, simulated some random variables in the context of power selling and purchasing. The variables include spot prices and electricity demand. The results from Wang et al. (2018) revealed that sales and purchase decision-making and risk depend on the existing contracts. It was also observed that renewable energy penetration also has some impact. In another study, Lu et al. (2020) designed a visualisation system for power grid operation risk management and control. The system followed a five-tier architecture, including a network communication layer, model base support layer, data support layer, dynamic editing layer, and application system layer. The system is also enabled with an underlying support platform where relevant functions between various modules are built. Later, based on digital perception technology, the three-dimensional modelling of the power operation scene was carried out by Lu et al. (2020) to demonstrate the risk scene visually. The experimental results show that the system can visually display the scene of power risk and provide support for power risk management and control decision-making. However, the system has the problem of a long response time.
Based on the previous literature study, it is clear that the existing risk management approaches have certain limitations. There is a strong need to improve security in power trading. In order to improve the security of power trading and reduce the risk of power construction projects, this article proposed a Bayesian network–based security risk management and control system. This proposed method will assist power trading institutions with risk-free power transactions. The system improves the comprehensiveness of risk identification, reduces the economic losses of power enterprises, and enables the rapid control of safety risks.
The article is divided into five sections: Section 2 provides the design of the security risk management and control system, Section 3 provides various security risk control methods used in this study, and the performance results of the proposed method are presented in Section 4, followed by critical conclusions in Section 5.
2 DESIGN OF A SECURITY RISK MANAGEMENT AND CONTROL SYSTEM
2.1 Overall Architecture
Security risk management and control of power trading institutions are classified under the power trading system’s technical field. In such fields, every system has built an architecture upon which the system’s function would depend. Even for our proposed system, there is a need for architecture. The overall architecture of the risk management and control system includes a malicious network behaviour detection module, controller selection module, data transmission module, and management and control result visualisation module. In Figure 1, the overall architecture of the system is presented.
[image: Figure 1]FIGURE 1 | The overall architecture of the security risk management and control system of power trading institutions.
According to Figure 1, under the joint action of the four modules, the effective control of malicious network attacks can be realised, and the control results can be displayed to relevant personnel to help them make corresponding decisions. Therefore, the risk control system designed in this article has a good counteracting effect. Applying the system to the power trading environment can effectively prevent trading risks in the power trading market and assist power enterprises in making scientific decisions.
2.2 System Hardware Module Analysis
The overall architecture of the risk management and control system shown in Figure 1 can realise the effective control of safety risks under the joint action of various hardware modules. The specific functions and working principles of each module are provided in the following sections.
2.2.1 Malicious Network Behaviour Detection Module
Risk detection and identification are crucial in security risk management and control. Traditionally, the malicious network behaviour detection module is studied as very important research content in signal processing. It is widely used in many fields, such as communication networks and computer networks, to effectively ensure network security (Choi et al., 2019). At this stage, power trading is usually carried out through the network. Therefore, detecting malicious network behaviour in power trading networks is vital. In Figure 2, the workflow diagram of the malicious network behaviour detection module is presented.
[image: Figure 2]FIGURE 2 | Workflow of the malicious network behaviour detection module.
According to Figure 2, the malicious network behaviour detection module mainly comprises the connection relationship between network nodes. When there is a risk, the node with a problem can be marked as a risk node. Because the risk node often presents randomness, the association rule method is used to deal with the risk node. After excluding the risk node, malicious network behaviour detection can be realised.
2.2.2 Data Transmission Module
In security risk management and control, a large amount of data are bound to be generated. Dealing with these data is essential, given that it is a factor related to the effect of risk management and control. Usually, the mobile network will transmit data through a virtual link. The link will carry the data to the mobile network and then forward the data using the virtual link through the routing configuration to reach the desired terminal system location (Wu et al., 2021). Figure 3 shows how the data transmission is done.
[image: Figure 3]FIGURE 3 | Schematic diagram of data transmission.
From Figure 3, the virtual link seems logical from the data source to the receiving end. Here, the data source refers to the source terminal system. The receiving end refers to the terminal system, that is, the power trading organisation. Virtual links can transmit a variety of data in one-to-one or one-to-many connections. In each virtual link, there is a fixed bandwidth. The bandwidth again differs from one virtual link to another link. In this case, it is necessary to isolate each virtual link to make it independent so that the virtual link will not affect other links during use. At the same time, it will not occupy the bandwidth of other links, which ensures the independence of virtual links and shortens the security risk management and control time. Overall, it will improve the management and control efficiency.
2.2.3 Controller Module Selection
The rapid development of network and information technology has led to a sharp increase in data. Large amounts of data bring convenience to people but make the extraction and mining of data more difficult. In the context of power trading, the power transaction data are the internal information of electrical enterprises. Hence, the privacy-sensitive data in power transactions should be encrypted to improve the accuracy of the data and ensure that confidential information is not leaked. Specifically, the migration controller is used to encrypt the data. The primary function of the migration controller is to decide which data to encrypt and directly selects the data with encryption requirements (Chen, 2021). The data selection process of the traditional target server is more complex, and the migration controller has the advantage of a light workload.
2.2.4 Control Result Visualisation Module
Power transaction data and risks can be effectively processed with the help of the modules discussed in Sections 2.2.1–2.2.3. Therefore, the visual display of control results is the last link of the security risk control system. The results will be displayed to help relevant personnel make power transaction decisions and judgements. Figure 4 shows the visualisation interface of control results.
[image: Figure 4]FIGURE 4 | Control result visualisation interface.
It can be seen from Figure 4 that in the visual interface, the power transaction data and power risk prediction data of power enterprises over the years can be obtained intuitively. Such data can assist relevant personnel in transaction decision-making.
3 SECURITY RISK CONTROL METHODS
Based on the system hardware design, in order to realise the rapid and comprehensive control of security risk, we further studied the security risk management and control methods of power trading institutions.
3.1 Power Transaction Risk Prediction
The operational risk of power trading institutions in all trading links is analysed in a decentralised manner. The regression analysis method as proposed by Goli and Drechsler (2020) is used to assess the risk of power trading so as to realise the risk prediction. Eq. 1 provides the formulated objective function for risk prediction:
[image: image]
where [image: image] represents the objective function, specifically the electricity transaction cost; [image: image] represents the risk variation coefficient; [image: image] represents the state transition matrix; and [image: image] represents the number of factors affecting the transaction risk in the electricity market.
The power transaction risk characteristics are represented by the set [image: image], and the global optimisation of the power transaction risk characteristic sequence is carried out to obtain the extreme global value [image: image] and the extreme individual value [image: image]. The mathematical notations for [image: image] and [image: image] are given in Eqs 2, 3.
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where [image: image] represents the risk factor; [image: image] and [image: image] represents the risk probability distribution density; [image: image] represents the electricity purchase demand of the electricity transaction; [image: image] represents the electricity transaction compensation.
Based on Eqs. 2, 3, the market transaction cost proportion of the power transaction risk assessment is obtained using Eq. 4. Upon solving Eq. 4, the optimal solution for the objective function shown in Eq. 1 is achieved.
[image: image]
where [image: image] represents the market size.
The benefit gain output of power trading risk [image: image] is evaluated using:
[image: image]
where [image: image] represents the equity gain of the power company.
Based on the aforementioned five steps, a quantitative evaluation of power transaction risk is estimated. At the same time, future market fluctuations are predicted, and risk prediction is realised.
3.2 Realisation of Security Risk Management and Control
Based on power trading risk prediction results as per Section 3.1, the Bayesian network is used to establish power trading institutions’ security risk management and control models. The Bayesian inference and control knowledge are then transformed into a wide range of empirical analyses (Nie et al., 2018; Sierra et al., 2018; Duan et al., 2020). Here, we analyse the relationship between security risk and risk-influencing factors through a Bayesian network to achieve the purpose of risk control. The security risk management and control model of power trading institutions based on a Bayesian network is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Security risk control model of power trading institutions based on a Bayesian network.
According to Figure 5, the risk management and control model mainly selects the risk characteristics of power transactions from the set [image: image] and then establishes an initial list of risks and a Bayesian network structure. Then, the uncertain risk factors are inferred by the Bayesian network (Zhu et al., 2019; Kang et al., 2020; Lou et al., 2020), and the posterior probability of risk occurrence is obtained using
[image: image]
where [image: image] represents the objective probability and [image: image] represents the risk probability correction function.
The risk probability information is obtained according to the established risk management and control model, clearly including the entire power transaction stage. Since a large amount of probabilistic information is obtained in risk management and control, the Bayesian network nodes represent and store this information (Roostaei et al., 2021; Yan et al., 2021).
Considering the real-time variability of risk, the conditional transition probability reflects the risk variation coefficient. Equation 7 is used to estimate the conditional transition probability:
[image: image]
where [image: image] and [image: image], respectively, represent the risk attributes before and after transfer and [image: image] represents the degree of transfer of attributes.
Assuming that [image: image] is the risk attribute before the transfer and [image: image] is the risk attribute after the transfer, the transfer process expression between the two is given in:
[image: image]
where [image: image] and [image: image] represent the risk impact structure, as given in Eqs 9, 10 (Zhao et al., 2021):
[image: image]
[image: image]
where [image: image], [image: image], and [image: image] represent risk assessment parameters.
Upon the successful execution of the aforementioned steps, the design of the security risk management and control method is completed. Then, the effective management and control of the risks in each stage of the power trading project are realised. Figure 6 shows the flow chart of safety risk management and control of power trading institutions.
[image: Figure 6]FIGURE 6 | Flow chart of safety risk management and control of power trading institutions.
4 RESULTS AND COMPARISON
Simulation experiments are conducted to test the proposed method’s performance for realising security risk management and control between the power trading institutions. Results are shown for the proposed method; in addition, the results are compared with the methods proposed in the literature to verify the effectiveness of our method.
4.1 Simulation Experiment Environment Settings
The experimental hardware platform consists of a Core i7-2350M processor, 8 GB memory, and the Windows 10 operating system. SPSS 22.0 simulation software was used to process experimental data to ensure the accuracy of experimental results. Taking a large power enterprise as the test object, the performance evaluation of the system application was carried out. We collected power transaction data of the enterprise from the past 2 years to obtain a sample dataset containing 3,000 sample values. From this set, some samples are randomly selected to verify the effect of safety risk management and control. Table 1 shows the results of a descriptive statistical analysis of the relevant information about the power company.
TABLE 1 | Descriptive statistical results of relevant information of electric power enterprises.
[image: Table 1]In the aforementioned experimental environment, the control effects of different methods are verified. The results are analysed in Sections 4.2.
4.2 Analysis of System Performance Verification Results
4.2.1 Comparison of Safety Risk Management and Control Efficiency
Using the management and control time as an evaluation index for prediction efficiency, we verified power trading institutions’ safety risk management and control efficiency. The methods proposed by [5] and [6] are compared with the proposed method, respectively. The comparison results of the safety risk management and control time of power trading institutions are shown in Table 2.
TABLE 2 | Comparison of results of safety risk management and control efficiency of power trading institutions.
[image: Table 2]According to the results shown in Table 2, as the number of experiments continues to increase, the safety risk management and control time of the power trading institutions of the three methods gradually increases. When the number of the experiment is 5 times, the control time of the method proposed by Lu et al. (2020) is 15.7 s and the control time of the method proposed by Gao et al. (2017) is 13.8 s. At the same time, the prediction time using the method proposed in this study is only 12.2 s, which is 25.09% and 12.30% lower than the results obtained by Lu et al. (2020) and Gao et al. (2017), respectively. When the experiment number is 25 times, the control time of the method proposed by Lu et al. (2020) is 19.5 s and the control time of the method proposed by Gao et al. (2017) is 19.2 s. At the same experiment number, the control prediction time using the method proposed in this article is 14.6 s. For the increased experiment number, the observed difference in prediction time is 28.74% and 27.22%, respectively, when compared to the results provided by Lu et al. (2020) and Gao et al. (2017). Overall, it can be seen that the control time of our proposed method is shorter, indicating that the security risk control efficiency of this method is higher.
4.2.2 Comparison of Security Risk Management and Control System
The number of identified attack types evaluates the comprehensiveness of the risk management, and control effect is evaluated. Table 3 shows the test results of the number of identified attack types after applying the three methods.
TABLE 3 | Comparison results of the number of identified attack types.
[image: Table 3]After analysing the experimental results from Table 3, it can be seen that our proposed method can accurately identify the five types of attacks, and the identification results are more comprehensive. However, when we use the method by Lu et al. (2020) to identify the attack type, only two network attacks are identified. The MAC spoofing and Smurf attack are also lost. At the same time, the method by Gao et al. (2017) shows the same result, but the lost spoofings are DOS and MAC. So, it can be seen that the identification results of our method are more comprehensive, which shows that it is well suitable for the security risk control of power trading institutions. It can also effectively be used to realise the operational risk management of power trading, thereby improving the profitability of commercial power enterprises and their risk control ability.
4.2.3 Comparison of Economic Losses
The ultimate goal of security risk control of power trading institutions is to reduce the economic losses caused by risks and improve the economic benefits of power enterprises. Therefore, taking 2019 as a representative year, the economic losses after risk control by different methods are compared. The comparison results for economic loss are shown in Table 4.
TABLE 4 | Comparison of economic losses in safety risk control.
[image: Table 4]If we observe Table 4 for the method proposed in this article, the economic loss is 382,606.1 yuan. In contrast, the economic loss for the methods by Lu et al. (2020) and Gao et al. (2017) are 574,837.5 yuan and 986,982.3 yuan, respectively. From this, it can be seen that the economic loss under our proposed control method is the lowest, that is, 40.15% lower than the results provided in Lu et al. (2020) and 88.25% lower than the results provided in Gao et al. (2017). Overall, it can be understood that this method can effectively reduce the economic loss of the power enterprise transaction and may have a positive effect by improving the economic development of the enterprise.
To sum up, the control effect of the method in this article is better than that of the traditional method. It has a positive effect on control efficiency, risk identification, and economic loss, which thoroughly verifies its effectiveness.
5 CONCLUSION
This study aimed to resolve the risk-related problems faced by power trading institutions and the ineffectiveness of the existing methods to tackle such risk. This article proposed a Bayesian network–based security risk management and control system for power trading institutions. The Bayesian network was able to thoroughly analyse the relationship between security risks and risk factors. At the same time, a security risk management and control model for power trading institutions is established to achieve risk management and control. The experimental results showed a positive outcome. The comparisons with the traditional method highlighted the advantages of risk management and control efficiency, the comprehensiveness of risk identification results, and control of power enterprise losses.
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The electricity market is evolving rapidly from pre-bid to spot markets, where the transactions between producers and consumers have become crucial and are vulnerable to safety risks. In addition, the new modes of transaction are also becoming popular and are said to have some risks. To reveal the impact of the new electricity transaction mode—spot market—on the safety risk and generation benefit, this article presents a simulation method connecting the transaction results and operation process. To verify the effectiveness of the proposed method, an actual cascade hydropower station (CHS) in the Dadu River basin, Southwestern China, which comprises eight hydropower stations, is selected. Hydraulic power matching among the CHSs is discriminated from four aspects with multiple indicators combined with the reality of a hydropower-dominated market in Sichuan, China. The dispatching decision-making process of hydropower generators is described with a multi-objective optimization model and then solved with a fast search strategy based on the classical output calculation method in hydrology. The security risks and economic damage hidden in the day-ahead market on a certain day are discovered and analyzed. The technology proposed provides support for bidding decisions in spot transactions and satisfies the reality during the transition period of electricity reform.
Keywords: electricity spot market, cascade hydropower stations, hydraulic power matching, multi-objective optimization, risk and economic evaluation
1 INTRODUCTION
Hydropower is and will be playing a critical role in global carbon neutrality and climate change; its global installed capacity is 1,360 GW (Wang et al., 2022). In China, the installed capacities reached 350 GW (Wang et al., 2022). The scale continues to expand globally and in China with the increasing demand and governmental commitment to carbon neutrality (Wang et al., 2022). Though measures have been taken, harvesting hydropower has not been uniform in all the regions for various reasons (Saini and Saini, 2019). When considering enrichment regions such as southwest Sichuan and Yunnan Province of China, harvesting hydropower remains challenging (Zhang et al., 2017). Sichuan is an important energy-producing area with 78 GW hydropower capacity to cover nearly 80% of the regional power supply (both reservoirs and runoff plants) (Luo et al., 2021). Under the constantly deepening electricity market reform, hydropower must be brought to market in Sichuan (Khorasany et al., 2020; Nunna et al., 2020). Unfortunately, a significant number of generators are unfamiliar with spot transactions; therefore, we attempt to build a bridge between the result of spot transactions and the operational process of cascade hydropower stations (CHSs), which shows the potential risks of the transactions more clearly and helps generators in bidding decision-making.
1.1 Research problem and literature review
The power supply is surplus in the wet season but is slightly close-fitting during the rest of the periods in Sichuan, China (Tian et al., 2021). In 2016, the total energy loss of water spillage was 28.75 billion, equivalent to 8 billion CNY (approximately 1.18 billion USD) (Ye et al., 2018). As a result, interprovincial transmission is hindered by channel capacity and economic policies (Li et al., 2018). At the same time, internal absorption lacks low vitality under the current market and dispatching model (Liu et al., 2018). Therefore, there is an urgent need for a market-oriented transaction model which will guide the investment direction accurately, improve the initiative of generators, and reduce the waste of low-carbon and renewable energy (Zhang et al., 2018; Zhang Z. et al., 2021). But the power system reform that came in 2015 introduced more intense competition in the electricity market (Lei et al., 2018); since then, generators can complete medium and long-term contract transactions skillfully (Yu et al., 2019). However, since August 2017, Sichuan and the other seven provinces have been encouraged to carry out pilot power spot transactions to provide the experience of full market development. By the end of 2022, each pilot would have been put into trial operation under the government’s guidance, but the development process has been slow. As the only hydropower-dominated electricity spot pilot in China (Cai et al., 2021), both market organizers (MO) and generators are not fully prepared for the new market. System operators have habituated themselves in to generating electricity according to dispatching schedules and enjoying preferential pricing from the government (Wang J. et al., 2018; Ye et al., 2020). Subsequently, it has become a mandate to reveal the relationship between the results of spot transactions and the operational process of the reservoirs to expose risks, but research in this cognate area remains sparse. As a result, the day-ahead market has shortened the trading interval to 15 min for power generators. The traditional long-term economic dispatching strategy that aims to maximize generation capacity (Akbari-Dibavar et al., 2021; Lu et al., 2021) is being solved by large-scale optimization algorithms (Niu et al., 2018), which cannot satisfy demand.
Researchers in the literature have achieved some progress in the short-term optimization of CHSs (Sioshansi, 2015; Rasmussen et al., 2016; Apostolopoulou and McCulloch, 2019; Shafiekhani and Badri, 2019; Wang et al., 2019; Lu et al., 2020; Su et al., 2020; Zhang S. et al., 2021). However, there is significant deviation between the linearized solution and actual operation of the power stations (Sioshansi, 2015; Apostolopoulou and McCulloch, 2019). In addition, researchers have paid much attention to the bidding strategy, which directly affects the returns of the generating companies (Shafiekhani and Badri, 2019; Wang et al., 2019; Su et al., 2020). The comparison between the bidding and clearing results has been of less concern (Zhang S. et al., 2021), resulting in ignoring key factors such as unit and reservoir operating safety (Lu et al., 2020). So, turning to MOs could be a possible option, but the transition still lacks a distinct clearing model for the hydropower-dominated spot market. In some other hydropower systems, such as in Brazil and other countries, hydropower is purchased at a subsidized price to ensure adequate power supply (de Queiroz et al., 2016) where the generator can conduct self-dispatching as a pricemaker (Loschenbrand and Korpas, 2019).
On the contrary, in pool-based hydropower systems, such as in Norway and Sweden, the generation schedule and settlement price are determined with unified clearing (Pereira et al., 2017; Seljom and Tomasgard, 2017), similar to that in Sichuan, China. Meanwhile, when considering power line lock, the locational marginal price (LMP) from PJM, US market, is involved (Exizidis et al., 2019; Ali et al., 2021), and then a unique weighed clearing price is obtained. Due to the slow progress of clearing, MOs have to complete this task with security-constrained economic dispatch (SCED) in the day-ahead market (Xu et al., 2017). At the same time, real-time load balance and inflow uncertainty would be solved by bidding in a real-time market (Zhou et al., 2020). Finally, signed contracts in medium- and long-term markets are decomposed and then involved in a settlement-based “contract for difference (CFD)” to minimize bidding risk (Douglas Foster et al., 2019). The root cause of this issue is attributed to the complex, nonlinear coupling relationship between the CHSs, which is shown in the following aspects. Firstly, inflow is the primary factor of market supply capacity, resulting in different bidding strategies (Helseth et al., 2017; Li et al., 2019). Then, the water from the upstream power station will be used as the inflow of the downstream power station, which directly affects the power generation process (Wang X. et al., 2018). When multiple owners manage a cascade system, this information is unknown. A study attempted to divide the alliance according to the hydraulic connection to overcome owners' restrictions. The rationality of alliance with the symbiosis theory was proposed by Zhu et al. (2021) which later verified alliance’s stability with the game theory (Liu et al., 2020). But here comes a new problem: when there are multiple nodes in the basin, as in the Dadu River, the alliance will collapse automatically and SCED must take the power station as the unit. Last but not the least, different from thermal power (Ye et al., 2017), it is impossible to forecast inflow accurately. However, in timely checking the transaction results according to the real-time parameters and rolling bidding in the real-time market can be a good choice. For this, simulation and verification in advance are essential measures to mine and avoid risks (Huang et al., 2019). The development of intelligent systems and software packages makes this simulation and verification more convenient. Ding Q et al. developed a spot transaction decision support system (Ding et al., 2018). Zakeri et al. (2016) simulated a multiregional electricity market, which made generators respond quickly to changes in market rules and environment. More recently, such simulations and decision-making in the electricity market have become more popular as the power generation systems became an integral part of the smart grid systems (Ringler et al., 2016). Whereas the previous research of Ivar Skjelbred and Kong (2018) made intraday replanning after simulating the actual operation process. The study by Aliabadi et al. (2017) concluded bidding decision-making by simulating the bidding behaviors of generators under different market modes, such as capacity and auxiliary market. Chen et al. (2017) applied the same method in another hydro-dominated environment for the power generation system in Yunnan Province of China.
1.2 Key contributions
Considering the research problem and gap stated in Section 1.1, we re-stored the results of spot transactions for CHSs to the operation process of reservoirs and stations by fully considering the hydroelectric coupling relationship between the CHSs. Some indicators are selected to describe the mismatch between the CHSs quantitatively. The Sichuan electricity spot market is considered as the case study. The meaning and discrimination methods of hydraulic power matching between the CHSs are described from four aspects with the help of multiple numerical indicators. We simulated the dispatching decision-making process of CHSs with a multi-objective optimization model followed by a fast search strategy for an equilibrium solution. The results provide the basis for load adjustment and bidding decision-making in the real-time market.
The key contributions of this study are as follows:
• In the transition period from the dispatching schedule to market transaction, this study puts forward a reliable risk identification and auxiliary decision-making approach that allows verification with the actual system.
• An efficient and accurate search strategy for multidimensional, nonlinear, and multi-objective problems is proposed, which expands the classical output calculation of hydrology from a single power station to the CHSs.
• The hydraulic power matching between the CHSs is quantified from multiple dimensions, providing a reference for subsequent transaction strategy decision-making and clearing improvement in the hydro-dominated market.
This study is organized into six sections. Section 2 presents the matching discrimination methods for the results of spot transactions. Section 3 demonstrates the model for simulating the dispatching decision-making of the CHSs in a market transaction and its calculation strategy. Section 4 presents the case study and test system used for an investigation, followed by results and discussion in Section 5. Lastly, the conclusions and drawbacks drawn from this study are presented in Section 6.
2 MATCHING DISCRIMINATION METHODS
The spot electricity market is still immature in Sichuan, mainly reflected in the single type of transaction. Currently, only the day-ahead and real-time markets of electric energy have been open for the time being. In the former, the generators submit each period’s generation capacity and bidding price one day in advance (D-1). Turning to the latter, only the maximum generating capacity is submitted 1 hour in advance (T-1). The transaction results are distributed after the unified clearing of the MO. The complete process of spot transactions is illustrated in Figure 1.
[image: Figure 1]FIGURE 1 | The time flow of spot trading in Sichuan.
Natural runoff significantly affects the supply and demand situation of the high-proportion hydroelectric power market. The supply exceeds demand during the wet season (June to October), resulting in a significant waste of hydropower resources. In the dry season, the supply is close-fitting due to the restrictions in coal supply. To promote hydropower absorption during the wet season, the waste of clean energy is reduced and sufficient power supply during the dry season is ensured, and hydropower plants only participate in spot market bidding during the wet season. The monthly hydropower generation, the power demand of Sichuan, and inflow runoff in the largest hydropower station are therein illustrated in Figure 2.
[image: Figure 2]FIGURE 2 | Annual runoff, generation, and load demand: Sichuan power grid.
To maximize the utilization of hydropower resources in the basin, the same owner’s CHSs adopt a unified method to optimize the volume and price combination process of each power station in the cascade according to the hydraulic connections therein, thereby forming a volume price and declaration plan for each power station in the cascade. However, the MO pursues minimization of expenditure during market clearing. Meanwhile, large-scale cascade hydropower clusters are often divided into multiple planning units during market clearing. Compared with the declared plan, both loads of a single power station at each time period or the load between the power stations in the same time period must have undergone significant changes. Therefore, it is necessary to simulate the load results according to the mode of organization and verify whether there is a mismatch between hydraulic and power in the cascade system.
The CHSs usually consist of one or two reservoirs connected with a series of runoff stations. The mismatch within the CHSs is described as follows: the upstream obtains less volume due to bidding failure, so they have to release less water. As for the downstream, the low running water head makes the power generation task impossible to complete when water is insufficient. This deviation may cause a loss of revenue. As the reservoir reaches the upper limit of storage capacity, all stations are forced to release water; a large amount of water spillage means clean energy wastage. Unfortunately, this mismatch occurs almost every day in the wet season.
The matching verification focuses on four aspects and has been quantified with many indicators. Firstly, output simulation ensures that the real-time output covers the transaction results and fully uses the water resources. Secondly, safety operations are checked to verify whether the hydraulic and electric constraints are damaged. Then, more attention is paid to the process of water spillage, the quantity of water, and generation of waste. Lastly, the benefit from the bidding is evaluated according to the settlement rules. When a mismatch occurs, it is advisable to strive for more capability in real-time bidding, which guarantees reservoir safety and benefits in market competition. The technology roadmap is displayed in Figure 3.
[image: Figure 3]FIGURE 3 | Technology roadmap.
2.1 Output simulation
This part analyses the simulation results from the generation output. In addition to the apparent output deviation, the calculation results of the following four indicators can also show the effect on economic operation.
2.1.1 Water resource utilization
It is a numerical indicator reflecting the runoff conversion efficiency of a hydropower plant, which is recorded as [image: image] (%):
[image: image]
2.1.2 Load rate
It is an economic indicator to measure the utilization degree of units. It is recorded as [image: image] (%):
[image: image]
2.1.3 Comprehensive water consumption rate
The water consumption per unit of power generation is recorded as [image: image]:
[image: image]
2.1.4 Generating equipment availability hours
The operating hours of power generation equipment under full load operation are recorded as [image: image] (h):
[image: image]
In the calculated results, if the load rate and availability hours are low for the stations with reservoirs, it results in low water resource utilization or high water consumption rate, or even the load transaction task cannot be completed for other stations. This result indicates that the transaction results exhibit the risk of mismatch between upstream and downstream operations.
2.2 Safety risk identification
The safety of reservoirs and generating units is the basis and premise for successfully implementing transaction results. Therefore, it is necessary to reveal and warn the risks in advance when hydraulic power mismatch threatens the safe operation.
The vibration areas of each plant should be avoided as much as possible during power generation and this is determined by a ternary, implicit function containing the vibration area, real-time net head, and available status of each generation unit:
[image: image]
The forebay elevations of reservoirs are usually limited to below the maximum in the wet season, which leaves surplus storage space for uncertain inflow. However, it is contradictory to the efficient production of electricity. It is insufficient to consider the upper and lower bounds of forebay elevations of reservoirs alone. The change speed of elevations during the dispatching period is also crucial to the safety of hydraulic structures. In particular, this constraint is indispensable for reservoirs.
Besides power generation, reservoirs usually play an important role in shipping, agricultural irrigation, and ecological landscapes. These functions put forward a series of constraints on the water release of the reservoirs.
2.3 Estimation of water spillage
When the forebay elevations of reservoirs gradually rise to the upper bound, the water spillage from the plants will naturally ensue, which implies a waste of renewable energy. The electricity loss with water spillage concerns generators, dispatching institutions, and government sectors.
This part pays attention to three aspects: firstly, time recognition to determine the time and distribution range of spillage water. Secondly, calculated natural water loss in the whole dispatching period. Finally, the conversion of water loss into generation wastage according to Eq. 6:
[image: image]
where [image: image] represents the generation wastage caused by water spillage ([image: image]).
2.4 Benefit evaluation
In the current electricity market, spot transaction, including day-ahead and real-time markets, is only a supplement to medium- and long-term contracts. The load curves after day-ahead market clearing are formed by superimposing the following curves: interprovincial power-transmission curve, prior electricity generation curve, decomposition curve of medium- and long-term contracts, and the curve in the day-ahead market. Each part uses a different method for settlement, and the specific mode is shown in Figure 4. The first two parts represent fixed price, while the settlement mode based on CFD leads to bidding risk, which directly determines the benefits of the bidding.
[image: Figure 4]FIGURE 4 | Load curves under day-ahead market clearing and corresponding settlement modes.
CFD is a reasonable path to reduce the loss of bidding failure in the immature market environment. Medium- and long-term contracts can avoid economic risks as far as possible. The profit is mainly from medium- and long-term contracts and day-ahead market, then reducing power deviation in real time. The benefits under the CFD settlement method are calculated as follows:
[image: image]
where [image: image] represents the total benefit ([image: image]) of station k settled with CFD.
3 MODEL AND ALGORITHM
3.1 Model description
When receiving the transaction result, generators are willing to fully use reservoirs’ regulation capacity to complete tasks with low water consumption. However, the failure of hydraulic power matching causes output deviation and water spillage, especially for runoff stations. Therefore, we describe the dispatching decision-making process of CHSs with an optimization model, whose results will reflect the real power generation operation process.
Objective 1: the output of each station shall be close to the transaction result as much as possible, that is, minimizing the deviation:
[image: image]
Objective 2: improve the utilization efficiency of water resources and reduce water consumption, especially water spillage:
[image: image]
Constraint conditions:
(a) Water balance
[image: image]
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(b) Forebay elevation of reservoirs
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(c) Water discharge
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(d) Water release
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(e) Vibration areas of plants
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(f) Relationship between forebay elevation and volume
[image: image]
(g) Relationship between tail-race elevation and water release
[image: image]
(h) Reservoir net head
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(j) Hydroelectric power generation function
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(k) Types of variables
[image: image]
3.2 Algorithm
The simulation model above is a complex optimization problem with multiple dimensions, stages, and objectives, whose Pareto front is almost impossible to be described thoroughly. Moreover, the time to search for the complete solution set is far more than 15 min, which is not conducive to rapid decision-making in the spot market. Decision makers determine whether there is a mismatch through a few equilibrium solutions in a short time and then formulate bidding strategies in a real-time market. Therefore, we redesigned the fast search algorithm for an equilibrium solution from the reality of decision-making.
The algorithm design considers the following principles: firstly, objective 1 is directly related to the benefits and deserves more attention. Then, minimizing the error during calculation restores the real operation process of the stations’ reservoir and runoff. Last but not the least, reasonable time consumption spares enough time for marketing decision-making.
In order to maintain the balance and stability of the grid, generators organize power generation in strict conformity with the transaction results such that the actual output is not greater than the expected output. Suppose the hydraulic power matching relationship is destroyed, the transaction result will be regarded as the infeasible solution of the above optimization. Considering this, we fully use the solution’s information and retain the original transaction result as much as possible to reduce the output deviation. The classical output calculation method in hydrology can quickly obtain the forebay elevation and water discharge process corresponding to each result. Especially after complete iteration using binary search, it will converge to the maximum generation capacity corresponding to the current water volume.
The input of inflow in each period is the key to accurate calculation, and it is also an essential feature of CHSs. However, the propagation time of flows τ between the CHSs cannot be ignored in short-term scheduling operations. Thus, the asynchronous propagation of water energy divides the complete calculation process into three parts, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | The effect of the propagation time of flows τ.
We discard the linearization of constraint (21) to maximize the accuracy of the calculation. Moreover, the binary search compresses the target space and ensures the stability of the solution. Finally, the solution set consists of some transaction results and the closest output. It is the dominant solution of objective 1, a Pareto equilibrium solution of the multi-objective problem. The specific steps are described as follows and shown in Figure 6.
Step 1: The initial forebay elevation [image: image] and load transaction result [image: image] are recorded.
Step 2: The inflow information is unknown in both part 2 and 3; thus, the periods of each station in part 1 is first calculated with the output calculation method in hydrology and binary search. The result, including forebay elevation, water discharge, and release, is input to subsequent calculations according to time propagation as shown in Figure 5.
Step 3: The flow propagation in Figure 5 represents the propagation direction of inflow information: the inflow of each period is calculated one by one according to eq. 11, and the output calculation repeated until the operation results of all points are obtained successively.
Step 4: The safety risk and economic evaluation indicators are calculated with the results in Step 3 according to Section 2. Then, the matching among the CHSs is analyzed.
[image: Figure 6]FIGURE 6 | Algorithm for simulation and verification.
4 CASE STUDY: CASCADE HYDROPOWER SYSTEM IN THE DADU RIVER BASIN
This article uses an existing cascade system in the Dadu River basin, Southwestern China. The positions and configurations of the CHSs are illustrated in Figure 7, which comprise eight hydropower stations named HZY, DGS, PBG, SXG, ZTB, SP, GZ, and TJZ. Their total capacity reaches 11,095 MW, and the parameters of each station are listed in Table 1. The CHSs are all managed by Dadu River Hydropower Development Co., Ltd. and naturally adopt a consistent bidding strategy in the electricity market. In addition, the total capacity of the eight stations accounts for nearly 20% of the power supply in Sichuan, China. Any deviation caused by hydraulic power mismatch among the CHSs will threaten the stability of the power grid.
[image: Figure 7]FIGURE 7 | Distribution of the hydropower stations.
TABLE 1 | Hydropower station parameters.
[image: Table 1]5 RESULTS AND DISCUSSION
The total load transaction result of the test system mentioned above is 625 GW. However, the load deviation reached 10.1 GW due to mismatch, which accounts for 1.62% and almost covered all the middle and later schedule periods. Among them, the most significant deviation appears in ZTB (8433 MW), accounting for 17.4% of that station’s total load transaction result. GZ and TJZ account for 1.2 and 1.8%, respectively. The load deviation time distribution is shown in Figure 8.
[image: Figure 8]FIGURE 8 | Completion results for the load transaction result, from left to right: ZTB, GZ, and TJZ.
Changes in the water heads at some hydropower stations during the operation are plotted in Figure 9 to ascertain the reasons for failure to satisfy the transaction generation. The operating head of the power station is below the design head in ZTB, GZ, and TJZ (TJZ is lower in some periods), which can cause output attenuation among the hydropower stations.
[image: Figure 9]FIGURE 9 | Changes in water head during operation, from left to right: PBG, ZTB, GZ, and TJZ.
The various economic indices of different CHSs mentioned in Section 4 are calculated and listed in Table 2. The water resource utilization and load rates of HZY, DGS, SP, and GZ are lower than those of the other four hydropower stations. The water consumption rate for ZTB and SP is higher than is for the others because there is a significant negative correlation between the rate of water consumption of hydropower stations and the head of water during the operation of such hydropower stations.
TABLE 2 | Calculated economic operation indices.
[image: Table 2]In summary, the hydraulic power mismatching among CHSs is hidden in spot transaction results; the abundant hydropower resources in the basin are not fully utilized in the wet season. HZY, DGS, ZTB, and SP should fully excavate their generation capacity and fully compete in the real-time market.
Figure 10 shows the combination and distribution of vibration zones in HZY and PBG, the two plants with reservoirs and a huge installed capacity in the test system. All CHS units were available on; the check shows that the transaction results of the various hydropower stations in all intraday time periods do not fall within the fluctuation range.
[image: Figure 10]FIGURE 10 | Range of fluctuation of hydropower stations HZY and PBG.
The initial forebay elevations of each station correspond to the forebay elevations at 00:15 on that day. Moreover, the daily rate of change in forebay elevations at hydropower station HZY is 0.5 m/d. In comparison, PBG presents a daily growth rate and reduced rates of 1.2 m/d and 1.5 m/d, respectively. The simulation results of the water level are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Changes in forebay elevations at CHSs.
The changes in water levels at various hydropower stations were obtained through simulation. Except for hydropower station SP, the highest water levels of the other hydropower stations do not reach the normal pool level. By contrast, the reservoir water levels satisfy the requirement of flood control safety in flood seasons. However, the hydropower station ZTB operates at a low water level for a long time and hydropower stations GZ and TJZ also operate at a low water level for some time periods. This causes the water head at these hydropower stations to be much lower than the design head of the generating units.
In summary, 3.38 [image: image] of clean electricity is dissipated due to water spillage among the test CHSs, which is more than twice the actual power generation of 1.56 on the day. Nearly all power stations spill water, except PBG and ZTB. It is noticed that this situation happens in all periods in HZY and SP. The spilled water and generation wastage process of each station is illustrated in Figures 12–14. The numbers shown in Figures 12–14 denote the total intraday water loss and generation wastage caused by water spillage at various hydropower stations.
[image: Figure 12]FIGURE 12 | Calculated spilled water and generation wastage from HZY and SP.
[image: Figure 13]FIGURE 13 | Calculated spilled water and generation wastage from DGS and SXG.
[image: Figure 14]FIGURE 14 | Calculated spilled water and generation wastage from GZ and TJZ.
Same as the price bidding strategy, the average price transaction results among CHSs are observed to be the same. Nevertheless, the profits exhibit a noticeable difference (see Figure 15). As an objective economic law, there is a direct natural relationship between income and power generation. For example, the electricity generation at PBG is three to five times that at the other hydropower stations. However, HZY and SP separately account for 1/9 and 1/15 of the electricity generated at PBG.
[image: Figure 15]FIGURE 15 | Comparison of profit and power generation among the test system.
Moreover, the CFD settlement method causes the loss of profits from power generation. DGS and SP do not satisfy the electrical energy generation required from medium- and long-term markets in many time periods during the bidding process. In this context, the profit margin is squeezed.
The model and technology proposed have been incorporated into the spot transaction bidding system for CHSs of CHN Energy Co., Ltd. (Figure 16). Relying on a comprehensive data collection and transmission cloud platform, the system can automatically capture inflow, water level, unit status, transaction information, and others. Adaptively rolling simulation and deduction can realize real-time transaction risk monitoring a day ahead and assist bid decision-making. Up to now, the system has been running stably for nearly 2 years. The actual risk warning of safety and economic operation results of the system on a certain day are illustrated in Figures 17, 18, respectively.
[image: Figure 16]FIGURE 16 | Login and home pages of spot transaction bidding system for CHSs of CHN Energy Co., Ltd.
[image: Figure 17]FIGURE 17 | Risk warning of safety operation results in the spot transaction bidding system.
[image: Figure 18]FIGURE 18 | Economic operation results in the spot transaction bidding system.
6 CONCLUSION
Considering the requirements of electricity market reform and reality in a hydro-dominated power system, a simulation approach to risk and economic evaluation among CHSs in spot transactions was proposed. Hydraulic power matching is the key, as well as a difficulty of the problem, so multiple numerical indicators from four aspects were selected to describe it. Furthermore, a model to simulate the decision-making process of hydropower generators was constructed and solved with an algorithm strategy that considers minimum error and reasonable time consumption. In this process, the classical output calculation of hydrology was expanded from a single power station to CHSs. Finally, a cascade system in Southwest China comprising eight hydropower stations with their real transaction results was used for verification. Through discussion, the security risks and economic damage hidden in the day-ahead market on a certain day were discovered and analyzed. The technique proposed provides support for bidding decisions in spot transactions and satisfies the reality during the transition period of electricity reform.
The proposed method’s deficiency lies in regarding the propagation time of flows between the CHSs as a fixed value during calculation. However, the flow propagation time changes dynamically during a hydropower station’s actual operation. Thus, the actual propagation time presents a certain difference relative to the fixed value used during calculation, which influences the calculation of the actual change of forebay elevations under corresponding outputs from hydropower stations to some extent. In subsequent research, the propagation time of flows will be introduced to calculations after being graded and calibrated to reduce the errors.
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The accurate measurement and management of energy risk have become important issues of the economic development and energy security for all countries. The existing literature generally adopts the Value at Risk (VaR). However, VaR does not satisfy the subadditivity axiom to measure the energy risk, which makes the calculation defective. In this paper, we use the Conditional VaR (CVaR) with the characteristics of coherent and convex risk measurement to measure energy risk under nonparametric kernel (NPK) framework. We consider how to use the energy derivatives to hedge the price risk of energy so that the result is more reasonable and effective. The empirical results show that the NPK method that we propose is more effective to measure the actual energy risk and carry out more effective risk hedging.
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1 INTRODUCTION
Energy is an important driving force for the development of the world’s economy. The development of any country cannot be separated from the contribution of energy. However, due to its non-renewability, the total energy consumption is decreasing while the demand is increasing, which will inevitably lead to the imbalance between supply and demand, and the sharp fluctuation of energy price. In addition, energy is dominated by a few countries, and for political and economic purposes, some energy-exporting countries often control energy-importing countries by reducing or expanding their energy supplies, which raises the risk of energy price fluctuation. Energy risk involves national and even global economic development in all aspects. In particular, in those countries with greater energy dependence, the impact of the international energy market is more obvious (Youssef et al., 2015). Therefore, how to measure the energy risk accurately and how to monitor and manage the risk have become important issues that need to urgently be solved.
The Value-at-Risk (VaR) method is an effective tool in energy risk measurement. The method was first proposed by the J.P. Morgan Group in 1994 to estimate the maximum possible loss to an asset or portfolio of assets for a given future period, at a given level of confidence (Jorion, 2000). This concept not only covers the two risk characteristics of uncertainty and loss but also allows people to choose a specific subjective probability according to their own risk preferences, and its measurement of risk is very close to people’s psychological feelings of risk. Therefore, once VaR was proposed, it was promptly promoted and was included in the supervisory indicators successively by the Basel Accord (1995) and EU Capital Adequacy Directive (1996). Driven by the Basel Degiannakis (2004) Committee on Banking Supervision and the International Organization of Securities Commissions, VaR has gradually developed into a common international risk measurement standard (Duffie and Pan, 1997; Engle and Manganelli, 2004). Since the diffusion of the Risk Metrics (RM), there is a dispute on how to do calculate VaR. Several approaches have been proposed and may be classified into three families: nonparametric historic simulation approaches, the parametric model approaches based on an econometric model for volatility dynamics, and the extreme value theory. However, these methods which have not reflected the current volatility (Youssef et al., 2015). Mcneil and Frey (2000) propose a combined approach to overcome the drawbacks. At present, there is a large body of literature that has studied financial assets using VaR (Angelidis et al., 2004; Tang and shieh, 2006; Kang and Yoon, 2007; Jinbo et al., 2020), and there are many studies that have focused on energy risk (Costello et al., 2008; Fan et al., 2008; Marimoutou et al., 2009; Krehbiel and Adkins, 2015). Aloui and Mabrouk (2010) use three long memory models (i.e., FLGARCH, HYGARCH, and FLAPARCH) to estimate the VaR of energy products basis on different hypotheses of error distribution; based on Aloui’s study, Youssef et al. (2015) consider the extremum theory focusing on the tail distribution rather than on the entire distribution, and the results show that the FIAPARCH model with extreme value theory is more effective in prediction. In terms of energy risk management, Sadeghi and Shavvalpour (2006) believe that accurate price forecasting can help reduce portfolio risk. The existing literature is based on the principle that different kinds of products can be combined to invest and spread risk and propose that portfolio investment is applied to the field of energy risk management to avoid the risk brought by fluctuation of energy price. Wu et al. (2007) believe that the risk index model based on portfolio theory can guarantee the safety of China’s oil imports. Muñoz et al. (2009) have established the linetype system model to calculate the cash flow to get the ROI at the lowest risk and study the portfolio risk of Spain’s energy market. Vithayasrichareon and Macgill (2012, 2013) use the Monte Carlo method of portfolio analysis to setup Thailand’s energy pricing.
The wide application of VaR has led to many in-depth studies, and researchers quickly began to compare VaR with other indicators. Artzner et al. (1997, 2010) proposed the theory of coherent risk measurement, which they believe should satisfy at least four axiomatic conditions: monotonicity, subadditivity, positive homogeneity, and translation invariance. Artzner et al. (1997, 2010) pointed out that VaR does not satisfy the subadditivity axiom in the theory of coherent risk measurement; that is, the combined risk measured by VaR may not be less than the sum of the single risks, thus breaking the risk diversification principle in portfolio theory. Meanwhile, many scholars pointed out that the VaR only reports one quantile of the distribution of returns (or losses) and does not focus on the risk distribution behind the quantiles. Because of the VaR deficiencies, Rockafellar and Uryasev (2000) proposed the concept of CVaR, which refers to the mathematical expectation of all losses exceeding the VaR level. Studies by Acerbi and Tasche (2002) show that CVaR is an index of coherent risk measurement that compensates for the shortcomings that VaR does not satisfy the subadditive axioms. It can be seen from the definition of CVaR that it focuses on the mean value of the distribution tail of the rate of return, and thus is more sensitive to changes in the tail than the VaR, making up for the defect that VaR is only one quantile and is not concerned with the losses beyond the quantile Hu et al. (2017). In addition, CVaR is a convex risk measurement. It is theoretically accepted as a more reasonable and effective risk measurement tool than VaR. CVaR is now written into Basel III as a risk measurement and monitoring tool. Zhang et al. (2018) added CVaR to model constraints, established a two-stage unit commitment model, and considered energy storage and demand side response in the model. Hu et al. (2017) considered CVaR in the objective function, conducted risk modeling of unit combination of power system based on CVaR theory, and considered the uncertainty of wind power in the model. Jin et al. (2019) considered CVaR theory can also be extended to the risk analysis of energy system to describe energy price risk.
The existing literature rarely analyzes the risk of energy system with CVaR theory. In contrast, we use the Conditional VaR (CVaR) with the characteristics of coherent and convex risk measurement to measure energy risk under nonparametric kernel (NPK) framework. Because we consider how to use the energy derivatives to hedge the price risk of energy, the result is more reasonable and effective.
The content of this paper is arranged as follows. Section 2 introduces the nonparametric CVaR model. Section 3 describes the empirical analysis on the basis of the energy market price data. The final section summarizes our study.
2 MODELS AND METHODS
2.1 Model
There are many management methods and problems about energy risk. This paper focuses on how to use energy futures to hedge the risk of energy spots. It is assumed that the rates of return on energy futures and spots are [image: image] and [image: image], respectively; the mean and standard deviation of [image: image] are [image: image]; the mean and standard deviation of [image: image] are [image: image]. The portfolio rate of return [image: image] formed by 1 unit of long energy spots and [image: image] units of short energy futures can be expressed as:
[image: image]
The mean and variance of [image: image] are [image: image] and [image: image] respectively, in which [image: image] is the correlation coefficient of rates of return on energy spots and energy futures. Risk hedging strategy focuses on finding the best hedge ratio [image: image] to minimize the risk of the hedge portfolio. According to the different risk measurement indicators, risk hedging strategies of futures and spots are different. The classic and most commonly-used risk measurement is the variance proposed by Markowitz (1952). The minimum variance hedging strategy is to find the hedging ratio that minimizes the variance of the portfolio.
It is assumed the cumulative distribution function of the rate of return [image: image] on hedging portfolio is [image: image], and at a given confidence level of [image: image], the value-at-risk [image: image] of the hedging portfolio is expressed as (Jorion, 2000):
[image: image]
The confidence level [image: image] is given in advance, usually by investors according to their own preferences or by regulatory agencies. In the condition that the distribution function [image: image] satisfies the continuity, [image: image] is the opposite of the lower [image: image] quantile of [image: image]. Although VaR is a widely-used risk measurement index, many scholars show the defect that VaR does not satisfy the subadditivity and it ignores the tail risk (Acerbi and Tasche, 2002). Therefore, Rockafellar and Uryasev (2000) proposed the concept of CVaR, which refers to the mathematical expectation of all losses exceeding the VaR level. The mathematical expression of the CVaR of the hedging portfolio is:
[image: image]
Risk hedging strategy on the basis of CVaR focuses on finding the hedging rate [image: image] that minimizes the [image: image] of the hedge portfolio. Under the assumption that [image: image] is subject to normal distribution, the corresponding [image: image] can be expressed as the linear function of the mean value and standard deviation (Alexander and Baptista, 2004), namely:
[image: image]
where [image: image] is the standard deviation of the combined rate of return. [image: image] is the lower [image: image] quantile of the standard normal distribution. [image: image] is the density function of the standard normal distribution, The normal distribution assumption is not true in the real market. An equivalent definition of CVaR given by Rockafellar and Uryasev (2000) without any distribution setting is:
[image: image]
where, [image: image], and [image: image]. Meanwhile, the authors pointed out that the minimum CVaR model is equivalent to the following optimization problem:
[image: image]
2.2 Methodology
Given the distribution function or density function of [image: image], [image: image] can be obtained. However, we seldom know the specific form of distribution function or density function in real life and need to estimate it by using sample data. Supposing [image: image] and [image: image] are sample data of return rate on spots and futures, respectively, and [image: image] is the sample data of portfolio rate of return in the period of [image: image], and [image: image], thus the kernel estimator of the density function of the combined rate of return is:
[image: image]
where [image: image], and [image: image] is a kernel function selected by the researcher. According to the study by Li and Racine (2007), the Gauss kernel function is a good candidate if we intend to estimate the density function and distribution function of the univariate, that is, [image: image]. [image: image] is bandwidth. According to the study by Li and Racine (2007), we set [image: image], in which [image: image], and [image: image] is the sample covariance of the portfolio rate of return. Thus, under the kernel estimation framework, according to the kernel estimator (7) of density function, the kernel estimator of [image: image] can be expressed as:
[image: image]
where [image: image], [image: image] and [image: image]. The minimum CVaR model under the kernel estimation framework can be expressed as:
[image: image]
Similar to the study of Yao et al. (2013), the convexity theorem of optimization problem (9) is given as follows:
Theorem 1. Optimization Problem (9) is a convex optimization problem.
Proof: Because the constraint set of the optimization problem (9) is a nonempty convex set, we only need to prove that the Hessian matrix of the objective function [image: image] is a positive semi-definite matrix.According to the function [image: image] and the formula [image: image], we have:
[image: image]
[image: image]
Furthermore, we take first order derivatives of [image: image] and [image: image] by the function [image: image]. By simplifying the formula using the results of (10) and (11), we can obtain:
[image: image]
[image: image]
Furthermore, by Formulas 12, 13, we have the second partial derivatives, as follows:
[image: image]
[image: image]
[image: image]
[image: image]
Then, the Hessian matrix of the objective function [image: image] can be expressed as:
[image: image]
[image: image]
Kernel function [image: image], bandwidth [image: image], and [image: image]. Therefore, [image: image], the sum of [image: image] positive semi-definite matrixes, is still a positive semi-definite matrix.
[image: image]
For any [image: image], [image: image], if [image: image] then [image: image] for any [image: image], since [image: image]. If [image: image], we have
[image: image]
Because [image: image] is an odd function. Therefore [image: image] for any [image: image].Because [image: image], [image: image] and [image: image], so we prove [image: image] is a semi-positive definition matrix immediaely. Thus, optimization Problem (9) is a convex optimization problem. There are many algorithms to solve the convex optimization problem. In particular, for the one-dimensional optimization problem, we can obtain its global optimal solution easily.
3 EMPIRICAL ANALYSIS
This section uses the futures data and spots data of crude oil and gasoline for empirical analysis, and the sample data are ranged from 2 January 2006 to 24 February 2017, with a total of 2910 daily price data. The full sample data are used to measure the risk and are divided into training subsamples and testing subsamples to test the performance of risk hedging. The training subsamples range from 2 January 2006 to 30 December 2011, with a total number of 1565; the testing subsamples range from 2 January 2012 to 24 February 2017, with a total number of 1345. The price data comes from Datastream. The data of the daily rate of return is obtained using the first-order difference on the logarithm of the price. For convenience, all of the data of the rate of return are expanded by 100 times; that is, the data unit is %. Summary statistics for the spots and futures returns are reported in Table 1.
TABLE 1 | Descriptive statistics of daily rate of return.
[image: Table 1]Table 1 shows that where the mean of the rate of return is less than zero, it indicates that both the crude oil price and the gasoline price are declining. Where the median of the rate of return is zero, it indicates that the number of days of rising prices and falling prices are roughly equal in the period of the sample. From the point of view of minimum, maximum, and standard deviation, the price of gasoline spots varies most, and the risk of fluctuations of the price of gasoline spots is the greatest. As for the daily rates of return on the four products, the skewness coefficients are all greater than zero, indicating a right shift in their distributions. The kurtosis coefficients are more than 3, indicating that the distributions of the rates of return on the four products are in “leptokurtosis and fat-tail”. The JB statistics further confirm that the distributions of the rates of return on the four products are significantly different from the normal distribution, so the risk measurement and risk management on the basis of normal distribution are inaccurate. The last column shows the correlation coefficient of the rates of return on crude oil futures and spots is 0.908, while the correlation coefficient of the rates of return on gasoline futures and spots is 0.836. A higher correlation coefficient indicates that the corresponding futures are better risk hedging tools for spot assets.
3.1 Risk measurement
First, by using the nonparametric method, we measure the risks of the two products in the whole samples, with the result noted as NPK-CVaR. Meanwhile, the measurement result of CVaR under normal distribution is given as Norm-CVaR for comparison. In addition, because values of CVaR are related to the level of confidence, a series of different confidence levels are taken to test the measurement results. The results are shown in Table 2.
TABLE 2 | Risk measurement under different confidence level.
[image: Table 2]Table 2 shows that with all the four products and confidence levels [image: image], Norm-CVaR is less than NPK-CVaR, indicating that the normal distribution assumption always underestimates the risk of energy spots and futures in reality. In addition, according to the comparison between spots risk and futures risk, the measurement results of crude oil and gasoline show that no matter under nonparametric estimation method or normal distribution assumption, the risk value of futures are greater than that of the corresponding spots.
To see the differences of risks measured by the two different methods more directly, we use kernel estimation method and normal distribution to fit the sample distribution of the rates of return on the four products (Figure 1). Specifically, based on the sample data of the rates of return on the four products, the density function of the real data is estimated through kernel estimation, and the image is noted as NPK. As a comparison, the normally distributed density function is used to fit the density function of the sample data. That is to say, supposing that the real data are in normal distribution, we estimate the mean and the standard deviation through sample data, and the normally distributed density function can be obtained and noted as Norm in the figure. It can be seen from the four figures that compared with the density function in normal distribution, density functions estimated by NPK have higher peaks and thicker left tail and right tail. This characteristic of “leptokurtosis and fat-tail” is vital for measurement and management of energy risk. For the long position (short position), the thicker left tail (right tail) indicates a greater probability of larger losses in the real energy market, which is seriously underestimated under normal distribution. This is consistent with the conclusion of Table 2; that is, the risk measurement under the normal distribution assumption tends to underestimate the risk.
[image: Figure 1]FIGURE 1 | Sample distribution fitting of rates of return on futures and spots.
3.2 Risk hedging
This section uses the futures data and spots data of crude oil and gasoline to study the risk hedging based on CVaR. Specially, we use the futures of the crude oil and gasoline to hedge the risk of the corresponding spots. As a comparison, we present the hedging performance under the NPK CVaR and the Norm CVaR. The previous analysis has shown that the Norm CVaR tends to underestimate the actual risk, and CVaR can be expressed as a linear function of the mean and standard deviation under normal distribution assumption, while only taking into account the information on the first two order moments. When the financial market data are in non-normal distribution, investors will pay more attention to higher moments of market data in addition to the first two moments, such as mean and variance. Therefore, Cao et al. (2010) proposed a semi-parametric method to estimate CVaR. In fact, their method is the Cornish-Fisher expansion of CVaR (CFM CVaR), which includes the information on the third moment and fourth moment of the market data without any distribution assumption. This method is an improvement of normal method. Although CFM CVaR reflects the information on the first four moments of the risk factors, the information on higher order moments cannot be included because of the complexity of the formulas. The nonparametric kernel estimation method can get the sample distribution function of the market data exactly without any distribution setting, and therefore that the information on higher moments can be obtained. Theoretically, if the sample size is large enough, the nonparametric kernel estimation method can get the information on all moments of the risk factors. Therefore, we compare the performance of the three methods in the actual risk hedging. We consider both the static hedging strategy and the dynamic hedging strategy. Static hedging strategy, which is the optimal hedging strategy obtained from the training subsamples, is applied to the training subsamples and testing subsamples to test the in sample and out of sample performances of the hedging strategies.
It is a defect that the static hedging assumes that the distribution of the sample data in the sample interval is unchanged, while the actual financial market environment is constantly changing. Therefore, if the sample interval is too long and the distribution of rate of return changes, then there may be deviation in the static hedging. In dynamic hedging, long intervals are divided into several short intervals, in which the distribution of rates of return is assumed to be unchanged. This avoids the problem in static hedging that the distribution of the rates of return is unchanged in a long interval. However, the defect in dynamic hedging is that the position of the futures needs to be constantly adjusted, which increases the cost of risk hedging. The dynamic hedging strategy is constructed as follows: the optimal hedge ratio is obtained from the initial 1565 training subsamples, and is applied to the next 10 trading days (2 weeks). The training subsamples are then updated by replacing the oldest 10 samples by the data of the 10 trading days, as mentioned earlier, while the training sample size of 1565 is unchanged. The new hedge ratio is obtained from the updated training subsamples, and is applied to the next 10 trading days, and so on until to the end of the sample period. This method reflects the latest transaction information by dynamically adjusting the training subsamples. Finally, based on the dynamic hedge ratio, the sequence of the portfolio rate of return is obtained and the out of sample performance (e.g., mean, standard deviation and CVaR) are calculated, see Table 3.
TABLE 3 | Comparison of the hedging effect of the three methods.
[image: Table 3]Table 3 shows the mean, the decline in the standard deviation (%ΔStd), and the decline in the CVaR (%ΔCVaR) of the portfolio rate of return after hedging based on the three methods. After being hedged by three methods, the CVaR and the standard deviation declined greatly. This shows whether the decline in the CVaR is the largest based on NPK CVaR from the point of view of a single asset or an average value. Specifically, NPK CVaR is superior to Norm CVaR, and Norm CVaR is superior to CFM CVaR. This indicates that as a modification to Norm, semi-parametric CFM is not satisfactory in practice. The decline in the standard deviation is the greatest in the Norm CVaR method, mainly because CVaR is the linear function of the standard deviation in the Norm method, and to minimize Norm CVaR is to minimize the standard deviation. The standard deviation is a symmetric index. Its decline may be caused by the decline, either in the left tail or in the right tail of the distribution. This shows that the decline in the standard deviation in Norm method is larger than that in NPK method, which is largely due to the decline in the right tail in the table because the left decline of CVaR in Norm is smaller than that in NPK. Similarly, the sequence of standard deviation declines from large to small is in the sequence of Norm, NPK, and CFM. Finally, the conclusion by the mean is mixed. The means in the three methods after hedging are all positive in sample, while they are negative out of sample. This happens because the mean of the rate of return on spots before hedging is positive in sample, while it is negative out of sample.
From Figures 2–5, the histograms of the pre-hedging and post-hedging rates of return on the two energies in and out of samples are shown, respectively. Only the hedging image in NPK CVaR is given, because the risk decline in it is the largest. It can be seen directly from the figures that after hedging, the histograms are more concentrated, and the tail samples at both ends are less with most of the samples distributed on the right side of zero. This shows that hedging significantly reduces the risk in the left tail. The empirical results show that the NPK method that we proposed is more effective to measure the actual energy risk and carry out more effective risk hedging.
[image: Figure 2]FIGURE 2 | Histogram of crude oil (in sample).
[image: Figure 3]FIGURE 3 | Histogram of crude oil (out of sample).
[image: Figure 4]FIGURE 4 | Histogram of gasoline (in sample).
[image: Figure 5]FIGURE 5 | Histogram of gasoline (out of sample).
4 CONCLUSION
The accurate measurement of energy risk, and risk regulation and management have become important issues to be solved by academia and governments. However, VaR, which is the main tool for measuring risk, does not satisfy the subadditivity axiom and is defective in practical application. In this paper, we use a new nonparametric kernel estimation method to measure the price risk of energy. On this basis, we study how to hedge and manage the energy risk. Specifically, we use the CVaR to measure the downside risk of the energy, and obtain the NPK estimator of CVaR. Based on the estimation formula, we build the NPK CVaR risk hedging model and prove its convexity. The empirical results from crude oil and gasoline show that the NPK method that we propose is more effective to measure the actual energy risk and carry out more effective risk hedging.
Although CVaR is superior to VaR in nature, there are still some deficiencies in the practice of energy risk management and supervision. The effectiveness of CVaR depends on the accuracy of distribution tail estimation, but it is difficult to accurately estimate the tail of distribution. Under extreme market conditions, the original stable relationship between the influencing factors has been destroyed and the CVaR estimation may have a large deviation.
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At present, the increase in population has caused an increase in the demand for electrical energy, which creates saturation in the national electrical system. In addition to this, the main source of energy for the generation of electricity is fossil fuels, which causes environmental pollution problems due to the increase in the concentration of greenhouse gases. To counteract the negative environmental impact, new energy sources that are friendlier to the environment have been sought, such as solar energy through power generation plants using solar concentrators. In this sense, this research proposes a mathematical optimization model to determine the feasibility of installing electric power generation plants through solar concentrators, to satisfy the energy demand in cities with the highest demand for electric power in the state of Michoacán. The proposed model considers the availability of water resources, the demand for energy, the costs involved for the installation of power generation plants, and the sizing of water collection systems to reduce the consumption of fresh water that is extracted from natural sources. It is a linear integer mixed programming model, where two scenarios are analyzed, considering variation in the operating time of the thermal storage system and the incorporation of the rainwater harvesting system to reduce freshwater consumption. The results show that 237,600 MW can be produced by installing three of the six power generation plants considered and considering a 19 h operation with thermal storage, generating a profit from the sales of the energy produced of 6,326,700 USD/year. Likewise, with the sizing of the rainwater harvesting system, it is possible to collect 1,678 m3 for the operation of the three determined power generation plants.
Keywords: solar enegy, power energy, solar concentrator, rainwater harvesting system, optimization model
INTRODUCTION
Currently, fossil fuels are the main ones to produce most of the mechanical and electrical energy sources, which are consumed around the world. However, the mitigation of the environmental impact due to emissions from the use of these fuels is inevitable; greenhouse gas emissions due to the consumption of conventional fuels are increasing disproportionately, and it is also expected that the energy production using fossil fuels in Mexico will be limited by 60% by the year 2035 (Vidal-Amaro et al., 2015). In this sense, the renewable energy resources with the greatest application around the world are hydraulic, wind, biomass, marine, geothermal, and solar (Benedek et al., 2018). Solar energy is the most abundant and available (Li et al., 2022) and can be harnessed in two ways: using heat (thermal conversion) or using light (in electrical–photovoltaic conversion or in natural lighting for buildings) (Kannan and Vakeesan, 2016). The first step for the use of solar energy is to process the radiation coming from the Sun, which can be carried out through two types of systems: passive systems or active systems (Sadhishkumar and Balusamy, 2014). The main active systems that are used are the thermal conversion elements, which comprise the heating harnessing sunlight, mainly the concentrators. In this sense, Ssemwanga et al., 2020, designed a hybrid solar dryer coupling an active solar photovoltaic obtaining higer efficiency in the drying process system. Ge et al., 2018 analyzed the future of solar applications in the heating and cooling system considering active solar systems. Kumar et al., 2019, realized a study of the solar application in the industrial process, and determined that the use of a solar energy system is an alternative to reduce fossil fuel sources. Joshi and Tiwari, 2018, considered the design of an active Solar System and heat exchanger for the water desalinization. Wu et al., 2019 designed an active Solar System considering parabolic concentrator and determined the thermal efficiency in the heat process from the Ssun’s radiation. The concentrator technology is particularly distinguished by the shape and relationship of the concentrator and the receiver, such as parabolic trough concentrators, linear Fresnel concentrators, concentrators with a central tower receiver, and Stirling parabolic dishes. In the power energy generation, the most used are the central concentrator where the heat transfer fluid is in temperatures over 500°C (Guney, 2016). Beltagy et al., 2017, determined the parameters’ design in the operation of the Fresnel solar concentrator and evaluated the possibility of power energy generation which can be carried out by increasing the area of ​​the field. Santos et al., 2018, presented a study of the relevance of the solar concentrator systems in the power generation, considering that the parabolic Fresnel is a great alternative in the process for the conversion of the solar thermal energy. However, water is one of the main fluids used in both conventional and unconventional energy generation processes, added to this, not only is there currently little availability of energy resources but also a serious problem of water scarcity due to the increase in population (WWAP, 2017; Huang et al., 2021), which reduces the availability of freshwater resources. In this sense, multiple investigations have focused on finding new alternatives to reduce the consumption of water resources that is available for human consumption, considering alternatives of new sources to continue operating the energy process, analyzing problems such as water desalination (Panagopoulos, 2021) where the availability of water is related to the generation of energy. González-Bravo et al., 2016, proposed an optimization approach to define the optimal water distribution considering the overall sectors of water consumers. Ochoa-Barragán et al., 2021, determined an optimal distribution of water resources considering the natural sources of water available and the effect of incorporation of artificial sources to satisfy the demand in domestic and agricultural sectors. Considering that in the electrical power generation the main work fluid is water, the research are focused in reducing this water consumption. In this sense, Hamiche et al., 2016 analyzed the importance to identify the nexus with the water consumption and the industry mainly the power generation. Guo et al., 2021, proposed an optimization model to identify the optimal distribution of water sources in energy generation and water demand. Jamil et al., 2021, analyzed the freshwater reduction in the cooling process applied in thermal plants for power generation. The importance of minimize the water consumption in power energy generation represents a challenge to consider, in this sense, Tan et al., 2021 proposed a stochastic model to determine the optimal energy generation considering water conservation policy and the emission reduction of greenhouse gases. In this sense, the present research proposed the use of renewable energy sources that allow a self-sustaining increase in the generation of electrical energy. The solar active system is considering, with solar concentrator plants. Through a mixed-integer linear programing (MILP) optimization approach, we can identify the feasibility of installing solar thermal power plants to generate electricity and increase the coverage of the electrical system, the power energy generated will be fed into the national grid system, for these reasons, the mathematical model proposed maximizing the total annual profit considering the possible installation plants, the associated costs, and the possible electrical energy that can be generated, as well as satisfy the growing demand for electricity, incorporating fresh water sources available, and the effect of incorporating the rainwater harvesting system evaluating the potential and dimension of catchment systems. This research evaluated the potential for reducing the consumption of fresh water in the electric power generation. This proposal can be a sustainable solution to the generation of current energy, since the economic aspect is considered; reducing the costs involved in the installation of electric power generation plants. In the social aspect, a greater availability of electric energy is provided, which can bring better human development, and in the environmental aspect, it seeks to improve environmental conditions through the reduction of fossil resources in the generation of energy, in the same way reducing the consumption of resources can compromise the resources available for future generations, as in the case of water.
METHODOLOGY
The heliostat field captures solar radiation and reflects it onto an absorber or receiver that is located at the top of a tower located in the center of the heliostat field. A heat-conducting fluid circulates through this receiver, which, for the case of the plant analyzed in this work, is water. All the radiation reflected by the heliostats is transmitted to this fluid, thus converting solar energy into thermal energy, heating the fluid to more than 500°C. The already heated fluid is sent, either, if available, to the thermal store, which allows the plant to continue operating hours after sunset and on cloudy days, or directly to the turbine. The generation of electrical energy occurs through a steam or Rankine cycle, where there is a turbine coupled with an electric generator. The turbine rotates by means of the kinetic energy of the water vapor heated by solar radiation. When it rotates, this energy is transformed into electricity thanks to the generator. The electrical energy produced is conducted to a transformer that sends it to where it is demanded. The present work considers power plants of the type of central tower receiver with a circular heliostat field, as showed in Figure 1, due to the distance that exists between the location of the project and the line of the equator. Figure 2 shows the superstructure to determine the optimal configuration for the optimal location of power generation plants with solar concentrators in the state of Michoacán, Mexico, the superstructure considering the extraction points of water for the steam generation in plants and the feasibility of supplying the energy generated to the network of the national electrical system.
[image: Figure 1]FIGURE 1 | Stages in the generation of electrical energy through solar concentrators, with and without thermal storage systems.
[image: Figure 2]FIGURE 2 | Superstructure for the case study for the optimal location of power generation plants with solar concentrators.
Model Formulation
Figure 2 shows the proposed superstructure for the mathematical model, where we define the following sets: the set a represents the availability and extraction points of the water flow to feed the power generation plants, they are defined in set m, in which the flow of water through the action of the plant systems is converted into energy flow at the outlet to be marketed through interconnections to the national system network, this process is defined in set e, and finally, the set t represents the time intervals equivalent to the months of the year. For the mathematical formulation, the following systems are established: pretreatment system, tower system, turbine system, condenser system, and cooling tower system.
The balance to quantify the availability of water is determined through the following equation:
[image: image]
In the previous balance (Eq. 1) the [image: image] indicates the total flow of water from the extraction points a in a period t, this flow is sent to the plant m for the generation of electricity.
The following equation determines the flow of water that enters the pretreatment system within the plants:
[image: image]
To establish an input value for the input flow to the system, the following restriction is proposed, to establish a limit of water access to the electric power generation system.
[image: image]
Once the flow that enters in the pretreatment system is determined, the flow that enters the tower is established to the tower system, through the following balance:
[image: image]
In previous balance, [image: image] is a parameter that indicates the water loss factor during the process in the tower system.
The water flow in the turbine–generator system is represented by the following equation:
[image: image]
Additionally, a parameter is considered that indicates the water loss factor in the process of the turbine–generator system [image: image].
In the following balance, the energy flow at the generator output is determined:
[image: image]
In the previous equation, DU is a parameter that indicates the quantity of fluid necessary to determine the energy that can be generated by the transfer of thermal energy that the fluid has.
The following balance determines the flow in the condenser system:
[image: image]
where [image: image] represents a parameter that indicates the water loss factor during the process in the condenser system.
The energy flow that enters the interconnection system to the national grid is established from the following equation:
[image: image]
The following equation determines the benefit obtained from energy sales per plant:
[image: image]
where [image: image] represents the unit price for each MWh injected into the network, which according to the National Interconnected System varies according to the proposed locations for the power plants and is multiplied by 0.98 because it is considered a system through a contract by the CRE, which establishes that only a supply of 98% of the total generation of the plant is approved.
The operation and maintenance costs of the various systems are determined considering a unitary operational cost [image: image] and the flow in each system, the cost is defined by the following equation:
[image: image]
In the following equation, a disjunction is proposed, considering the Boolean variable [image: image], this variable is taken as the decision variable, since it can help us define when a solar concentration plant is installed. If the flow of fresh water and the costs associated with its installation exist, it means that these restrictions are true and the Boolean variable is true; otherwise, if there is no flow, no costs are associated with it and the Boolean variable is false. This disjunction takes into account the capital cost of each of the plant systems, which are given by the fixed costs and the variable part; the capital cost that refers only to the cost of the equipment used and a variable cost that refers to the cost of managing or adapting the flow that is being processed. In this sense the variable part is multiplied by the flow processed in each system.
[image: image]
However, for the encoding of the proposed model is considered to be an algebraic reformulation convex hull (Raman and Grossmann, 1994) to linearize the previous disjunction, the Boolean variable is reformulated by the binary variable [image: image]. In this case when a flow of fresh water and cost associate with the installation of plants exist, the binary variable take a value of one, otherwise the binary variable is zero and the plant is not installed. This is obtained by the following equations:
[image: image]
[image: image]
Finally, is defined the transportation cost generated by the piping and pumping of water, from the extraction point to the power plants, is considering a unitary transport cost:
[image: image]
The mathematical model proposed is defined to the maximization of the objective function. In this objective, the function is declared by the variable PROFIT, that, considering the sales of the energy supplied to the national grid and the total costs involved for power generation, the objective function is established by the following equation:
[image: image]
[image: image]
The proposed mathematical model seeks to establish the feasibility of installing electric power generation plants through solar concentrator systems. The effect is determined by the use of water, which is the main working fluid for power generation.
RESULTS AND DISCUSSIONS
To show the applicability of the mathematical model proposed, the installation of solar thermal power plants is considering the case study, with a central tower receiver, and three possible locations for their installation in the state of Michoacán, Mexico. Michoacán is a state belonging to the central-western region of the country and one of the states that consumes the most electrical energy, with an approximate consumption of 6,794 GWh, however, the state only produces 2,779 GWh. Due to the exaggerated population growth, the state is therefore in the demand for electrical energy. For the possible installation of the plants, there is great interest in six locations in the regions of the Lerma–Chapala region, the Cuitzeo region, and the Sierra–Costa region. The criteria to establish a possible installation site for a power generation plant was that it would be close to a freshwater extraction point, since it is the main workflow for the operation of the plant, and that it would be close to the cities with the highest demand for electricity, in order to reduce losses in the process of distribution of electricity. The interest in these regions is because they are in the 3 municipalities that demand the most electricity in the state (Lazaro Cardenas, Morelia, and Zamora). Also, for purposes of analysis for the potential of usable solar radiation and the availability of water, necessary supplements for plant operation are to be given. The deterministic model MILP proposed is coded in the software GAMS through the solver CPLEX (Brooke et al., 2012), used to solve the mixed-integer linear programing (MILP) problem. The addressed case study has 517 continuous variables, 1 binary variable, and 525 constraints. The model was solved in a computer with the Intel® Core™ i7 processor at 2.80 GHz with 12.0 GB of Memory RAM with a 0.016 s of CPU time in each scenario. The proposed model seeks to find the optimal level of operation according to the thermal storage system, determine the optimal amount of installation of power generation plants according to the availability of water resources in the surroundings, the amount of profits obtained by the electrical energy generated and that is fed into the network of the national energy system, and determine what is the flow of rainwater that can be captured for the reduction of fresh water without harming the operation of the electric power generation plants through solar concentrators. Two scenarios are proposed. The first scenario contemplates the optimal energy generation considering several operational times in the thermal storage system, and in the second scenario, an economic benefit analysis is carried out to calculate the return on investment in the installation of power generation plants.
Scenario A: Optimal Power Generation Modified the Operation Times in the Thermal Storage System
This scenario presents the optimal solution of the installation of solar concentrator plants, considering the following operation times in the thermal storage system: 1) 5 h of operation without a thermal storage system, 2) 8 h of operation and contemplating 3 h of thermal storage, 3) 16 h of operation with 11 h of thermal storage, and 4) 24 h of operation with 19 h of thermal storage. The results show the feasibility of installation of three plants of the six considered for cases for the electric power generation (Plant 1. Lerma–Chapala, Plant 2. Cuitzeo, Plant 3. Sierra–Costa), the electric generation increase with the increase of the thermal storage system, the optimal distribution is showed in Figure 3. This figure shows the optimal distribution found for the case d, which represents the configuration with highest energy production; this configuration considers the extraction points of fresh water (1. Lerma–Zamorano River, 2. Cuitzeo Lake, and 3. Balsas River) that are fed to the plant for power generation. The plants involved take into account the same water extraction with a water flow of 792,000 m3 and the same electricity generation of 237,600 MW because they have the same capacity, because the plants operate in the same way. Also, this configuration established the places where it is feasible to install three power generation plants through solar concentrators founded in the solution of the model proposed and finally the amount of energy that is generated in the installed plants that can be fed into the national energy network is calculated. For the economic analysis of the solar field, the first data to be considered are the cost of the heliostats, as well as the costs involved for their installation (Caminero Ocaña, 2014). For practical purposes, the total cost of the solar field, including heliostats, is broken down in the analysis of Table 1. According to previous information, the maximum energy generated is presented in the case with the highest thermal storage (case d) with a production of 237,600 MW, however, is the case with more use of water, as show in Table 2. The high production in case dpresents greater feasibility of energy production due to the incorporation of the thermal storage system, since without it, the generation process is not very feasible due to the low global efficiency in the system. However, despite being the solution with the highest energy generation, it is the one with the highest operating costs due to the implementation of the thermal storage system. In all cases, negative gains are presented until the first year of operation, however, in all cases, the energy generation is considerable, but a better effect is visualized considering the thermal storage system. The sales by the amount of energy supplied to the national grid is from 6′326,700 USD/year for the case a, to 30′368,000 USD/year for the case d. The profits for the three plants considered: 1.16 × 107 USD/year for plant 1, 2.19 × 107 USD/year for plant 2, and 3.19 × 107 USD/year for plant 3. These profits are obtained by operating with 19 h of thermal storage, which favors a greater generation of energy; however, due to the high feasibility of generating electricity, it is the case in which more water is processed in the system, processing approximately 792,000 m3/year per plant.
[image: Figure 3]FIGURE 3 | Optimal distribution of scenario A, for the installation of solar concentration plants for electric power generation for case d (24 h of operation with 19 h of thermal storage).
TABLE 1 | Cost involved in the solar power generation plants.
[image: Table 1]TABLE 2 | Total flow of new species used in biofuel production.
[image: Table 2]Scenario B: Rainwater Harvesting System Incorporation
This scenario presents the rainwater harvesting system incorporation to reduce the consumption of fresh water in the process of generating electricity. Considering that the state of Michoacán is one of the states that has one of the highest rates of rainfall, the percentage of water that can be recovered is evaluated, as well as the feasible area for the implementation of the system. The solution of this scenario considering the recent values reported of precipitation indices evaluated in the year 2020 in the annual report by CONAGUA 2021, is shown in Table 3. Considering these values, the possibility of covering the demand for fresh water in the system through rainwater is established, so Figure 4 shows the areas obtained from some scenarios to cover from 10 to 100% of the demand for fresh water. It is possible to observe that in the months with less precipitation, the necessary areas of the rain catchment system present very large areas, which is why it is infeasible, especially if it is required to cover 100% of the demand for fresh water. In order to determine a feasible catchment area, various cases were resolved considering a lower demand for fresh water coverage. For these reasons, it was established to determine the area of a surface, considering a fix width of 30 m. Table 4 shows the possible length of the rainwater harvesting system according to the monthly precipitation and percentage satisfaction of the demand for fresh water for the solar concentrator plants. Some areas are feasible as the case of 2% of coverage results in a catchment area of 2,388 m2, this area represent the months with the highest precipitation. However, by establishing this system with a fixed area throughout the year, it would be possible to collect a volume of rainwater of 1,678 m3.
TABLE 3 | Monthly precipitation in the state of Morelia, Mexico.
[image: Table 3][image: Figure 4]FIGURE 4 | Catchment area for the rainwater harvesting system considering the precipitation and demand covering of fresh water.
TABLE 4 | Length to the rainwater harvesting system considering variation in the percentage of demand for fresh water.
[image: Table 4]CONCLUSION
In this article, an optimization methodology was presented to determine the optimal location of electric power generation plants from solar concentrator plants in the state of Michoacán. The results show that the generation of energy through solar concentrators is favored considering operation with a thermal storage system, since without this system, there is less operation time considering only the hours of available sunlight. The solution of the model proposed the installation of 3 of the 6 solar plants considered. The better value of energy generated was the option d with a thermal storage operation of 19 h. This configuration presented an energy production of 237,600 MW. The profits for the three plants considered was 1.16 × 107 USD/year for plant 1, 2.19 × 107 USD/year for plant 2, and 3.19 × 107 USD/year for plant 3. In addition, the amount of freshwater flow supplied to the plant was determined and the dimensions of rainwater storage systems were identified to reduce freshwater consumption, showed in Table 4. According to the data on rainfall in the state, the optimal value rainwater recovery is 2% of coverage with a catchment area of 2,388 m2. With this rainwater harvesting systems, it is possible to collect a volume of rainwater of 1,678 m3 per year. For this reason, the result considered that it is feasible to install rainwater storage systems, allowing freshwater consumption to be reduced by 0.6% per year. Considering the installation of rainwater storage systems is feasible, the installation of power generation plants forms solar concentrator, the energy supply at the grid of the national system, will be significant in reducing the demand of electricity from conventional sources.
The model proposed is a deterministic optimization model, however, in future work uncertainty factors can be added. Two scenarios that are proposed could be considered an uncertainty in the price of MW, since in the Mexican electrical system, the price varies with respect to the daily hour. There are hours with high demand for electrical energy so the MW that is supplied to the network is valued at a better sale price. This could improve the economic results in terms of profit maximization since it could be determined at what times it is more convenient to generate energy and supply it to the national grid.
Similarly, uncertainty could be considered in the precipitation levels throughout the year, although in this model it only considers the precipitation values for the year 2020. A dataset could be implemented to predict which would be the values ​​with the highest precipitation for the years subsequent and thus define what would be the volume of rainwater that could be captured. This leads to proposing a more robust mathematical optimization model. Two stages are established; in the first stage, a stochastic model is proposed, in which the uncertainty effect due to the variation in the price of MW in relation to the objective function is evaluated. This will generate multiple solutions, and through a pareto chart, you can visualize optimal solutions for the objective function. In the second stage, the solutions previously found are compared with the solutions for the deterministic model without the uncertainty effect in such a way that it is observed if it is possible to obtain better solutions under uncertainty. Finally, the same methodology applies to the uncertainty effect on precipitation levels but is related to the catchment area.
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The facades of buildings provide significant potential for photovoltaic panels integration, allowing renewable energy deployment within the built environment. In literature, various options, such as building-integrated photovoltaics, building-integrated photovoltaics-thermal collectors, building-attached photovoltaics, and rooftop photovoltaics, have already been explored. However, this study aimed to develop a new solar photovoltaic collectors’ integration with vertical-green balconies in old high-rise buildings considering the façade reconstruction concepts mainly focusing on the water heating application. The objective of this study is to conduct a preliminary research study investigating such integration possibilities with old buildings considering the façade reconstruction concepts, followed by exploring various benefits. For this, an old high-rise building was rebuilt scientifically and rationally. PHOENICS tool was used to gauge and assess the building’s wind environment first, followed by the solar photovoltaic collector-based facade installation and preliminary assessment. The results include the system design, economic analysis of the solar photovoltaic collector’s application for water heating, calculation of the energy-saving rate, and functional analysis of the solar photovoltaic collectors combined with a vertical green balcony. The outcome of this study suggested that the process-specific rationalization plan can be applied in future urban architecture renovation.
Keywords: building integrated photovoltaic (BIPV), photovoltaic panels, vertical greening, building facades, building retrofitting, wind environment, urban heat island effect
1 INTRODUCTION
The International Energy Agency (IEA) estimates that 50% of the world’s population lives in cities, uses 73% of the world’s energy, and emits 70% of its CO2 emissions (Akram et al., 2021; IEA, 2021). The International Energy Outlook study also projects a 56% increase in global energy use between 2010 and 2040 (Akram et al., 2021). Additional forecasts show that the building industry will contribute significantly to overall energy usage when considering sectoral energy consumption assessments. Having said that, 50% of the population lives in urban areas, which is significantly increasing; more and more inner-city green spaces will need to be sacrificed to provide enough living space in urban centers in the future (Akram et al., 2021). As urbanization progresses, more and more high-rise residential structures are built; they typically have 10 to 15 stories. In this context, the quality of city life is affected by these places’ significant impact on the microclimate, which impacts the thermal comfort of cities and their related recreational functions (Shih et al., 2019; Yu et al., 2020; Xue et al., 2017; Liu and Russo, 2021; Puchol-Salort et al., 2020; Piselli et al., 2018). The option of creating green spaces in the city in locations that they previously believed impossible to create is provided by the vertical greening of buildings (Dunnett and Kingsbury, 2008). They provide significant potential for photovoltaic panels integration, allowing renewable energy deployment within the built environment. In literature, various options, such as building-integrated photovoltaics (BIPV), building-attached photovoltaics (BAPV), and rooftop photovoltaics (RTPV), have already been explored, but the most prominent option was BIPV. BIPV is one such popular way of integrating photovoltaics that enables both on-site green energy generation and vertical greening of buildings. Also, there is an increasing trend of BIPV adoption in the built environment to increase the proportion of renewable energy. The facades of buildings provide a significant amount of potential for BIPV deployment. Accurate external convective heat transfer coefficient modeling is necessary to evaluate BIPV facade performance. Moreover, a handful of studies (Ritzen et al., 2016; Yang and Zou, 2016; Goh et al., 2017; Prieto et al., 2017; Tabakovic et al., 2017) emphasize significant obstacles that prevent BIPV from being widely used. They vary from broad product concerns like functionality, aesthetics, and technological complexity (Prieto et al., 2017) to specialized regional concerns like the requirement for in-depth training at the professional and public levels (Ritzen et al., 2016; Goh et al., 2017; Tabakovic et al., 2017). The content of the current BIPV literature is summarized in Table 1, which highlights that there is only a limited amount of knowledge on customization as a possible driver for BIPV adoption. Building energy demand is influenced by several variables, some of which affect building energy usage. The terms “physical environmental elements” and “artificial designing parameters” are used to categorize these variables into two groups. While artificial designing parameters include building form factor and orientation, transparency ratio, optical and thermophysical properties of building material, and the distance between buildings, physical environmental factors include the amount of solar radiation, outdoor temperature, and wind speed, among others (Ekici and Aksoy, 2009).
TABLE 1 | Content of current BIPV.
[image: Table 1]In Table 2 design related summary, provides the benefits and drawbacks of each of the categories of photovoltaic integration for typical constructed example from literature is given.
TABLE 2 | Design impacts of façade types.
[image: Table 2]More recently, application-specific design is becoming popular, and among the applications, water heating system is popular. Combining solar water heating technologies with building architecture involves two significant difficulties. One involves a solar water heating system consisting of a water pipeline, a water storage tank, and a solar collector (Ritzen et al., 2016; Prieto et al., 2017; Tabakovic et al., 2017). Evacuated tube Sun collectors are frequently used in buildings in China. However, Europe’s flat plate solar collectors are more typical (Shi et al., 2013). The flat plate collectors are better suited for pressure and secondary circulation systems, are easier to install, have a longer service life, and go better with building aesthetics, even if these two types of solar collectors each have their own technical benefits and limitations. The solar energy system’s performance is the subject of a lot of research. By conducting an experimental examination over a 1-year operating period, Zhai et al. (Wei et al., 2010) confirmed the real-world energy performance of a solar energy system capable of providing a hot water supply, natural ventilation, heating, and cooling in Shanghai. Building-integrated photovoltaic/thermal (BIPV/T) systems that use recovered heat for home heating were evaluated by Pantic et al. (Zhai et al., 2007) for their energy performance in three distinct open-loop air heating applications. Most vertical greening initiatives that have been put in place so far are showcases meant to create an impressive installation with a favorable reputation. The demand for vertical greening is growing, which is justified by the growing need for cities to be climate resilient and by the numerous benefits of green infrastructure in urban settings. This suggests that more and more cities are mandating the greening of buildings to some level, for instance, in the zoning plans.
Despite the greening mandates and various benefits of vertical greening that have been demonstrated, particularly in metropolitan settings, its use has thus far mostly been infrequent. On the one hand, many think installation, maintenance, and care are expensive for this type, but this could be dependent on many parameters (Hollands and Korjenic, 2021). So, the process of deciding on the greening system and choosing the photovoltaic application starts after the choice to design house greenery has been made. But so far, the available literature concerned it is mainly focused on facades and balconies are less explored for photovoltaics integration, nevertheless we see a great potential for photovoltaics integration with vertical green balconies by reconstructing facades in the buildings.
Therefore, this study aimed to develop a new photovoltaic panel’s integration with vertical-green balconies in old high-rise buildings considering the façade reconstruction concepts mainly focusing on the water heating application. The objective of this study is to conduct a preliminary research study investigating such integration possibilities with old buildings considering the façade reconstruction concepts, followed by exploring various benefits.
2 SYSTEM DESIGN AND INSTALLATION
2.1 Proposed integrated design photovoltaics integration with vertical green balconies in high-rise building
The proposed design considers the photovoltaics integration in the vertical green balconies where existing facades are replaced with photovoltaics facades. This arrangement can be seen in Figure 1. Also, in Figure 1, the design plan adopted for façade reconstruction considering a case of schematic representation of high-rise building is shown. While designing the system, it is crucial to consider the ambient temperature, the wind speed, the aperture area of the solar collector, the solar radiation on the collector’s plane, and the amount of water in the water tank while designing a solar heat water system.
[image: Figure 1]FIGURE 1 | Concept design photovoltaics integration with vertical green balconies in high-rise building.
The total energy consumption by the solar water heating system is determined using Eq. 1
[image: image]
where, Qz is the total energy consumption of the solar water heating system in MJ; n is the total number of records; mzi is the hot water flow rate recorded in ith test in m3/s; ρw is the density of hot water in kg/m3; cw is the specific heat capacity of water in J/(kg,K); tdzi is the hot water temperature recorded in ith test in C; tbzi is the cold water temperature recorded in ith test in C; ΔTzi is the time step in s, in this case, ΔTzi = 10 s.
The total heat gain of solar collectors is expressed in Eq. 2.
[image: image]
where Qs is the total heat gain of solar collectors in MJ; msi is the working fluid flow rate in the heat collection system recorded in ith test in m3/s; ρsw is the density of collector fluid in kg/m3; csw is the specific heat capacity of a collector fluid in J/(kg,K); tdsi is the collector fluid temperature at the outlet recorded in ith test in C; tbsi is the collector fluid temperature at the inlet recorded in ith test in C; ΔTsi is the time step in s, in this case, ΔTsi = 10 s.
The solar fraction is expressed in Eq. 3.
[image: image]
where fj is solar fraction measured during short-term testing with certain Sun radiation circumstances, in %.
2.2 Solar photovoltaic collector installation designs
More of the urban buildings are multi-story buildings, whereas the roof heat collection area of urban buildings is generally regarded as sufficient to respond to the needs of the photovoltaic solar hot water systems. Therefore, currently, rooftop installations are the major form of photovoltaic board installation. On the other hand, in actuality, the building area is large, but the roof area is insufficient to meet the total heat demand of the building. To address the issue of insufficient heat collection area, balconies, walls between windows, and other parts of the east, south, and west building facades can be used. This study is aimed to transform the facade of high-rise buildings to achieve the best possible performance.
The quantitative evaluation of ecological function (natural circulation function) can improve the quality level of the target area environment by improving soil function, regulating microclimate and air quality, improving water circulation function, improving animal and plant habitat function, and leading to fundamentally solving urban ecological problems.
The ecological area ratio is given by Eq. 4 and levels are given in Table 3.
[image: image]
TABLE 3 | Ecological area ratio.
[image: Table 3]2.2.1 Facial installation method
In high-rise buildings, even if the entire roof is used, the problem of insufficient thermal collection area cannot always be solved. Therefore, the facade installation form can be adopted. The facade should be installed to receive as much sunlight as possible to avoid blocking, and safety should be prioritized. A balcony should be set up for older high-rise buildings and outdoor space for photovoltaic boards using thermal imaging analysis. In terms of integration with architecture, the heat collector can be combined with the building shading, and it should serve as shading and heat collector, simultaneously; for this purpose, arrange space can be arranged collector can be directly used as a balcony fence. Furthermore, the heat collector can be installed outside the air conditioner on the south side to serve the purpose of blocking the air conditioner. In Table 4, the business characteristics and local conditions that are a part of three-dimensional city greening plan are given.
TABLE 4 | The three-dimensional city greening plan standards.
[image: Table 4]2.2.2 Location of the balcony position and photovoltaic board
The exterior wall photovoltaic panel can be mounted directly from the building wall or on the walls of the construction to the south, west, southwest and east of the building. By reserving the tube and a heat collector on the wall, the water storage tank can be fixed to the wall, and the pipeline can be connected. The advantages of this scheme are as follows: i) the installation position of the heat collector is relatively flexible, and the size can be tailored according to the actual situation of the project; ii) the same layer can be used. Further, the pipeline gets shorter, and the heat loss becomes minimal. Also, the installation and maintenance are convenient; iii) a modeling element of architecture can be created when tightly combined with architecture. To achieve the ideal fusion of functionality and aesthetics, different color collecting pipes can be used to create heat collector arrays that have strong rhythmic senses based on the requirements of architectural shapes. The disadvantage of the exterior wall type is that it is typically installed perpendicular to the ground and vertical to the wall surface. The efficiency of the thermal collection is consequently somewhat diminished. The underlying residents might also not be able to use it for other reasons. Therefore, installing solar heat collectors can be thought of as a courteous inclination in order to receive a lot of solar radiation. The association of the two types of window walls could be as follows: i) to fix the heat collector, the triangular frame is directly installed on the lower wall of the window. It is critical to note that it should be used as an oblique tilt collector to avoid obstruction for lower-level users; ii) to rectify the fixed heat collector, the triangle is installed directly on the window’s wall, and used as an oblique tilt collector to avoid obstruction for lower-level users.
3 RESULTS ANALYSIS AND DISCUSSION
3.1 Thermal analysis of the building
It is an established fact that the heat island effect in cities worldwide is becoming increasingly severe, and heat energy in cities is disrupting human development activities. Basically, the heat energy was efficiently utilized by setting photovoltaic panels in the direction of concentrated heat energy and the facade of buildings to achieve the integration of solar energy systems and buildings can be expressed using Eq. 5.
[image: image]
where Uz is the horizontal direction wind speed at the height Z; Uo is the wind speed at the height of Zo; M is the power index determined by the terrain roughness. Referring to the “Code for the load of the Architecture” (GB50009), the M-value was adopted to be .14 in this study.
The airflow around the building generally belongs to non-compressed low-speed turbulence as per the association assumptions. Owing to this, the contact formation restrictions of the airflow and the building have a beneficial effect. In general, the K model has minimal computation requirements and more accurate predictions.
Turbulent kinetic energy model given in Eq. 6.
[image: image]
Dissipation rate model given in Eq. 7.
[image: image]
For thermal analysis results, simulation on the outside natural ventilation of the buildings is conducted for a municipality first using PHOENICS software (PHOENICS, 2021). Figure 2A shows the simulated profile of the municipality. Figure 2B shows the profile of selected area for the computation reflected by the area’s ventilation and heat energy. The outer field size of the model was chosen in PHOENICS software based on airflow at the building complex’s boundary. The positive direction of the model was set to the north along the y-axis based on relevant engineering experience and simulation trial calculation.
[image: Figure 2]FIGURE 2 | The thermal analysis of the buildings (A). Municipality with multiple buildings; (B). Selected areas with lower number of buildings.
3.2 Wind boundaries and wind speed
The non-compressed low-speed turbulence describes the airflow around the building according to the associated assumptions. Because of this, the airflow and building contact formation constraints are helpful. The K model generally requires less processing and produces more precise predictions. Figure 3 explains the wind boundaries and speed for the designed system.
[image: Figure 3]FIGURE 3 | Building wind speed simulation diagram.
3.3 Understanding the design efficiency by surface model
The following are essential steps to achieve the efficient integrated design of the solar heat water system and building: i) steel structure is set up on the outer facade of the original building to reinforce the building; ii) window is constructed between the floors and balcony space is created to facilitate the management of green plants, improve the ventilation of the building and reduce energy consumption; iii) a curved surface optical board device is set outside the balcony, which is convenient and easy to disassemble and maintain. The analysis shows that a curved surface is more conducive to alleviating urban wind pressure and protecting the buildings in comparison to a square surface, see Figures 4A, B. Further, for the aesthetic purpose, the outer balcony could be set up in a curved shape.
[image: Figure 4]FIGURE 4 | Surface model manifested by (A). Wind pressure; (B). Square model manifested.
3.4 Annual energy savings potential
It is observed that the designed system can hold a total of 32 tons of hot water per day with a specific heat capacity of 5082880kj/per day. The conversion efficiency of electric heating is generally about 90%, and the total heat required to produce the same heat is Q = 5647644 kJ. While electrical energy used is 3,600 kJ and it needs 1568.7 kWh electricity/day. Table 5 shows the annual energy savings per solar photovoltaic collector technology.
TABLE 5 | Comparison of annual energy savings of photovoltaic systems.
[image: Table 5]3.5 Thermal efficiency
To illustrate how the thermal efficiency of a solar energy system was calculated, a centralized solar heat collection system with a circulating water pump was considered. Typically, under solar radiation, a solar heat collection system raises the temperature of hot water from its initial temperature to a preset level. In the solar heat collection system, only the water pump that circulates water uses electricity; no other equipment does. Using this system as an example, the circulating water pump’s rated input power was estimated to be around .265 kW. It took .128 h and consumed .034 degrees of electricity to circulate 1000 kg of water having 35° higher temperature. Therefore, the actual calorific value of the centralized solar heat collection system equipped with a circulating water pump is 1,029,411.76 kCal/degrees.
3.6 Wind load standard value detection
When there is no malfunction or damage from repeated pressure detection, the universal value of the wind load should be performed. Detection pressure increased by [image: image]′, decreased to zero, then increased by [image: image]′, again, and finally decreased to zero.′ When the first and last turns were made, the test parts were opened and closed at forward and negative pressure, respectively. Speed of lift and pressure was 300 [image: image]/s∼500 [image: image]/s, and the pressure duration was not less than 3 s. The damage to the test element was noted.
3.6.1 Wind load design value detection
[image: image]′ detection should be performed when the [image: image]′ test does not become functionally disordered, and the angle displacement value does not exceed the allowable deflection. Detection pressure rose to [image: image]′ (take [image: image]′ = 1.4 [image: image] ′), then dropped to zero and to -[image: image]′, and then rose to zero in the end, with pressure duration not less than 3 s. The damage or dysfunction of the test piece was observed and noted.
3.6.2 Evaluation of the test results
The border support triangular glass surface plate method was calculated using Eq. 8
[image: image]
Where, [image: image] is the facial line deflection, mm; [image: image], [image: image], co, and do are the stable initial readings of each measuring point after preparing pressure, mm; b, c, and d are the readings of each measuring point at a certain level of detection, mm.
Other component face line deflection computation can be done using Eq. 9:
[image: image]
Where [image: image] is the facial line deflection, mm; [image: image], [image: image], co, and do are the stable initial readings of each measuring point after preparing pressure, mm; b, c, and d are the readings of each measuring point at a certain level of detection, mm.
3.6.3 Evaluation of deformed detection
The evaluation of the deformation detection should indicate the deflection of the opposite face line [image: image]/2.5 with a pressure difference of 土 [image: image]. The standard specimen used for wind load standard value detection is shown in Figure 5. According to Figure 5, the standard specimen has a thickness of 3.0 mm and .3 mm. The surface of the stainless-steel plate used for the balcony is processed to respond to leveling off, and cannot wait for scratches and burrs. The distance between the standard specimen’s edge and the air vent’s center is 100 + 1 mm. The air vent’s diameter is 20 + .02 mm, and it needs to be neatly organized.
[image: Figure 5]FIGURE 5 | Standard specimen used for wind load standard value detection.
4 DISCUSSION ON FUNCTIONAL BENEFITS AND CONCLUSION
From the preliminary assessment carried out in this study, it is understood that façade reconstruction for integrating solar photovoltaic collectors with vertical green balconies is possible. The design and analysis, shows they could potentially offer two important functional benefits: 1). Ecological functions: Using their inherent ecological abilities, plants can purify indoor air, regulate temperature and humidity indoors, inhale carbon dioxide and exhale oxygen, maintain a balance of the two gases in the atmosphere, and keep the air fresh. They can also trap and filter airborne dust to clean the air. 2). Spatial function: By placing the balcony on the building’s facade, it is important to organize, embellish, and beautify the interior space. However, in order to achieve the transition of indoor and outdoor space, the green color can be set up in the area where outdoor and indoor spaces meet. The technique of borrowing scenery, through the glass and through the window can also be used so that the inside and outside green scenery is connected into a single piece.
The scientific analysis of building construction could be carried out using the PHOENICS software model about the existing high-rise building facade, steel reinforcement of older buildings, installation of solar energy combined with balconies, installation of photovoltaic panels set out on the steel frame, and solution to the shortage of urban greening and internal user comfort. It also reduces construction costs and encourages the construction of green buildings, in addition to reducing air pollution. The plan discussed in this study contributes to the delivery of services that satisfy customers, the elimination of temporary conditions, the reduction of construction-related annoyance for locals, the opportunity for building owners to receive early rental income, and the creation of a comfortable workplace. Future renovations of urban architecture are predicted to apply the process-specific rationalization plan that was created as a consequence of this study, and numerous experiences will be gathered from this that will be used to carry out more type-specific research.
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Conventional fuels for vehicular applications generate hazardous pollutants which have an adverse effect on the environment. Therefore, there is a high demand to shift towards environment-friendly vehicles for the present mobility sector. This paper highlights sustainable mobility and specifically sustainable transportation as a solution to reduce GHG emissions. Thus, hydrogen fuel-based vehicular technologies have started blooming and have gained significance following the zero-emission policy, focusing on various types of sustainable motilities and their limitations. Serving an incredible deliverance of energy by hydrogen fuel combustion engines, hydrogen can revolution various transportation sectors. In this study, the aspects of hydrogen as a fuel for sustainable mobility sectors have been investigated. In order to reduce the GHG (Green House Gas) emission from fossil fuel vehicles, researchers have paid their focus for research and development on hydrogen fuel vehicles and proton exchange fuel cells. Also, its development and progress in all mobility sectors in various countries have been scrutinized to measure the feasibility of sustainable mobility as a future. This, paper is an inclusive review of hydrogen-based mobility in various sectors of transportation, in particular fuel cell cars, that provides information on various technologies adapted with time to add more towards perfection. When compared to electric vehicles with a 200-mile range, fuel cell cars have a lower driving cost in all of the 2035 and 2050 scenarios. To stimulate the use of hydrogen as a passenger automobile fuel, the cost of a hydrogen fuel cell vehicle (FCV) must be brought down to at least the same level as an electric vehicle. Compared to gasoline cars, fuel cell vehicles use 43% less energy and generate 40% less CO2.
Keywords: climate change, sustainable mobility, hydrogen mobility, hydrogen fuel, GHG
1 INTRODUCTION
Sustainable mobility is described as a transportation system that is ubiquitous, effective, clean, and ecologically beneficial. Whilst transportation is not having its own sustainable development goals (SDGs), it is critical for accomplishing other SDGs in order to reach desired growth and development. Top-scoring countries for the SDGs have more robust and long-term mobility policies in place, whilst countries with the lowest scores are chastised for having inadequate transportation infrastructure (Sum4all.org, 2021). Figure 1 depicts the SDGs that are directly or indirectly met by sustainable transportation.
[image: Figure 1]FIGURE 1 | Targeted SDGs addressed by sustainable mobility.
The origin of “sustainable mobility” is from the broader definition of “Sustainable development”. “Sustainable development” is “development that meets current needs without jeopardizing the ability of future generations to meet their own needs” (World Commission on Environment and Development, 1987). The infographic (Figure 2) depicts the broad benefits of sustainable mobility (Ransformative-Mobility, 2021), which include energy security, economic development, environmental sustainability, and social wellbeing.
[image: Figure 2]FIGURE 2 | Benefits of sustainable mobility.
The literature has a number of researches on sustainable mobility. The scope of technology in fostering a change in behaviour toward sustainable transportation has been investigated (Klecha and Gianni, 2018; Chng, 2021). Gonzales Green port strategies for reducing negative externalities in the countryside has been investigated (Gonzalez Aregall et al., 2018). Table 1 lists the results of several studies on sustainable mobility.
TABLE 1 | Investigating research on sustainable mobility.
[image: Table 1]1.1 Hydrogen: The Most Reliable Form of Energy
The global need for energy has risen intensely with the growth of the world’s population. This is because energy is required for all activities. The great majority of energy is imitative from fossil fuels, which are non-renewable resources that take longer to recharge or reoccurrence to their previous capacity. Energy imitative from fossil fuels is less costly; however, it has shortcomings when compared to renewable energy sources (Rohith et al., 2016).
Hydrogen is an emerging and almost established fuel source for cars (Apostolou and Xydis, 2019; Staffell et al., 2019; Falcone et al., 2021). The present state of the art and future possibilities of the burgeoning hydrogen-based market in road transportation, as well as an examination of existing hydrogen refuelling station technologies, have been explored (Apostolou and Xydis, 2019). The hydrogen economy offers a multi-sectoral view of low-cost clean energy and thorough decarbonization in process sectors. The ability to store hydrogen or derivatives is a game changer for the integration of high renewable energy source shares, resulting in beneficial effects on various SDGs through lower GHG and air pollution emissions (Falcone et al., 2021). Along with biofuels and electric cars, hydrogen is one of three key low-carbon transportation choices (EVs). Hydrogen avoids the negative effects of biofuels on land usage and air pollution, as well as the restricted range and long recharge periods associated with electric vehicles (Staffell et al., 2019). Hydrogen automobiles have been shown to have a threefold lower potential for global warming than other alternative technologies (Bicer and Dincer, 2017; Dincer, 2020; Apostolou and Welcher, 2021). In Denmark, variables that may influence public acceptability of hydrogen-powered cars have been explored. To that purpose, four primary hypotheses were proposed, assuming that variables such as technical and environmental knowledge, financial standing, and infrastructure have a direct impact on the societal acceptability of hydrogen-powered private road cars in the transportation sector. Most of the hypotheses, such as environmental awareness, limited refuelling infrastructure, and media backing for this sector, were supported by the findings (Apostolou and Welcher, 2021). To explore the effects of alternative cars on the environment and human health, a life cycle evaluation of methanol, hydrogen, and electric vehicles is done. The findings of this study demonstrate that owing to the manufacturing and maintenance phases, electric cars have higher human toxicity ratings. Because hydrogen has a higher energy density than methanol, hydrogen-powered cars are a more environmental sustainable alternative in terms of global warming and ozone layer depletion (Bicer and Dincer, 2017). The Covid-19 coronavirus has made it more important than ever for people to breathe cleaner air, drink cleaner water, eat cleaner food, and use cleaner energy. We were in a carbon age with hydrocarbon fuels until the coronavirus outbreak juncture in 2020, and now we must continue to change the driver to hydrogen, which is the start of the hydrogen age, in which the use of hydrocarbon fuels (fossil fuels) will decrease exponentially while the use of hydrogen energy will increase (Dincer, 2020). The Covid-19 has thrown the transition from the carbon (C) age to the emerging hydrogen (H2) age into disarray (Apostolou et al., 2018).
As a result, renewable resources, particularly hydrogen energy, are the most promising choices for meeting energy demands. Hydrogen is found mainly in plant materials and is rare in nature. Hydrogen is a non-metallic, nontoxic fuel that can provide more energy per unit of mass than gasoline (Abdalla et al., 2018). However, a substantial study is required to investigate and design onboard applications in order to use hydrogen as a fuel.
Hydrogen has lately emerged as a prospective energy carrier, and the organic chemical hydride approach offers significant advantages in terms of transportability and handling (Morel et al., 2015). The possibilities for combining stochastic power generation with hydrogen production, storage, and consumption is explained in (Korpas and Gjengedal, 2006).
1.2 Hydrogen as a Fuel in the Transportation Sector
“Centralized” production, where hydrogen is produced on a large scale and supplied to customers via truck or pipeline. “On-site” or “distributed” production, is where hydrogen is produced at the end-use site, generally through small-scale electrolysis or steam methane reforming (Meraj et al., 2020).
Hydrogen can also be converted to other energy carriers like electricity, methane, or liquid fuels, which incurs conversion costs and efficiency losses but allows access to existing energy distribution networks without requiring the construction of an extensive hydrogen distribution infrastructure. The relative cost of regional basic resources for hydrogen generation and policies is vital in determining the ideal hydrogen supply pathway. Transportation of hydrogen can be done using.
1) Pipelines (Weinmann, 1999).
2) Mobile by trucks, trains, vessels (Domashenko, 2002).
The use of hydrogen in onboard vehicles has hurdles owing to the high weight, volume, and cost of hydrogen. Furthermore, as the refuelling process continues, the life cycle of hydrides shortens, reducing the vehicles’ efficiency. Another disadvantage is the lack of adequate hydrogen storage system standards and protocols. The infrastructure to distribute hydrogen to the user requires entirely new infrastructure; the production and delivery systems must be integrated to reduce the cost of hydrogen delivery and distribution costs. At the moment, hydrogen transportation, storage, and delivery to the site of consumption are all related with inefficient energy use. Despite having some notable disadvantages, hydrogen is heavily used in several industries such as the transportation industry, power generation industry, and building industry instead of conventional fossil fuels (Reddy et al., 2020).
This paper aims to present the future of hydrogen energy as a solution to sustainable mobility. Existing literatures are mainly focusing on utilization of hydrogen for a particular sector of transportation; the overall transportation sector is not addressed. In detail analysis of techno-economic-environmental aspects of Hydrogen as sustainable mobility solution is missing in recent literature. The goal of this research is to evaluate the potential of hydrogen energy as a solution for sustainable transportation and to analyse its environmental and social consequences. This review aims to introduce the preparation processes, storage method, and critical technical issues of its application in vehicles and related mobility sectors in a systematic manner, providing exciting insights into hydrogen-based energy, the potential large-scale deployment process on a global scale including techno-economic aspects, selected implemented projects, policies and challenges. The paper helps the policymakers and industries decide on choosing hydrogen as the future of sustainable mobility.
This paper is structured as follows. Section 2 provides an in-depth review of hydrogen as a fuel for transportation in many sectors and its environmental and technical elements. Section 3 deals with the generation and storage of hydrogen energy. Section 4 concludes the in-depth analysis to suggest the scope of hydrogen to be adopted as the future of sustainable mobility.
2 ENVIRONMENTAL ASPECTS
Considering the fact of depletion of energy resources and the rise in global warming, challenges are encountered with the combustion of energy due to the transportation sector in the present time. Green House Gas (GHG) emissions are caused by the dominant conventional road transportations, which have existed for more than a century and has reached its upper saturation level. As per the International Energy Agency regulations, global carbon dioxide emissions must be decreased to limit the consequences of climate change (Zhao et al., 2020). To enhance the technology that has zero pollutant discharge and zero climate change effect, hydrogen Fuel cell-based vehicles production is being promoted by automotive industries. The government of various countries like the United States, Japan and South Korea have encouraged the production of Hydrogen vehicles since 2018 (Meng et al., 2021). The upcoming subsections discuss the environmental and technical aspects of hydrogen in the mobility sector and its scope.
Transportation is the second-largest source of pollution in terms of GHG emissions, posing a serious threat to human health (Roadmap to a Single European Transport Area-Towards a competitive and resource efficient transport system, 2021). The transportation sector accounts for 23% of total CO2 emissions. According to the report, the transportation sector would continue to rely on petroleum-based services for 90% of its fleet, with renewable energy sources accounting for only 10%. By 2050, carbon emissions from the transportation industry are predicted to be 33% more than they were in 1990 (Le Quéré et al., 2020).
2.1 Climatic Change and Greenhouse Gas Emissions
Climate change is the central point of focus in the present era due to the advancement of technologies in various sectors, including the transportation industries. The combustion of biofuels for transportation has captured the mobility sector for the last two centuries. Traditional combustion fuels by vehicles lead to the generation of pollutants and GHGs to the environment, which has various adverse effects (Engel, 2012; Zhongfu et al., 2015). Hydrogen is a carrier, like electricity, rather than an energy source, and the notion of “hydricity,” or the inherent interchangeability of electricity and hydrogen, has been established (Engel, 2012). Anthropogenic GHG emissions are directly linked to the global warming trend. Climate change caused by GHG emissions is one of the most serious environmental issues confronting modern society (Ding et al., 2018). In order to stabilize the climate, it is the need of the time to reduce the emissions significantly (Liu et al., 2019). CO2 is the major GHG contributor with a value of 76%, methane, while Nitrous Oxide and fluorinated gases together contributes the rest 24% (Global-Greenhouse-Gas-Emissions-Data, 2021). As illustrated in Figure 3, the global CO2 concentration is growing rapidly.
[image: Figure 3]FIGURE 3 | Concentration of CO2 in atmosphere in ppm (Climate-Change-Atmospheric-Carbon-Dioxide, 2021; Health-Topics, 2021)
The concentration of CO2 in the atmosphere is currently at 414.00 ppm, the highest in the previous 800 k years, and it is closely connected to global temperature. The world has committed to keeping global warming below 2°C, and this goal can be met with a minimal carbon budget. According to researchers, mankind can only emit 565 Gt of CO2 more and still meet the 2°C target—a limit that would be exhausted in 15 years if emissions continue at their current rate of 36.6 Gt CO2 per year (Liu et al., 2019). It is also predicted that seven million people die each year as a result of illnesses caused by air pollution (Global-Energy-Related-Co2-Emissions, 2021).
During COVID-19, there is a temporary decline in daily global CO2 emissions due to forced confinement. By early April 2020, daily global CO2 emissions had decreased by 17% compared to the mean levels in 2019, with surface traffic accounting for half of the decline (Saleem et al., 2021). However, in the post-COVID-19 scenario, things will be different. As a result, adopting a sustainable transportation strategy is critical.
Although GHGs are released by a variety of sources, those produced by automobiles can be reduced by employing alternative fuel vehicles (AFVs) or green vehicles. Advanced alternative fuel technologies have the potential to halve gasoline use while also cutting CO2 emissions and their associated environmental consequences. Although fuel-efficient technologies help vehicles perform better in terms of environmental performance, they cannot assist cut overall emissions. This is ought to the fact that technology cannot change consumer habits on its own. So, framing a strategy that encourages consumers to choose energy-efficient vehicles over traditional one is critical, as is ensuring the use of AFVs that complies with environmental pollution-reduction measures like carpooling and using low-CO2-emitting vehicles, public transportation, or bicycles to save fuel (Oliveira and Dias, 2020; García-Melero et al., 2021; Apostolou and Xydis, 2019).
2.2 Hydrogen as a Zero-Emission Source
Hydrogen energy follows a zero-emission policy towards the environment, making it a fundamental attraction for researchers and industries to study and develop hydrogen transport technologies. Additionally, hydrogen has become a truly sustainable energy resource because of the zero climate change effect, as hydrogen is a highly efficient, reliable, and soundless source of power.
The evaluation of hydrogen fuel transportation cannot be alone evaluated based upon the tailpipe gas emissions. The environmental aspects can be accounted for based on the vehicle’s wheel to tank evaluation (Concawe and JRC, 2007; Yang and Ogden, 2007; Bethoux, 2020). Natural hydrogen may become a viable economic option, making fuel cell vehicles a viable and ecologically acceptable alternative to battery electric vehicles (Bethoux, 2020). The European Commission’s Joint Research Centre, EUCAR, and CONCAWE have assessed the tank-to-wheels (TTW) energy usage and greenhouse gas emissions for a variety of future fuel and powertrain alternatives (Concawe and JRC, 2007). Moving our transportation sector away from petroleum-derived gasoline and diesel fuels and toward hydrogen derived from domestic primary energy resources can have a number of societal benefits, including lower well-to-wheels greenhouse gas emissions, zero point-of-use criteria air pollutant emissions, and less imported petroleum from politically sensitive areas (Yang and Ogden, 2007). Therefore, the accountability of hydrogen vehicles towards environmental effect has been studied and reported through one tool known as Ecoscore. The tool has been developed by the commission of the Flemish government (Sergeant. et al., 2009). This measurement is based upon the GHGs emissions, regulation of air quality and sound pollution. Apart from the three major aspects, two indirect aspects, including human lifecycle and ecosystem maintenance, are also included in the Ecoscore measurement scale (Van Mierlo et al., 2004). Environmental aspects of hydrogen vehicles are presented in Figure 4.
[image: Figure 4]FIGURE 4 | Environmental aspect of hydrogen vehicle.
3 TECHNICAL ASPECTS
The study about hydrogen fuel vehicles has major issues related to high-pressure hydrogen storage. To tackle the problem of hydrogen storage, researchers have proposed the onboard hydrogen generation engines (Frenette and Forthoffer, 2009; Shusheng et al., 2020). The fuel cell electric vehicle is an onboard hydrogen-generation type in the design scheme that provides rapid hydrogen supply. Moreover, a self-heating reforming technology combining methanol vapour reforming and partial oxidation reforming being utilized (Özcan and Garip, 2020). The car is powered by a hybrid system that includes a lithium battery and a hydrogen fuel cell. The aforesaid approach is different from hydrogen storage fuel cell vehicles. It eliminates the hydrogenation process and the high-pressure hydrogen storage device, and drives the motor with the fuel cell as the primary power source, while the lithium battery as a backup. Based on the structure of the fuel cell electric vehicle designed in the literature (Li et al., 2016; Shusheng et al., 2020), the vehicle’s critical components, such as a hydrogen production system, electric drive system, auxiliary power supply, and management system, were evaluated, and their management and control techniques were described.
3.1 Production of Hydrogen
Hydrogen may be produced using both renewable and fossil fuel technologies. Steam reforming, partial oxidation, auto thermal oxidation, and gasification are all methods for producing hydrogen from fossil fuels. By gasifying biomass/biofuels and splitting water with solar or wind energy, hydrogen can be synthesized from renewable energy sources (Apostolou, 2020). The Hydrogen production sources and technologies are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Hydrogen production sources (Arat and Sürer, 2017)
The extraction of hydrogen from coal is the highest among all sources, approximately 21.5 billion tons/year, which need to be replaced by renewable resources.
3.1.1 Categorization of Hydrogen Based on the Source of Generation
By the adaptation of different technology and considered sources, hydrogen production has been categorized into three types according to the literature and study reports (von Döllen et al., 2021; Noussan et al., 2021). The utilization of major sources for the production of hydrogen has introduced the color conceptualization. By the application of fossil fuel for the generation of hydrogen leads to the emission of CO2 and greenhouse gases. This technology of hydrogen production and its utilized source refers to grey hydrogen (Ivanenko, 2020). Blue hydrogen was introduced, while the grey hydrogen production approach was used to lower the quantity of greenhouse gas emissions in hydrogen production (Mari et al., 2016; Dickel, 2020). The utilization of fossil fuel, industrial gas, by-product gas, natural gas for hydrogen production for sustainable mobility as energy resources generally emit pollutants, and greenhouse gases to the environment (Jovan and Dolanc, 2020; Luo et al., 2020; Schiro et al., 2020). In a case study of a Slovenian hydro power plant, the possibility for green hydrogen generation was examined. If it is not burdened by different environmental fees, hydrogen can be competitive in the transportation sector (Jovan and Dolanc, 2020). Renewable hydrogen generation is a reliable alternative since this energy vector can be quickly created from electricity and injected into existing natural gas infrastructure, allowing for storage and transit (Schiro et al., 2020). The economic analysis of hydrogen was applied to hydrogen produced by natural gas, coal, and water electrolysis and conveyed in the form of high-pressure hydrogen gas or cryogenic liquid hydrogen. The cost of hydrogen produced from natural gas and coal is now cheaper, but it is heavily influenced by the cost of hydrogen purification and the price of carbon trading. Given the impact of future production technologies, raw material costs, and rising demands for sustainable energy development on hydrogen energy costs, it is suggested that renewable energy curtailment be used as a source of electricity and multi-stack system electrolyzers be used as large-scale electrolysis equipment, in combination with cryogenic liquid hydrogen transportation or on-site hydrogen production (Luo et al., 2020). To reduce these pollutants affecting the atmosphere, literature has reported various technological modifications for hydrogen generation. Therefore, the utilization of renewable energy resources for hydrogen generation has been reported in recent works of literature (Boretti, 2020; Manna et al., 2021; Rabiee et al., 2021). Green hydrogen is also resultants of electrolyzers produced by renewable energies. It has been also noticed that green hydrogen can be also produced from bioenergy such as biomethane and biomass combustion. As the green hydrogen generated from various methodologies has net-zero gas emission, researchers and industries have more attention towards its production advancement (Manna et al., 2021; Rabiee et al., 2021). Categories of Hydrogen generation is presented in Figure 6.
[image: Figure 6]FIGURE 6 | Categories of hydrogen.
Hydrogen production from different sources and emission from it is tabulated in Table 2.
TABLE 2 | Hydrogen production from different sources and emissions.
[image: Table 2]At present, coal is the primary source of hydrogen extraction, but the process emits GHGs. Hydrogen extraction through photocatalytic water decomposition with solar energy is the least popular process, with 1.8 billion tons of hydrogen annually. Table 2, concludes that the hydrogen production from photocatalytic water decomposition with solar energy is emission-free and the most sustainable path.
3.1.2 Water Electrolysis to Generate Hydrogen
Water as a feedstock is one of the most environmentally beneficial ways to produce hydrogen as it releases only oxygen as a by-product during processing. Green hydrogen is hydrogen produced by the breakdown of water using renewable energy sources. Electrolysis is currently the most established commercially accessible process for producing hydrogen from water. Water electrolysis is the process of breaking down water (H2O) into its constituent’s hydrogen (H2) and oxygen (O2) using electric current (Hydrogen-Production-Through-Electrolysis, 1927). Positive ions (H+) are drawn to the cathode, whereas negative ions (OH-) are drawn to the anode by the electric potential. Alkaline water electrolysis (AEL), proton exchange membrane (PEM) water electrolysis, solid oxide water electrolysis (SOE), and alkaline anion exchange membrane (AEM) water electrolysis are some of the water electrolysis procedures (Chi and Yu, 2018) as depicted in Figure 7.
[image: Figure 7]FIGURE 7 | Different types of water electrolysis processes to generate hydrogen.
Comparative analysis of different water electrolysis processes to generate hydrogen (Hydrogen-Production-By-Electrolysis-Ann-Cornell, 2017; Hydrogen-Production-Through-Electrolysis, 2017; Articlelanding, 2020) is tabulated in Table 3.
TABLE 3 | Comparative analysis of different types of water electrolysis process to generate hydrogen.
[image: Table 3]Use of AEM water electrolysis could allow low-cost transition metals to replace traditional noble metal electrocatalysts (Pt, Pd, Ru, and Ir). AEM electrolysis has garnered special interest due to its high power efficiency, membrane stability, durability, ease of handling, and low-cost hydrogen-production method (Vincent and Bessarabov, 2018), despite being a developing technology. Aside from the high energy consumption induced by the rise in electrolysis voltage generated by the bubbles developed during the electrolysis process (Hu et al., 2019), high energy consumption is another barrier of hydrogen synthesis from water electrolysis. Hydrocarbons can be used in water electrolysis to reduce energy usage. Cheap metals or nonmetal composite materials, such as Ni, should be the electrodes’ likely future direction.
The following are the major future directions to be investigated in the water electrolysis process of hydrogen generation:
• In-depth investigation of the reaction process in order to improve hydrogen generation efficiency and achieve conversion by combining chemical and electrical energy;
• Reduction in energy intake in the electrolysis process of water using renewable energy;
• In-depth investigation of the reaction process in order to improve the efficiency of hydrogen production;
• Improvements in electrode stability and corrosion resistance for increased longevity and lower electrode costs;
• Development of new catalytic electrodes and catalysts to improve reaction efficiency (Gao et al., 2019; Huang et al., 2019).
Hydrogen power is a promising technique for storing fluctuating Renewable Energy (RE) to establish a 100% renewable and sustainable hydrogen economy (Dawood et al., 2020). Hydrogen can be stored as gas or liquid form. High-pressure tanks (350.00–700.00 bar tank pressure) are primarily used to store hydrogen as a gas. Cryogenic temperatures are required to store hydrogen as a liquid (Hydrogen Storage, 2021). Sapru (2002) have given an summary on hydrogen storage systems, based on storage tanks integrated with fuel cells.
3.2 Hydrogen Storage
Hydrogen holds excellent potential to be an energy carrier, especially for fuel cell applications. With high calorific value, it is also termed as regenerative and environmentally friendly fuel. Additionally, it has energy density of 142 ML/kg, which is three times of petroleum (47 MJ/kg) (Kaur et al., 2016). This makes hydrogen as the most efficient fuel to replace petroleum-based vehicular. Thus, fossil fuel reliability can be reduced to fulfil all the global energy demands (Muir and Yao, 2011). Carbon and Hydrogen cycle are shown in Figure 8. The combustion process is shown below in blue arrows. The cycle shows how CO2 released causes global warming (presented by black arrows). On the other hand, the hydrogen cycle is presented by green arrows and pointing towards renewable energy sources (Kaur et al., 2019).
[image: Figure 8]FIGURE 8 | Carbon and hydrogen cycle (Muir and Yao, 2011)
Hydrogen energy has also been projected as a widespread resolution for a secure energy future to increase energy security and strengthen developing countries’ economies (Marrero-Alfonso et al., 2009). Various technological, significant scientific, and economic challenges must be overcome before hydrogen can be used as a clean fuel source and the transition from a carbon-based fossil fuel energy system to a hydrogen-based economy can be completed (Shashikala, 152012).
Additionally, in the transportation sector, hydrogen storage technologies are in consideration and gradually move towards designing highly efficient systems. For example, specific criteria are looked into, such as thermal stability of the system, gravimetric and volumetric densities and cost of the operating systems. Many of these sectors are being worked on, and improvements in hydrogen production and storage for various automotive applications have been made and deployed (Shang and Chen, 2006).
3.2.1 Hydrogen Storage Methods
Hydrogen storage methods can be categorized into three groups, as shown in Figure 9. Molecular hydrogen can be stored as (1) a gas or a liquid without any significant physical or chemical bonding to other materials; (2) molecular hydrogen can be adsorbed onto or into material and held in place by relatively weak physical van der Waals bonds; (3) atomic hydrogen can be covalently bound (absorbed). The spread of hydrogen fueling stations across the transportation network, as well as investment in hydrogen fueling stations, can lead to increased profits (El-Taweel et al., 2019).
[image: Figure 9]FIGURE 9 | Hydrogen storage technologies (Andersson and Grönkvist, 2019; Lototskyy et al., 2017)
3.2.1.1 Compressed/Physical Hydrogen Storage
Hydrogen is stored at high pressure and in compressed form and specifically designed hydrogen cylinders reinforced by carbon fibre that can withstand very high pressure. Various concerns should be handled before using this technology, like high-pressure requirements, low volumetric density, energy required to compress hydrogen gas, and cylinder weight and to reduce the overall cost (Sakintuna et al., 2007).
Hydrogen can also be stored in cyro-compressed form by cooling hydrogen gas to −253°C; this process increases the volumetric storage capacity of hydrogen gas by 4 times. However, this process is highly energy intensive due to energy requirements for compressing and liquifying hydrogen gas. There are further limitations, such as liquid hydrogen being very volatile and potentially forming an explosive combination with air if evaporated. Thus, this system should be designed to cover all the safety concerns (Sakintuna et al., 2007). Figure 10 shows hydrogen gas in the form of compressed gas and cryogenic liquid.
[image: Figure 10]FIGURE 10 | (A) Compressed hydrogen gas storage and (B) cryo-compressed hydrogen gas storage (Sakintuna et al., 2007)
The weight, volume, cost, efficiency, codes, and standards are the primary problems in hydrogen storage. New materials, particularly polymers, must be developed as barrier materials to limit hydrogen leakage in storage tanks with high energy-to-weight ratios (Macher et al., 2021).
3.2.1.2 Material Based Hydrogen Storage
In materials, hydrogen is generally stored as absorption, adsorption, and chemical reaction. If hydrogen is stored on the surface, then the phenomenon is called adsorption, and if it is stored within the solids, it is called absorption. The main difference is in the density as it increases from adsorption to absorption. Adsorption is further divided into chemisorption and physisorption based on their mechanism. Physiosorbed hydrogen is weakly bonded than chemisorbed hydrogen molecules. Also, it involves highly porous materials with high surface areas to efficiently uptake and release hydrogen molecules from the materials, such as metal hydride hydrogen storage.
However, absorption involves hydrogen atoms attached with strong bonds within the chemicals. Here, hydrogen is stored in large amounts with small quantities of materials also could be released at low temperature and pressure. For example, in complex and chemical hydrides, hydrogen is absorbed in the materials, as shown in Figure 11 (Klanchar et al., 2004).
[image: Figure 11]FIGURE 11 | (A) Surface adsorption and (B) Surface absorption (Klanchar et al., 2004)
3.2.1.3 Chemical Hydrogen Storage Pathway
When hydrogen is generated and released through the chemical reaction, then the storage technology is defined as chemical hydrogen storage. The basic reactions involve the reaction of chemical hydrides with water and alcohols. However, this technology suffers lack of reversible onboard reactions and require spent fuel and by-products to be removed off-board. Here, hydrogen is strongly bonded as hydrogen atoms within the molecular structures of the chemical compounds, as presented in Figure 12. Therefore, for hydrogen generation and storage, a chemical reaction is required.
[image: Figure 12]FIGURE 12 | (A,B): Absorption in complex chemical hydrides (Klanchar et al., 2004).
As hydrogen is stored in chemical hydrides, these hydrides in the form of materials have high gravimetric and volumetric densities. Thus, hydrogen is released in the form of chemical reactions. There are two methods of hydrogen release; the first is hydrolysis, and the second is thermolysis. The former one requires low temperature and pressure, and the theoretical storage efficiency is very high. The latter one involves highly sophisticated technologies and energy requirements to break the hydrides by thermal pathways. Considering that few common chemical hydrides that release hydrogen by hydrolysis pathway are sodium, lithium, magnesium, calcium, titanium hydrides, and few of complex hydrides are sodium borohydride, lithium aluminium hydride and lithium borohydride (Klanchar et al., 2004).
Figure 13 presents various hydrides per their volumetric storage densities, with AlH3 having the highest value and pressurized tanks with the lowest values (Graetz, 2012). As shown in Figure 14.
[image: Figure 13]FIGURE 13 | Volumetric hydrogen density of various hydrogen storage methods (Graetz, 2012).
[image: Figure 14]FIGURE 14 | Flow diagram of solid-state hydrogen generation system (Demirci and Miele, 2009).
The catalyst for the reaction is supplied in the form of an aqueous solution of NaBH4 as a chemical hydride. This solution is run through a separator, which separates the pure hydrogen gas from the rest of the mixture. This pure hydrogen gas is then pumped into the fuel cell, where it can be used. After the recycling procedure, the by-products might be returned to the liquid reservoir and used again (Demirci and Miele, 2009).
As a clean resource, hydrogen energy might minimise energy savings and emissions caused by the use of fossil fuels, and it will likely play an increasingly important role in the future (Zhang et al., 2019a). In recent decades, the PEMFC (proton exchange membrane fuel cell or polymer electrolyte membrane fuel cell), which effectively transforms the chemical energy inherent in hydrogen into electricity without producing pollutants, has piqued interest in automotive applications (Ogungbemi et al., 2021).
3.3 Proton Exchange Fuel Cells
FCVs (fuel cell vehicles) powered by PEMFC have recently reached mass production, such as Toyota’s Mirai, Honda’s Clarity, and Hyundai’s NEXO. Performance should be increased at a cheaper cost to improve its commercial uses.
The European Union and the US alone stand out alone in the majority to consume all petroleum products and energy demands. This has led to the development of alternative energy sources, with the best ones stated as hydrogen, synthetic fuels and biofuels. These energy sources are investigated for their suitability to sustain a clean form of energy (Ogungbemi et al., 2021). The source where hydrogen is produced from renewable energy to electricity by PEM fuel cells are under investigation. The PEM cells are capable of producing sufficient power to sustain commercial and residential usage under varying temperatures. For example, a PEM fuel cell generator with Na metal and water chemical reaction generated hydrogen with minimum emissions and noise. This have extended its use to medium and high duty vehicular applications. Despite all such uses, PEM fuel cells face few disadvantages (Ijaodola et al., 2019) and studies are in progress based on economics, policy framework and advancements in electrolysis process to facilitate the use of PEM fuel cells for vehicular and general use. Due to myriads of advantages like low operating temperature, solid electrolyte and high power density, durability and reliability proton exchange, fuel cells can be used in several areas like on-site hydrogen generation, automotive, and portable electronic devices as discussed. The parameters of PEM fuel cells are based on operating conditions, and to accurately estimate its characteristics; research is also in progress with efficient mathematical modelling. It can disclose more about operating parameters linked with the PEM fuel cells (Rao et al., 2019a; Kandidayeni et al., 2019). Studies are also in progress to study the dynamic loading on the performance of PEMFC (Zhang et al., 2019b; Huang et al., 2020). The situation arises when unreasonable loading conditions increase and could even lead to failure (Mayyas et al., 2014) thus, adding to the disadvantages of the fuel cells. This could be explained as when PEM FC is used as a mechanical power source, it undergoes dynamic loading and response voltage becomes lower than the steady-state conditions; subsequently, the voltage increases gradually. This could lead to unfavourable operations of PEM fuel cells, and thus, dynamic performance needs to be studied.
Proton Exchange fuel cells have wide application in various sectors like power plants, transportation, digital devices etc. However, the short life span due to the degradation and reusability of fuel cells limits its applications in the commercial sector (Chen et al., 2019). Considering the lifespan of fuel cells in mobile applications, it is 3,000 h, but the demand rises to 5000 h to be used commercially. As per DOE (United States Department of Energy), the set future goals for transportation and stationary applications of PEM fuel cells as 5,000 h and 40000 h, respectively, by 2020 with performance degradation that should be less than 10% (Ren et al., 2020). The considerable difference between stationary and transportation can be attributed to different designs as fuel cells in vehicles encounters harsh conditions like the open-circuit voltage, dynamic load, startup and shutdown, overload and freezing thaw. Thus, the decay of fuel cells in vehicular applications is also thoroughly studied by developing various test protocols. With the performance of fuel cells, cost factors are also in consideration like The Strategic Analysis Inc. studied the most influencing factors on the cost of FC’s in 2012 and 2017 (Li et al., 2020). The report (2012) concluded that the fuel cell stack and platinum loading are the most important factors which affect the cost of the fuel cells. Since then, the study has also focused on a low Pt-based catalyst that made significant development in Pt-M alloys, Pt-based core shell, and Pt-based nanostructure. Gradually this development led to Pt-free catalysts like carbon alloy catalysts in commercial markets in Japan. Thus, it can be stated that PEM fuel cells holds the potential to establish a hydrogen economy for a secure and sustainable future.
4 HYDROGEN BASED MOBILITY
Promotion of hydrogen vehicles as the future transportation platform has been chosen due to its zero-pollutant discharge characteristic. Hydrogen fuel cell vehicle technology has the scope to various categories of mobility sectors. This technology can replace lightweight vehicles, heavy goods vehicles, heavy passenger vehicles, trains, and unmanned vehicles. Adopting the concept of hydrogen fuel for heavy vehicles has attracted New Zealand and Paris to meet the zero climate change commitments. As reported in (MBIE, 2019), the proper examination of feasibility for adopting clean hydrogen for heavy vehicles exceeds 30 tons has been discussed in (Concept Consulting Group, 2021; Perez et al., 2021).
Apart from the development of hydrogen fuel, heavy and very heavy-duty vehicles, public lightweight vehicles, and passenger buses require a shift towards utilization of clean hydrogen (Topler and Lordache, 2017; Air Liquide Will Build the First High-pressure Hydrogen Refueling Station for Long-haul Trucks, 2021). Air Liquide has announced the opening of Europe’s first high-pressure hydrogen filling station, which will support the first fleet of long-haul hydrogen vehicles (Air Liquide Will Build the First High-pressure Hydrogen Refueling Station for Long-haul Trucks, 2021). This investment is in line with the Group’s objective of accelerating hydrogen energy adoption through large-scale initiatives, notably in the heavy vehicle category. Vulnerabilities of Hydrogen Energy in Emerging Markets describes strategies and developments for hydrogen civilization efforts implemented by various stakeholders in different countries and at different stages of the development cycle, including authorities, institutes, research, industry, and individuals (Topler and Lordache, 2017). Considering these facts, Germany has taken the lead in the global market for the commercialization of Hydrogen vehicles, along with the collaborators from Japan, Korea and the United States (Galich and Marz, 2012; Trencher and Edianto, 2021). Hydrogen and fuel cell technologies have the potential to help create a more environmentally friendly and emission-free transportation and energy system (Galich and Marz, 2012). Policymakers and automotive players throughout the world attempt to expedite the electrification of road transport using hydrogen (Trencher and Edianto, 2021). They examined and contrasted the factors impacting the production and market penetration of privately owned fuel cell electric passenger vehicles (FCEVs) and fuel cell electric buses (FCEBs) in public transportation fleets.
4.1 Hydrogen Vehicles
In the present time, railway is the most economical transportation preferred by the common citizen as well as it is also used for goods transportation. The conventional railway depends upon the fossil fuels leads to the emission of GHGs and the generation of sound pollution. In the line, to meet zero-emission and zero sound railway transportation, InnoTrans in 2016 of Berlin developed the Coradia iLint. This has been commercialized and launched in 2020 to run for 100 km between Cuxhaven, Bremerhaven, Bremervoerde and Buxtehude in northern Germany (Low et al., 2020). Understanding the requirement and need for replacing clean hydrogen fuel transportation with the second largest railway network in the world, the Indian Railway has also started developing and testing passenger fuel cell train set (Jhunjhunwala et al., 2018).
Conventional fuel engines utilized in the shipping industries release the air pollutants and GHGs into the environment. In the regulation of these harmful gases, International Maritime Organization (IMO) has passed an article to prevent pollution from the ships under (World’s First Hydrogen Train Runs Route in Germany, 2021; Traction: India to trial fuel cell trainset, 2021). Enhanced efficiency of the marine fuel cells for various applications of onboard ships has motivated the researchers to focus on hydrogen fuel-based marine engines. Electricity generation, emergency power supply and power propulsion are the major power requirement in an onboard ship, which can be generated through clean hydrogen fuel cells by replacing conventional fuels (Sattler, 2000; IMO, 2012a; IMO, 2012b). Fuel cells have a lot of potential for usage on ships. Fuel cells on merchant ships and naval surface ships can be used for a variety of purposes, including: (1) emergency power generation; (2) electric energy generation, particularly in waters and harbours with strict environmental regulations; (3) small power output for propulsion in special operating modes (e.g., very quiet run); and (4) electric power generation for the ship’s network and, if necessary, the propulsion network on ships equipped with fuel cells (e.g., naval vessels as all-electric ships, AES) (Sattler, 2000). The actual requirement, replacement and advantage of combustion fuel engine by clean hydrogen fuel cell-based engine have been discussed in detail in (Leo et al., 2010; Tronstad et al., 2017). Submarines are now the most common marine use of fuel cells. In this industry, hydrogen/oxygen polymer electrolyte membrane (PEM) fuel cells are often utilized (Leo et al., 2010). The scope of hydrogen fuel in different mobility sectors is depicted in Figure 15.
[image: Figure 15]FIGURE 15 | Scope of hydrogen fuel in different mobility sectors.
The target to achieve limited emission fuel to protect the climate, world aviation industries have also focused on clean hydrogen as an efficient candidate for short and long-range aviation and space transportation (de-Troya et al., 2016). The research and development in aviation and space sector industries have reported continuous progress for choosing clean hydrogen fuel. The aviation and space industries of the United States (Committee on Air Force and Department of Defense Aerospace Propulsion Needs, 2006; Cecere et al., 2014; van Biert et al., 2016), Japan (Dawson, 2004; Dale Reed and Lister, 2011), Europe (Negoro, 2007), India (Sekigawa and Mecham, 1996; Chopinet et al., 2011), China (Rao et al., 2019b) and Russia (Lele, 2006) have already reported the developmental progress for hydrogen fuel technology adaptation.
The advancement of transportation in different segments and requirements has led to the development of unmanned vehicles. The most popular sector under this category is unmanned cars and unmanned Arial vehicles (UAV) (Tan, 2013). For UAV applications, various countries have focused the efficiency to cover longer distances and enhanced performance by replacing conventional fuel with clean hydrogen fuels (Sergienko, 1993; Wang et al., 2013). The development of Hydrogen mobility in different sectors are tabulated in Table 4.
TABLE 4 | Development of Hydrogen Mobility in different sectors.
[image: Table 4]It has been studied and reported that utilization of hydrogen fuel cell vehicles has been pointed in the United States and 5,899 hydrogen vehicles developed for commercialization (Bayrak et al., 2020). For the promotion of hydrogen utilized vehicles, companies like Toyota Mirai, Honda Clarity, Renault–Nissan, General Motors and Honda have formed alliances for the joint production (Giacoppo et al., 2017; Dudek et al., 2021).
4.2 Fuel Cells Electronic Vehicles
Vehicle manufacturers began producing hydrogen fuel passenger vehicles in 2002 (Tanç et al., 2018) due to an increase in the number of researchers interested in Fuel Cell Electronic Vehicles (FCEVs). They’ve been manufacturing a variety of models up to now. In addition to passenger automobiles (Lee et al., 2019; Tanç et al., 2020), these manufacturers are known to work with light commercial vehicles (Matulić et al., 2019), buses (de Miranda et al., 2017), and trucks (Lee et al., 2018). Table 5, lists all commercially available FCEVs, as well as their manufacturers and special features.
TABLE 5 | Commercially available FCEVs.
[image: Table 5]In recent years, the majority of passenger car manufacturers have started developing FCEVs. General Motors, Toyota, and Honda produce their own FC stacks, whereas Ford, Mazda, DaimlerChrysler, Mazda, Hyundai, Fiat, and Volkswagen purchase them from FC manufacturers. It is apparent from the specifications of available FCEVs that battery hybridization is currently favoured. Furthermore, automakers such as Honda, Hyundai, and Mercedes have recently developed plug-in FCEVs. Proton Exchange Membrane Fuel Cell is the most prevalent FC stack, and its efficiency for FCEVs is improving continuously. Detail specifications of the commercialized presently dominating FCEV for sale or leasing (Wasserstoffautos, 2021) are tabulated in Table 6.
TABLE 6 | Technical specifications of FCEVs which are presently dominating the market.
[image: Table 6]For a shift from a carbon-based (fossil fuel) energy system to a hydrogen-based economy, three key technological hurdles (Chang et al., 2019) must be overcome that are as follows.
1) To compete with other options, the cost of efficient and sustainable hydrogen generation and transport must be considerably decreased.
2) In order to, offer an appropriate driving range, new generations of hydrogen storage technologies for vehicle applications must be created.
3) Fuel-cell and other hydrogen-based technologies must be less expensive while having a longer useful life.
In this context, the future market of hydrogen transportation and distribution are determined mainly by four factors (Edwards et al., 2008; Olabi et al., 2021): (a) Cost of hydrogen in future, (b) the rate of advancement of various hydrogen-based technologies, (c) restriction in GHG emission, and (d) the cost of competing for alternative transportation systems. Hydrogen has the potential to be a long-term option for sustainable mobility with several social, economic, and environmental benefits (Forsberg, 2005). It can minimize reliance/dependency on fossil fuels and reduce carbon emissions from the transportation industry in the long run.
4.3 Techno Economic Aspects
The cost and performance competitiveness of fuel cell electric vehicles (FCEV) in the car industry will determine their future. FCEV adoption in the present transportation industry is still modest. Many governments have yet to take a firm stance on hydrogen for transportation. In this regard, comprehensive energy plans for the road transportation sector are required. The use of energy systems modelling (ESM) to support energy planning is frequently advised in this context, since it provides a scientific basis for the prospective evaluation of energy systems based on technical and economic factors across time (Bhattacharyya and Timilsina, 2010). Furthermore, by using life-cycle sustainability variables in the future evaluation, ESM studies might be improved (García-Gusano et al., 2016). A variety of pathways and important conversion technologies for biomass and organic solid waste to hydrogen have been investigated (Aziz, 2021). The potential for a techno-economic and environmental assessment of the hydrogen production mix that might meet the hydrogen demand for road transport under various scenarios for FCEV penetration in Spain has been addressed (Navas-Anguita et al., 2020). Due to the reasonable costs of natural gas and the maturity of the technology, the hydrogen demand associated with the eventual penetration of FCEV in the Spanish road transport system may be totally met by conventional steam reforming of natural gas. The worldwide view on hydrogen energy systems, on the other hand, refers to a hydrogen economy based on environmentally friendly solutions. Lin et al. (Lin et al., 2013) used a cost-based consumer choice model to examine the market adoption and social advantages of FCEVs from 2015 to 2050. For the Indian urban driving cycle, Shakdwipee and Banerjee compared fuel cell cars against petrol and CNG automobiles (Manish Shakdwipee, 2006). Primary energy consumption (MJ/km), CO2 emissions (kg CO2/km), and cost (Rs./km) were used as comparison criteria. Fuel cell vehicles, they discovered, are more energy efficient and environmentally friendlier than gasoline automobiles. Fuel cell vehicles consume 43% less energy and emit 40% less CO2 than gasoline automobiles. A techno-economic analysis is conducted to assess the feasibility of deploying Fuel Cell Electric Trucks (FCET) on the Oslo-Trondheim route in Norway (Diva-Portal, 2022). The output of the infrastructure’s techno-economic model, which included various configurations and combinations of both hydrogen producing units (HPU) and hydrogen refuelling stations (HRS), was given in the form of a cost curve function based on the FCET’s fleet size. The cheapest set-up was found, consisting of a 350-bar HRS for a type 3 onboard tank with hydrogen production connected directly to it. Future cost curves for FCETs and infrastructure that indicate development in 2030 were investigated. Chen and Melaina (Chen and Melaina, 2019) established a techno-economic analysis framework to analyse the cost and performance of main vehicle technologies (internal combustion, hybrid, plug-in hybrid, battery and fuel cell electric) under various advancement scenarios for the years 2035 and 2050. Based on a 5-years or 15-years ownership term, their findings suggest that the prices per mile for FCEVs are 36% or 22% more than those of regular gasoline automobiles in the 2035 scenarios. FCEVs have 15-years ownership costs that are equivalent to gasoline automobiles with comparable engineering performance in 2050 scenarios. Fuel cell cars have a cheaper driving cost in all of the 2035 and 2050 scenarios when compared to electric vehicles with a 200-mile range. To encourage the use of hydrogen as a passenger car fuel, the cost of an FCV must be reduced to at least the same level as that of an electric vehicle.
4.4 Selected Implemented Projects, Policies and Challenges
Throughout the world many demonstration projects are implemented on hydrogen mobility. Some important implemented projects are discussed here. Han (2014) investigated the hydrogen fuel cell car demonstration projects in China, as well as their marketing methods. Their research indicated that hydrogen fuel cells are the most promising technology for reducing urban air pollution, saving energy, achieving sustainable mobility, and promoting technical change in the automobile sector. The Chinese government has adopted an ambitious strategy and is providing significant financial assistance for the development of hydrogen and related technologies. Aditiya and Aziz examined the possibility of establishing an inter-state hydrogen energy system on selected countries in the Asia-Pacific region, based on individual evaluations from the nexus of technology, social, and economic perspectives, and utilising the respective strengths to identify an inter-state hydrogen network strategy in the Asia-Pacific region, dubbed the “Asia-Pacific Hydrogen Valley” (Aditiya and Aziz, 2021). Indonesia, Malaysia, Brunei Darussalam, the Philippines, Singapore, Vietnam, Thailand, Japan, South Korea, Australia, and New Zealand are among the countries assessed. According to the findings, countries with active hydrogen policies and high R&D capacity may lead the strategy, whilst countries with high primary energy supply capacity and an economic edge would aid the group in catering energy and commercial resources, respectively. The feasibility of using hydrogen cars in various modes of transportation, including personal automobiles, taxis, and shared mobility, was investigated (Turon., 2020). Hype is the first hydrogen-powered taxi fleet in the world. The first five cars were introduced to the system on 7 December 2015 at COP 21 by Société du Taxi Electrique Parisien (“STEP”) (Hype, 2019). The fleet now consists of about 100 cars. Before the end of 2020, 600 cars are expected to be in use. The system’s taxis have a range of more than 500 km. As a result, their charging time might be as long as 5 min (Hype, 2019). In 2016, the first attempts were made to develop a car-sharing system based on hydrogen-powered vehicles. The Linde Group commenced operations at that time by launching a service under the BeeZero brand in Munich, Germany. The system has a 50-vehicle fleet. Unfortunately, the system failed to work in June 2018 after 2 years of operation (Gas World Portal, 2018). The corporation claims that economic unprofitability was the cause for its demise. Unfortunately, one of the issues that car-sharing companies face is this type of issue (Gas World Portal, 2018). This is because car-sharing is a new type of urban transportation that is now being developed among today’s communities that are accustomed to owning rather than renting a car (Turoń and Cokorilo, 2018). The introduction of hydrogen automobiles in the form of zero-emission buses is another alternative that allows the vehicle to reach the biggest number of people. A bus that uses electric energy generated by hydrogen in fuel cells or merely the engine whose cycle does not result in the production of greenhouse gases or other substances covered by the greenhouse gas emission management system (Polish Electromobility Act, 2018). An operator operating in Cologne or Wuppertal, Germany, is an example of how this type of bus may be implemented. Furthermore, this mode of transportation was so well received that a tender for the supply of a fleet of 40 cars was signed. Despite numerous dubious appraisals and public worries, primarily due to ignorance, hydrogen-powered cars appear to have a chance to becoming a viable alternative to conventional automobiles. The current condition of such vehicle use in various nations reflects a growing interest in green transportation technology and the hunt for diverse solutions that can assist transportation’s long-term growth.
Many nations have strong hydrogen support policies, and hydrogen energy will become an essential element of the future global energy plan. Japan, the European Union, the United States, and South Korea all responded enthusiastically and pushed aggressively, with national policy support focusing on hydrogen energy fuel cell cars. Foreign subsidy programmes primarily targeted the consumption connection and were paid in the form of a purchase tax credit or a purchase subsidy. The United States is the first country to use hydrogen and fuel cells as an energy source. It first proposed the notion of “hydrogen economy” in 1970, and in 1990, it passed the Hydrogen Research, Development, and Demonstration Act. The National Roadmap for Hydrogen Energy Development was announced by the US Department of Energy in November 2002, kicking off the methodical execution of the National Hydrogen Energy Plan (Wang et al., 2015). The United States of America designated October 8 as National Hydrogen and Fuel Cell Day of Remembrance in 2018. The total number of fuel-cell cars sold and leased in the United States as of 1 April 2020 was 8,285. Japan has implemented a variety of beneficial regulations aimed at speeding up the commercialization of hydrogen energy and fuel cells, with encouraging outcomes. Japan was the first country in the world to establish a comprehensive government strategy for the development of hydrogen and fuel cell technology, and the Basic Hydrogen Energy Strategy 2017 recommended that the government prepare for hydrogen and fuel cell development. Japan aims to build 320 hydrogen refuelling stations in 2025 and 900 in 2030, according to the Basic Hydrogen Energy Strategy issued in late 2017 (Wei and Chen, 2020). The Japanese government has spent hundreds of billions of yen on development and promotion of hydrogen and fuel cell technologies during the last 30 years. The EU sees hydrogen energy as a critical component of energy security and transformation. The EU Fuel Cell and Hydrogen Joint Action Plan (FCH JU) initiative offers major funding for the development and promotion of national energy and fuel cells across Europe. For the years 2014–2020, the entire budget was €665 million (European Commission, 2020). In Europe, there were 152 hydrogen refuelling stations in service by the end of 2018, with expectations to increase to 770 in 2025 and 1,500 in 2030, with roughly 1,080 fuel cell passenger cars being deployed. Since 2014, China has enacted a number of policies and measures reflecting the country’s commitment to the growth of the hydrogen and fuel cell industries, as well as the obvious trend of Chinese policies supporting the hydrogen industry’s development. According to the Ministry of Industry and Information Technology’s (MIIT) 2018 fuel cell vehicle subsidy criteria, the state provides up to 200,000, 300,000, and 500,000 yuan in subsidies for fuel cell passenger cars, medium commercial vehicles, and large commercial vehicles, respectively (Liu and Zhong, 2019). As a first step toward the National Hydrogen Mission, the Indian government announced the first phase of its Green Hydrogen Policy in 2021. The mission’s goal is to turn India into a green hydrogen centre that will assist the country reach its climate goals. It aims to produce five million metric tonnes per annum (MMTPA) of green hydrogen by 2030, as well as build renewable energy capacity in the process (Power-Technology, 2022).
Successful implementation of Hydrogen policy required extensive R&D to overcome the technical challenges to expedite the acceptance of hydrogen as future of sustainable mobility. The majority of hydrogen is now generated in a traditional manner, coming from the burning of fossil fuels, which emits a significant quantity of CO2. As a result, the primary difficulty is to create hydrogen utilising sustainable energy sources. This is a major step forward in the direction of green hydrogen. Only a few recharge stations exist across the world. Even though some governments are willing to invest in the building of hydrogen charging stations, demand remains low, and these terminals do not now make enough profit. Hydrogen produced from renewable sources is highly costly and inefficient when compared to hydrogen produced from natural gas. Furthermore, hydrogen is still exceedingly explosive. It must be kept and transported in big containers under pressure. This creates security, logistical, and financial issues that continue to obstruct its usage (Solarimpulse, 2022). According to hydrogen features and behaviour, hydrogen monitoring needs, including international partnerships and formal agreements, legislation, codes, and standards, Foorginezhad et al. (Foorginezhad, 2021) investigated the safety difficulties with hydrogen fuel cell cars. The detection performance of hydrogen sensor types relevant to fuel cell cars, such as catalytic hydrogen, electrochemical, semi-conductive metal-oxide, thermal conductivity, optical, palladium (alloy) film-based, and combination technology-based sensors, is also reviewed. Finally, future options for sensing and monitoring technologies, as well as obstacles ahead in the use of hydrogen fuel cells in automobiles as a replacement for traditional equivalents, are presented.
5 CONCLUSION
To reduce climate change and the adverse effect of pollutants from conventional fuel vehicles, sustainable transportation development and commercialization have evolved rapidly in the last few years. The purpose of this study is to draw attention towards the sustainable mobility and implementation of sustainable development since there is substantial potential for establishing convergence between climate change mitigation efforts and sustainable development goals in the transportation sector. Focusing on the rise in environmental concerns like greenhouse gas emissions and environmental sustainability, hydrogen energy-based technology is considered the potential for future transportation. Technical aspects presenting hydrogen generation and storage methods reveal that hydrogen is the only future fuel satisfying the criteria for sustainable mobility and designing hydrogen-based vehicles.
The review also presents exciting insights into hydrogen-based vehicles in the marine, railways and aerospace industry and concludes that hydrogen-based fuel cell vehicles should be commercialized worldwide. The review findings would also guide academia about various technical features of fuel cell electric vehicles, and they would benefit from recommending more advanced technologies for the coming future. However, the transportation and distribution of hydrogen is another significant challenge, and this is a crucial consideration while transitioning to a hydrogen economy. Investigation into hydrogen fuel vehicles and their utilization in different mobility sectors have been rigorously reviewed. Undeveloped hydrogen technologies have a high implementation cost for proper commercialization, discouraging vehicle manufacturers from adopting the technology.
Nevertheless, a potentially significant advantage in terms of zero-emission to climate has attracted the researchers for its early development and progress to enhance more widespread. Different nations’ governments must coordinate their energy requirements for the future to increase the use of hydrogen as a transportation fuel. Policy and regulatory measures and increased worldwide funding for research and commercialization initiatives would undoubtedly pave the way for taking the first steps toward a hydrogen economy, which guarantees energy security. Hydrogen holds much promise in the transportation industry if the appropriate steps and procedures are taken to make it safe, dependable, and robust.
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The direct coal liquefaction process usually produces a liquefaction residue of about 30% of its coal feed. The effective utilization of the coal liquefaction residue (CLR), which contains about 80% organic matter, is of great significance for improving the oil yield of the direct liquefaction process and reducing the amount of pollution emitted from this oil-containing organic solid waste. In this study, the CLR fluidized bed pyrolysis process was studied through a fluidized bed reactor pyrolysis experiment and steady-state thermal analysis. The characteristics of CLR were first analyzed, and then the pyrolysis experiment was conducted in a fluidized bed reactor system. The experiment results show that the oil yield is 34.81% at 540°C for an ash-free feedstock using a fluidized bed pyrolysis reactor. Based on the pyrolysis experimental data and the Aspen Plus software platform, the fluidized bed pyrolysis reactor, fractionation column, coke burner, gasifier, and other equipment were modeled to compare four different process schemes. CLR pyrolysis is an endothermic reaction, and its heat is usually supplied by coke combustion, which produces significant CO2 emissions. Case studies of the pyrolysis process were performed in detail in order to reduce CO2 emissions. Thermal efficiency, carbon efficiency, solid waste discharge, and CO2 emissions of the different schemes were compared, and a flexible fluidized pyrolysis (FFP) process coupled with water electrolysis was proposed. The introduction of green hydrogen and green oxygen to the process can realize near-complete utilization of carbon and hydrogen elements in the CLR and produce high-quality liquid fuels and syngas (for further chemical synthesis), and this new process can achieve almost near-zero CO2 emission in the entire unit. This process principle can also be applied to the CO2 emission reduction of organic solid waste pyrolysis, catalytic fluid cracking, fluid coking, and so on.
Keywords: direct coal liquefaction, coal liquefaction residue, fluidized bed pyrolysis, flexi-fluid pyrolysis, carbon emission reduction, energy analysis, process simulation
INTRODUCTION
China’s energy situation of “rich in coal, less in oil, and poor in gas” determines the clean and efficient conversion and utilization of coal, which will remain the ballast of China’s energy for a certain time in the future (Xiang et al., 2014), and the key coal conversion technologies are indirect coal liquefaction and direct coal liquefaction. Direct coal liquefaction (DCL) is a process for converting coal to liquid fuels by dissolving coal in an organic hydrogen donor solvent in the presence of hydrogen and a catalyst under high temperature and pressure. The typical pressure and temperature are 19–20MPa and 450°C, respectively, (Shu, 2009). It was reported that coal can also be liquefied at mild conditions of 5–8 MPa (Yang et al., 2020). Due to the existing ash content in coal, the coal liquefaction catalyst, and the incomplete reaction of organic matter in coal liquefaction, solids are always left in the effluent of the reactor. In discharging these solids from the separate unit, it is usually inevitable that some heavy oil accompanies them to ensure fluidity in the pipes out of the vacuum distillation unit. The direct coal liquefaction process usually produces a coal liquefaction residue (CLR) of about 30% of its coal feed (Xu et al., 2014), and there is more than 80% organic matter in the CLR. Therefore, effective utilization of the organic material in the coal liquefaction residue is of great significance for improving the oil yield of the direct liquefaction process and reducing the amount of pollution emissions from this oil-containing organic solid waste.
At present, the reported treatment technologies of the coal liquefaction residue include direct gasification, fuel for boiler combustion, coking, pyrolysis, carbon material preparation, etc. (Winschel and Burke, 1989; Cui et al., 1999; Zhou et al., 2007; Li et al., 2010; Liu, 2012; Chen et al., 2020; Tian et al., 2022) Among them, CLR pyrolysis technology, which can maximize the light oil yield from the oil containing feedstock, is considered the most promising and feasible path in the future. The reported pyrolysis studies of the coal liquefaction residue mainly focus on the use of a Thermal Gravimetric Analyzer (TGA) instrument or fixed-bed tube reactor (Li et al., 2010; Liu, 2012), which can only provide qualitative analysis results. Some groups used a continuous stirred coking unit (CSCU) to test the reaction performance of CLR fluid coking (Winschel and Burke, 1989). Unfortunately, no further study was reported. In this study, the fluidized bed pyrolysis experiments of the CLR were studied, and the fluidized bed reactor has the best temperature uniformity both in axial and radial directions, which is beneficial for the pyrolysis reaction in improving the oil yield and reducing the coking rate (Yang et al.,; Wang and Qi, 2012; kun et al., 2011; Yang et al., 2017).
Today, reducing carbon dioxide emissions has become an urgent global issue in order to delay global warming. Pyrolysis is an endothermic reaction, and its heat is usually supplied by coke combustion, which will result in CO2 emissions. Based on the CLR pyrolysis experimental study results and Aspen Plus simulation software, the four different fluidized bed pyrolysis process schemes were modeled and the case studies of reducing CO2 emissions from the pyrolysis process were performed. Eventually, solar water electrolysis for green hydrogen and green oxygen generation was also combined with the proposed fluidized bed pyrolysis process to optimize the carbon reduction effect (Xiang et al., 2022).
2 EXPERIMENTAL
2.1 Analysis of the coal liquefaction residue
2.1.1 Analysis method

1) Feed raw material and pretreatment
The coal liquefaction residue was taken from a coal direct liquefaction demonstration plant in China. 300-g samples were dried in an oven which was kept at a constant temperature at 105°C for 2–3 h for each experiment and crushed to about 200 mesh particles for raw material analysis, such as softening point, ash content, density, proximate analysis, ultimate analysis, and organic matter extraction (Li et al., 2010) (Liu, 2012).
2) Softening point test method
The softening point test method for the coal liquefaction residue is ASTMD3461-83, and the softening point analysis instrument is the WQD-1A drop point softening point tester.
3) Ash content test method
The ash content test method for the coal liquefaction residue is National Standard GB/T 29748-2013 (Li et al., 2010) (Liu, 2012).
4) Density analysis method
The density analysis of the coal liquefaction residues is tested with reference to GB/T 13377-2010 (Determination of Density or Relative Density of Crude Oil and Liquid or Solid Petroleum Products-Capillary Stopper Pycnometer and Double Capillary Pycnometer with Scale) and the HCR2000 petroleum density pycnometer (Li et al., 2010) (Liu, 2012).
5) Proximate analysis and ultimate analysis
The CLR proximate analysis and ultimate analysis use the national standard GB/T212-2001 and GB/T476-2001 analytical methods. The organic element analysis instrument model is the Elementar vario EL element analyzer. The sulfur measurement is made using the ZCS-1 type intelligent sulfur measuring instrument of Xuzhou Analysis Instrument Factory (Li et al., 2010) (Liu, 2012).
6) Extraction analysis method
For the rapid solvent extraction analysis of coal liquefaction residues, the solvents of n-hexane toluene, and tetrahydrofuran (THF) were used as extraction agents. The extraction methods and procedures refer to the existing analysis standard NB/T-12005-2016 of the National Energy Administration (Li et al., 2010) (Liu, 2012).
2.2 Fluidized bed pyrolysis experiment
2.2.1 Experimental apparatus and method
The CLR pyrolysis experiment was performed in a fluidized bed reactor to investigate the influence of reaction temperature conditions on the product yield and distribution and provide detailed reaction data for further process simulation and optimization.
The experimental apparatus of the fluidized bed reactor is shown in Figure 1. 400 g of the coal liquefaction residue is added into the raw material kettle for each experiment and heated up to 150–250°C according to the experimental requirements before the pyrolysis experiment starts. The high-pressure N2 is used to press the CLR into the reactor through the feed nozzle. Water vapor enters the reactor as a fluidized gas. The reaction temperature was tested in the range of 500–620°C. The product oil and gas vapor are discharged from the top of the reactor. The heavy oil and light oil are cooled stepwise and collected in the hot and cold traps. The tailgas enters the gas measurement and analysis system. After reaction, the liquid product and solid coke product from the reactor were collected for further analysis.
[image: Figure 1]FIGURE 1 | Flow diagram of the fluidized bed pyrolysis experimental apparatus. Bo Tian, female, (1981-), PhD, permanent resident of South Africa, Native place: Jiuquan, Gansu Province, Professoriate senior engineer, Technology development lead a n d senior Project technical leader, Fluidized bed process technical expert, 1. China University of Petroleum (East China), State Key Laboratory of Heavy Oil, 2. Synfuels China Technology Co., Ltd., National Energy Coal-based liquid fuel Research Center, Main research directions: coal-to-oil and chemicals, carbon-containing resource pyrolysis technology research and development, organic solid waste resource transformation, applied basic research, reaction process research, engineering technology development and design, process simulation and optimization, and engineering amplification, etc.
2.2.2 Product yield calculation method
The yield of fluidized bed pyrolysis products was calculated in two methods: water and ash-free feed basis or THF soluble feed basis. The yield calculated in THF soluble feed basis may be more accurate because the THF insoluble substances in the raw material are usually inert in the pyrolysis reaction and are directly converted into coke in the product. The dry gas and LPG of the product are calculated by the mass flow rate of each product in the actual exhaust gas. The amount of oil in different fraction sections is determined according to the simulated distillation process distribution of the actual received oil products, and the mass of the C5+ component in the exhaust gas is considered and added into the distillation of the naphtha fraction. For the coke yield calculation for water and ash-free feed basis, the total coke mass includes the coke produced by pyrolysis reaction and inert organic matter directly from the raw material, excluding the mass of inorganic ash brought into the raw material. For the coke yield calculation of the THF soluble basis, the coke yield is exactly the organic coke produced from the pyrolysis reaction.
2.2.2 Product analysis method

1) Tail gas analysis
For tail gas composition analysis, the Agilent 7890A gas chromatograph (GC) was used with the national standard GB/T 27885-2011.
2) Oil product analysis
For the simulated distillation analysis of the oil product, the Agilent 7890A gas chromatograph was used according to the national standard NB/SH/T 0879-2014 method.
3) Char ultimate analysis
The ultimate analysis of the char samples adopts the national standard of GB/T476-2001 analytical methods by the same analytical equipment as in Section 2.1.1.
2.3 Experimental results and discussion
2.3.1 Raw material analysis results and discussion
Property analysis of the coal liquefaction residue is of great significance to its utilization prospects and process scheme selection. The analysis results of the raw material properties of the coal liquefaction residue are shown in Table 1.
TABLE 1 | Analysis results of coal liquefaction residue properties.
[image: Table 1]As can be seen from Table 1, the water content of the coal liquefaction residue is low, the ash content is 12.05%, the fixed carbon is 51.27%, and the volatile 36.29%. The ash in the coal liquefaction residue mainly comes from the ash in the raw coal and the catalyst added in the direct liquefaction reaction process. Because the water in the coal has been removed during the reaction process, a small amount of water may come from the water absorbed when the raw material is placed in the air. A large amount of ash will cause the calorific value of coke after pyrolysis to decline, and it is difficult to use it. Fixed carbon is mainly derived from unreacted coal and bituminous substances, and volatilization is the entrained heavy oil. It can be seen from the proximate analysis that if the volatile utilization of the raw material can be maximized to produce oil and the rational use of fixed carbon, it is very important for the high-value utilization of the coal liquefaction residue. It can be seen from the ultimate analysis that hydrocarbon elements account for more than 82% and the H/C element ratio is 0.6336, which has a very good utilization value. The softening point of the coal liquefaction residue is 180.2°C, which is closely related to the operating condition of the device, usually between 170 and 190°C. If the softening point is less than 170°C and the amount of heavy oil contained in the residue is large, it constantly affects the oil yield, and the residue is not easy to form. If the softening point is higher than 190°C, the liquidity is poor, making it easy to undergo coke formation and block the equipment pipeline, affecting the normal operation of the device. In addition, for the fluidized bed pyrolysis process, the softening point of the coal liquefaction residue directly affects the raw material feed and the flow condition in the fluidized pyrolysis reactor. It can be seen from the extraction results that the soluble matter content of tetrahydrofuran (THF) soluble is 51%, and it is the key index of pyrolysis of the coal liquefaction residue. Usually only THF Soluble matter undergoes pyrolysis or coke reaction, and the pyrolysis method makes the soluble matter crack into lighter oil and gas products, which is also the key benefit of pyrolysis. Therefore, the yield of pyrolysis oil is compared by using the Ash-free method and the THF soluble matter group method in Table 2.
TABLE 2 | Distribution of pyrolysis experimental data products of the coal liquefaction residue fluidized bed.
[image: Table 2]2.3.2 Fluidized pyrolysis experimental results and discussion
Table 2 shows the experimental results of the pyrolysis of the coal liquefaction residue in a fixed fluidized bed reactor. In the table, the yields of dry gas, LPG, C5+ ∼ 180°C naphtha fraction, 180–360°C diesel fraction, > 360°C wax oil fraction, and coke of the product are calculated according to the anhydrous ash free organic matter and tetrahydrofuran (THF) soluble organic matter of the raw material as reactants.
It can be seen that the oil yield is 34.81 wt% for the ash-free raw material base and 67.39 wt% for the THF-soluble raw material base, which shows that the fluidized bed pyrolysis process can effectively recover the oil in the raw material and convert some difficult heavy asphalt into light oil, which improves the yield of oil and realizes the light utilization of heavy oil. Compared with previous fixed-bed pyrolysis results research, the best oil yield is around 16 wt% at 600°C (Xu et al., 2014) (Liu, 2012) and while in the TGA micro reactor in N2 atmospheres, the total weight loss for oil and gas was reported to be 34.2 wt% and 33.74 wt% from two different researchers (Xu et al., 2014) (Li et al., 2010). This is mainly due to the fact that in a fluidized bed, the heat transfer efficiency is high, the temperature in the bed is easy to maintain uniform, and there is uniform gas–solid two-phase mixing of the reaction material. This is very important for the reaction process with large thermal effects and those sensitive to temperature, such as pyrolysis. The fluidized bed reactor has the best temperature uniformity both in axial and radial directions, which is beneficial for the pyrolysis reaction to improve the oil yield and reduce the coking rate. In addition, the coke product is less likely to agglomerate than in a fixed-bed reactor due to the high-speed uniform dispersion and flow of the coke inside a fluidized bed. In the fixed-bed reactor, 2∼3 g of the raw coal residue was packed in the tube reactor during the pyrolysis reaction, and it had poorer heat transfer or uneven heat transfer, which could have impacted negatively on the pyrolysis reaction. In contrast, for the TG thermal reaction analysis, 20 mg of the raw coal residue was used in the TGA micro reactor. TGA is a thermal analysis technique that is usually used to study the thermal stability and composition of materials. It is not affected by mass and heat transfer effects; hence, the gas and oil yield is much higher than in fixed-bed and fluidized bed reactors.
Due to the high content of asphalt organic matter in the raw material and the unconverted coal, most or all of the feed organic substances will produce coke. The utilization of this coke will not only affect the economy of the process but also the disposal of inorganic materials and the coke, which also has a certain impact on the environment. If coke combustion provides energy for pyrolysis reaction, it will also lead to CO2 emission problem. How to reduce CO2 emissions is vital for the process; therefore, the process optimization of the coke heating part and coke usage is the focus of the next section of this study.
3 FLUIDIZED PYROLYSIS PROCESS SIMULATION AND OPTIMIZATION
The complete process of the coal liquefaction residue not only includes the pyrolysis reaction part and the oil and gas fractionator part but also includes the combustion or gasification part that provides heat for the reaction. Moreover, the process setting of the coking and gasification parts will determine the thermal efficiency and carbon efficiency of the whole process, which is the second focus of this study. According to the two different schemes of coke burning heating and gasification heating, this technology is divided into two schemes: fluidized pyrolysis and flexible pyrolysis. In addition, according to the oxidant part of the process, using air or oxygen, it is also divided into four process schemes: fluidized pyrolysis air combustion, fluidized pyrolysis oxygen combustion, flexible pyrolysis air gasification, and flexible pyrolysis oxygen gasification. The four specific process schemes were simulated as below.
3.1 Process flow description

1) Fluidized pyrolysis air combustion process (Case 1)
Case 1:. The fluidized pyrolysis air combustion coke process includes a fluidized pyrolysis reactor, coke air burner, oil and gas fractionator, and a fuel gas treatment system. The process requiring excess coke exhausts part of the coke.The flow of the fluidized pyrolysis air combustion process is shown in Figure 2. The coal liquefaction residue and water vapor enter the reactor through the nozzle atomization, and the organic matter in the raw material undergoes thermal cracking reactions and condensation coke reactions. The generated oil and gas are discharged from the top of the reactor into the fractionation column, distilled, and cut into pyrolysis-rich gas, pyrolysis sewage, naphtha, kerosene and diesel distillate, wax oil distillate, and other products. The generated coke absorbs the water vapor and enters the coke burner. A certain amount of coke reacts with the air. The heat generated is for the heat balance of the whole system, and the excess coke is discharged from the system. The fuel gas generated by the combustion reaction enters the fuel gas treatment system, recovers heat, removes dust, and cleans it. The heat required by the pyrolysis reactor is provided by the circulation of hot focal particles. The pyrolysis reaction temperature was controlled at 500–620°C, and the coking reaction temperature was controlled at 650–750°C. Thermal cracking and condensation of all hydrocarbons occur in the fluidized bed pyrolysis reactor, which follows the free radical chain reaction mechanism. Complete combustion and partial combustion reactions of coke occur in the fluidized bed coke reactor, and the chemical reaction equation is as follows: R1 and R2. If the fuel gas contains CO, excess air needs to be further burned before heat exchange and cooling until all of it is converted into CO2. The process oxidizer uses air because air contains a large amount of inert nitrogen, so it is required to consume additional coke and heat up the nitrogen, resulting in a decrease in thermal efficiency.Full combustion of coke: C + O2 = CO2 -394.1 kJ/mol (R 1)Incomplete combustion of coke: C + 1/2 O2 = CO -110.4 kJ/mol (R2)
2) Fluidized pyrolysis oxygen combustion process (Case 2)
[image: Figure 2]FIGURE 2 | Fluidized pyrolysis process (case 1: fluidized pyrolysis with air combustion; Case 2 fluidized pyrolysis with oxygen air combustion).
Case 2:. The fluidized pyrolysis oxygen air combustion coke process includes a fluidized pyrolysis reactor, coke oxygen burner, oil and gas fractionator, and a fuel gas treatment system. The process requiring excess coke exhausts part of the coke.Compared to the Case 1 air fluidization pyrolysis process, Case 2 uses pure oxygen for coke burning and combustion, and the rest of the equipment is the same as in Case 1, as shown in Figure 2. Using pure oxygen will hopefully reduce the size of the burner. The source of oxygen can be from an air separation unit in existing plants or from green oxygen from water electrolysis, a byproduct of the electrolysis of water hydrogen production plant.
3) Flexible fluidized pyrolysis air gasification process (Case 3)
Case 3:. The flexible fluidized pyrolysis air gasification process includes a fluidized pyrolysis reactor, air coke gasifier, oil and gas fractionator, and a fuel gas treatment system. It is a process of complete coke gasification that discharges only inorganic solids and produces low calorific value fuel gas.The flow diagram of the flexible fluidized pyrolysis process is shown in Figure 3. Compared with the fluidized pyrolysis process in Figure 2, the heat supply part of the flexible fluidized pyrolysis process utilizes the mode of coke gasification and coke heat exchange to produce fuel gas or syngas instead of the air coke combustion in Case 1, and the remaining pyrolysis reaction and fractionation part are the same as the fluidized pyrolysis of Case 1. The coke generated by the pyrolysis reaction is carried into the heat exchange room through effluent gas. After heat exchange with the high-temperature fuel gas generated after the gasification reaction, one part returns to the reactor to provide heat, and the rest enters the gasification device for gasification reaction. The remaining solid after the gasification reaction is discharged, or it is mixed with the cold coke particles from the pyrolysis reactor back into the heat transfer chamber. The temperature of the gasification reaction is at 900–1,200°C, and the temperature of the heat transfer chamber is controlled at 650–750°C. For the flexible fluidized pyrolysis air combustion process, the oxidant for the gasification reaction adopts air, and all coke undergoes gasification reaction. After gasification reaction, low calorific value fuel gas is generated, which can be supplied to other units as fuel gas in the whole plant. This unit, however, only discharges the inorganic solids after high-temperature treatment, which can achieve environmental protection emission standards. The fuel gas leaving the heater is heat exchanged by the built-in cyclone separator, external high-pressure steam generator, oxygen water heater, and air heater, then enters the external high-efficiency gas-solid separator to remove the entrained dust, and is then sent to the desulfurization and purification device to produce low sulfur and low calorific value fuel gas.
4) Flexible fluidized pyrolysis oxygen gasification process (Case 4)
[image: Figure 3]FIGURE 3 | Flexible fluidized pyrolysis (case 3: flexible fluidized pyrolysis air gasification; case 4 flexible fluidized pyrolysis oxygen gasification).
Case 4:. The flexible fluidized pyrolysis oxygen gasification process includes a fluidized pyrolysis reactor, oxygen coke gasifier, oil and gas fractionator, and a syngas treatment system. This process of coke is complete gasification, and only discharged inorganic solids, with high calorific value syngas, can be used in the production of chemicals.Based on the flexible fluidized pyrolysis process of Case 3, Case 4 introduces pure oxygen as an oxidant for the gasification reaction, which can reduce the heat loss of nitrogen heating and improve the calorific value of the generated gas and produce direct syngas (H2 and CO) for downstream syngas production. This amount of syngas can be combined with green hydrogen to be used as feed gas for methanol or olefin production.
3.2 Process simulation assumptions and physical property selection
The simulation benchmark of the abovementioned four process schemes is the annual treatment capacity of the coal liquefaction residue of 700,000 tons, that is, 87,500 kg/h. The four fluidized pyrolysis reaction process parts are the same, while the effects of different coke combustion processes and gasification processes were compared. The ASPEN Plus simulation software platform is used to model these four process schemes. The mass balance, energy balance, thermal efficiency, and carbon efficiency, as well as CO2 emission and solid discharge, were analyzed and compared.
The thermodynamic equation of the Soave–Redlich-Kwong (SRK) equation is used for pyrolysis and fractionation partial simulation, and the Peng–Robson equation of state is used to simulate the combustion and gasification part. The simulation of the reactions in the fluidized pyrolysis reactor was performed using the RYield yield reactor model to calculate the product distribution after the reactions based on the experimental results in Table 2. The fractionation tower uses the PetroFrac tower module combined with the design provisions to calculate the product distribution of different distillation processes. The coke combustion reactor was simulated by a RStoic reactor, considering two reactions, R1 and R2, and containing the CO/CO2 in the tail gas according to the experimental coking reaction. The selectivity of the proportional adjustment reaction is carried out as follows: if the exhaust gas contains CO, the CO will be completely converted into CO2 with the RStoic reactor module at the combustion reactor, thus calculating the carbon balance and the CO2 emission reduction effect. According to the H content in coke, the reaction of H2 and O2 to generate water is adopted, and the combustion heat of H2 is considered. For the coke gasification reaction, the RYield yield reactor and the RGibbs reactor were used to simulate the gasification process and adjust the proportion of key components in the product according to the reaction equilibrium temperature distance method to be close to the actual composition reported in the literature (Chen et al., 2020). The calculation method of the heat loss in the heat balance of the reactor, burner, and gasifier is obtained from the estimated heat exchange area of the estimated major equipment and the heat dissipation coefficient with reference to the fluidized catalytic cracking (FCC) process (Cao et al., 2000).
In this study, the thermal efficiency calculation adopts the ratio of the low calorific value of the whole process unit before and after the reaction, that is, the ratio of the low calorific value of all products to the low calorific value of all raw materials. The comparison of process schemes of the units only considers the difference in coke heating parts, and the other equipment is basically the same. Therefore, the change in energy consumption of the unit can be judged by the thermal efficiency. Carbon efficiency refers to the mass ratio of carbon elements in all products to carbon elements in raw materials, which can judge the transform direction of carbon in raw materials and the amount of CO2 produced.
3.3 Process simulation/optimization results and discussion

1) Material balance of the fluidized pyrolysis reaction part
The abovementioned four coal liquefaction residue treatment process schemes have the same process of fluidized pyrolysis reaction parts, and the material balance of the reaction is shown in Table 3. For a direct coal liquefaction plant with an oil output of 1 million tons/year, the by-product coal liquefaction residue is about 700,000 tons/year. If the fluidization pyrolysis plant with a coal liquefaction residue treatment capacity of 700,000 tons/year is designed, the annual yield of C3 + oil products is 225,600 tons/year, which is equivalent to an increase of 22% of the production capacity. At the same time, 17,200 tons/year of dry gas will be produced and processed in the downstream tail gas treatment unit. Fluidization pyrolysis produces about 371,400 tons/year of organic coke per year and 84,000 tons/year of inorganic ash at the same time. The organic coke produced by fluidized pyrolysis is attached to the inorganic ash, usually coke particles in the range of 10–100 microns. The granular coke with high ash content is difficult to be further processed and utilized. Only when the organic coke is burned or gasified can the inorganic ash be discharged up to the standard.
2) Heat balance analysis
TABLE 3 | Material balance of reaction part of the fluidized bed.
[image: Table 3]The heat balance calculation results of two different coke burning/combustion methods of the fluidized pyrolysis process are shown in Table 4. For the pyrolysis reaction of the coal liquefaction residue, a raw material with a high coke generation rate, and because the condensation coke generation is an exothermic process, which will offset part of the heat absorbed by cracking, the total heat absorbed by the reaction is less, and the heating up energy of the raw material accounts for a large proportion, up to 72.67%, which is also related to the difficulty in heating solid raw materials and the low preheating temperature. The heat loss of the pyrolysis reactor is about 3.88%, which is equivalent to that of a traditional fluidized catalytic cracking reactor. The total heat required by the pyrolysis reactor is about 78264.37 MJ/h, which is provided by the circulating coke between the two reactors. For fluidized pyrolysis coke air combustion process Case 1, the combustion reaction between coke and oxygen in the air provides heat for circulating coke temperature increase, combustion and exhaust coke temperature increase, main air temperature increase, and heat loss. For burners, in addition to the large proportion of circulating coke (66.81%), the temperature rise heat of the main air accounts for 21.15% because oxygen only accounts for 21% (volume ratio) in the air, and the remaining 79% is nitrogen. In order to obtain the oxygen required for the reaction, nitrogen is added to the system with air, which is about four times more to be heated up to the temperature of the coke burner (700 °C) and then discharged from the system, resulting in a large waste of energy and more CO2 emissions.
TABLE 4 | Heat balance of the fluidized pyrolysis process of the coal liquefaction residue.
[image: Table 4]For the fluidized pyrolysis coke oxygen combustion process Case 2, the coke and pure oxygen carry out the combustion reaction of carbon in the burner to provide heat for the temperature increase of circulating coke, the temperature increase of combustion and coke discharge, the temperature increase of main air, and the heat loss of the burner. Compared with Case 1, after coke is burned with oxygen in Case 2, the total heat decreases to 95729.86 MJ/h, a decrease of 18.27%. At this time, the temperature rise heat of the main air (oxygen) only accounts for 4.56%, saving 21406.06 MJ/h of heat required for heating N2. Thus, 91% of the heat generated by combustion reaction is used for the temperature increase of circulating coke and other coke, indicating that the heat utilization rate of the system is significantly improved.
The heat balance calculation results of two different flexible fluidized pyrolysis gasification methods are shown in Table 5. As with the fluidized pyrolysis conditions Case 1 & 2, the total heat required for the flexible fluidized pyrolysis reactor is about 78264.37 MJ/h, as provided by the circulating coke particles between the pyrolysis reactor and the heat transfer chamber. In the flexible fluidized pyrolysis process, all the organic coke generated by the pyrolysis is vaporized to produce fuel gas or syngas, while providing heat to the reactor. In order to control the temperature of the gasification device within the required range (the gasification temperature in this study is controlled at 950°C), it is often necessary to supplement a certain amount of steam. At this time, in addition to the gasification reaction between carbon and oxygen to generate CO, the reaction between water vapor and carbon will also occur in the gasification chamber to generate CO and H2, the hydrogen element in coke will also generate H2, C and H2 may generate methane, and CO and water will also undergo a water vapor conversion reaction to generate CO2, but the main reaction is the gasification reaction between carbon and oxygen and water to generate CO and H2. For the flexible fluidized pyrolysis air gasification process Case 3, coke reacts with oxygen in the air, and the generated heat provides heat for circulating coke heating, gasification coke and discharged solid heating, main wind heating, and heat loss. As can be seen by the heat proportion, the gasification of heat consumption is the main wind heating, accounting for 49.07%, and has exceeded the circulating coke and gasification coke heat sum (37.74%), reaching 118999.17 MJ/h. While using air gasification, noble gas nitrogen heat has seriously affected the process of heat utilization, caused a larger energy waste, and produced more CO2 discharge. At the same time, the presence of nitrogen causes the fuel gas produced by gasification to contain a large amount of nitrogen, and the volume and calorific value are reduced.
TABLE 5 | Heat balance of the flexible fluidized pyrolysis process of the coal liquefaction residue.
[image: Table 5]For the flexible fluidized pyrolysis oxygen gasification process Case 4, when the gasifying agent air in Case 3 is replaced with oxygen, it can be seen that the temperature rise heat of oxygen in the main air has decreased to 19.16% and its proportion has also decreased to 16.03%. At this time, the temperature rise heat of circulating coke and gasification coke accounts for 64.31% and returns to the dominant position. From the total heat release of the gasification reaction, it can be seen that the heat release required by oxygen gasification decreased by 41.32%, indicating that oxygen gasification has a very obvious effect on improving the heat utilization rate of the process.
3) Comparison of the main technical indexes of the four process schemes
The main technical indexes of the four process schemes for the coal liquefaction residue are shown in Table 6. From the amount of organic coke consumed in the reaction and the amount of remaining organic coke, it can be seen that for the fluidized pyrolysis scheme of partial combustion, the coke consumed in Case 1 and Case 2 reactions accounts for only 7.5% of the total amount of organic coke, which can meet the heat balance of the whole pyrolysis and coke burning system. Compared with Case 1, the coke consumption of Case 2 is reduced by 18% due to the use of oxygen coke burning. For the flexible fluidized pyrolysis schemes Case 3 and Case 4, the organic coke is completely gasified and only inorganic solids are discharged. After high-temperature heat treatment above 900°C, the discharged solid meets the requirements of environmental protection easily.
TABLE 6 | Main technical indexes of the four processing schemes of the coal liquefaction residue.
[image: Table 6]For oxidants and gasifiers, the amount of main air or oxygen required by a fluidized pyrolysis scheme is much less than that of a flexible fluidized pyrolysis scheme. For the fluidized pyrolysis scheme, oxygen coke burning is adopted, and the gas volume is far less than that of air coke burning. The size of the coke burner and main air and fuel gas systems can be greatly reduced, which can significantly reduce the equipment investment. Moreover, the actual amount of oxygen in oxygen coking is also less than that in air coking, indicating that the heat required in the process decreases and the thermal efficiency improves. For flexible fluidized pyrolysis, the amount of main air or oxygen is nearly five times higher than that of fluidized pyrolysis, indicating that the size of the equipment will increase significantly. However, the granular coke produced by fluidized pyrolysis needs further treatment, and the coke produced by flexible fluidized pyrolysis can be transformed in situ. Therefore, the increased investment is meaningful. Compared with Case 3, the amount of the gasification agent in Case 4 is significantly reduced to 18%, and the equipment size can be significantly reduced.
For the thermal efficiency of the process, if the product contains coke and fuel gas/syngas, the chemical thermal efficiency of the four process schemes is higher, at 93–99%. In contrast, the flexible fluidized pyrolysis scheme is higher than the fluidized pyrolysis scheme, and the utility of oxygen as an oxidant or gasifier is higher than that of air as an oxidant or gasifier.
For carbon efficiency, in addition to the carbon entering the pyrolysis products in the fluidized pyrolysis process, a small part of the carbon is used as fuel for coke burning and generates CO2, and the rest of the carbon enters the coke products (granular coke is of little use and subsequent processing is difficult, so the direction of this part of carbon determines the total carbon efficiency). The total carbon efficiency is 93–94%. For the flexible fluidized pyrolysis process, if air is used as the gasification agent, coke gasification will make all the carbon in the coke generated by pyrolysis enter the fuel gas, which can only be burned as fuel and produce CO2 in the heating furnace. Therefore, the carbon efficiency of the flexible fluidized pyrolysis air gasification process in the calculation is very low, only 37.33%, and produces a large amount of CO2 emissions. In Case 4, because oxygen is used as a gasification agent, all the carbon in coke can enter syngas and be used as raw material for downstream chemical production. Therefore, the total carbon efficiency of this process reaches 99.52%, which is the highest among all processes and the lowest CO2 emissions. It can be seen that whether it is product scheme, thermal efficiency, or carbon efficiency, the flexible fluidized pyrolysis oxygen gasification scheme is the best scheme, which not only improves the process economy but also conforms to the China national environmental protection policy of energy conservation, emission reduction, and CO2 emission reduction.
Table 7 shows the composition of fuel gas for Case3 and Case4. It can be seen that the nitrogen content of fuel gas produced by Case 3 by using air as a gasification agent reaches 50.62 mol%, the low calorific value is only 5.4448 MJ/Nm3, and the molar ratio of H2/CO is 0.4560. It can only be used as fuel gas for factory heating furnaces. However, when oxygen is used as the gasification agent, as in Case 4, the generated synthesis gas contains almost no nitrogen, the low calorific value reaches 11.6898 MJ/Nm3, and the H2/CO molar ratio is 0.4432. After a certain amount of hydrogen is proportioned, the H2/CO is adjusted to the appropriate ratio, which can be used for syngas to methanol or syngas to olefin processes, which can produce high-value chemical products.
4) Flexible fluidized pyrolysis coupled with the water electrolysis process
TABLE 7 | Composition of fuel gas and syngas in the flexible fluidized pyrolysis process.
[image: Table 7]The comparative study of the abovementioned four schemes shows that the flexible fluidized pyrolysis process using oxygen as a gasification agent is the best choice, which can not only realize the complete transformation and utilization of organic matter in raw materials but also meet the heat balance of the unit. The carbon efficiency and thermal efficiency are close to 100%. For the oxygen required by this process, if it is produced through the traditional air separation device, the cost is greater. The production of oxygen itself requires energy consumption, so it will lead to a reduction in the energy efficiency of the whole plant. The coupling process of the flexible fluidized pyrolysis process with the water electrolysis process by solar energy is presented as shown in Figure 4. The source problem of oxygen in this scheme can be well-solved, and the green hydrogen produced by water electrolysis can be used to regulate the H2/CO of the syngas to meet the downstream chemical production requirements. This process scheme realizes the complete product utilization of organic matter in raw materials and the environmental protection standard discharge or comprehensive utilization of inorganic solids, and the heat required in the reaction is balanced by means of a small gasifier and its heat release. The oxygen required comes from the low-cost green oxygen byproduct of green hydrogen, and the syngas can be mixed with green hydrogen for chemical production. Syngas conversion into production chemicals, such as synthetic methanol in the process of water purification, can be used as a raw material for water electrolysis. Compared with the traditional fossil energy hydrogen production technology, hydrogen from water electrolysis production technology undergoes a simple process, no pollution, high hydrogen purity advantage, can be very good with renewable energy, and can also greatly reduce the cost of oxygen production from traditional air separation unit, so to become the final form of green hydrogen and green oxygen, the energy needed can come from solar or wind energy (Hu and Xu, 2022) (Yu et al., 2021) (dos Santos et al., 2017), which can realize the local coal conversion and utilization of solar energy.
[image: Figure 4]FIGURE 4 | Coupling process of flexible fluidized pyrolysis of coal liquefaction residue with water electrolysis.
4 CONCLUSION AND FUTURE WORK
In this study, the feed material characterization and fluidized bed pyrolysis experiments of the coal liquefaction residue were conducted. Aspen modeling and analysis of four fluidized pyrolysis processes were performed. The experiment and simulation results lead to the following conclusions:
1) The fluidized bed pyrolysis can be an effective process for CLR treatment. A C5+ oil yield of 34.81 wt% was obtained in the experiment for water and ash-free raw material basis. The best temperature distribution both in axial and radial directions in the fluidized bed reactor for the heat sensitive pyrolysis reaction is favorable to improving its oil yield as reaction temperature is the most crucial parameter for the pyrolysis process. There is an optimal value of 540°C for pyrolysis reaction temperature since the higher or lower value will lead to reduction of oil yield. In addition, the product coke is less likely to agglomerate than in the fixed-bed reactor due to the high-speed uniform dispersion and flow of the coke inside a fluidized bed. Based on the outcome of the present experimental study, the coke formation mechanism of fluidized bed pyrolysis should be further investigated.
2) The comparison results of four fluidized bed pyrolysis process simulation schemes indicate that the coal liquefaction residue can be converted into a clean product with the highest carbon efficiency (99.52%) for the proposed flexible fluidized bed pyrolysis coupled with water electrolysis. In this scheme, green O2 from water electrolysis is used for coke gasification for synthesis gas generation, and the green H2 can be used for adjusting the H2/CO ratio of the syngas, which can thus be used as feed gas for chemical production plants. This process can realize the energy balance between pyrolysis and gasification reactions, the complete organic matter utilization in raw materials, and nearly zero emission of CO2. All the carbon elements in coke are converted into syngas, which can be further utilized for chemical production, such as methanol or olefins.
3) Since the proposed flexible fluidized bed pyrolysis coupled with the water electrolysis can realize nearly zero CO2 emission in the CLR treatment process, it provides a new technical route for the CO2 emission reduction in organic solid waste utilization and other organic conversion processes, for instance, solid containing coal tar pyrolysis, refinery vacuum residue fluidized catalytic cracking (FCC), and fluidized coking (FC) process.
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Concerns about charging Infrastructure have arisen as electric vehicles (EVs) gain popularity in the transportation sector. Like gas stations, the charging infrastructure is mainly used to power the EV batteries until they are fully charged. As a result, many alternative options for creating charging stations were explored in the literature. This study proposes a grid-connected photovoltaic-based microgrid for EV charging infrastructure. It has two objectives: to design and model a grid-connected photovoltaic-based microgrid and to analyze a hypothetical EV population charging. While modeling, the realistic EV loads are considered, and the simulation is carried out. Results of this study include the power generation potential from the solar power plant, the energy mix of the microgrid (i.e., grid shared energy and onsite solar generation), and supply and load mismatch relationships. The analysis results include the weather parameter influence on power produced, followed by sensitivity analysis quantifying the impact of scaled EV sessions over microgrid power balances. Overall, it is understood that grid-connected microgrids support the seamless charging of EVs even in the case of uncertainties observed with onsite solar energy generation.
Keywords: electric vehicles, charging stations, solar for EVs, microgrid-based EV charging infrastructure, PV plant feasibility
1 INTRODUCTION
The growing climate change concerns for various reasons and the associated issues with fossil fuel-based energy have resulted in the decarbonization of the transportation sector. The transportation sector is still responsible for 24% of direct CO2 emissions, mainly attributable to fossil fuel consumption, according to the International Energy Agency (IEA, 2021), suggesting the transition to the use of renewables for mobility. This pressing need sparked e-mobility leading to electric vehicle (EV) manufacturing and deployment in the market. Despite the growing EV adoption, it lags behind the sophisticated and long-term charging infrastructure needed for charging vehicles. As a result, charging stations were installed and powered mainly by the grid, which raised many critiques from technical aspects and contributions to sustainability (Boschmann and Kwan, 2008). The technical aspects include many concerns, for instance, voltage stability, power losses, reliability, and an increase in peak load. These are the significant repercussions on the energy sector. The sustainability-related concerns mainly revolved around the grid energy mix; for instance, a country with a significant share of fossil fuel energy mix powering EVs may not be sustainable (Nallapaneni and Chopra, 2021). At the same time, their participation in energy management and power balancing services may also be not sustainable (Nallapaneni and Chopra, 2021). Considering these raised concerns (Boschmann and Kwan, 2008; Nallapaneni and Chopra, 2021), maintaining energy sustainability was prioritized, leading to the development of renewable-based EV charging infrastructure. As a result, experts started focusing on developing EV charging infrastructure with renewables as power sources.
We conducted a thorough literature review to better understand the progress in the charging station research. Sivadanam et al. (2020a) researched renewable energy sources and concluded that renewable energy could be used for EV charging as the power source in off-grid mode. Singh et al. (2020) used a single voltage source converter combined with the solar photovoltaic (PV) array, a storage battery, the grid, and a diesel generator as EV charging infrastructure power components. Later, with the rise of optimization-influenced decisions, researchers started applying optimization and heuristic methods to improve infrastructure sizing and performance further. For instance, a queuing model for a stochastic optimization issue that incorporates RESs and EV charging stations is investigated by Jin et al. (2014) to understand the viability of the EV charging system. Rezaeimozafar et al. (2017) showed the use of the genetic algorithm and particle swarm optimization to size renewable energy sources integrated EV charging stations. Commercial EV charging infrastructure is also created using an integrated power system approach (Deb et al., 2019). Sivadanam et al. (2020b) investigated the implications of large-scale EV integration into the power system. Later, Podder et al.(2021a) designed the solar plus biogas-based EV charging station to power on-road three-wheeler vehicles in developing nations. They mentioned that integrated renewable energy-based systems are more reliable in powering EVs (Podder et al., 2021b). Osório et al. (2018) proposed an EV charging model that examines the load profile effect on the power system for various EV adoption degrees using traditional. They considered solar PV and wind as the power system component, followed by power conversion devices. According to Osório et al. (2018), integrating 15 EVs raises the load by 2%, whereas integrating 50 EVs increases the load by 7%. The above literature covered the apparent transition of EV charging infrastructure research from planning to performance concerning EV fleet increase in the system. Based on the literature, it is understood that optimal modeling of charging stations considering the scaled averaged session of EVs for charging per day is more important.
Hence, this study’s objectives align with the observed research gap (i.e., optimal modeling per EV fleet). Nevertheless, when we look further at the EV charging infrastructure, the reliable operation may be considered a critical issue. Researchers have proposed numerous options, for instance, energy storage and backup power generators (Das et al., 2020). Hence, in this study, we considered the grid as a support power option. The key contributions of this study include the formulation of a framework that aids in designing a reliable EV charging station and understanding the performance considering two objectives:
• To design and model the grid-connected photovoltaic-based microgrid considering the EV population while minimizing the peak load.
• To analyze the impact of the scaled average session of EV per day over the charging station power source sizing.
This study is structured in four sections. Section 2 presents the framework and methods adopted for modeling. Section 3 presents the discussion of the results, followed by the conclusion and future work in Section 4.
2 FRAMEWORK AND METHODS
This section presents the framework that aids in designing a reliable EV charging station for meeting the EV population’s load demand without interruption, followed by the proposed system and methodology used for modeling.
2.1 Framework
In Figure 1A, the framework is shown, where a time versus load plot defines the reliable operation of charging Infrastructure, highlighting the need for disrupted load compensation by any power source. Therefore, considering the framework, a charging infrastructure system shown in Figure 1B is considered. This infrastructure has an onsite solar power plant that is used to power the EV charging station and the grid to support reliable operation. Additionally, an energy storage system (ESS) and a power converter unit are used. The PV array and ESS are connected on the direct current bus, the grid and EVs are connected on the alternating current bus side, and a power converter is placed between the direct current and alternating current bus.
[image: Figure 1]FIGURE 1 | (A) Framework to ensure reliable operation of the EV charging station. (B) Schematic representation of proposed grid-connected photovoltaic-based microgrid as EV charging infrastructure.
In order to understand the reliable operation of the proposed charging infrastructure, a power governance function is used as follows:
[image: image]
where [image: image] is the power required by the EV charging station, [image: image] is the power from the grid, and [image: image] is the power from photovoltaics.
As per Eq. 1, the power is maintained depending upon the reliable operating condition. For instance, the grid would provide support if there were disruptions on the solar PV array side. In all other cases, maximized use of solar PV energy is considered.
2.2 Grid-connected photovoltaic-based microgrid as charging infrastructure
In the below sections, the detailed modeling of individual components of the EV charging station is shown.
2.2.1 Electric vehicle load
An EV population of 100 is considered for this study, with 150 kW as the maximum power required to charge the vehicle, and the average duration of the vehicle charging is 50 min.
2.2.2 Modeling the power source
As shown in Figure 1B, the proposed system has two power sources: the grid and the onsite solar PV power plant. The PV plant’s electric power output is given as follows (Chowdary et al., 2020, Podder et al. (2021b):
[image: image]
where [image: image] is the power from photovoltaics, [image: image] is the solar PV power conversion efficiency, [image: image] is the power converter efficiency, [image: image] is the surface area of the solar PV array, [image: image] is the solar radiation incident on the solar PV array (see Supplementary Figure S1 for solar radiation profile), [image: image] is the temperature coefficient, [image: image] is solar PV cell temperature, and [image: image] is the reference temperature (i.e., 25°C).
In solar PV installations, temperature plays a crucial role in power performance. Hence, we considered temperature-influenced power. For evaluating the cell temperature, a model shown in the following equation is used (Kumar et al., 2018; Kumar et al., 2019):
[image: image]
where [image: image] is the ambient temperature (see Supplementary Figure S2 for temperature profile), [image: image] is the mounting coefficient for rooftop or building attached or integrated system, and [image: image] is the wind speed (see Supplementary Figure S3 for wind speed profile).
2.2.3 Modeling the power converter
A power converter is a device that helps convert the direct current produced by a solar PV array to alternating current and alternating current to direct current to charge the ESS with grid power. Thefollowing equation governs the power converter operation (Kumar et al., 2019; Chowdary et al., 2020).
[image: image]
where [image: image] is the power output from the power converter.
2.2.4 Energy storage system
We modeled the ESS as a charging station, where Eqs 5, 6 govern the charging and discharging patterns of the charging infrastructure based on the EV fleet (Kumar et al., 2018). Here, the number of chargers is 40, with each charger’s capacity of 150 kW (Chowdary et al., 2020):
[image: image]
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where [image: image] is the self-discharge rate of the storage system, [image: image] is the power profile of the EV, [image: image] is the efficiency of the ESS, and [image: image] is the time starting from 1 to [image: image].
2.3 Optimization method
The proposed system in this study is a grid-connected PV-based microgrid as EV charging infrastructure and is modeled considering Visakhapatnam city as the study location. The solar radiation, clearness index, temperature, and wind speed profiles are considered per the location; see Supplementary Figures S1–S3. Based on the discussed mathematical model in Section 2.2, the system is the preliminary model was modeled in the HOMER Grid tool (Grid, 2022). The peak-shaving strategy used for energy management was modeled in MATLAB 2019 (Mathworks, 2019), which was then coupled to the HOMER Grid optimization tool for further simulation and analysis.
2.3.1 Peak-shaving controller
A peak-shaving controller similar to the load leveling controller is used. The proposed controller proactively manages the EV overall load demand and, while managing it, eliminates the short-term demand spikes; see Figure 2A for a conceptual understanding of the peak-shaving strategy. To implement this strategy, we used the optimization approach that selects the shaving level governed by Eq. 8 while minimizing the optimization function below (Karmiris and Tengnér, 2013).
[image: Figure 2]FIGURE 2 | (A) Conceptual principle of peak shaving. (B) A simplified optimization approach for peak shaving in electric vehicle charging infrastructure.
Objective function:
[image: image]
Leveling constraints:
[image: image]
Figure 2B shows the flowchart for solving the optimization problem, starting with input parameters selection followed by shave level selection and optimization problem solving, then checking the decision whether the objective function error is minimized or not. If not minimized, it again checks by selecting different shave levels following Eq. 7.
2.3.2 Sensitivity analysis
For any EV charging station, the problem of the number of EVs connected could arise; hence, we considered the number of vehicles that could be connected to the charging station in a day as a sensitive parameter. Based on the visits/hour, the number of vehicles that can be connected to the charging station during the hour is calculated. For this, scaled average sessions/day is considered in the range of 10–40. Additionally, solar irradiation in the given location is considered a sensitive parameter.
3 RESULTS AND DISCUSSION
This section presents simulated results of the proposed grid-connected microgrid as an EV charging infrastructure. The results include the EV session per day’s influence on the infrastructure design, powerful performance of microgrid, and the impact of scaled EV sessions over microgrid power balances.
3.1 Analysis of the charging station design
Figure 3 represents the EV average visits profile at the charging station on a 24 h time scale. Based on this, the applied sensitive cases of sessions per day varying from 10 to 40 resulted in a considerable impact on the energy served at the charging station. The summary of the session profile and its impacts on energy served and peak demand are provided in Table 1.
[image: Figure 3]FIGURE 3 | Electric vehicle visits profile at the charging station.
TABLE 1 | Electric vehicle charging session summary.
[image: Table 1]Table 1 shows that the observed peak power demand varied from 350 to 840 kW. Furthermore, the energy storage strings required varied from 6 to 19. Table 2 presents the charging station’s ESS properties and results. The nominal capacity is varied from 1,260 to 3,990 kWh. The observed annual throughput varies from 461,042 to 133,213 kWh/yr, whereas the energy losses range between 28,228 and 81,214 kWh/yr.
TABLE 2 | Energy storage system sizing and energy results.
[image: Table 2]In Figure 4, the state of charge results is presented. The microgrid system design size also varied to power these varying energy needs. As a result, the component sizing of the microgrid that is believed to serve as a power source for a charging station is affected. Additionally, grid support was considered to ensure reliable operation.
[image: Figure 4]FIGURE 4 | The energy storage state of charge in %. as per the scaled average daily sessions. (A) 10, (B) 20, (C) 30, and (D) 40.
3.2 Power performance results of microgrid
The proposed microgrid’s primary power generation source is a solar PV power plant. The grid is a backup that provides and takes energy depending upon the situation of surplus and deficit based on the uncertain operation of solar and load. Figure 5 shows the DMap showing the solar PV power outputs for the whole year. This indicates that the PV plant supplies power to the charging station mostly between 06:10 and 18:00 h on a given day throughout the year with 2%–5% of the hourly variation. However, depending on the scaled session, the required peak capacity of the solar power plant varied; see Figures 5A–D. The observed mean power output from the solar power plant is varied between 2,592 and 4,753 kWh/day, depending on the peak installed capacities. The average capacity factor of the photovoltaic plant is observed to be 18%. The total operating hours of the photovoltaic power plant is 4,343 h/y based on the incident solar radiation (i.e., 5.07 kWh/Sq.m/day) and the clearness index (i.e., 0.67). The total energy production under the four scaled sessions varied from 946,235 to 1,734,764 kWh/y. The observed solar power penetration was around 97%.
[image: Figure 5]FIGURE 5 | Power output from the solar photovoltaic plant as per the scaled average daily sessions. (A) 10, (B) 20, (C) 30, and (D) 40.
Figure 6 shows power imports from the grid to the charging station. Due to the solar PV plant’s uncertain operation, gird support became obvious in meeting the EV charging station demand. The observed grid imports are 1.54% (i.e., 14,840 kWh/yr), 12.7% (i.e., 137,344 kWh/yr), 18.4% (i.e., 284,113 kWh/yr), and 15.7% (i.e., 322,092 kWh/yr) for 10, 20, 30, and 40 scaled averaged sessions per day, respectively.
[image: Figure 6]FIGURE 6 | Power imports from the grid as per the scaled average daily sessions. (A) 10, (B) 20, (C) 30, and (D) 40.
Apart from imports, the proposed microgrid also exported some power share, as shown in Figure 7. The observed grid imports are 46.9% (i.e., 397,502 kWh/yr), 7.01% (i.e., 68,848 kWh/yr), 2.74% (i.e., 38,935 kWh/yr), and 4.13% (i.e., 77,973 kWh/yr) for 10, 20, 30, and 40 scaled averaged sessions per day, respectively.
[image: Figure 7]FIGURE 7 | Power exports to the grid as per the scaled average daily sessions. (A) 10, (B) 20, (C) 30, and (D) 40.
3.3 Impact of scaled EV sessions over microgrid power balances
As discussed in Section 3.2, charging station interaction with solar PV plant and utility was evident, and this interaction varied dynamically. It is observed that the proposed peak-shaving control strategy proactively managed the EV overall load demand while eliminating the short-term demand spikes, as shown in Figure 8. To be more precise, a day’s results (i.e., 2 September) are shown where the interactions are clearly shown. Figures 8A–Dshow that the power imported from the grid is varied both quantity-wise and consumption time-wise. It is also observed that the highest percentage of power is imported in the case where averaged sessions per day are more.
[image: Figure 8]FIGURE 8 | The energy storage state of charge in %. as per the scaled average daily sessions. (A) 10, (B) 20, (C) 30, and (D) 40.
4 CONCLUSION AND FUTURE WORK
This study proposed a grid-connected photovoltaic-based microgrid as an EV charging infrastructure. Its design and modeling are carried out, followed by an analysis. While modeling, realistic EV loads are considered and simulated in four scenarios based on the scaled averaged session per day. The analysis included the results mainly focusing on power generation potential from the solar power plant, energy mix of the microgrid (i.e., grid shared energy and onsite solar generation), and supply and load mismatch relationships for the EV charging station. Based on the observed results, the following conclusions were drawn:
• The proposed peak-shaving dispatch strategy eliminated short spikes, so incorporating this in the size optimization plays a crucial role.
• The proposed model showed a high solar fraction with a minor share of imports from and exports to the grid. This clearly showed that EV charging stations could be made grid-independent; however, keeping the uncertain renewable operation, it is suggested to have grid connectivity.
• Based on the scaled sessions per day, there is a possibility of increased peak capacity installation of the PV plant, which might influence the overall cost of the charging infrastructure. This could be considered a research direction.
The future work includes placing the proposed microgrid-based EV charging station in the distribution system by identifying a suitable location, to understand the techno-economic feasibility of such integration.
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Transponder-based Aircraft Detection Lighting Systems (ADLS) are increasingly used in wind turbines to limit beacon operation times, reduce light emissions, and increase wind energy acceptance. The systems use digital technologies such as receivers of digital transponder signals, LTE/5G, and other information and communication technology. The use of ADLS will be mandatory in Germany both for new and existing wind turbines with a height of >100 m from 2023 (onshore) and 2024 (offshore), so a nationwide rollout is expected to start during 2022. To fully realize the benefits while avoiding risks and bottlenecks, a thorough and holistic understanding of the efforts required and the impacts caused along the life cycle of an ADLS is essential. Therefore, this study presents the first multi-aspect holistic evaluation of an ADLS. A framework for evaluating digital applications in the energy sector, previously developed by the authors, is refined and applied. The framework is based on multi-criteria analysis (MCA), life cycle assessment (LCA), and expert interviews. On an aggregated level, the MCA results show an overall positive impact from all stakeholders’ perspectives. Most positive impacts are found in the society and politics category, while most negative impacts are of technical nature. The LCA of the ADLS reveals a slightly negative impact, but this impact is negligible when compared to the total life cycle impact of the wind turbines of which the ADLS is a part. Besides the aggregated evaluation, detailed information on potential implementation risks, bottlenecks, and levers for life cycle improvement are presented. In particular, the worldwide scarcity of the required semiconductors, in combination with the general lack of technicians in Germany, lead to the authors’ recommendation for a limited prolongation of the planned rollout period. This period should be used by decision-makers to ensure the availability of technical components and installation capacities. A pooling of ADLS installations in larger regions could improve plannability for manufacturers and installers. Furthermore, an ADLS implementation in other countries could be supported by an early holistic evaluation using the presented framework.
Keywords: digitalization, cyber-physical systems, wind energy, sustainability, holistic evaluation, multi-criteria analysis, life cycle assessment, aircraft detection lighting systems
1 INTRODUCTION
Wind turbines (WTs) are potential obstructions to air traffic and must therefore be equipped with obstruction lights (flashing red beacons) if their total height exceeds 100 m (outside of urban areas), as defined by the International Civil Aviation Organization (ICAO, 2018) and specified for Germany in the “General Administrative Regulation on the Marking of Aviation Obstructions” (BMDV, 2020). Obstruction lights can cause annoyance and thus reduce the acceptance of wind energy (Pohl et al., 2021). As modern turbines become taller and more turbines are installed, more people may be affected, leading to an increasing acceptance problem. Social acceptance of wind energy projects, however, is of great importance to avoid local opposition. Such opposition can delay or impede the construction of new WTs and even slow down the overall transition to renewable energies (Ellis and Ferraro, 2016).
In order to reduce the light emissions caused by the flashing red beacons and thereby increase the social acceptance of WTs, the German regulatory authority has specified in the Renewable Energy Act (German Federal Ministry for Economic Affairs and Energy, 2021) the obligation to equip WTs with Aircraft Detection Lighting Systems (ADLS). ADLS allow WTs’ beacons to remain off during nighttime hours when no aircraft is detected in the vicinity. Under the aforementioned law, ADLS are mandatory for all onshore WTs that require aviation obstruction lighting and all offshore WTs located near the coast and in certain offshore areas. The obligation will take effect on 1 January 2023 for onshore and 1 January 2024 for offshore turbines. It is estimated that approximately 17,500 onshore turbines (Roscher, 2019) and all of the 1,500 offshore turbines (Deutsche WindGuard GmbH, 2021) will need to be retrofitted by the start of the obligation. However, due to a technological dispute that was not resolved until 2019, only a minority of turbines have already been equipped. Therefore, a large rollout is expected during the year 2022.
Given this nationwide rollout, a thorough understanding of its impacts is necessary for all stakeholders involved to be able to weigh positive and negative impacts against each other and to avoid otherwise unforeseen potential negative impacts or implementation bottlenecks. Several studies analyzed the impact of ADLS on WT acceptance. An early study (Hübner and Pohl, 2010; Pohl et al., 2012), funded by the German Federal Ministry for the Environment, Nature Conservation, Nuclear Safety, and Consumer Protection, found that nighttime obstruction lighting is less of a cause for annoyance compared to changes in the landscape and emitted noise, but is perceived as similarly annoying compared to shadow flicker. The authors recommend the use of ADLS as a measure to improve acceptance. Further, in (Rudolph et al., 2017), the authors confirmed previous studies and identified a perceived annoyance associated with obstruction lights from WTs. A comparison of annoyance between Europe and the United States (Hübner et al., 2019) shows that obstruction lights cause slightly higher annoyance among Europeans, but overall annoyance levels are relatively low. A more recent study found that annoyance from obstruction lighting is generally low but on average higher than noise annoyance and more geographically widespread. The authors again recommend the use of ADLS (Pohl et al., 2021). Overall, evidence suggests that ADLS will indeed have a positive impact on the social acceptance of wind turbines. In addition, a technical risk assessment focusing on aviation was conducted for the transponder-based technological options in comparison to radar-based options (Behrend, 2019). The author concludes that the risk of a system failure with consequences for aviation safety is very low and the same for all technological options.
According to the authors’ knowledge, societal impacts beyond acceptance, non-aviation-risk-related technical impacts, and environmental as well as economic impacts have not yet been analyzed. In particular, neither a life cycle assessment nor an environmental study, or a holistic assessment incorporating multiple perspectives, involving relevant stakeholders, and considering all relevant impact areas has been conducted so far. In order to close this gap, in this paper, a multi-method framework for evaluating digital applications in the energy sector, previously developed by the authors (Weigel et al., 2021), is refined and applied to conduct a holistic evaluation of ADLS. The main novelty of the study is that it presents the first holistic evaluation of ADLS, in contrast to existing publications, which focus on single evaluation aspects. A secondary minor novelty is the refinement of the evaluation framework and its application.
The remainder of the article is organized as follows: the refinement of the evaluation framework and its adaption to ADLS is described in Section 2. While Section 3 shortly describes the ADLS technology and the chosen assumptions, Section 4 shows the results of the holistic evaluation. After discussing the results in Section 5, the conclusions and an outlook are given in Section 6.
2 METHODOLOGY
There are a variety of sustainability and multi-criteria evaluation methods and combinations of methods, many of which have recently been used for high-level assessments at the country level, e.g. (Sun et al., 2022), (D’Adamo et al., 2022), for more specific assessments in the energy sector, e.g., (Kluczek and Gladysz, 2022), (Naegler et al., 2021), and for assessments of digital topics, e.g., (Gährs et al., 2021), (Zhang et al., 2021). A review of methods applied in the energy sector (energy planning) and each method’s appropriateness in the decision problem’s context is provided in (Cajot et al., 2017). In (Weigel et al., 2021) the authors thoroughly discuss a variety of current evaluation and assessment methods and identify a gap regarding an approach to transparently and holistically evaluate digital applications in the energy sector. To fill this gap, a combination of three well-established methods is suggested, and its use is demonstrated. The novelty of the framework consists of the specific combination of methods and its adaption to digital applications in the energy sector.
The objective of the framework is to provide a structured basis for the holistic evaluation of digital applications. To achieve this holistic view, multiple criteria covering the impact areas technology, ecology, economy and society and politics are evaluated in a multi-criteria analysis (MCA), and the perspectives of relevant stakeholders are considered in the form of weighting profiles. While most ecological criteria are assessed by performing a life cycle assessment (LCA), all other criteria are assessed by conducting expert interviews (EI) with relevant stakeholder representatives. Furthermore, due to the dynamic development of digital applications, a flexible approach is applied that can be adapted to the practitioner, the application, and the availability of information. In this way, a wide range of digital applications, including future developments, can be evaluated. Last but not least, the applied approach provides detailed insights as well as aggregated results with a high level of transparency on each step of the evaluation.
The framework applied in this study is a refined version of the framework originally presented by the authors in (Weigel et al., 2021) and consists of the following steps (Figure 1):
1) Definition of application, functional unit, reference, assumptions, and boundary conditions
2) Selection of criteria
3) Development of weighting profiles
4) Assessment of the criteria
a) Environmental criteria based on LCA
b) All other criteria based on EIs
5) Evaluation of application based on criteria assessments and weighting profiles within MCA
[image: Figure 1]FIGURE 1 | Modified multi-method framework for evaluating digital applications in the energy sector, based on (Weigel et al., 2021).
Generally, the first step is the definition of the application under investigation, the functional unit, the reference for the evaluation, and key assumptions. This step ensures a consistent and efficient assessment and evaluation process.
The selection of criteria (step 2) can be moved up and down in the sequence within certain limits. In this study, it is performed beforehand based on the general requirements for digital applications in the energy sector, following a thorough literature review and discussions with experts.
In step 3, weighting profiles are developed. To some extent, this could also be done beforehand, based on general requirements for digital applications. However, case-specific adaptations are likely to be required, as different applications may involve different stakeholder roles. The study-specific stakeholder profiles are derived from expert opinions following the expert interviews in step 4b. The point allocation method is applied. Experts are asked to assign 100 points sequentially to categories and then to criteria. The 100 points represent 100% importance, a concept that is intuitively understood by the interviewees.
The LCA approach (step 4a) is based on the standard defined in (ISO/TC 207/SC 5, 2006). It is carried out using the software openLCA (v1.10.1), the ecoinvent (v3.3) database, and the CML2001 impact calculation method, from which the environmental impact criteria global warming potential 100a (GWP), adiabatic resource depletion (ARD), human toxicity 100a (HT), and ecotoxicity 100a (ET—as the average of different ecotoxicity aspects) are selected, extended by the cumulative energy demand (CED). The LCA results are normalized to the MCA evaluation scale by comparison with a reference value. This reference value is a quantification of the reference defined in step 1.
The expert interviews (step 4b) are semi-standardized, which ensures comparable results across different EIs while providing the flexibility to capture additional detailed information. The list of criteria is used as the interview structure.
The MCA (step 5) uses a direct ordinal rating scale ranging from -3 (strongly negative impact) via 0 (no/neutral impact) to +3 (strongly positive impact). The scale is intuitive for experts, and the evaluation can be broken down into two questions: 1. Is the impact positive, negative or neutral (+ or—range); 2. how positive or negative is the impact (±1, 2, or 3). The simple additive weighting (SAW) method, also known as the weighted sum method (WSM) is used to aggregate the criteria evaluations into category and total results. The SAW method is commonly applied due to its popularity and simplicity (Cajot et al., 2017). It provides a high level of transparency on how results are aggregated from detailed criteria evaluations.
Compared to the originally provided version of the framework (Weigel et al., 2021), three main improvements to the method are made in this paper:
1) The list of criteria is modified in order to reduce the complexity and eliminate overlaps between criteria. In particular, the number of responses per criterion, the weighting of each criterion, as well as direct expert feedback were evaluated to identify required adaptions. Based on the findings, the former sub-criteria level is eliminated, the total number of criteria is reduced, and the number of criteria is more evenly distributed among the categories. Some sub-criteria are upgraded to criteria, and a few new criteria are added. The updated criteria used in this study can be found in the presentation of the results in Section 4.4.
2) In addition, the expert interview approach is adjusted. The weighting (formerly being the first part of each expert interview) is done independently by the experts after the interview. The adapted approach meets the experts’ expectations to talk directly about the application itself, shortens the interview, and reduces the interviewer’s influence on the weighting. However, a good explanation of how to perform the weighting is necessary, and not all experts provide (useful) weighting results on their own.
3) Last but not least, an indication of the uncertainty and data robustness of the expert interview results is assessed using the standard deviation and the number of received evaluations. The standard deviation [image: image] is calculated for the sample of each criterion as given in Formula 1
[image: image]
where [image: image] is the number of evaluations per criterion provided by the experts in the expert interviews, [image: image] are the evaluations (between -3 and +3) per expert, and [image: image] is the average of the given evaluations. A margin of error for a specific confidence interval is not used because the data points do not necessarily follow a normal distribution shape. Furthermore, it should be noted that the deviation of the answers given in the expert interview is only one of many possible sources of error.
3 ADLS TECHNOLOGY, SYSTEM BOUNDARIES, AND ASSUMPTIONS
3.1 Description of the technology
Different technologies to equip WTs with an ADLS are permitted. Three technological approaches can be distinguished based on active radar, passive radar, and transponders (secondary radar). Each technology may have its own use case due to its inherent advantages and disadvantages. There is evidence, however, that transponder-based ADLS technology will be predominantly deployed. Most of the consulted experts expected this trend, and two organizations are already in the process of covering two entire German states with this technology—North Rhine-Westphalia (Bode and Klümper, 2021) and Saarland (BNK, 2022). Therefore, this publication focuses on transponder-based ADLS.
Transponders have been widely used in commercial aviation for several decades. They are considered part of secondary surveillance radar (SSR). The term transponder is a hybrid of transmitter and responder. After receiving a signal from a secondary radar antenna on 1,030 MHz, the transponder actively sends a response signal on 1,090 MHz. The response signal contains a four-digit identity code as a minimum (Mode A) or a unique 24-bit aircraft identity number, altitude, speed, and flight path, as well as GPS coordinates for ADS-B (Automatic Dependent Surveillance - Broadcast) as a maximum (Mode S enhanced). Transponder responses are triggered by air traffic control (ATC) and other aircraft’s traffic alert and collision avoidance systems (TCAS), see Figure 2A.
[image: Figure 2]FIGURE 2 | Illustrative functionality of (A) a transponder in aviation; (B) a transponder-based ADLS.
If airborne transponders are not triggered, they broadcast one signal per second by default (Mode S only, not Mode A). All aircraft flying at night within or outside of air traffic-controlled areas must use a Mode S transponder (BMDV, 2018). Some exceptions exist for military, police, and rescue aircrafts. The signals sent out by the aircrafts’ transponders are used by the transponder-based ADLS. The ADLS passively receive the transponder signals without sending any interrogation signal themselves. The minimum information received is the aircraft identity code (from Mode A transponders). In this case, the distance is calculated based on the signal intensity. In most cases, more information such as altitude, speed, flight path, and GPS coordinates are received (Mode S and ADS-B), and the exact position can be determined. An ADLS receiver covers a minimum radius of 10 km. Based on the defined impact area of a horizontal 4 km radius around each WT (BMDV, 2020), all WTs within a 6 km radius can be covered by one ADLS, see Figure 2B. In practice, the ADLS receives transponder signals of well beyond 10 km, however, this does not change the evaluation since the technical setup (how many turbines are covered by one ADLS) is defined by the 10 km minimum radius.
3.2 Functional unit and system boundaries
The functional unit of the evaluation is one single transponder-based ADLS. The reference system used to evaluate the magnitude of the impact is the wind turbines covered by the ADLS. The selection of the reference is therefore aligned with the subjective perception of the relevance of ADLS’s impact on the system they are part of. Since the number of covered turbines and the technical configuration of the ADLS may vary, a base case is defined, and sensitivity analysis for different setups are conducted. Theoretically, for modern wind farms, there is no limit to how many WTs can be covered by one single ADLS. In practice, however, there are technical, topological, and ownership structure limitations. In this paper, a setup with eight turbines is chosen as the base case based on the average number of turbines covered per ADLS in the German State of North Rhine-Westphalia (Bode and Klümper, 2021). If all covered turbines have a single central communication unit, which is usually the case for modern wind farms, the central ADLS can directly operate the obstruction lights of all turbines, as depicted in Figure 2B. However, if a central communication interface is not available, additional communication modules must be installed. For this study, the case of only one communication unit is chosen due to a lack of information on a realistic average number of communication units per ADLS. Therefore, the base case is defined as one ADLS with one signal receiver and one communication unit covering eight WTs.
3.3 Life cycle assessment key assumptions
For the life cycle inventory (LCI), the material and energy flows of one single ADLS are modeled. One analyzed base case ADLS consists of the following hardware components: one signal receiver, one communication module, mounting, cabling, antennas, and additional infrared (IR) beacons required per each of the eight turbines. As depicted in Figure 3, the model covers the production, the use, and the end-of-life phases. In addition to the directly attributable effects on the mass and energy flow, two effects caused by the reduced operating time of the beacons are additionally allocated to the LCI. Based on real-world data from a test site supplied by an ADLS supplier, it is assumed that the beacons remain off during 98% of the nighttime. Besides a reduced beacon electricity consumption, the reduced operating hours lead to an increased lifetime of the beacons’ LEDs and thus to a reduced need for replacement. A reduction in LED replacement of 1.29 units per beacon over the analysis period is calculated based on an expected LED operating life of 50,000 h and a correction factor based on manufacturers’ knowledge of the probability of failure modes leading to replacement. It is assumed that the ADLS hardware has a technical lifetime of more than 25 years, but the hardware is decommissioned together with the turbine so that the effective ADLS lifetime depends on the lifetime of the turbine. Here, a turbine and ADLS lifetime of 20 years is assumed. Therefore, the analysis period is also set at 20 years.
[image: Figure 3]FIGURE 3 | LCI model of ADLS.
Since the electricity consumption of digital applications with a long expected lifetime tends to have a great effect on the life cycle impact, special consideration is given to the electricity mix. Three different electricity mixes are defined for this study based on the expected development of greenhouse gas (GHG) intensity of the German electricity mix over time (measured in CO2 equivalents, CO2 eq.). The three mixes are defined as described in (Weigel et al., 2021), based on historical CO2 emissions and energy consumption, reference prognosis, and trend scenarios for future energy generation and the 2019 developed coal exit path. Different shares of electricity generation technologies are modeled for each mix, however, the underlying unit processes for these technologies in the LCA database remain unchanged as no prospective datasets are available. The 2022 mix is used for the production phase, the expected 2032 mix for the use phase, and the expected 2042 mix for the end-of-life phase. The ADLS’s energy self-consumption during the use phase is covered to 19% by electricity from the German electricity mix and to 81% by electricity from the wind turbine itself. The life cycle impact of the electricity generated by the wind turbine is based on a 3.25 MW turbine currently in operation. Effects that are not considered in the LCI are the need for maintenance and spare parts (no data available and the impact is likely to be very small), the server operation and data transmission (there is no data available), and the transport of materials for production, installation, and end-of-life steps (the impact is likely to be very small as most steps take place within Germany). Relevant assumptions and sources are listed in Appendix Table 2 in the Annex.
3.4 Expert interviews assumptions
The aim for the selection of experts is to cover all stakeholder roles and identify experts with a high level of expertise. In a first step governmental, scientific, business and journalistic publications were analyzed to identify relevant stakeholder roles and experts. Following the initial identification, further experts were identified by asking each expert at the end of the interview to identify further stakeholder roles and name experts.
The group of twelve interviewed experts includes: four representatives of wind farm operators or operator associations in charge of implementing ADLS, two environmental NGO experts for wind energy, two ADLS-specific policy advisors to the involved German Federal Ministries, one employee of a wind turbine manufacturer tasked with equipping future turbines with ADLS, one ADLS manufacturer (from the same company that supplied the data for the LCA), and two scientists with expertise in social acceptance of WTs, including lighting induced stress. No affected neighbors of WTs were directly interviewed for this study, but rather the two mentioned scientists researching social acceptance were interviewed to present their insights of the perspective of this group. All experts are based in Germany and are native German speakers. Age and sex were not documented as deemed not relevant.
The individual online expert interviews were conducted between September 2021 and January 2022 and each took about 90 min. No material was sent out beforehand, the interviews were not recorded or transcribed, and the results were captured as the evaluation per criterion, including qualitative remarks. Furthermore, following the expert interviews, the experts were asked to assign weights to the criteria and to submit the weighting within 2 weeks. Based on the responses of nine experts (one wind farm operator, the turbine manufacturer, and the ADLS manufacturer did not submit weighting), five (non-representative) weighting profiles reflecting key stakeholders’ perspectives were derived.
4 RESULTS
In this section, the results of the LCA are presented first, followed by the results of the MCA, which integrates LCA and expert interviews. The LCA results are presented separately from the MCA results because detailed conclusions about life cycle impacts can be drawn.
4.1 LCA results
4.1.1 Impacts of the base case
In Figure 4, the breakdown of the calculated life cycle impacts over 20 years for the base case is depicted. In total, all five impacts increase with the application of an ADLS. The shares of the three life cycle phases on the total impact, however, are very different. Each step of the production phase leads to an increase in all five impacts. In the use phase, the energy consumption of the ADLS components leads to an increase, while the beacon electricity savings and the LED replacement reduction cause an impact decrease. Relative to the production and the use phase, the end-of-life phase causes a small impact decrease. The effort for disassembly and landfilling is more than compensated by credits given due to recycling.
[image: Figure 4]FIGURE 4 | Life cycle impact assessment for the base case. Functional unit: one ADLS in the base case. (A) Cumulative energy demand; (B) Global warming potential; (C) Adiabatic resource depletion; (D) Human toxicity; (E) Ecotoxicity.
The cumulative energy demand (CED) is depicted in Figure 4A. The ADLS use phase’s energy consumption is 4.3 times higher than the production’s energy consumption. The decisive impact on the CED during the 20-years use phase is caused in particular by the electricity consumption of the ADLS hardware (approx. 13,000 kWh) and the saved electricity consumption of the beacons (approx. -5,200 kWh).
Figure 4B shows the breakdown of the global warming potential (GWP). The ADLS operation’s energy consumption emissions (835 kg CO2 eq.) over 20 years are about 10% higher than the production-related emissions (754 kg CO2 eq.). Similar to the CED, the GWP is mainly caused by the ADLS’s electricity consumption. Since 81% of the consumed electricity is assumed to be generated by the turbine itself (with a low impact on GWP), the GWP is mainly driven by the remaining 19% taken from the grid (although an increasingly decarbonized future German electricity mix is assumed). During the production phase, the signal receiver is the largest GWP contributor with 303 kg CO2 eq., followed by the communication unit with 275 kg CO2 eq. The mounting, cabling, and antenna (137 kg CO2 eq.) and the required infrared beacons (39 kg CO2 eq.) cause a relatively small GWP. For these hardware units, the components with the highest GWP are the printed circuit boards, including the electronic components mounted on them such as integrated circuits, resistors and capacitors, other electronic components such as power supplies, heaters, surge suppressors, and circuit breakers, and the mounting material (mainly steel). The savings of -814 kg CO2 eq. (caused by lower beacon energy consumption and reduced replacement of LEDs) offset 97% of the ADLS’s electricity consumption emissions. The reduction in LED replacement causes a larger GWP effect (-473 kg CO2 eq.) than the reduced beacon electricity consumption (-340 kg CO2 eq.). The main driver for the LED replacement reduction’s GWP effect is the saved energy consumption of the avoided production of diodes and PCBs. Again, the beacon energy consumption reduction’s GWP effect is driven by the 19% CO2 intensive electricity taken from the German energy mix. The end-of-life steps, especially disassembly and landfilling of the non-recyclable parts, do not cause significant GWP impacts. Recycling, however, can avoid emissions of -184 kg CO2 eq.
The breakdown of adiabatic resource depletion (ARD) impacts given in Figure 4C shows a high correlation with the GWP. The main driver in both cases is the use of fossil fuels for energy (electricity and heat) generation during production, use, and end-of-life. However, compared to GWP, production and recycling have a slightly higher proportional impact on ARD, as physical production materials contribute directly to ARD, while only their CO2 eq. footprint contributes to GWP.
The main difference in the breakdown of human toxicity (HT) impacts in Figure 4D compared to GWP and ARD is the high impact of the antenna, mounting, and cabling component production. With 1,222 kg 1,4-DCB eq., these parts cause more than half of the total HT production impact, compared to only 17–18% of the production impact for GWP and ARD. This high impact is driven by the exploration of copper, which is mainly used for cabling. The HT production impact is significantly higher than the impact caused by the ADLS’s electricity consumption during the use phase. Furthermore, it is evident that both savings in the use phase have a similar impact on the HT, while for GWP and ARD, the saving due to the reduction of LED replacement is larger.
The ecotoxicity (ET) impact in Figure 4E shows a relatively high impact of the ADLS energy consumption compared to the production. Moreover, the saved electricity consumption of the beacons causes a much higher ET impact than the reduction of the LED replacement. It is evident that ET is also driven by energy consumption. However, unlike GWP and ARD, it is not driven by the use of fossil fuels but rather by the production of the required power infrastructure such as power plants, wind turbines, and grids. Therefore, the advantage of using wind energy over fossil fuel energy is smaller for ET than for GWP/ARD. During production, ET is driven by the use of gold, brass, silver, and other precious metals.
In the following, the sensitivity of the results regarding the most relevant factors is presented. These factors are, in particular, the number of turbines covered by one ADLS, the required number of communication units, and the achieved beacon operation reduction rate.
4.1.2 Variation in the number of wind turbines
Figure 5A depicts the life cycle impact depending on the number of WTs covered by the ADLS. The technical setup of the base case is applied, i.e., the ADLS contains one signal receiver and one communication unit independently of the number of covered turbines. On the one hand, the required efforts for the production and operation of the ADLS hardware remain the same regardless of the number of turbines. In theory, there is no limit to how many turbines can be covered by one ADLS as long as they are within the defined spatial range of the system. On the other hand, the savings, i.e., the reduction of the beacon energy consumption and the LED replacements, occur per turbine. Therefore, the life cycle impacts decrease linearly the more turbines are covered by one ADLS. Depending on the impact criteria, the break-even point (BEP), i.e., the number of turbines, for which the savings outweigh the impacts of ADLS production and operation, is different. While for less than 15 turbines, all indicators show an increased impact (as also analyzed above for the base case with 8 WT), they all decrease if more than 30 turbines are covered. The BEP for both the GWP and the ARD, appears at about 15 WTs. In the case of CED, ET, and HT, it occurs only at larger numbers of turbines of about 18, 27, and 30, respectively. The setup of one single turbine covered by one ADLS is not displayed in Figure 5 since, in this case, the ADLS hardware can be reduced, making this a special case with a non-linear effect, which, however, in reality, is rather rare.
[image: Figure 5]FIGURE 5 | Life cycle impact of one ADLS for different numbers of covered WTs. Functional unit: one ADLS in the base case with varying numbers of WT. (A) per ADLS; (B) per turbine.
If the results are normalized to one turbine, the impact per turbine decreases and follows a hyperbola (Figure 5B). The family of curves can be described by
[image: image]
where [image: image] describes the number of WTs, [image: image] the horizontal asymptote, [image: image] the shape of the hyperbola and i denotes the five different impact criteria. The factor [image: image] depends on the life cycle impact of the central parts of the ADLS, i.e., the signal receiver, communication units, and antenna, mounting and cabling. In this study, the impact of these parts is always a positive value (increased impact) since no saving effects are generated. The horizontal asymptote [image: image] depends on the life cycle impact of all turbine-dependent parts and effects, i.e., infrared beacons, reduced beacon operation, and reduced LED replacement. In this study, the impact of these parts and effects is a negative value (decreased impact) because for each additional turbine, the credited saving effects outweigh the impact of the additional infrared beacon. Therefore, for a large number of turbines, the impact curves converge to the horizontal asymptote[image: image]. The curves cross the zero line at the break-even points BEPi (see Figure 5A) when the sum of the savings per turbine outweighs the increased impact.
In order to understand the different BEP per impact criteria, the findings of Figure 5 and Figure 4 need to be combined. GWP and ARD are both driven by the use of fossil fuels. Both savings, beacon electricity consumption reduction and LED replacement reduction, increase directly with the number of turbines and have a proportionally large effect on fossil fuel use and thus on GWP and ARD, causing a BEP at already 15 turbines. The CED is directly driven by energy demand, regardless of its source. Therefore, while the reduction in LED replacement has a proportionally large impact (compared to the energy consumption of the ADLS and the saved energy consumption of the beacons) on GWP and ARD, it does not have a strong impact on CED. Consequently, the CED savings achieved per turbine are proportionally smaller than for GWP and ARD, so more turbines are required to achieve a net-zero balance. The HT has the same proportional reduction impact per turbine as the GWP (the lines are close to parallel), but because of the higher production effect, mainly driven by the use of copper, more turbines are needed to balance the production impact, i.e., the BEP shifts to the right. The ET has a rather similar BEP as the HT. However, the main reason why more turbines are needed to offset the ET impact of the production is that the reduction in LED replacement has a proportionally small impact on ET since, for the given quantity of LEDs, neither the total energy consumption for production nor the demand for precious metals is exceptionally high.
4.1.3 Variation of the required number of communication units
The base case contains one communication unit. Depending on the technical and legal setup of the wind farm, however, between one communication unit for all turbines and one unit for each turbine may be necessary. The additional communication units cause impacts both through their production and their energy consumption during the use phase. The results for different numbers of communication units are depicted in Figure 6: One unit as the base case (all turbines are part of the same wind farm with one central communication infrastructure) and seven units as the worst case (each turbine is a single wind farm, and/or no central communication infrastructure exists). It is evident that the requirement to install more than one communication unit could drastically increase all analyzed life cycle impacts. Between the best and the worst case, the identified impacts increase by a factor of about 3–7, depending on the impact criterion. The highest increase is observed for ARD, GWP, and CED.
[image: Figure 6]FIGURE 6 | LCIA for different ADLS cases. Functional unit: one ADLS.
4.1.4 Variation of the beacon operation reduction rate
Furthermore, the life cycle impact depends on the beacon operation reduction rate, i.e., the percentage of nighttime that the lights remain off. The beacons are assumed to remain off during 98% of the nighttime in the base case. The reduction rate could realistically be as low as 75% near airports with more nighttime air traffic. Figure 6 shows the impact of a low reduction rate, leading to a smaller reduction in beacon power consumption as well as a smaller reduction in LED replacement. The impact on the outcome compared to the base case is an increase of 50% on GWP and ARD, 30% on CED, and approximately 15% on human and ecotoxicity.
4.2 LCA result normalization
Since the MCA evaluation scale ranges from -3 to +3, the LCA results must be normalized to this scale in order to include them in the MCA. The reference chosen in Section 3.2 for this study are the WTs, which are covered by the ADLS, thus, the reference value is the life cycle impact of these WTs. By comparing the ADLS’s impact to the reference value, the normalized evaluation [image: image] can be calculated for each impact criterion [image: image]. If the ADLS has the same life cycle impact as the group of turbines, i.e., the total impact is doubled, this is considered strongly negative (-3). If the life cycle impact of the ADLS is zero, i.e., total impact does not change, this is considered neutral (0). If the ADLS reduces the life cycle impact by the absolute value that the turbines increase it, i.e., the total impact is neutralized to zero, this is considered strongly positive (+3). Within this range, the evaluation [image: image] for each criteria can be calculated using
[image: image]
based on the ratio between the assessed ADLS’s and WTs’ life cycle impact, [image: image] and [image: image] respectively and the maximum evaluation [image: image], i.e. -3 or +3. If [image: image] is an increased impact [image: image], i.e., -3 is used and vice versa. This approach leads to the evaluation calculated in Table 1.
TABLE 1 | Normalization of LCA results to MCA evaluation scale.
[image: Table 1]It can be seen that all criteria are evaluated very close to zero, i.e., with a negligible or neutral impact. In the context of the life cycle impact of the WTs covered by the ADLS, the ADLS life cycle impact is less than 0.006% and thus negligible. This finding also holds true for the technical scenarios with the highest increase in life cycle impact (two turbines, one receiver, one communication unit) and the highest (realistic) decrease in life cycle impact (40 turbines, one receiver, one communication unit). It can be concluded that environmental life cycle impacts do not play a significant role in the holistic evaluation of the application in this case.
4.3 MCA weighting profiles
Before combining the LCA and the EI assessment results in the MCA, weighting profiles for the criteria must be defined. As described earlier, the responses of nine experts are used to derive five weighting profiles, as depicted in Figure 7. The wind farm operator perspective is based on the three wind farm operator representatives, the consumer perspective on the two scientists with wind energy acceptance expertise, the environmental NGO perspective on the two NGO members, and the political perspective on the two political advisors. The national economy perspective is calculated as the average of the preceding weighting profiles.
[image: Figure 7]FIGURE 7 | MCA weighting profiles.
For wind farm operators, i.e., the users of ADLS, the ecological impact is the most important impact, followed by societal, technical, and economic aspects, all of which are about equally important. From the consumers’ point of view, technical and economic aspects have low relevance, while aspects concerning society and politics have the highest importance. From the environmental NGO’s perspective, ecological aspects are by far the most important ones. The political perspective is the most balanced weighting profile, and the national economy represents the average view across all interviewed experts. Overall, ecological aspects are considered as most important, while the economic aspects are considered the least relevant.
4.4 MCA results integrating LCA and EIs
Subsequently, the normalized LCA and the EI results are combined in the MCA and aggregated based on the weighting profiles. First, the results calculated based on the “national economy” weighting profile are presented (Figure 8 and highlighted lines in Figure 9), followed by an overview of the results based on the different weighting profiles (Figure 10).
[image: Figure 8]FIGURE 8 | Aggregated MCA result from a national economy perspective.
[image: Figure 9]FIGURE 9 | Criteria level MCA results from a national economy perspective, including standard deviation and number of data points.
[image: Figure 10]FIGURE 10 | Aggregated MCA results from different stakeholders’ perspectives: (A) Wind farm operator; (B) Consumer (Prosumer); (C) Environmental NGO; (D) Politics; (E) National economy.
Figure 8 illustrates the aggregated results at the MCA category level. The overall evaluation is slightly positive. The largest positive impacts are in the society and politics category. The technology category is evaluated slightly negatively. The ecology and economy categories are both slightly positive.
The next level of detail, i.e., the results per criterion, is depicted in Figure 9. Together with each result, the standard deviation of the EI responses and the number of responses received are given as an indication of the reliability of the data per criterion. Since the values of the five LCA-based criteria are derived from the normalization in Section 4.2, no standard deviation is provided. Further sources of uncertainty are qualitatively discussed in Section 5.3.
Within the slightly negatively evaluated technology category, the main negative drivers are the required technical effort and the availability of materials and know-how. The greatest technical effort is required for development and implementation, while operation does not cause any relevant additional effort. In particular, the implementation effort for existing turbines is high, especially for old turbines without appropriate communication infrastructure. For newly built turbines, the additional implementation effort will be low. Regarding the availability of materials and know-how, a major bottleneck for the rollout is identified. In particular, the production bottleneck is a shortage of ICT equipment on the world market, especially semiconductor-based integrated circuits. A bottleneck for the implementation is a shortage of technicians with the necessary know-how due to a general shortage of technicians in Germany. Although these shortages are generally expected to persist for several years, they are most likely no long-term barrier to further ADLS deployment after the initial rollout due to the small quantities needed in comparison to the total capacities of semiconductors and trained technicians. Minor negative effects are expected on the resilience of the critical infrastructure and data security, as there are additional potential points of attack, especially for systems with internet access. However, since the information processed is not critical, the risk of cyberattacks is low. Nevertheless, there is an additional dependency on the availability of correct data. The main positive factors are seen in the potential for innovation, such as improved accuracy of aviation data, integration of other data sources, improved monitoring of beacons, and synergies with other applications. These synergies could include, for example, more effective management of increasing air traffic and control of, for example, unmanned aerial vehicles (UAVs) based on detailed traffic data over lower airspace. Others are the identification of noise sources by matching air traffic data with sound pressure levels and the application of ADLS to other obstacles such as buildings. No impacts on generation, consumption, and grid controllability are identified.
Although the five normalized LCA results do not show significant impacts on the ecology category, the overall category reveals a positive result due to the anticipated positive impacts on enabling more renewable energies and protecting wildlife. The integration of more renewable energies could be positively influenced as approval processes could proceed more quickly due to a reduced number of arguments of lawsuits against new WTs, and neighbors could accept more turbines in their vicinity because they are perceived as less stressful. Although a positive impact on wildlife protection is expected by most experts, the standard deviation of responses is very high. On the one hand, the impact on wildlife could be reduced as nighttime light emissions are reduced. On the other hand, IR light could have a new impact, possibly on other species. Plants will most likely not be affected.
In the economy category, high profits and growth potential are seen for ADLS providers. After an initial spike during the rollout, long-term demand to equip new turbines and offer operational services is likely. Since Germany is the first country to introduce a nationwide ADLS obligation that also allows the use of transponder technology, there could be significant export potential, giving German providers a first-mover advantage. In addition, as mentioned, further growth potential exists through the application of the technology to other obstacles such as buildings, bridges, chimneys, etc. However, the standard deviation of responses regarding growth potential is high, indicating significantly divergent views. Furthermore, market entry barriers are estimated to be relatively high. The main obstacles for new suppliers are patents and the complex type examination certification procedure. For the user’s side, the profitability is evaluated slightly negatively, with a high standard deviation in responses. No significant impact on non-monetary user benefits, such as transparency, controllability, usability, etc., is found. Monitoring and control of beacons could be slightly improved, which would lead to more transparency.
The most positively evaluated category, society and politics, is primarily driven by the very strong positive evaluation of the impact of ADLS on social acceptance. Reduced lighting reduces lighting-related stress and thus increases acceptability. The acceptance evaluation shows a very low standard deviation and a maximum number of responses, indicating low uncertainty. In addition, positive effects on the value creation steps in Germany and on the number of jobs are also expected. New value creation steps for the production, installation, and opertion of ADLS will be implemented, creating some jobs in the medium to high qualification range. No significant impacts are seen on participation in the energy sector, labor conditions, dependence on other nations, or need for government support. However, the regulatory implementation effort is evaluated relatively strongly negatively. The effort required to create the necessary regulatory framework in advance of the ADLS obligation was quite high, several laws and regulations had to be amended. Some final procedural clarifications are still needed, in particular, a definition of who is authorized to test and certify the proper installation and operation of ADLS.
The potential impact of a failure is a cross-category set of criteria. These criteria are therefore analyzed jointly. The impact of a failure is a combination of its probability and its potential magnitude. The overall potential impact of a failure is found to be low. The probability of a failure, such as a collision between an aircraft and a turbine, is judged to be virtually zero. Systems must be designed with an engineered fallback option to ensure that beacons remain on if the system fails to operate properly. In addition, always-on IR lights will be added for pilots conducting low-level night flights without transponders, e.g., military and police. The technical and social/political impacts if a failure (collision) actually occurs are somewhat higher compared to the environmental and economic impacts. The technical impact of such a failure could, in the worst case, be the loss of the aircraft, the turbine, and even loss of life. Socially/politically, such a failure could lead to a reduction in the acceptance of wind energy in general.
While the weighting profile “national economy” was analyzed above, the MCA results can also be analyzed with weighting profiles representing the perspectives of the different stakeholders. The aggregated results for different weighting profiles are displayed in Figure 10. The evaluations with all weighting profiles show a positive total result. Overall, the result of the consumer perspective (B) is the most positive, which is mainly due to the high weighting of the society and politics category and in particular the social acceptance criterion. Wind farm operators (A), on the other hand, evaluate the application almost neutrally overall, which is mainly due to the high weighting of profitability for the user. The technology category is evaluated slightly negatively and very similarly across all weighting profiles. The ecology category is evaluated the most positively from the consumer perspective (B), even more positively than from the environmental NGO perspective (C). This is due to the high importance consumers place on enabling renewable energies, while environmental NGOs distribute the weighting more evenly across all ecology criteria. The evaluations for the economics category range from very slightly negative for wind farm operators (A) to positive from a political perspective (D). This evaluation range is based on the different prioritization of economic impacts on the provider side compared to the user side. All weighting profiles lead to a positive evaluation of the category society and politics. From a political perspective (D), not only positive impacts in the society and politics category but also economic benefits are expected. However, from a national economy perspective (E), these are less relevant.
5 DISCUSSION
Following the structure of the result section, the LCA results are discussed first, followed by the MCA results, which integrate LCA and EI results. The section concludes with a discussion of the possible sources of error.
5.1 LCA result discussion
Based on the LCA results given in Figure 4, it is evident that the five considered impact criteria increase by the use of ADLS in the base case. The analysis of the breakdown of each of the impact criteria reveals the impact drivers and thus aspects with potentially high improvement levers. ADLS hardware energy consumption emerges as one of the most important impact drivers for CED, GWP, ARD, and ET. This underscores the importance of paying attention to energy-efficient design in engineering development. The impact of GWP and ARD can be further reduced by decreasing the CO2 intensity of the energy mix used for production. To reduce the HT and ET impact, the design of the hardware needs to be analyzed regarding the presence and possible substitution of certain materials such as copper, gold, silver, brass, and other precious metals. The finding that GWP and ARD are driven by the CO2 intensity of the energy mix, while HT and ET are driven by the underlying infrastructure, is consistent with other LCAs on energy systems, e.g., (Baumgärtner et al., 2021). Recycling, as modeled in the presented study, results in only a small reduction in all impact criteria (compared to the production impacts). However, an improved recycling process could improve the overall result.
Given the results shown in Figure 5 and Figure 6, it is evident that the ADLS life cycle impacts depend heavily on the number of turbines covered by one ADLS and the number of communication units required per ADLS. Although it may be difficult to influence the layout for existing wind farms, both of these issues can be considered for newly built WTs. Based on the experience from the ADLS planning in North Rhine-Westphalia, the realistic range of onshore turbines covered by one ADLS is between 1 and 33. Therefore, in some cases, the ADLS may lead to an impact reduction of some or all of the analyzed ecological criteria, at least if only one communication unit is required. Since offshore wind farms typically consist of significantly more turbines (currently 12–80 turbines per operational German offshore wind farm) with a central communication unit and are less likely to be located in high air traffic zones, a decreased life cycle impact of using ADLS can be expected here.
5.2 MCA result discussion
The MCA provides a holistic overview of all relevant criteria from relevant stakeholders’ perspectives. The main objective of the ADLS obligation, to increase social acceptance of wind energy, is likely to be achieved. The evaluation from the consumers’ point of view is the most positive, with the highest evaluation in the society and politics category. No fundamental opposition to the obligation needs to be expected, as all stakeholders come to an overall positive evaluation. The stakeholders most affected by the obligation, the wind farm operators, are the ones with the least positive evaluation. Compensation, i.e., a lower regulatory burden, could improve their perception of the application. From a political perspective, not only the positive impact on the society but also on the economy is relevant. Furthermore, it is evident that due to the identified bottlenecks for the rollout (global scarcity of semiconductors and lack of technicians in Germany) and the regulatory process clarifications still needed, the feasibility of a full rollout by the end of 2022 is questionable. The authors recommend a limited extension of the rollout period until these challenges are likely to be mitigated to an acceptable degree. With a very similar argumentation, the German authorities intend to postpone the deadline by 1 year, according to the first draft of a future version of the German Renewable Energy Law (BMWK, 2022).
Such a limited extension of the rollout period would also allow for analyzing the pre- and post-implementation situation of two important aspects, which still require investigation:
1) No studies have yet been conducted on the effects of ADLS on wildlife. Therefore, the uncertainty of expert responses for this criterion is very high (reflected in the high standard deviation shown in Figure 9). Further studies are recommended, e.g., by monitoring finds of dead birds in the area.
2) Several studies demonstrate the relevance of WT lighting on stress and acceptance. Even though lighting is a less relevant cause of stress than noise and shadows flicker, it is visible in a larger surrounding and thus affects more people (Rudolph et al., 2017). However, no study has been conducted that directly measured the change in acceptance in the vicinity of a wind farm before and after the implementation of an ADLS. Therefore, such a study is recommended.
5.3 Validity of the results
The evaluation shown here is valid for currently installed ADLS. It is assumed that changing conditions within a short time frame of a few years will not significantly change the evaluation, but changes occurring after more than a decade might do so. Although LCA results, particularly the GWP and ARD impact, might become more positive due to reductions in GHG intensity of the energy used and advances in recycling, the LCA impact as part of the MCA will still be insignificant. However, as the size and number of WTs increase, more people might be affected by lighting-related stress without ADLS. Therefore, it is likely that more and more countries will approve the application of transponder-based ADLS, which will increase the market size and growth potential. At the same time, this will lead to more international competition, which will likely reduce profitability for the first movers.
Furthermore, a critical look at potential sources of error and uncertainty is needed. Some sources of error are inherent to the design and methodology of the framework, while others depend on the evaluation practitioner, the availability of data, and the functionality of the application being evaluated. The most important source of error in MCA is the selection of evaluation criteria. If the criteria do not cover the relevant impacts, the evaluation cannot produce a meaningful result. Therefore, considerable effort has been put into the development of the criteria, which have been updated for this study based on a previous study (Weigel et al., 2021). Furthermore, the MCA and weighting methods may have an impact on the result. The simple additive weighting method (SAW, also known as the weighted sum method), which is commonly applied due to its popularity and simplicity (Cajot et al., 2017), makes it intuitive for decision makers and thereby reduces the probability of user error. Furthermore, the aggregation method allows for a high level of transparency on how aggregated results are derived from criteria evaluations (Wilkens, 2012). The downside of the simplicity is that the compensatory aggregation might reduce the clarity of specific effects for complex problems (Marler and Arora, 2010), (Chu et al., 2007). This disadvantage is mitigated in this study by discussing results on aggregated levels as well as on the detailed criteria level. In (Terrapon-Pfaff, 2014) and (Daugavietis et al., 2022) the authors compare results obtained with different methods, including SAW, and conclude that results using the SAW method do not differ significantly from the results obtained with more complex methods. Furthermore, the SAW method is suitable to be applied with fuzzy numbers for uncertain input data such as subjective expert evaluations. The use of fuzzy sets is described in (Greco et al., 2016, 637), and an application is presented, for example, in (Ziemba, 2021). The integration of fuzzy SAW presents a future improvement possibility for the evaluation framework.
Further uncertainties may arise from the criteria assessment in the LCA and the EIs. The accuracy of the LCA result depends largely on the life cycle model created, including system boundaries, assumptions, input data, databases used, and the inclusion or exclusion of effects. A structured approach to assessing LCA data quality is the pedigree matrix (Weidema, 1998). Since the quality of the data used in this study varies significantly by data point, an overall evaluation of data quality according to the pedigree matrix does not appear feasible. Therefore, rather than assessing the quality of the input information, the effect of uncertainties on the results is estimated using sensitivity analysis. In this study, the sensitivity of the results is shown regarding several parameters, namely the number of turbines per ADLS, the number of communication units per ADLS, and the beacon reduction rate. No other parameters are identified as having a significant impact on the ADLS result. It should be noted that some ADLS use cloud data management, but the required data transfer and server operation are not included in the LCA due to a lack of information (Malmodin et al., 2014). find that the end-user applications cause a significantly higher GHG impact than the data transfer and servers. Therefore, it is unlikely that including both aspects would drastically change the outcome. Yet, a more accurate assessment could increase certainty. Furthermore, the LCA impact method used may have an influence on the results. Within the limited options of methods which include the required impact criteria (CML2001 and ReCiPe) the (midpoint) methods provide largely consistent results for the analyzed impacts (Bueno et al., 2016).
The choice of the reference for normalizing the LCA might have the greatest impact on how the LCA result affects the MCA result. In this study, the life cycle impact of the WTs, which are covered by the ADLS, is used as the reference. The WTs’ life cycle impacts assessed with the Ecoinvent database (data source from 2001) result in a GHG intensity of 17.6 g CO2 eq./kWh, while (Hengstler et al., 2021) finds a lower intensity of 10.6 g CO2 eq./kWh for modern onshore low wind turbines. However, even a very large deviation of ±50% from the reference values would not significantly change the impact of the LCA on the MCA outcome.
The EIs are mainly influenced by the selection of experts, i.e., the number of experts, the area and level of their expertise, and their self-perception of knowledgeability to evaluate criteria. Unless a large number of interviews are conducted, which would require a great effort, the interview results cannot be considered representative. Nevertheless, expert knowledge can provide very valuable insights into the subject. Therefore, even a smaller number of experts is acceptable as long as their expertise covers the perspectives of the relevant stakeholders. A practical approach used in this study to ensure that the relevant stakeholder representatives are included is to ask each expert to identify relevant stakeholders. It is highly unlikely that a relevant stakeholder role would not be identified by any of the 12 experts interviewed, so good coverage of the relevant perspectives can be expected. However, as mentioned, no affected neighbors of WTs are directly included in the EIs of this study, but the insights of the two scientists researching the social acceptance of WTs is seen as a good proxy for the perspective of this group. The level of expertise of the experts can be difficult to assess for a non-expert, but information about professional positions, publications, or involvements in reputable organizations can be used as quality control. In addition, each expert is explicitly advised to evaluate only criteria regarding which he or she feels sufficiently knowledgeable. Thus, it can be expected that most answers are based on sound expertise and that different answers are mainly an indication of uncertainty due to the range of possible impacts. As an improvement of the framework in this study, the standard deviation of the EI results is used in combination with the number of responses as an indicator of uncertainty, which revealed high uncertainties in particular for the criteria innovation potential, growth potential, economic barriers, availability of materials and know-how and regulatory implementation effort. Last but not least, the EI result may also be influenced by the interviewer during the interview. Here, a minimal intervention approach was applied, i.e., besides an initial introduction and some necessary criteria clarifications, the interviewer only passively documented the experts’ evaluation.
5.4 Suitability of the framework
Since, in this study, an adapted version of the previously developed framework is applied, the adapted version’s suitability is reviewed. The intended characteristics of the framework are that meaningful and useful results can be obtained, that it is easily usable for researchers and representatives of companies and organizations, and that it can be applied to the variety of current and future digital applications. Therefore, the suitability should be evaluated based on the conclusiveness of results, the feasibility of use, and the adaptability of the framework. The conclusiveness of the results includes both correctness and potential for deriving action. Feasibility of use is based on the effort required for each evaluation as well as the inherent complexity and thus the level of expertise required by the practitioner. Adaptability of the framework is required regarding different types of digital applications, the level of data availability, and practitioners’ preferences. These suitability criteria are specific to the evaluation of this framework and can only be evaluated qualitatively.
The correctness of the results is difficult to assess due to the lack of other studies on ADLS. However, based on the possible comparisons of specific aspects with other publications and the relatively high consistency of expert opinions, the results are likely to be very realistic. Sources for uncertainties are identified and, where possible, analyzed via sensitivity analysis or statistical means. Furthermore, the potential to derive actions is high as direct measures and recommendations for further studies, life cycle improvement initiatives, as well as regulatory adjustments are identified. The overall conclusiveness of the result is therefore considered to be high.
The effort required to collect the necessary data for the LCA and to conduct the twelve expert interviews is relatively high. However, the framework improvement implemented in this study to let experts independently conduct the weighting after the interview decreased the interview effort and time requirement for the research team significantly. Due to the methods chosen, the complexity of the MCA and the EIs is rather low, such that this part of the framework can also be carried out by practitioners without a deep theoretical understanding of the methodology. The LCA, however, requires in-depth expertise. Therefore, the feasibility of use is evaluated as medium. This drawback could be mitigated if existing life cycle results could be integrated instead of conducting a separate LCA. In addition, the effort could be further reduced by decreasing the number of expert interviews. However, this could affect the correctness of the result.
The adaptability of the framework regarding different types of applications can be assessed by looking at the difference between the application evaluated in this study and the smart meter rollout evaluated in (Weigel et al., 2021). The two applications differ greatly in terms of the energy value stream step in which they are deployed, their function, and their effects. Furthermore, in this study, a single application is evaluated, while in (Weigel et al., 2021), a nationwide rollout of an application is evaluated. The adaptability regarding the type of application is therefore considered to be very high. The availability of information differs considerably between criteria, e.g., there are several studies on the social acceptance of ADLS, but none on the impact on wildlife. Nevertheless, all criteria can be evaluated in the expert interviews and discussed, including the standard deviation and the number of responses as a measure of the robustness of the result. This demonstrates the very high adaptability of the framework to different levels of data availability. Finally, the adaptability to practitioners’ preferences can only be evaluated once the framework has been applied by different practitioners, which is not the case at this stage. Therefore, the overall adaptability is considered to be very high, but the unevaluated adaptability to practitioners’ preferences has to be taken into account.
Considering the high conclusiveness of the results, the medium feasibility of use, and the very high adaptability, it is concluded that the evaluation framework is well suited for its purpose.
6 CONCLUSION AND OUTLOOK
In this study, an updated version of a holistic evaluation framework previously developed by the authors was applied to evaluate the application of aircraft detection lighting systems for wind turbines. The framework is specifically designed for the holistic evaluation of digital applications in the energy sector. To achieve a holistic view, multiple criteria covering all relevant impact areas were evaluated, relevant stakeholders’ perspectives were considered as weighting profiles, and representatives of relevant stakeholders were involved in the process. A life cycle assessment was performed to assess several environmental criteria. The required data and information were provided by both an ADLS and a beacon manufacturer. Furthermore, twelve expert interviews were conducted to assess all other criteria that were not part of the LCA. The experts also weighted the criteria, and five weighting profiles were created. The study presents the first holistic evaluation of ADLS, in contrast to previous studies, which focus on single evaluation aspects such as aviation risks or social acceptance as well as a refined version of the evaluation framework.
The results of the LCA show a likely increase in the life cycle impact of all analyzed criteria if a realistic design of the system is assumed. The magnitude of the increase depends mainly on the number of WTs covered per ADLS and the need to install additional communication units. Due to the size of offshore wind farms, the ADLS could lead to a reduction in life cycle impacts here. The LCA results of this study can be used by ADLS manufacturers as a starting point for life cycle improvement activities. However, in the context of the life cycle impacts of the turbines covered by the ADLS, the impact of the ADLS is negligible, whether it is increased or decreased. The MCA based on LCA and EI results shows an overall slightly positive evaluation from all stakeholders’ perspectives. Therefore, a rollout is expected to be beneficial. The most significant benefits are seen in the increased social acceptance of wind turbines as well as the economic (international) growth potential for the providers of the technology and the resulting impact on the national economy. Two further studies are recommended with respect to 1) wildlife impacts to ensure that potential adverse impacts are identified and addressed and 2) social acceptance impacts to validate and measure wind energy acceptance before and after installing ADLS. Three main bottlenecks for the rollout were identified: the shortage of global semiconductor supply needed for production, the lack of trained technicians for installation, and remaining regulatory uncertainties regarding the approval process. Given these bottlenecks, an extension of the rollout period is recommended. The remaining time until the obligation becomes effective should be used by decision-makers to address the identified bottlenecks. Political decision-makers should drive the administrative process to eliminate the regulatory uncertainties. The issues of global semiconductor scarcity and lack of technicians in Germany go well beyond affecting only ADLS but hinder major developments, such as the transition towards renewable energies, and therefore, need to be counteracted on a broader economic-political level by, e.g., researching material substitutions, investing in new production capacities and supporting continuing professional development. However, smaller measures to mitigate the impact of these bottlenecks on the ADLS rollout can be taken by business decision-makers. For example, the pooling of ADLS installations for an entire region, as done by the association for renewable energies in the state of North Rhine-Westphalia, could improve the plannability for both ADLS manufacturers and installers. Furthermore, the implementation of ADLS in other countries could benefit from an early holistic evaluation using the presented framework.
Potential sources of uncertainty were identified, and, where possible, sensitivity analyses were performed. Given the limitations and uncertainties, the study provides a robust evaluation result with an aggregated overview and valuable insights into bottlenecks and potential for improvements at the criteria level.
The suitability of the updated framework was assessed based on three criteria: conclusiveness of results, feasibility of use, and adaptability of the framework. Overall, the framework was found to be highly suitable for its purpose. Two measures are suggested to further improve the feasibility of use. In addition, the possibility of applying fuzzy sets for the SAW aggregation method was pointed out to improve the handling of uncertainties.
A prospective future direction of the research might be for the framework to be applied to different digital applications in the energy sector by different practitioners. Additionally, the framework could be adapted for the evaluation of digital applications in other sectors. With increasing numbers of performed evaluations, the comparability of results becomes increasingly interesting and should be analyzed. The proposed integration of fuzzy logic may improve the comparability of applications with varying uncertainties. Another interesting future aspect could be the retrospective analysis of previous evaluations regarding the accuracy of results and conclusions.
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Coal slurry pipeline transportation is an important way to realize green coal logistics. However, there are still challenges in understanding the cognitive aspects of coal slurry pipeline transportation technology development trajectory. This study attempts to trace and predict the technology trend from patent texts through the stochastic process analysis of topic evolution. It helps understand the challenges in the development process of coal slurry pipeline transportation technology. And capture trends and development characteristics of the technology to improve research and development (R&D) efficiency and sustainability. As a result, this study extracts potential technology topics from patent text by using the Latent Dirichlet Distribution method. Then, a Word2vec-based topic word vector model is applied to calculate the cosine similarity between topics. And the HMM-based topic evolution trend model is constructed by introducing the Hidden Markov Model (HMM) which can portray a dual stochastic process. Finally, it is used to analyze and predict trends in the technological evolution of this field. It was found that the advancement of technology related to pulping is fundamental to promoting the development of coal slurry pipeline transportation technology, which is also a common research topic. Finally, technologies related to pipeline transportation capacity enhancement and the industrial application of coal slurry will be the focus of future R&D in this field with broad research and application prospects. This study is intended to provide directions for sustainable R&D activities in coal slurry pipeline transportation technology, facilitate interdisciplinary discussions, and provide objective data for future decisions making for scientists and R&D managers in this field.
Keywords: coal slurry, pipeline transportation, trend analysis, patent analysis, topic modeling
1 INTRODUCTION
As China’s basic energy source, coal causes staggering pollution and waste during transportation (Li et al., 2021). China issued the Energy Technology Revolution Innovation Action Plan (2016–2030) and the 13th 5-year plan for the development of the coal industry, which emphasizes efforts to build an efficient, green, and modern coal industry system. Coal logistics is a key link between coal production and consumption, and its green transformation and development are crucial to building a modern coal industry system (Li et al., 2020). Currently, the research and development (R&D) of closed transportation technology, such as coal slurry pipeline transportation, has become a major research focus of green coal logistics. In recent years, the pipeline transportation technology has been applied widely in engineering fields, such as pipeline long-distance transportation of iron ore concentrate or nickel-cobalt ore, reservoir dredging, etc. With the development of pipeline transportation technology, it has gradually become one of the important ways for the coal logistics industry to achieve green transformation and sustainable development (Prasad et al., 2020; Das et al., 2021). However, countries with coal-dominated energy use have not fully adopted and promoted coal slurry pipeline transportation, much less achieved real commercial application. For example, in China, 80% of coal is transported by train, 13% by ship, and 7% by truck (Oberschelp et al., 2019). Thus, the development of pipeline transportation of coal is still limited.
Technological advancement is an important factor in promoting the diffusion of environmentally friendly technologies (Rao and Kishore, 2010; Tabrizian, 2019; Markard, 2020). Currently, the immaturity of technology is the key factor restricting coal transportation by pipeline projects for large-scale operation and promotion. From a historical development perspective, the trajectory of coal slurry pipeline transportation technology is also full of high uncertainty. In this case, it becomes extremely challenging to identify and analyze the evolution characteristics and the development trends of coal pipeline transportation technology. In other words, the overall development trend of coal slurry pipeline transportation technology is still unclear. This does not help policy-makers introduce targeted policies or develop more competitive R&D strategies to drive technological advancement (Lai et al., 2020; Yuan and Cai, 2021). Therefore, it is necessary to identify and analyze the evolutionary characteristics and the development trends of coal pipeline transportation technology.
However, relatively little attention has been paid to tracking the evolving trends and characteristics of coal slurry pipeline transportation technology based on objective data. Until now, most research concerning coal slurry pipeline transportation technology has focused on modeling (Das et al., 2020; Singh et al., 2020; Yin et al., 2021), method optimization (Singh et al., 2018; Yang et al., 2019; Singh et al., 2022), and literature review (Mishra et al., 2019; Nunes, 2020; Das et al., 2021). And the research methods are usually based on experiments, surveys, case studies or expert reviews. The resulting lack of research concerning technology trend analysis based on scientific systematic analysis is a fact in this field. Tracking the trend of coal slurry pipeline transportation technology could help scientists and R&D managers understand the technology development characteristics in time to improve the sustainability of future R&D activities. Recently, the increasing number of patents has provided an opportunity to investigate technology trends in specific fields. Patents are reliable data for the quantitative analysis of technology trends, which contain complete and valuable information about a specific product or technology (Yoon et al., 2017). Therefore, this study tracks the development trend and characteristics of coal slurry pipeline transportation technology based on the analysis of patent information.
There are various patent analysis methods, such as patent number analysis (Chen and Lin, 2020), technology classification code analysis (Aaldering et al., 2019a), social network analysis (Aaldering et al., 2019b), and patent map analysis (Renaldi et al., 2021). However, these previous studies often ignore the stochastic process characteristic of technological innovation, which may lead to biased analysis results (Pan et al., 2017; Wei et al., 2020). Since this field is characterized by highly uncertain technological developments, it may be more appropriate to trace technology trends from a stochastic process perspective. A Hidden Markov Model (HMM) includes a double stochastic process, which has outstanding advantages in portraying the dynamic stochastic evolution process. Therefore, we adopt an approach that integrates patent semantic analysis with the HMM. It can better portray the stochastic evolution process of technological topics based on patent semantic information, which provides effective data for the quantitative analysis and prediction of technology trends.
Therefore, this study has the following objectives: ① identifying the potential different categories of technological information by extracting technology topics from patent data about coal slurry pipeline transportation technology; ② tracing the development path of coal slurry pipeline transportation technology based on the HMM modeling of the topic evolution stochastic process; and ③ quantitatively predicting the development trend of coal slurry pipeline transportation technology by using the HMM backward algorithm.
This study has two contributions. First, we are the first to explore the development path of coal slurry pipeline transportation technology from the perspective of patent text mining, and we predict possible development trends. Second, semantic mining techniques are applied to the topic stochastic evolution process analysis, which makes us not only rely on the existing term co-occurrence methods for the measurement of the topic evolution stochastic process.
The rest of this study is organized as follows: Section 2 provides a literature review of coal slurry pipeline transportation technologies, text mining, and a technology trend analysis. Section 3 describes the research framework and the research process. Section 4 analyzes the technology’s stochastic evolutionary trends and the predicted results. Section 5 provides a discussion. Section 6 summarizes this study.
2 LITERATURE REVIEW
2.1 Coal slurry pipeline transportation technology
Coal slurry pipeline transportation refers to the process of using high-pressure pumps to continuously transport coal slurry through closed pipes to end-users (Lahiri and Ghanta, 2008). The United States built the first long-distance coal slurry pipeline in 1957 to transport large quantities of coal over long distances (Kania, 1984). Over the years, many countries have been attracted to exploring this technology. We summarized the major advantages and disadvantages of the existing discussed coal slurry pipeline transportation ways in a compact manner, as shown in Table 1. Subsequently, we will briefly summarize the existing research directions and characteristics in the field of coal slurry pipeline transportation.
TABLE 1 | Comparison of key features of coal transportation ways.
[image: Table 1]From Table 1, it is not difficult to find that pipeline transportation technology has a potentially disruptive impact on the future development of the traditional coal logistics system (Zahed et al., 2018). At present, truck and rail transportation are the main ways of coal transportation. The environmental pollution and economic loss caused by the coal dust emission problem during their transportation is huge (Bao et al., 2020). In contrast, the pipeline transportation method is an important way to achieve environmentally friendly, clean, and economical transportation of coal (Jati et al., 2021). Coal slurry pipelines can effectively reduce NOx emissions and energy consumption during the transportation process of coal compared to railroads and highways (Rao et al., 2020). In addition, coal slurry pipeline transportation has the advantage of low maintenance cost, transportation cost and high safety (Kumar et al., 2014). One of the main challenges lies in the high requirement for laying slope of the pipeline since the limitation of the hydraulic properties of slurry. Thus, several scholars have researched specific sub-technologies to tackle such challenges, such as coal slurry rheological properties (Singh et al., 2017), pipeline detection techniques (Zhang et al., 2019), and coal slurry particle composition (Prasad et al., 2020).
Additionally, there are studies on the cost and economic feasibility of constructing a coal slurry pipeline transportation system by reviewing the previous literature. Strogen et al. (2016) discusses the advantages and the disadvantages of pipeline transportation and proposes an evaluation framework for the economic feasibility and the nonmarket benefits of different means of transportation. Jati et al. (2021) analyzed the economic and environmental benefits of using a coal slurry pipeline, aiming to evaluate its feasibility to replace truck transportation of coal. In addition, some scholars provided solutions to specific technical problems in this field by reviewing the literature. Sinha et al. (2017) investigated the best way to reduce the wear rate by reviewing the research on the pipeline wear rate prediction model. Zaman et al. (2020) classified existing research on pipeline leak detection methods and discussed innovations in existing methods. Some scholars also systematically reviewed the development history of long-distance pipeline transportation technology and discussed the future development trend of long-distance pipelines in Australia (Cowper and Thomas, 2009).
Most research methods in this field were experimental, and contained simulation and method optimization, a literature review, etc. Some studies analyzed the progress of sub-technologies, which were only done by literature review or expert judgment (Khan et al., 2019; Das et al., 2021). In particular, a rapidly increasing number of papers and patents on coal slurry pipeline transportation technology have been published in the last few years. It was difficult for academics to accurately analyze potential technology trends from a large number of papers and patents. Thus, this study attempts to explore the development trend of coal slurry pipeline transportation technology based on patent text mining. In the process, a suitable quantitative method was used for the development characteristics of this technology with high uncertainty.
2.2 Patent semantic analysis
Patent documents are an important carrier of technological information and an up-to-date and reliable data resource to study the development trend of specific technology (Yoon and Song, 2014). In fact, the vast amount of patent data makes it difficult to effectively analyze technology trends by relying only on expert knowledge (Park et al., 2016). With the advancement of text mining technology, various patent semantic analysis methods are emerging, such as topic analysis and vector space modeling. Many scholars use patent semantic analysis methods to mine potential technological information, which is widely used for quantitative analysis of technology trends.
Among them, topic analysis is a popular text mining method that identifies hidden topics in documents based on semantic clustering. Latent Dirichlet allocation (LDA) has become a mature topic modeling method that is widely used in text processing, such as in patent text classification (Kim et al., 2019) and topic identification (Chehal et al., 2021), etc. It provides an effective tool for accurately identifying technology trends from a large number of patent documents.
To be clear, LDA is a typical bag of words model that only extracts relationships between words and documents, without considering the relationships between words. However, word context information is often the most important aspect in text semantic mining (Blei et al., 2003; Li et al., 2018). Word2vec provides a modeling method that extracts feature vectors of words from their contexts to express deep semantic information about the words (Mikolov et al., 2013). Word2vec is also an effective tool to obtain semantic similarity (Zhao et al., 2020). Therefore, to better quantitatively analyze technology trends, we combine the LDA and Word2vec to capture technical information about potential topics in patent texts at the semantic level.
2.3 Technological trend analysis
We analyze and forecast the development trends of specific technologies to reveal their development paths (Liu et al., 2020). However, it is difficult to accurately analyze technology trends due to the stochastic nature of the innovation process and the complexity of technology relationships (Frenken, 2006; Pan et al., 2017). Several studies have found that simulation can portray the potential logical relationships among complex systems (Davis et al., 2007). It can be an effective tool for capturing the potential evolutionary relationships between technologies. Some attempts have been made to use simulation methods to capture potential evolutionary relationships among technology topics. Wu et al. (2014) first proposed a topic evolution trend prediction that integrated the LDA and HMM to predict stem cell topic research trends. Later, some studies analyzed and predicted marine diesel engine and 3D printing technology trends by adopting an approach that integrated the LDA and HMM (Wei et al., 2018; Wei et al., 2020). They tended to calculate stochastic evolutionary relationships among topics by the HMM to quantify the development process of technology trends.
HMM is an application of Markov chain, which is an effective method to solve problems such as inferring future states from known states. It has become a simulation method for quantitatively portraying technology trends. Existing studies have provided important insights for us to accurately identify the technology trends of specific technologies. However, we found that the initial parameters of the HMM in these studies were similar results between topics obtained based on term co-occurrence. Compared with citation analysis, the topic co-occurrence results based on term frequency can better reveal the similarity between topics (Feng et al., 2017). However, the term co-occurrence method is still limited in measuring the semantic similarity between topics (Wang et al., 2012). Therefore, it is necessary to explore the HMM-based approach to explore technology trends at the semantic level.
3 DATA AND METHODS
3.1 Analysis framework
This study proposes an analysis framework, as shown in Figure 1. The framework consists of four main components: collection and preprocessing of patent data, extraction of technology topics, identification of topic evolution processes, and prediction of topic evolution trends. It explores the technology trends of coal slurry pipeline transportation technology by mining topic information on their patent data. It is of strategic importance for countries to promote clean transportation technologies by tracking their development trends and predicting their future trends.
[image: Figure 1]FIGURE 1 | Framework for analyzing and forecasting technology trends.
After collecting patent data from Derwent Innovations Index (DII) database and preprocessing them, we first extract technology topics by the LDA. This step involves determining topic numbers to obtain valid topic information. Additionally, we obtain the temporal distribution of topics and classify them. In the subsequent analysis step, an HMM is constructed to portray the dual stochastic evolution process of technology topics, which aim to identify technology evolution trends. To portray the technology topic evolution process from the semantic level, the HMM modeling method based on Word2Vec and cosine similarity is proposed. Then, the technology topic evolution trends are analyzed and predicted by the calculation results of the optimal parameters of this HMM. Finally, based on the above results, we systematically analyze the technology trends of coal slurry pipeline transportation technology.
3.2 Collection and preprocessing of patent data
We use Derwent Innovations Index (DII) database as the patent data source. After repeated screening and testing, this paper uses the term “ ((pipeline OR pipe*) AND coal AND (slurry OR slime) AND transport*)” as the retrieval formula to collect patent data. The search was performed in December 2021, and 672 issued patents were retrieved. We further excluded 90 patent records not related to coal slurry pipeline transportation technology.
A patent record consists of many parts, such as a title, abstract, and description. The title and abstract include some key terms that briefly summarize technological innovations. For analysis, we select titles and abstracts from 582 patent records. Then, we remove several meaningless words such as “text”, “easy”, “user”, etc., based on the frequency of each word in the document. In addition, we construct a list of new stop words to remove those words that do not provide useful information for subsequent analysis.
3.3 Extraction of technology topics
This study uses the LDA to extract valid technology topics from acquired patent data. The LDA is a typical bag of words model approach that treats documents as collections of topics and words. This method assumes that each word in the document is drawn from a potential topic. For each document, a topic is drawn from the topic distribution. Then, a word is drawn from the distribution of words corresponding to that topic. Finally, the above process is repeated until all words in the documents are traversed. It generates document-topic distribution and topic-word distribution by sampling regardless of the order that the words appear in. In other words, this process can be understood as extracting multiple sets of words from documents with a certain probability to achieve topic extraction. The number of topics generated by the LDA model needs to be set manually. Here, we can determine the final number of topics based on the perplexity value.
Furthermore, hierarchies can be used for the in-depth analysis of specific technology areas (Li et al., 2019). It can represent the relationship between product components or technical functions in a specific technical field (Choi et al., 2012). Therefore, to analyze the technology trends of coal slurry pipeline transportation technology more systematically and comprehensively, this study is divided into topic categories. We name the topic extraction results and divided the into three categories: “pulping”, “pumping ” and “end-processing”.
3.4 Identification of topic evolution processes
With the rapid development of topic modeling techniques, it is worth considering how to identify technology trends from the extracted results of topics. Actually, the topic evolution process is characterized by double stochasticity, which reflects technology trends. Technical ideas are constantly generating new ideas in the process of updating, and this process is unobservable. This process is observable where these innovative ideas may be documented as patents or literature. Thus, patents can be mined to extract topics to identify technology trends.
Therefore, we construct a discrete HMM to portray the topic evolution process to quantitatively analyze coal slurry pipeline transportation technology trends. The HMM is an observation model with a dual stochastic process, containing a stochastic transfer process of hidden states and a process of hidden states to generate observable sequences. In the HMM, the stochastic transfer process of the hidden states is unobservable, and it can be regarded as a historical change in technology research. The process of generating observable sequences from hidden states can reflect the independent degree of technical research content evolution. The observable states are also patent records. With the HMM modeling of the technology topic evolution process, we can identify technology trends, determine technology directions, and discover technology hotspots and difficulties.
Based on the above idea, we need to clarify the parameters that are used to describe the HMM, which are [image: image]. Their contents are set as follows.
1) [image: image] is the state set of all possible technology topics. [image: image], where [image: image] represents the number of technology topics. These states can be transformed with each other, which are unobservable. It is also denoted as the hidden state.
2) [image: image] is the set of all possible observable states. [image: image], where [image: image] represents the number of possible observations.
3) [image: image] is the probability distribution of the initial state. [image: image], [image: image], where [image: image] represents the probability of being in state [image: image] at time [image: image]. In this study, the similarity matrix between technology topics is used as the initial iteration variable of [image: image].
4) [image: image] is the transition probability distribution of the hidden state. [image: image], [image: image], [image: image]. It represents the probability that a topic is transferred from a state [image: image] to state [image: image] during the R&D process, where the state sequence [image: image] with length [image: image] is generated by transferring the hidden state. [image: image], [image: image]. [image: image] is the hidden state at time [image: image].
5) [image: image] is the probability distribution of the observable state. [image: image], where [image: image], [image: image]. It represents the probability of generating an observable state [image: image] under hidden state [image: image] at time [image: image], where [image: image] represents the observable state variable at time [image: image], which is the observation sequence [image: image]. [image: image] with length [image: image]. It represents the annual statistical results of technology topics in this study.
In this study, the topic stochastic evolution process is used to find the optimal parameters [image: image] and [image: image] for the HMM to achieve [image: image] maximization. Based on the calculation results of the parameters, thresholds are set to identify the topic evolution process and draw trend graphs, as shown in Figures 2, 3. The Baum–Welch algorithm is used in the calculation of the optimal parameters, which is essentially a method for maximum likelihood estimation. In other words, the computational process is a process of stepwise approximation to the lower bound of the maximized likelihood function. However, it only converges to the local extreme points of the log-likelihood function sequence, not the global extreme points. It has been claimed that only suitable initial parameters can obtain local maxima close to the global optimum (Xining et al., 2018). In other words, the setting of the initial parameters is crucial to the calculation results of the optimal parameters of the HMM.
[image: Figure 2]FIGURE 2 | The transfer process between technology topics.
[image: Figure 3]FIGURE 3 | The confusion process between technology topics.
In contrast from previous studies, this study considers optimizing the initial parameters of the HMM from a semantic perspective. Some studies have selected the results of word co-occurrence between topics as the initial parameters to obtain the optimal parameters of the HMM. With the rapid development of text mining technology, it is no longer limited to mining the internal relationship between topics from external features, such as word frequency statistics or word co-occurrence. In contrast, it is of great concern to consider mining key information from lexical contexts to measure inter-topic relationships. Higher similarity between topics implies a stronger possible evolutionary relationship between them. Thus, this study uses the semantic similarity results among topics as initial parameters to calculate the optimal parameters of the HMM.
In this case, this study uses the semantic similarity results between topics as the initial parameters of the HMM. The topic semantic similarity is obtained by using Word2vec and cosine similarity. Word2vec is a vector computation tool that includes the Continuous Bag of Words (CBOW) model and the Skip-gram model. The skip-gram learning model can generate word vectors from the context of a word. In other words, it can express words as vectors with real values by training the model. These vectors reflect the contextual semantic information of the target words. For this, we use extracted topic terms as objects and apply the skip-gram learning model in Word2vce to obtain the word vectors of these terms. Then, the cosine similarity algorithm is used to calculate semantic similarity between topics. The calculation formula is as follows:
[image: image]
where [image: image] and [image: image] represent the components of topic vectors [image: image] and [image: image], respectively.
3.5 Prediction of topic evolution trends
In this study, we predict technology topic evolution trends to identify potential technology growth or decline points. It is important for governments and companies to anticipate potential technological development opportunities and conduct R&D activities strategically. From the above analysis, it was found that the key to achieving the goal is to predict the trend of topic changes over the future years. This belongs to the calculation of the backward probability of the observed sequence in the HMM.
Thus, we first provide the HMM. Then, [image: image] is calculated in the hidden state [image: image] at time [image: image], which represents the probability that the partial observation sequence from [image: image] to [image: image] is [image: image]. Finally, the observation sequence probability [image: image] is calculated by continuous recursion, which is calculated as follows:
[image: image]
where, in the step of providing the HMM model [image: image], the optimal parameters [image: image] and [image: image] obtained in the previous step are used as the initial values of the HMM input parameters in this study.
Moreover, in a given HMM step, this study uses the optimal parameters [image: image] and [image: image] obtained in the previous step as the initial values of the HMM input parameters. Additionally, in the input step of the observation sequence [image: image], the proportion of technology topics in the known year [image: image] is given. Then, after continuous recursion, the structure of the technology topics in the forecast period is obtained.
4 RESULTS
4.1 Results of technology topic identification
We determine that the number of topics is 28 based on the perplexity score of the LDA model, and the results are shown in Table 2. After obtaining the technology topics, we divide the results of the topics into three categories based on the composition of the coal slurry pipeline transportation systems.
TABLE 2 | The results of topic extraction.
[image: Table 2]The three technology categories are considered as the “pulping”, “pumping” and “end-processing”. The “pulping” category addresses technologies related to the production process of coal-water slurry. The “pumping” category addresses technologies related to the transport of coal slurry along a pipeline to its destination. The “end-processing ” category addresses technologies involved in the reprocessing or utilization of coal slurry after it reaches the end terminal. Identifying technological categories of technology topics is very useful for the systematic analysis of technology trends. Then, we divide all topics into categories with the help of domain experts, and the results are shown in Table 3.
TABLE 3 | The classification results of topics.
[image: Table 3]In addition, we also obtain the annual distribution of technology topics based on the results of category classification; the results are shown in Table 4. In Table 4, the topic number in bold font represents the first appearance of the technical topic.
TABLE 4 | The annual distribution results of topics based on categories.
[image: Table 4]4.2 Analysis of the topic evolution processes
After obtaining the results of technology topics, we obtain the word vectors of all topics by Word2vec. Based on this, the semantic similarity between topics is calculated by using the cosine similarity method, and the results are shown in Table 5. Then, we calculate the optimal parameters A and B, which are the transfer process and the confusion process in the optimal state, and the results are shown in Tables 6, 7. They present the stochastic evolution processes of topics in a quantified way. From Tables 6, 7, it was found that the self-transfer rate of most topics is above 40%, and the self-confusion rate is above 50%. These topics are concentrated in the “pulping” category and the “end-processing” category. Furthermore, we use the calculation results from Tables 6, 7 to set thresholds to present the topic evolution process. We draw the relationship chains with the optimal transfer probability above 0.3 and the optimal confusion probability above 0.4 as trend graphs, and the results are shown in Figures 2, 3.
TABLE 5 | The semantic similarity results of topics.
[image: Table 5]TABLE 6 | Matrix of optimal transfer relations between topics.
[image: Table 6]TABLE 7 | Matrix of optimal confusion relations between topics.
[image: Table 7]Figure 2 shows that T1 (corrosion inhibitor) and T11 (pneumatic transport) have the highest outflow rates. T1 moves to T9 (monitoring pipelines) and T10 (switch unit). T11 is transferred to T6 (stability) and T17 (heat treatment). This reflects the growing maturity of corrosion protection and the dense-phase transport technologies, which are the basis for the research in other technologies. Next, T15 (terminal coal slurry restoration) is transferred to T21 (mixed coal crushing) and T20 (multi-pump switching system). Due to the development of terminal coal slurry reprocessing technology, fine grinding technology and multi-pump switching control technology are gradually becoming common research topics. This trend can also be found in the transfer process from T4 (filtration system), T15 (terminal coal slurry restoration), and T25 (flow improver mixts) to T21 (mixed coal crushing), where T21 has the highest inflow percentage. Additionally, with the development of pipeline transportation technology, T7 (piston pump), T8 (multi-station conveying pump), and T17 (heat treatment) have become targets for technology transfer. This means that many studies are gradually turning to the technical research direction of improving the transportation efficiency of coal slurry.
From Figure 3, T8 (multi-station conveying pump), T13 (distributor), T14 (gasification), and T27 (reagent adding device) are the terminals of multiple confusion relationship chains. This shows that the technical research related to these topics is trending and appealing. Among them, T8 has four chains of confusing relationships from T7 (piston pump), T15 (terminal coal slurry restoration), T13 (distributor), and T19 (concentration and pressure filtration). This means that pump-related technology is a popular research direction, with more technical results. The pump is the core equipment in the transportation process, which is directly related to transportation safety and stability. In addition, there are some topics with few or even no confusion relationship chains, but they have a high rate of self-transfer. This means that the technology R&D associated with them is difficult. However, they attract much attention from academics and practitioners. These include T5 (dispersant) and T24 (coal particles). Coal water slurry is a fluid fuel with coarse particle suspension characteristics. Additives, as an effective method to control the properties of coal slurry, such as concentration, stability, and flowability, are highly researched. However, the molecular structure of additives varies with the quality of different coal types, resulting in limited versatility. Consequently, technical research related to these topics has been difficult.
4.3 Prediction of topic evolution trends
The relationship matrix in the optimal state is calculated in the previous step and it is applied to the topic prediction step. We verify the effect of the prediction model. Using topics from 2010 as the prediction base period, the topic share prediction results in 2011–2015 were obtained by the backward algorithm, and the RMSE was calculated as 0.036. The HMM-based prediction model was determined by experts to have effective prediction performance. Then, we chose the patent data from 2020 as the prediction base period. The predicted percentage results of technology topics generated over 2021–2025 are shown in Figure 4.
[image: Figure 4]FIGURE 4 | The prediction results of the evolutionary trend of technology topics.
In Figure 4, we can see that the trends of some topics trend higher considerably over the prediction period. These topics are T24 (coal particles), T14 (gasification), and T17 (heat treatment). They are related to the industrial application of coal slurries. For example, particle control technology can meet the different requirements of end-users for coal slurry concentration and particle size, which is beneficial to the industrial application of coal slurry. Hence, technical research that facilitates the improvement of industrial applications on coal slurry deserves attention in the future. Additionally, some topics have a slightly increased percentage of growth over the next 5 years. Although the growth is not substantial, it can continue to focus on these technologies. For example, technologies related to T26 (anti-corrosion coating), T15 (terminal coal slurry restoration), and T27 (reagent addition devices). Their research heat is gradually stabilizing and has certain application prospects.
Additionally, T8 (multi-station conveying pump) shows a rapid downward trend over the prediction period, indicating that it will not be a future research focus. Multiple pump operation transport technology has gradually matured in long-distance pipeline transportation. It has the characteristics of a simple structure and easy installation and is already widely used in the mineral industry. Additionally, technology development related to T21 (mixed coal crushing) has moved in other directions as surface coal supply technology has improved. The predicted results show that the development trend of this topic has declined after a short-term rise. The current large-scale production of high-quality coal slurry is no longer a technical challenge. There is also a decreasing trend in T12 (paste filling), T7 (piston pump), and T13 (distributor) over the prediction period. This indicates that the technology development related to it is moving toward specialization and has wide application in other fields. Their research and application in the field of coal slurry pipeline transportation will gradually lose attention.
5 DISCUSSION
We discuss the findings and contributions of this study in more detail below and provide arguments for their practical value.
As the first key finding, the results show that topics in the “pulping” category have a high self-transferability probability. They are the starting of many transfer relationship chains, which can easily be transferred to other categories. This indicates that technologies related to the “pulping” category are the basis for technological development, such as defoamers, flow improvers, and coal blending and crushing. This result responds to Das et al. (2021) call for research on coal pulping technology. The development of pulping technology is the premise of increasing pipeline transport capacity and industrial applications (Hu et al., 2021). With the development of technology, technical research has gradually focused on the direction related to the “pumping”. That development trajectory is also reflected in the transfer results of the topics. Domain experts consider that the transport capacity in coal slurry transport processes has been a long-standing research concern for scholars (Rogovyi et al., 2021). Our data also shows that many topics are diverted to the “pumping” category. Most topics in this category have a low self-transfer probability and are less likely to transfer to other topics, such as plunger pumps, multiple pumping, and stability. It reflects the high degree of independence and stability of technical research in this category.
The second key finding is that the technology hotspots in the field of coal slurry pipeline transportation are concentrated in the “pulping” category. Most topics in this category are confusing targets for other topics, such as separators, coal blending crushing, and surfactants. This indicates that there are numerous theoretical and experimental studies in the “pulping” category, which produce a wealth of patented results (Glushkov et al., 2016). Furthermore, our results show that most technical topics in the “pumping” category have low self-confusion probabilities and are not confusion targets of other topics. This means that the technology in this category is difficult to develop and patent. Interestingly, most of the topics in the “end-processing” category have high self-confusion probability while not being the confusion target of other topics. Topics in this category are mainly related to coal chemical technology. This shows that coal chemical technology has a high technological barrier, although it has high research stability and heat. These findings agree with Xie et al. (2010) who concluded that although coal chemical technology has attracted attention from many countries and scholars, it is very complex and requires multiple inputs with high technical barriers.
The third key finding is that our prediction data shows less potential for technology development in the “pulping” categories, such as mixed coal crushing, separators, and scrubbers. In addition, topics with a rising trend in the future belong to the “pumping” and the “end-processing” categories. This means that technologies in these two categories have promising research and applications. These may also be the frontiers of technologies that need attention, such as technologies related to pipeline corrosion protection and coal gasification. It is worth noting that in our prediction result, only pump-related topics in the “pumping” category have a declining trend in the future and with high rates. This may be due to the limited transport efficiency improvements by the coal slurry quality, the performance of the main pump, and the auxiliary facilities to a large extent (Das et al., 2021). Furthermore, other technologies in the “pumping” category have been developed. Such a trend also confirms the result that many technical topics in the “pumping” category will show an upward trend in the future.
Finally, the innovative HMM-based technology trend research methodology of this study extends the research of Wei et al. (2020). Their research is limited to using co-occurrence features of keywords as a medium to analyze the evolutionary relationships between topics alone, with applications in the fields of 3D printing and marine diesel engines. They emphasize calculating the similarity between topics from the word frequency and the co-occurrence results of topic words. It provides a reference for us to investigate the topic stochastic evolutionary process from the semantic level. Based on the topic results extracted by the LDA, we combine the Word2Vec and the cosine similarity to obtain the semantic similarity results between the topics. The semantic similarity results among the topics are used as the initial variables of the HMM to infer the stochastic evolutionary relationships and the trends among the topics. Therefore, this study can supplement previous studies that analyze technical information from the semantic level of patent texts. Furthermore, in the field of coal slurry pipeline transportation, more insightful information can be identified from patent data via text mining and machine learning methods.
6 CONCLUSION
This study aims to comprehensively understand the development trend of coal slurry pipeline transportation technology through the mining of patent texts. After extracting technology topics from patents, a dual topic stochastic process modeling approach based on semantic similarity is used to quantitatively analyze and predict technology trends. From a methodological perspective, we consider the influence of the term context on measuring thematic similarity. Moreover, this study is also the first to explore the current state of technological development in this field through patent analysis. It helps decision-makers and researchers comprehensively and systematically understand this field to facilitate scientific R&D management and decision-making.
Our results show that the technological evolution of the “pumping” and the “end-processing” category are the main technological development paths with a substantial impact on the coal slurry pipeline transportation industry. In particular, technologies aimed at improving transport efficiency and the coal chemical industry are major areas of technological development. With the maturity of coal slurry preparation technology, the “pumping” and the “end-processing” categories will become popular for research, and the corresponding patent output will also increase. Their development benefits from the technological development of the “pulping” category. However, limited by distance, equipment, end-users, and other objective reasons, the development of coal pipeline transportation technology is relatively slow. It also reflects the difficulty of developing technology in the categories of the “pumping” and the “end-processing”. For example, pumps, valves, and other equipment design and manufacturing requirements are complex and difficult. This may be due to the strong corrosive influence of coal slurry on pipes and various parts. Moreover, the development of coal slurry dewatering technology is not ideal. Currently, even with the dewatered slurry, it still has a higher moisture content than raw coal. It has serious influences on the subsequent use of coal slurry. There are many other technical difficulties such as this. Thus, scholars and researchers need to focus on technological innovation in these two areas.
Despite the contributions, there are still some limitations in this study. First, this study is only based on the analysis of patent texts to trace the development of coal slurry pipeline transportation technology. But not all technical information exists only in patents. Future studies can extend the data analysis to literature and commercial reports to better analyze the comprehensive technical landscape of pipeline coal transport systems. In addition, future studies can also include the application cases of pipeline transportation technology in other fields in the analysis, such as iron concentrate slurry transportation pipeline, phosphorus concentrate slurry transportation pipeline or nickel-cobalt slurry transportation pipeline, etc. Mutual learning from technology experience can promote the sustainable development of coal pipeline transportation technology. Finally, this study only considers the use of first order HMM to build a technology theme trend analysis model. However, the current state of technology is indirectly related to the past state. Then, the higher order HMM can be adopted for future studies to analyze and predict the evolution of technology trends more accurately.
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China’s market-oriented reform supports the sustainable development of energy mix and the low-carbon target, and natural gas has bridged the transition from traditional fossil energy to clean and renewable energies. The third-party access policy, launched recently by China’s natural gas market, drives the decouple between gas trade and transport. The decouple might lead to the transmission resources of physical network not optimally used, which is caused by the contractual arrangement between entry and exit capacities in commercial network. Aiming at this issue, we established a mathematical programming with equilibrium constraints (MPEC) to integrate the allocations of commercial capacity and physical flows, based on a minimum cost maximum flow problem (MCMF) abstracted from China’s existing gas network. The MPEC model was then used to strategically evaluate the transmission efficiency, and identify the critical factors of its loss. Our results show that there is transmission efficiency loss of China’s gas network from the shortage of geospatial gas supply and the invisible segmentation of gas network due to interdicted cost of pipeline, bottleneck of pipeline capacity and economic radius of gas supply chains to transport gas. Therefore, the critical factor of the loss to be identified will be helpful for strategically reducing the cost of decoupling gas trade and transport.
Keywords: natural gas network, transmission efficiency loss, minimum cost maximum flow problem, mathematical program with equilibrium constraints, market segmentation
HIGHLIGHTS

1) The spatial mismatch of entry/exit capacities causes network transmission efficiency loss.
2) MPEC integrates the commercial capacity allocation and physical flows allocation.
3) The interdicted costs lead to the segmentation of local network.
4) The elasticity of pipeline capacity is spatially heterogeneous.
5) The economic radius of gas supply chains hinders network integration.
1 INTRODUCTION
As a clean and efficient energy, natural gas has been bridging the energy transition security from traditional fossils to renewable energies for coping with climate change and energy sustainable development in countries all over the world (Ogden et al., 2018; Gillessen et al., 2019; Holz, 2020). Chinese government has been committed to the development and utilization of natural gas, meeting with the goal of carbon emission reduction (Qin et al., 2019; Xu & Lin, 2019). At present, market-oriented reform of natural gas is an important guarantee for the sustainable development and supply security of China’s natural gas market, which is very critical for supporting the energy transition.
Recently, China has promulgated the directive of the third-party access and established National Oil and Gas Pipeline Company (SONGPC) to accelerate natural gas market from monopoly to perfect competition (DNRC & NEA, 2018; DNRC, 2019). The directive encourages gas traders to enter natural gas network without discriminatory, resulting in gradual decoupling between natural gas trade and transport (Wang and Cheng, 2017; Xu, et al., 2017; Dong et al., 2019). Consequently, gas traders shift the competition for pipeline capacity to for entry and exit capacity of nodes in gas network. The SONGPC acts as a transmission system operator (TSO) to deliver gas from entry nodes to exit nodes. However, the entry-exit capacities booked by traders will hinder physical network not optimally used. It produces the transmission efficiency loss of gas network from the decoupling. Thereby, how to identify the critical factors of transmission efficiency loss is crucial for SONGPC to explore the strategies for reducing the efficiency loss by rationally allocating the entry and exit capacities for gas traders.
Analysing the transmission efficiency loss was firstly conducted in traffic network research (Roughgarden, 2002) by the cost of travellers in user equilibrium exceeding the optimal cost of the traffic network (Huang et al., 2006; Lindseya et al., 2019). The mathematical program with equilibrium constraints (MPEC) is employed to evaluate the losses between the leader TSO and the follower users (Patriksson and Rockafell, 2002). There were existing literatures focusing on either the minimum transport cost or the maximum profits of TSO, but little attention on the transmission efficiency losses of natural gas network.
The transport cost was involved in the allocation of gas flows. It is generally affected by the controls of compressors, valves and gas velocity, and usually optimized by mixed integer or linear programming models (Richard et al., 1979; Wolf & Smeers, 2000; Rose et al., 2016). In addition, the profit drives the TSO to arbitrage between transportation charge and transmission cost in liberalized gas market (Golombek et al., 1995; Gabriel, 2005). It may lead to the pipeline capacity to be allocated inefficiently. In market equilibrium modelling, many researchers have tried to explore the impacts of monopoly, transportation fee, long-term contract, and pipeline bottleneck on the efficiency losses (Cremer and Laffont, 2003; Egging et al., 2008; Gabriel and Smeer, 2006). However, these studies focused on the allocation of pipeline capacity rather than the entry/exit capacities of nodes.
Entry-exit regime was implemented in European gas market to allocate the entry-exit capacity around a virtual hub (Hunt, 2008). However, the regime faces a challenge of the transmission capacity not efficiently used because of the line-pack flexibility not commercially covered and the congestion from the contractual arrangement between one entry node and one exit node (Keyaerts et al., 2011; Hallack and Vazquez, 2013). Vazquez and Hallack (2013) developed a clearing algorithm for the combinational auctions of entry/exit capacity with the aim to discover the entry and exit nodal prices for guiding the efficient allocation of network resources. However, their studies still regarded physical network as a black box. These researchers expected that the hands of free market can allocate transmission resources efficiently. However, there are still market failures from the lack of TSO’s intervention through unified scheduling of gas flows.
Therefore, there is a necessary for the TSO to transform the allocation of entry and exit capacities into gas flows through physical gas network. Hiller and his colleagues have developed a bi-level programming for the TSO to improve the transformation with a two-stage model (Hiller et al., 2018). However, this programming is difficult to mathematically find a feasible solution since it is challenged by the uncertainty of capacity contracts and the transported feasibility of a given gas flow. Series of optimalization models (MINLP, NLP, and MPEC etc.) have been developed to overcome the drawbacks (Koch et al., 2015). Furthermore, based on the assumption of linear gas flow, Böttger et al. (2022) developed an exact single-level reformulation for a four-level programming to reduce the difficulty (Grimm et al., 2019).
To make it simpler, Hennig and Schwarz (2016) transferred the bi-level programming to an incapacitated maximum-minimum cost flow problem (UMMCF). In this programming, gas traders as a leader tried to pay the maximum transmission cost while TSO as a follower hoped to balance the injected and withdrawn gas at all nodes with the minimum cost. Furthermore, Hoppmann and Schwarz (2016) reformulated this problem by applying Karush-Kuhn-Tucker condition (KKT) to the follower, and then the UMMCF is substituted to the MPEC which is easy to solve with the software CPLEX. The above models, however, do not solve the spatial mismatch caused by the contractual arrangement between entry and exit capacities, which leads to gas flow inefficiently allocated in the physical network.
If all entry nodes are aggregated into one virtual entry node and all exit nodes into one virtual exit node, the UMMCF could be transformed into a classic minimum cost maximum flow problem (MCMF) with the objective at the upper level changed to the maximum entry-exit capacity (Boykov and Kolmogorov,2004; Benda et al., 2019; Moolman, 2020). Actually, gas traders are willing to pay the maximum transmission cost to book the entry or exit capacity at the node in advance as much as possible. Therefore, the entry and exit capacities can be optimally allocated to reduce the spatial mismatch between one entry node and one exit node without restriction from the contractual arrangement. The MCMF is also a combinatorial graph problem which is characterized by bipartite matching (Chen et al., 2022). It was usually solved by the primal-dual algorithm, but not efficient and robust (Moolman, 2020). In the early research literatures, Bollobás et al. (1998) and Russell et al. (1998) implied that MCMF was a bi-level optimization problem that could be easily solved by the MEPC model (Xie et al., 2012). Unfortunately, it has not been further reformulated into a MPEC problem.
In this paper, the transmission cost of gas network is taken as the efficiency index, and further a MPEC model was established to integrate the allocation of commercial capacity and that of physical flows, based on a MCMF problem abstracted from existing gas network with only one virtual entry node and one virtual exit node in Section 2. This model was a coarse-grained bi-level programming without considering gas pressure, velocity, and line-pack. Subsequently, the model was used to evaluate the transmission efficiency of China’s existing gas network in Section 3, and to identify the critical factors of its loss in Sections 4. Finally, some conclusions and suggestions were given in Section 5.
This paper has two contributions: Firstly, the MPEC model is established to integrate the allocation of commercial capacity and that of physical flows, based on a MCMF problem abstracted from existing gas network with only one virtual node and one exit node. It provides the direction for reducing the transmission efficiency loss of gas network from the spatial mismatch between the entry and exit capacity in the context of decoupling between gas trade and transport. Secondly, the transmission efficiency loss of China’s existing gas network is identified from two aspects: one from the spatial mismatch between the entry and exit capacities caused by the shortage of natural gas supply and another from invisible segmentation in gas network, which is caused by interdicted cost of pipeline, bottleneck of pipeline capacity and economic radius of gas supply chains to transport gas.
2 METHODOLOGIES
2.1 Multiple entry-exit network generalized into an O-D network
A natural gas network with multiple entry and exit nodes, illustrated by Wolf and Smeers (2000), was introduced in this paper with nodal pressure not considered, as shown in Figure 1A. In this network, Sg, Sm, Sk and Sn are the entry capacities. Similarly, Dh, Dl and Do are the exit capacities. Considering the entry and exit capacities, a transportation problem model (TP) could be employed to dispatch gas flows through physical network. As mentioned in Section 1, there might be a spatial mismatch from the contractual arrangement between entry capacity and exit capacity. TSO needs to reallocate the capacity booked by gas traders on the maximum carrying capacity of physical network to rebalance the booked entry/exit capacities through the gas flows.
[image: Figure 1]FIGURE 1 | A transportation network is generalized into a network with a pair of O-D (A) the pipeline network with gas injected and withdrawn (Wolf and Smeers, 2000) (B) the pipeline network with one virtual origin and virtual destination.
All entry nodes g, m, k, and n are connected to a virtual original node [image: image], as shown in Figure 1B and the entry capacities Sg, Sm, Sk and Sn are also converted into the capacities of the directed arcs of [image: image], correspondingly [image: image], [image: image] and [image: image] are denoted by dotted lines. Similarly, a virtual destination node [image: image] is linked to the node h, l and o, and Dh, Dl and Do are the capacities of the directed arcs in Figure 1B. Thereby, the gas network can be abstracted into a transmission network with an O-D pair. Consequently, the TP is generalized into a MCMF. And then, The MCMF is reformulated by the MPEC model in the framework of bi-level programming. Finally, the MPEC model is used to obtain the maximum flow at the optimal cost, as well as the optimal gas-injected flows on the directed arcs of [image: image], [image: image], [image: image] and [image: image]. Meanwhile, the optimal gas-withdrawn flows on the arcs of [image: image], [image: image] and [image: image] are also obtained.
2.2 MPEC model reformulating to MCMF
Suppose there is a gas network G (V, A, C, B), where [image: image] is a set with the elements [image: image]. There is a virtual original node [image: image] and a virtual destination node [image: image] in this network as shown in Figure 1B. [image: image] is a directed arc set with the elements [image: image], and [image: image] is a set of arcs’ capacities with the elements [image: image] which denoted briefly as [image: image]. [image: image] is a transport fee set for arcs with the elements [image: image] which is denoted as [image: image]. In addition, [image: image] is denoted as the flow through the arc [image: image] and expressed as [image: image]. The gas flows through the network is expressed as [image: image]. Therefore, the MCMF is formulated to a bi-level programming as follows (Xie et al., 2012):
The upper level:
[image: image]
and the lower level:
[image: image]
The objective function in the lower level, as seen the Eq B-2, should comply with the constraint equations as follows from B-3 to B-6, where [image: image] [image: image], [image: image] is the shadow price of the nodes which are related to eqs B-3–5. Additionally, [image: image] are congestion rents of the capacity of the arc [image: image] related to the equation B-6.
[image: image]
[image: image]
[image: image]
[image: image]
Applying the KKT to the eqs B-2–6, we could obtain the dual conditions as given in Equations M-2 to M-7. If these conditions are combined with the objective function in the upper level, and then the MCMF would be reformulated into a MPEC model. This MPEC model could be solved by the software GAMS.
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2.3 MCP for solving the TP model
The MPEC model can obtain the optimal flows [image: image] and [image: image] from the virtual nodes to the actual entry and exit nodes as shown in Figure 1A. If they are assigned to the gas injected or withdrawn volumes [image: image] or [image: image], respectively, and then a transportation problem under a given natural gas supply and demand can be constructed, as shown in equations T-1, T-2 and T-3. In these equations, the node set [image: image] does not include the virtual nodes [image: image] and [image: image], and can be expressed as [image: image] Accordingly, the arc set [image: image] is represented as [image: image].
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The KKTs of the TP are:
[image: image]
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The above three equations T-4, T-5 and T-6 constitute the MCP model of transportation programming (TP). The GAMS solver can be used to solve the MCP model to obtain the optimal flow distribution of the given gas-injected and withdrawn flows in gas network, as well as the entry/exit nodal price of each node. In addition, we can track the nodal prices along the arcs in gas network from equations T-4 and T-6 to get insight into the transmission efficiency loss. The right item of the equation T-4 can be denoted as [image: image], namely [image: image]. Three phenomena will take place between gas flows and nodal prices along one directed arc.
1) if [image: image] then [image: image] and [image: image]. This means the transportation cost [image: image] is greater than the arbitrage profit [image: image] when [image: image] is greater than [image: image]. It leads to the pipeline capacity of arc [image: image] being not occupied because the transportation cost is not covered by the arbitrage profit. Therefore, the cost [image: image] interdicts the possibility of TSO transporting natural gas from [image: image] to [image: image], which is called the interdicted cost (Wood, 1993; Smith and Song, 2020). It is necessary for TSO to reduce the transportation cost to make it possible for traders to arbitrage, aiming to make full use of the pipeline capacities
2) However, when [image: image] is less than [image: image] , the interdict cost [image: image] will always be greater than 0. This indicates that the flow direction of natural gas potentially restricts traders’ arbitrage between these two nodes. Therefore, TSO needs to reverse the flow direction of natural gas pipeline to alleviate the mismatch between local supply and demand.
3) Conversely, in equation T-4 if [image: image], then [image: image], which resulting in the transmission cost [image: image] equals to the arbitrage [image: image]. Therefore, the [image: image] drives the flow from node [image: image] to [image: image], and is regarded as the critical cost to arbitrage.
3 THE TRANSMISSION EFFICIENCY LOSS OF CHINA’S EXISTING GAS NETWORK
3.1 Natural gas pipeline network in China
The length of China’s long-distance natural gas pipelines has reached 7.8 × 104 km by the end of 2018, constructing a gas network that runs from the north to the south, and crosses from the east to the west (see Appendix 1). This network is mainly composed of the West-East Gas Transmission Lines, Shaanxi-Beijing Line, Sichuan-East Gas Transmission Line, Zhong-Wu Line and China-Myanmar Line. These pipelines are gradually linked by the branch pipelines, such as Ji-Qing-Ning line, Lan-Yin Line, Zhong-Gui Line and Zhong-Jing Line. Chinese government is planning to build China-Russian East Line, Sakhalin Line, Ordos-Anping-Cangzhou Line and Xinjiang-Guangdong-Zhejiang Line. These four trunk lines will make up for the gas shortage of five gas supply chains of Tarim Basin, Ordos Basin, Sichuan Basin, Songliao Basin and import LNG in southeast coast, as shown in Appendix 2 (Wang et al., 2022).
In this paper, gas sources and cities located at the main pipelines are selected as entry and exit nodes, respectively. According to their latitude and longitude, China’s exiting gas network is generalized as shown in Appendix 3. Therefore, there are 264 nodes and 309 pipelines in the generalized gas network.
1) Supply and demand nodes. There are 29 supply nodes and 235 demand nodes. The supply nodes include domestic gas, imported pipeline gas and LNG receiving stations as shown in Appendix 2. The imported LNG is converted to gas volume under the standard state by the conversion factor published in BP World Energy Statistical Yearbook (2022). The demand is the gas volumes consumed by a city or aggregated cities around a central city. Data resource are from the CNPC Yearbook, Sinopec Yearbook, China Energy Statistics Yearbook, provincial statistical yearbooks, and EPS database (CNOOC Yearbook, 2018; CNPC Yearbook, 2018; Sinopec Yearbook, 2018).
2) Pipelines and pipeline capacity. Pipelines in the generalized gas network include existing gas trunk lines and long-distance pipelines under construction. The pipeline capacity is based on the design transmission capacity. The data is from the CNPC Yearbook and Sinopec Yearbook.
3) Transportation cost. Pipeline transportation charge is determined by both unit transportation fee and distance. For simplicity, the distance between nodes is calculated by latitude and longitude, and the unit freight rate is regulated by National Development and Reform Commission in 2017. For examples, the unit freight rate of Sichuan-East Gas Transmission Line is 0.3894 RMB/1000 m3 km, and of Shaanxi-Beijing Line is 0.2857 RMB/1000 m3 km. In addition, the coastal LNG is transported according to the average transportation cost of CNPC, CNOOC and Sinopec pipelines.
3.2 The transmission efficiency loss
The TP model is used to obtain the minimum transmission cost under existing gas supply and demand in 2017. And then, the MPEC model is carried out to obtain the minimum cost and maximum flow without supply and demand restrictions. In Table 1, the transmission cost of the former is reduced to about 80 × 108 m3/a, compared with the latter. It indicates that there is a transmission efficiency loss of 17.9% in the existing gas network. Moreover, the max flows optimized by the MEPC model is about 2914 × 108 m3/a, much larger than that by TP (2128 × 108 m3/a). These results show that existing gas network can provide entry and exit capacity of 2914 × 108 m3/a for gas traders, but it doesn’t happen. It implies that the allocation of entry and exit capacities depends on whether the gas physical network is optimally used through gas flows.
TABLE 1 | Transmission efficiency of China’s natural gas network.
[image: Table 1]If the entry capacities obtained by MPEC and TP models are further deconstructed spatially as shown in Figure 2, we could observe that there are many nodes with vacant entry capacities. In particular, the entry capacities of LNG receiving stations along the coast of East China and South China have not been fully utilized, with the vacant capacity of about 21 bcm in South China and 38.5 bcm in East China, respectively. There is the insufficient LNG supplies in these two regions. Thereby, the shortage of gas supply in these two regions have to drive gas sources in Xinjiang and Sichuan Basin to be transported to these two areas over a long distance to make up for the shortage of LNG supply. The same reason is also applied to the vacant entry capacities of China-Myanmar pipeline and Daqing gas field. Therefore, the mismatch of capacities between the entry nodes and the exit nodes comes from the spatial insufficiency of gas supply. Moreover, MEPC model could be used to globally allocate these capacities, benefiting from the setting of virtual entry and extraction nodes in MCMF.
[image: Figure 2]FIGURE 2 | The occupied entry capacity obtained by TP model in existing gas network and the vacant capacity is the difference between the entry capacities obtained by MPEC and by TP.
The congestion degree of the pipeline and the nodal prices are obtained by TP model and MPEC model, respectively, as shown in Figure 3A, B. Comparing these two figures, we could get such an understanding that much more gas supply can improve spatially the reallocation of entry/exit capacities, leading to the pipeline capacities to be more optimally used with the lower nodal prices in Figure 3B. Concretely, the pipeline congestion degree obtained by MPEC model gradually decreases from west to east, compared with that obtained by TP model. However, the nodal prices show a concave distribution with high price in the middle and low price in the west and east. This is the capacities of entry nodes located at the southwest and east China to receive more natural gas, thus mitigating the pressure of long-distance transportation of natural gas in the west to supply the demands in the east.
[image: Figure 3]FIGURE 3 | Spatial distribution of nodal prices and pipeline congestion in gas network (the pipeline congestion is expressed by the ratio of flow to capacity (A) the flow distribution in exiting natural gas network by TP model (B) the optimal flow distribution in existing natural gas network by MEPC model.
In addition, the MPEC model could be validated by the actual gas consumptions in 2017, 2018, and 2019 (BP, 2022). 212.8 bcm/a of natural gas could be transported by existing gas network, including PNG of 160.1 bcm and LNG of 537 bcm, as shown in Figure 2, which are close to the actual consumption 241.3 bcm in 2017. The optimal transportation capacity is 2911.4 bcm, which can cover the consumptions in 2018 and even 2019 with 283.9 bcm and 308.4 bcm, respectively.
In Figure 4A, The color of natural gas pipeline in northwest China is yellow, while that in central China, southeast China and south China is red. The color of the nodes in Figure 4A gradually changes from pale yellow to red and from the northwest to the southeast coast, except that the color of the gas supply node is blue. However, in Figure 4B, the color of nodes in central China, north China and south China is yellow, while the color of nodes in other regions is blue.
[image: Figure 4]FIGURE 4 | Spatial distribution of critical costs and interdicted costs of unoccupied gas pipelines.
4 RESULTS AND DISCUSSION
We further investigate how the reallocation of entry and exit capacity affects the pipeline resources to be optimally used because the reallocation depends on whether gas physical network is optimally used, as stated in Section 3.2. It can also be asked that how the pipeline resources affect the spatial rebalancing of the entry and exit capacities. Therefore, we explore the mechanism of transmission efficiency loss from three aspects of network segmentation: the interdicted cost, the elasticity of pipeline capacity and the deployment of gas trunk lines in China’s natural gas market.
4.1 The spatial distributions of interdicted cost
Looking back at the congestion degrees of pipelines and nodal prices in Figure 3A, there are 29 pipelines with their interdicted costs greater than zero under existing supplies and demands, as shown in Figure 4. It means that the gas flows through these pipelines are equal to zero, and the pipeline capacities is not occupied according to the complementary relationship between gas flows and the prices in eq. T-4.
It can be further observed that there are a few pipelines with critical cost greater than zero, which indicates that the transportation fee builds the cost barrier of gas flows through the pipelines. In addition, the critical cost of most pipelines is less than zero, that is, the regulated direction of gas flows through the pipeline produces the technical barrier of gas flow. Especially, the transportation channel between North China gas network with Northeast China gas network is interdicted by the regulated direction of Yongqing-Tangshan pipeline. Therefore, the interdicted cost hinders the fluidity of gas flows in the local network and then segments regionally the gas network, which potentially increasing the radius of gas supply chain to transport gas flows from Xingjiang, Erodes basin to gas network of Northeast China.
It is possible to decrease the interdicted cost of the above-mentioned 29 pipelines by reducing the transportation fee or reversing the direction of gas flows through pipelines for improving the transmission efficiency of exiting gas network. Therefore, among the 29 pipelines, the interdicted costs of pipelines in East China, North China and Southeast China are reduced respectively. Considering the segmentation between North China and Northeast China gas network from the Yongqing-Tangshan pipeline, it is necessary to independently observe the transmission efficiency by reversing its gas flow direction. The results are shown in Table 2.
TABLE 2 | Impacts of reducing interdicted cost on transmission cost, max flow, and transmission efficiency loss.
[image: Table 2]The results in Table 2 illustrate that the reduction of pipelines’ interdicted cost in North China, East China and Central China would heterogeneously affect the transmission cost and transmission efficiency loss of existing gas network. However, the maximum transmission capacity could be not affected, and the change would be close to 0. The reason is that these interdicted pipelines in these three regions only improve the transportation path of gas flow through the local gas network, but can’t cause the reallocation of entry and exit capacities.
Compared with the three regions, reversing the gas flow direction of Yongqing-Tangshan pipeline would not only increase the transportation capacity by 20.657 × 108 m/a, but also reduce the transportation cost by 5.924 × 108 yuan/a, resulting in a 1.02% reduction in transmission efficiency loss. This implies that once the channel barriers between gas network in North China and Northeast China are removed, natural gas from North China will flow to Northeast China through this key channel. At the same time, coastal LNG will supplement the natural gas demand in North China, East China and Central China. Although the nodal prices in Northeast China has increased by about 0.8 yuan/m3, compared with those before the gas flow direction change, the clearing prices of nodes in North China, Central China and Southeast China have decreased, as shown in Figure 2A and Figure 5. Therefore, the reversal of gas flow direction in this critical channel will cause the reallocation between the entry and exit capacities to move towards the optimization direction.
[image: Figure 5]FIGURE 5 | Nodal prices and flow distribution in gas network when reversing the gas flow direction through Yongqing-Tangshan pipeline.
4.2 The heterogenous elasticities of the pipeline capacity
There are 11 arcs congested by gas flows which obtained by MPEC model in exiting supply and demand. They are mainly located in Shaanxi-Beijing First line, Shaanxi-Beijing Second and Third lines, Yu-Ji line, and other eight branch lines, as shown in Fig. 6. One-unit capacity 1 × 108 m3/a is added to these pipelines, respectively, to observe the changes of transmission efficiency and network maximum gas flow.
Once the capacities of these pipelines are expanded, the transportation cost will be correspondingly increased. In addition, the increase of the maximum gas flow is equal to the capacity expansion of Lunnan-Korla pipeline, Yulin-Taiyuan pipeline, Yulin-Shenchi pipeline and Puyang-Jinan pipeline respectively, as the dotted lines shown in Figure 6. It indicates that these four pipelines are still congested by gas flow, so they are still the bottleneck of gas network. However, for the residual seven pipelines, the increase of maximum gas flow is less than the increase of pipeline capacity, so these seven pipelines are no longer congested. Therefore, the expansion of pipeline capacity has certain elasticity, which will inevitably lead to the transmission efficiency loss.
[image: Figure 6]FIGURE 6 | Impact of pipe capacity changes on the marginal cost and marginal flow of distribution network.
To measure the elasticity of pipeline capacity, we introduce the elasticity of “capacity-cost” by referring to price-demand elasticity in economics. The elasticity is expressed as [image: image], where [image: image] is the capacity cost elasticity of pipeline [image: image], [image: image] is the change of pipeline capacity, [image: image] is the transmission cost of gas network and [image: image] is the change of the transmission cost.
Four pipelines are selected for experiments and the elasticity curves of these four pipelines are obtained by simulation, as shown in Figure 7. It can be seen that the elastic curves of the four pipelines have different shapes. The curve of Puyang-Jinan pipeline is close to an “L" shape, that of Yulin-Taiyuan pipeline is close to an “S" shape. However, the curves of Yulin-Shenchi pipeline and Lunnan-Korla pipeline are close to a straight line. These different shapes imply that pipeline elasticity is spatially heterogeneous. In addition, we can observe that the elastic coefficient of Lunnan-Korla pipeline is much higher than that of the other three pipelines, while the coefficient of Puyang-Jinan pipeline is the smallest. The above two phenomena can be attributed to the fact that these two pipelines are located at different positions in gas network. Puyang-Jinan pipeline is located in the trunk of Yulin-Jinan line. There are many entry-exit nodes on this trunk line, and then the expansion of the capacity of Puyang-Jinan pipeline will reallocate increased gas flow among entry and exits nodes along this line. Thereby, the transportation cost by the expansion will be diluted. On the contrary, Lunnan-Korla pipeline is located on the West-East pipeline, and there are no more entry and exit nodes to dilute the transportation cost. Therefore, the location of the pipeline in gas network determines its’ elasticity, and then the transmission cost is robust to the expansion of the pipeline capacity of the trunk line, whereas it is rigid.
[image: Figure 7]FIGURE 7 | The heterogeneous elasticity of capacity-cost in China’s exiting gas network (A) Puyang-Jinan pipeline in Yulin-Jinan Line (B) Yulin-Taiyuan Pipeline in Shaanxi-Beijing Line 2 and 3 (C) Yulin-Shenchi Pipeline in Shaanxi-Beijing Line 1) (D) Lunnan-Kuerle Pipeline in West-East Line 1
4.3 The deployment of gas pipelines
Chinese government plans to build the China-Russia East Line and Sakhalin Line with the capacity of 380 × 108 m3/a, respectively. Moreover, Xinjiang- Guangdong-Zhejiang Line and Ordos-Anping-Cangzhou Line are planned to be built with the capacity of 300 × 108 m3/a. Their planned paths are shown in dotted lines in Appendix 1. Undoubtedly, these four trunk lines will expand the capacities of the two supply chains of Ordos Basin gas source and Russian imported natural gas. Therefore, we analyze the transmission efficiency of gas network in three scenarios, as follows:
1) Scenario Ⅰ: Xinjiang- Guangdong-Zhejiang Line and Ordos-Anping-Cangzhou Line are added to the existing gas network;
2) Scenario Ⅱ: China-Russia East Line and Sakhalin Line are added to the existing gas network;
3) Scenario Ⅲ: These four lines are added to the existing gas network, taking account into the requirement of China’s natural gas supply for gas network in 2030.
It could be found that the transmission efficiency losses in Scenario Ⅰ and Scenario Ⅱ are 21.51% and 24.84%, respectively. As shown in Table 3. Both of them are higher than 17.92% in MEPC model as seen in Table 1. Differently, the maximum flows in these two scenarios are only increases by 54.01 × 108m3/a and 75.02 × 108m3/a, compared with the result of MPEC model (see Table 1). Actually, the trunk lines to be built in these two scenarios only extend the gas supply chain radius of transporting gas flows from gas sources in Xingjiang, Erodes basin and imported gas from Russia to North China, East China and South China.
TABLE 3 | The results of the three Scenario Ⅰ, Ⅱ, and Ⅲ
[image: Table 3]In Scenario Ⅰ, these two trunk lines to be built not only expand the entry capacities of gas sources from Xinjiang and Erodes basin, but also reduce the pressure of the supply chain of Xinjiang gas source on the gas supply in Southeast and South China. These two supply chains coordinate with each other and optimally reallocate entry and exit capacities, thus reducing the congestions and nodal prices, as shown in Figure 8A. Similarly, In ScenarioⅡ, natural gas imported from Russia also alleviates the gas supply pressure of the above two supply chains to Central, East and South China. Therefore, the congestion degrees and node prices in Scenario Ⅱ are lower than those in Scenario Ⅰ, as shown in Figure 8B.
[image: Figure 8]FIGURE 8 | Distributions of nodal prices and pipeline congestions in scenario Ⅰ and Ⅱ (A) the Xinjiang- Guangdong–Zhejiang and Ordos-Anyang-Changzhou pipelines (B) the Russian-China Eastern and Sakhalin pipelines.
In Scenario Ⅲ, the maximum transportation capacity of China natural gas network will reach 4094.53 × 108 m3/a, although more transportation costs will have to be paid. That is to say, these four pipelines will greatly improve the spatial distribution of entry and exit capacities. It will also increase the fluidity of gas flows among the five gas supply chains, as shown in Appendix 2. Therefore, more gas supply chains will improve the spatial distribution of entry/exit capacity, thus reducing the gas supply shortage caused by the mismatch between entry and exit capacities.
4.4 Discussion
The results need to be further discussed, even including the verification of the model in Section 3. Inspired by Acerbi et al. (2022), we triangulated this discussion from model, data, and information.
In MPEC, the transaction process of capacity (booking and nominating entry-exit capacity) is simplified, as well as technical constraints, such as gas pressure and compressibility which addressed by Hiller (2018) and Böttger et al. (2022). Thereby, our model is suitable for strategically evaluating the supports of existing physical network to commercial network, but not for real-time scheduling (hourly or daily) of entry-exit capacity. In addition, the spatial mismatch of deterministic entry-exit capacities is the focused of our model, rather than the capacities to be randomly booked in realistic and severe transport situations which were studied by Hiller (2018), Böttger et al., 2022 (2018) and Hennig and Schwarz (2016). From this point of view, we extended their research work.
The visualized results give three strategies of gas flow management: reducing the interdicted cost (reducing transportation cost and reversing gas flow direction), increasing the pipeline capacity and building new trans-regional pipelines. A high degree of physical gas market integration is of great importance to enhance competition under the Third-Access Party policy implemented recently in China. Therefore, the obtained gas flow data provides visual observation for TSO to improve gas flow andto decrease pipeline congestions for more gas market integration (Dieckhöner,et al., 2013). For example, the variation of natural gas flow direction and pipeline capacity can be realized practically by node pressure controls which normally optimized in technical and economic models (Wolf and Smeers, 2000; Rose et al., 2016).
Nodal prices are transmitted on gas network with gas flows. When pipeline congestion occurs, the congestion rent will be transmitted on the network along with nodal prices, and be recovered by TSO. Therefore, the nodal prices obtained by our model is similar to the nodal capacity price obtained by market auction (Vazquez and Hallack, 2013). This implies that the nodal price provides a reference for regionally pricing the entry/exit capacity. Moreover, congestion rents of pipelines could be fed back to the virtual origin and destination (as shown in Figure 1) to guide the total of entry/exit flows to be redistributed among all of entry and exit nodes. Hence, it implicitly suggests the sharing and distributing of nodal price signal is realized on the virtual origin and destination nodes, although our model design is more closely relate to UMMCF (Hennig and Schwarz, 2016; Hoppmann and Schwarz,2016).
5 CONCLUSION AND IMPLICATIONS
In this paper, The MPEC model was established to evaluate the transmission efficiency and identified the critical factors of its loss. Some conclusions are made as follows.
The third-party access policy will drive the decoupling between gas trade and transport, leading to the transmission resources of the physical network cannot be optimally used to meet with the contractual arrangement between entry and exit capacities in commercial network. The MPEC model could integrate the allocation of commercial capacity and that of physical flows, based on a MCMF problem abstracted from existing gas network with only one virtual entry node and one virtual exit node. Moreover, this model cloud be used to spatially reallocate entry and exit capacities through the optimal scheduling of gas flow. It can reduce the transmission efficiency loss from the gap between commercial network and physical network, and delivers a feasible solution for the large-scale scheduling operation of natural gas network.
There is a transmission efficiency loss of 17.9% in China’s existing natural gas network and the loss mainly comes from the spatial mismatch between the entry and exit capacities caused by the shortage of natural gas supply in the South, East and Northeast China. However, the entry and exit capacities offered by TSO still depends on the optimal allocation of pipeline capacity. Specifically, the interdicted cost of pipeline, capacity-cost elasticity of pipeline and economic radius of gas supply chain to transport gas flows will produce the invisible segmentation of local networks, networks along trunk lines and regional networks, respectively. These invisible allocations will indeed extend the distance to transport gas, thus distorting the efficiency of pipeline capacity allocation. Thereby, the three segmentations are the critical factors of transmission efficiency loss in China’s natural gas network.
Some implications are given to improve the transmission efficiency.
Firstly, the allocation of entry-exit capacity should be dominated by TSO, not by traders. Otherwise, the contractual arrangement of entry-exit capacity will distort the allocation of pipeline capacity. China’s gas network could not be managed by absolutely copying the entry-exit regime in European natural market. The reason is that gas supply shortage and imperfect pipeline network layout will lead to supply security, which is the priority of TSO scheduling objectives.
Secondly, China government has formulated diversified import strategies to meet the market demand, but a large number of natural gas imports come from East Asian countries adjacent to Xinjiang. These imported natural gas are far away from the three high-demand areas of East China, South China and Northeast China. This means that China’s natural gas import should pay more attention to the LNG import volume of these two regions, so as to improve the mismatch between entry and exit capacities caused geographically by import gas shortage.
Thirdly, although China government promulgated the supervision and examination of pipeline transportation cost to regulate TSO’s abuse of market power, the transportation price may block gas flow in local network, resulting in local network segmentation. Therefore, a flexible transportation price system is needed for the fluidly of gas flow. Up to now, Chinese government has not issued regulations on pipeline capacity management. The spatial heterogeneity of pipeline capacity-cost elasticity is an important way to improve the transmission efficiency. But the detailed design is a challenge. In addition, it is necessary to complete the construction of planning pipeline as soon as possible to establish a multi-supply chain system, so as to improve the transmission efficiency.
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These days energy-related enterprises started using a fancy terminology called circular economy (CE) to display their progress in opting for innovative approaches to mitigate carbon emissions and waste gas released in the enterprise during the operation. Hence, this paper examines whether there is any mediating role of innovation from a CE point of view or not in managing the waste resources and minimising the carbon emission on the innovation and quality of new energy products. For this, secondary data with a sample observation of 608 was selected from Chinese listed enterprises from 2015–2020. The empirical results revealed that the waste resource utilisation by firms is helpful to the quality of their products but does not significantly affect the innovation of their new energy products. In addition, the evidence from developing countries shows that companies’ carbon reduction behaviour benefits their new energy product innovation. However, it does not significantly impact the quality of their products. Model validation analyses the existence of corporate waste resource utilisation through corporate new energy product innovation, thereby contributing to corporate product quality. Overall, this paper facilitates enterprises’ new energy product development activities and fills the research gap between companies’ waste gas resource utilisation and new energy product innovation.
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1 INTRODUCTION
With the increase in human and economic activity, the global climate is getting deteriorated, resulting in land and sea warming, rising sea levels, degradation of glaciers, frequent extreme weather events and other acute events that cause disasters. Even the economic downturn associated with the COVID-19 outbreak has failed to contain the drivers of climate change (The Global Climate Status Report, 2020). As a result, the year 2020 remained as one of the three hottest years on record, with a global average temperature of around 1.2°C higher than temperatures observed in the pre-industrial era (1850–1900). Not only the rise in temperatures but climate change-related disasters are frequently happening in developed and developing countries. Such disasters have become the main concern for governments in developed and developing countries (Del Giudice et al., 2021). So, understanding the environmental impacts due to various initiatives have become mandatory, and at the same time, economic stability should be achieved (Bag et al., 2022).
The circular economy is a concept that has become popular in the last decade and can potentially promote economic stability and sustainable development. However, it has to be implemented only through corporate strategies; only then the true potential can be realised. Considering the energy sector, the circular economy is being promoted widely, especially in the content of waste to energy. More recently, new energy sources such as solar photovoltaics, wind energy, biomass, fuel cells and others have also gained importance in the circular economy context. At the same, new processes and technologies and integrated approaches have also evolved, focusing on net zero or near zero emissions. Such developments attracted energy and other energy-dependent sectors, for instance, iron and steel, paper, and cement. As a result, the captive power plants in the industries started expanding from an innovation point of view.
So, promoting new energy sources is one of the essential options for decarbonising and increasing fuel diversity. Furthermore, with the development of energy saving and emission reduction technologies, the advantages of new energy sources, such as low consumption and low exhaust emissions, are gaining increasing attention. Meeting environmental issues and resource efficiency requirements in manufacturing has become necessary to achieve effective production management. The circular economy aims to reduce resource consumption by slowing, closing and shrinking resource cycles (Geissdoerfer et al., 2017). Through the use of new energy sources and recycled materials, a circular economy can help reduce lifecycle greenhouse gas emissions and resource consumption (Aguilar Esteva et al., 2021). Thus, while the circular economy is inextricably linked to carbon reduction in enterprises, it also promotes product innovation for environmental protection.
The circular economy is a series of abstract concepts (Ripanti & Tjahjono, 2019), and past research has found that the circular economy can provide innovation in environmentally friendly products (Hopkinson et al., 2018) or processes that transform environmentally friendly resources into a variety of usable products and services and ultimately manifest in products or consumers (Lloret 2016). As the evolution of CE shows its multidisciplinary background, Pizzi et al., 2020 argue that approaches from various disciplines such as engineering, economics and ecology have contributed to its development. As a theoretical basis, the circular economy provides a favourable research perspective. There are many perspectives on new energy sources at this stage of research and study, often focusing on new energy products and corporate financing models and the impact of crude oil prices on new energy product innovation (He et al., 2022; Fu & Yang’s 2021). Some scholars have focused on recycling within the production cycle of products and the recycling of industrial solid waste (Richa et al., 2017; Martínez-Martínez et al., 2020). However, there is less research on the study of carbon reduction and corporate waste gas resource use in new energy product innovation. So, this study seeks to explore the impact of corporate carbon reduction behaviour and waste body resource use on corporate new energy product innovation and quality. So, we formulated the following research questions; 1). Does carbon emission reduction by enterprises improve new energy product innovation and product quality?; 2). Does waste gas emission utilisation promote environmental innovation by enterprises; and 3). Does waste gas resource utilisation improve product quality through green innovation?
Hence, to answer the above-raised research questions, this study aims to explore whether the enterprises’ carbon and greenhouse gas emission reduction promotion is conducive to their product innovation and quality improvement. This study also attempts to analyse the mediating effect of new energy product innovation between product quality as well as waste gas emission utilisation. The past literature has suggested a higher expected return on investment for new energy products and technology innovation (He et al., 2022). This study also considers the relationship between innovation and quality of new energy products and whether there are potential channels for more linkages between new energy product innovation and the quality of products using waste gas resources. The impact of the endogeneity problem of the variables on the regression results is quite often raised in the literature, which is also addressed in this study by proposing a firm fixed effects model.
The manuscript is structured in three sections. Section 2 presents the framework and data sources. Section 3 presents the sample selection and models used for the analysis. In Section 4, the observed results are presented with a brief discussion, followed by conclusions and future work in Section 4.
2 FRAMEWORK AND DATA COLLECTION
Based on the objective, we have formulated the research framework shown in Figure 1. The framework consists of two main variables: Explanatory and explained. The explanatory variables are the waste gas resources, exhausts and any other energy type in the firm (that includes renewables too). The explained variables are the product innovation approaches used in the firm. In the below subsections, these two variables are clearly explained along with control variables, which collectively would affect the product quality in the firm.
[image: Figure 1]FIGURE 1 | Framework highlighting the explanatory and explained variables in waste to energy.
2.1 Explanatory variables
According to Fu & Yang’s (2021) research on product measures for a new energy firm, most enterprises reuse waste gas resources for industrial production. So, a firm’s waste gas resource utilisation and carbon emission reductions can be the core explanatory variables. These can be measured or collected from the greenhouse gas emissions and the firm’s carbon emission reduction reports. Cheng et al. (2021) also state that greenhouse gas emission reduction of enterprises can be a good standard to measure waste gas resource utilisation. The data source for greenhouse gas and carbon emission reduction is the China Industrial Enterprises Database (2015–2020).
2.2 Explained variables
The explained variable is considered to be the firm’s new energy product innovation, which is measured by the firm’s product-related new energy patents (Bag et al., 2022; He et al., 2022). The firm’s product innovation data is obtained from the China Research Data Service (CNRDS). In addition, information on product quality is extracted from Corporate Social Responsibility (CSR) and financial data, and the Production Quality (PQ) variable is measured by the product quality score disclosed in the CSR.
2.3 Control variables
Control variables are chosen to assess the impact of carbon emission reduction and exhaust gas resources on new energy products’ innovation and product quality and exclude other confounding factors. The control variables, the firm’s age, size and Tobin’s Q are represented by Indep, FirmAge, Size, and TQ, respectively. These variables are obtained from the firms’ annual financial reports, and the firm’s financial information is obtained from the China Stock Market Accounting Research Database (CSMAR).
3 SAMPLE SELECTION AND METHODOLOGY
3.1 Sample selection
The selected sample for this study is the panel data of listed enterprises in mainland China. An adequate sample size of 608 enterprises listed between 2015–2020 was obtained. For all these 608 enterprises or firms, the data related to three variables (explanatory, explained, and control) is collected using the resources mentioned in Section 2.
3.2 Model setting
For every enterprise or firm, our focus is mainly on understanding the impact of carbon emission reduction and exhaust pollutants on the innovation of new energy products from a circular economy perspective. For this, we developed the fixed effects models briefly presented below:
Model 1: Aims to explore the impact of corporate carbon emission reduction on new energy product innovation, as given in Eq. 1.
[image: image]
where [image: image] is the product innovation, [image: image] is the intercept, [image: image] is the co-efficient for GHG, GHG is the greenhouse gas emission, [image: image] is the residual variance.
Model 2: Aims to explore whether greenhouse gas emission reduction promotes enterprise environmental protection innovation, as given in Eq. 2.
[image: image]
where [image: image] is the product innovation, [image: image] is the intercept, [image: image] is the co-efficient for CE, CE is the carbon emission reduction, [image: image] is the residual variance.
Model 3: investigate the influence of enterprise carbon emission reduction on product quality, as given in Eq. 3.
[image: image]
where [image: image] is the product quality, [image: image] is the intercept, [image: image] is the co-efficient for GHG, GHG is the greenhouse gas emission, [image: image] is the residual variance.
Model 4: analyses whether greenhouse gas emission reduction can improve product quality through green innovation, as given in Eq. 4.
[image: image]
where [image: image] is the product quality, [image: image] is the intercept, [image: image] is the co-efficient for CE, CE is the carbon emission reduction, [image: image] is the residual variance.
4 RESULTS AND DISCUSSION
This section presents the data analysis results as well as the main empirical results and the discussion. The descriptive statistical analysis of the collected 608 enterprises’ sample data is shown in Table 1. The observed correlations between variables are listed in Table 2.
TABLE 1 | Descriptive statistics.
[image: Table 1]TABLE 2 | Correlation matrix.
[image: Table 2]Table 3 reveals the regression results for Models 1–4. Model 1 reported the impact of corporate GHG emission reduction on corporate new energy product innovation. The results reflect that the use of waste gas resources does not have a direct positive impact on the innovation of new energy products, with a correlation coefficient of −0,57. However, for the reduction of carbon emissions (Model 2), the adoption of carbon reduction behaviour by companies has a significant positive relationship with the innovation of new energy products, with a p-value = 0 (<0.05) and a positive correlation. Furthermore, Model 3 reveals that the use of waste resources significantly affects the quality of a company’s products, with a p = 0.028 (<0.05) and a positive correlation coefficient. The results of model 4 show that carbon reduction behaviour does not effectively stimulate product quality and has a negative correlation.
TABLE 3 | Regression results of enterprise carbon emission and greenhouse gas emission reduction on products.
[image: Table 3]The use of exhaust gas resources in enterprises’ new energy innovations is insignificant because new energy product innovations generally use new energy power such as photovoltaics, wind, fuel cells and others. While the use of exhaust gas resources is generally reflected in the innovation process but the technology and systems are mainly considered old or relatively conventional. Therefore, from a technical point of view, there is limited scope to improve the number of patents granted for the use of waste gas resources. In addition, the reason why carbon reduction does not directly improve the quality of a company’s products in this study is considered to be that carbon emission reduction behaviour in the production process is not related to the product quality of enterprises. So it will not have a direct impact. However, coming to the economic benefits, the past study by Xue et al. (2019) showed that carbon reductions in the circular model could generate additional revenue. Therefore, carbon reductions from this mode can have significant environmental and economic benefits. Shan et al. (2021) found that green innovation and renewable energy reduce carbon emissions when put under this approach in a given enterprise or firm, depending upon the industrial operations they perform. Thus, the model proposed in this study is further analysed to understand the relationship between corporate waste resource utilisation and corporate new energy product innovation, thereby contributing to corporate product quality. For this, a Sobel test is performed, and the results can be seen in Table 4.
TABLE 4 | Sobel-goodman mediation tests.
[image: Table 4]Although in the previous model, corporate waste resource utilisation did not have a positive impact on new energy product innovation, the results of the Sobel test show that there is a partial mediating pathway existing for corporate waste resource utilisation through new energy innovations and thus have an impact on the quality of the firm’s products. The mediating effect accounted for 29.22% of the total effect, and the ratio of indirect to direct effect was 41.28%.
5 CONCLUSION AND FUTURE WORK
The circular economy is a concept promoted by policymakers and businesses worldwide (Iaquaniello et al., 2018), emphasising waste as a way to close the cycle and minimise resource use (Hollins et al., 2017). Therefore in a circular economy, in addition to using and reducing waste, there needs to be an incentive to make products that do not become waste, which is product innovation (Iaquaniello et al., 2018). The empirical results of this paper show a model of the impact of carbon emission reduction and waste resource utilisation on the innovation and quality of new energy products for Chinese listed enterprises with a total sample observation of 608. It also analyses the impact of carbon emission reduction and waste resource utilisation of enterprises on new energy product innovation and quality based on a circular economy perspective, as well as the mediating role of new energy innovation. The model results of this paper show that the use of waste gas resources by companies is an important factor in improving the quality of their products. However, it does not positively affect the innovation of new energy products. In addition, the model results reveal that companies’ carbon reduction behaviour is beneficial to their new energy product innovation but has a negative impact on their product quality that warrants our attention. The results of this paper are beneficial to the company’s internal governance, such as the R&D and innovation activities of new energy products and the control of product quality. At the same time, the findings of this study will fill the research gap between companies’ waste gas resource utilisation and new energy product innovation. However, this paper only focuses on Chinese companies from 2015 to 2020. Future research could consider other long-term results or markets in other countries or regions.
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China’s ambitious measures for developing a low-carbon economy led to the “double carbon” target initiation. Under this national goal, reaching peak carbon emissions by 2030 is desired. This should not come at the cost of economic growth; which means carbon emissions can be reduced while economic growth can be achieved simultaneously. To realise this strategic reform, the first pilot ecological civilisation zone in Fujian Province of China was initiated; its outcome is set to be the responsible case for such initiations aiming at increased low-carbon economy development. Therefore, it is essential to investigate the relationship between carbon emissions and economic growth based on the evidence. Hence, we applied a model that combines the Tapio and Coupled coordination. Combining the Tapio and the coupled coordination models allows us to analyse carbon emissions and economic growth in Fujian Province over 20 years, i.e., 2001–2020. First, we divided the urban-rural integration process into four stages following China’s Five-Year Plan (FYP): T1 (2001–2005), T2 (2006–2010), T3 (2011–2015), and T4 (2016–2020). Second, ArcGIS mapping was used to represent the spatial evolution pattern of low-carbon economic development in Fujian Province. We observed that the low-carbon economy in Fujian Province had reached a point where the economic growth rate has already exceeded its carbon emission growth rate and is currently in a weak decoupling state. In addition, there observed a bifurcation pattern between carbon emissions and economic growth, especially in the coastal cities that are out of balance, whereas the inland cities are being coordinated. Overall, it is observed that the concept of ecological civilisation is crucial for China to achieve the “double carbon goal,” and it is high time to create accelerating measures that guide the integration of urban and rural areas in the future with appropriate infrastructure.
Keywords: China, Fujian; carbon emissions, urban-rural integration, decoupling model, coupled coordination model
1 INTRODUCTION
1.1 Background
In the ninth meeting of the 2021s Central Finance and Economics Commission, China proposed incorporating “carbon neutrality and carbon peaking” measures as part of the overarching design of ecological civilisation (Wang et al., 2021). This incorporation insists on reducing carbon emissions and following a path of low-carbon sustainable development (Wang et al., 2021). But there lies the biggest macroscopic challenge as China’s economy continues to develop at high speed. On the other side, the energy demand for the “high carbon” structure has not yet reached saturation. On top of it, the phenomenon of industrial and urban-rural incoordination in economic development is highly seen. So, all these issues collectively made the carbon emission reduction task a more challenging one. The concept of urban-rural integration has been around since the last century. China released the Blue Book on Urban-Rural Integration, in which the achievements of the integration process have been summarised and discussed from the perspective of urban-rural planning, industrial layout, infrastructure development (primarily the critical services like energy, healthcare, road etc.) and public services (Baoxin et al., 2019). Also, the new development path of “four synchronisations” (industrialisation, informatisation, urbanisation, and agricultural modernisation) heavily dependent on energy is discussed. So, the aim was to integrate the urban and rural areas to promote economic, environmental, and urban-rural development in coordination. However, in such complex approaches, understanding the synergies would be better. Therefore, the critical issue is the relationship between carbon emissions and economic growth as well as urban-rural integration. At the same time, exploring synergistic ways to promote high-level economic development and an ecological environment are also crucial, especially when implementing the new development concept in line with sustainable economic principles.
1.2 Literature Review
To understand the problem’s complex nature, we conducted a literature survey on the four aspects that are deemed necessary for the investigated concept. These four include the relationship between carbon emissions and economic growth, decoupling analysis, the impact of energy infrastructure on carbon emissions, and urbanisation on carbon emissions.
1.2.1 The Relationship Between Carbon Emissions and Economic Growth
When we looked at the literature exploring the relationship between carbon emissions and economic growth, there has been considerable research on China’s and China’s contiguous regions, such as the Jin-Shaan-Menggu region 2), the Yellow River basin region 3), and the Yangtze River economic belt 4). All the studies by (Wu et al., 2019; Mo and Wang., 2021; Tian and Lin., 2021) have concluded that the relationship between the two gradually tends toward low-carbon economic development, providing a scientific theoretical basis for adopting emission reduction measures to reach the peak in each region. In another study, Zhao et al. (2022) argued that carbon emissions and economic growth are closely related and generally do not cross over in the long run; this view was also supported by (Myszczyszyn and Suproń, 2021) study of carbon emissions and economic growth in V4 countries (namely Czech Republic, Hungary, Poland, and Slovakia). However, there is still a degree of dependence of economic growth on carbon emissions.
1.2.2 Decoupling Analysis of Carbon Emissions
Peng et al. (2011) looked at the spatial and temporal decoupling of China’s economic growth and carbon emissions at the national and regional levels. They concluded that China would remain in a weak state of decoupling for a long time, and low-carbon emission reduction technology has yet to impact the economy as a whole practically (Peng et al., 2011). Wang B et al. (2021) used the Mann-Kendall (MK) trend test to identify the characteristics of China’s provincial carbon emissions from 2000 to 2018 and classified them into high and low types. Also, their empirical study showed that China’s carbon emissions generally showed a spatial pattern of “high in the east, low in the west, high in the north and low in the south” (Wang et al., 2021). From the perspective of counties, Ji and Xue., 2022 investigated the decoupling of carbon emissions in Jiangsu Province, China, and concluded that economic growth and carbon emission reduction did not always happen at the same time. However, the decoupling effect of carbon emissions in counties gradually increased over time Ji and Xue., 2022. Liu et al. (2021), enriched Energy-Economy-Environment (3E) system theory. They then analysed the coupling relationship of carbon emission reduction and economic growth and environmental protection with China’s national conditions after clarifying the coupling mechanism of carbon emission reduction-economic growth-environmental protection in provincial areas. Based on clarifying the coupling mechanism, Liu et al. (2021) assessed the degree to which carbon emission reduction, economic growth, and environmental protection are coupled and coordinated in the Chinese provinces. Also, the coupling and coordinated comprehensive evaluation index system of “provincial carbon emission-economic growth-environmental protection” was constructed and found that the degree of coupling and coordination of the 3E system is “high in the southeast and low in the middle and west” (Liu et al., 2021).
1.2.3 Impact of Energy Infrastructure on Carbon Emissions
Usman et al. (2021) looked at the 15 highest carbon-emitting countries from the context of economic inclusion over renewable and non-renewable energy projects. In the analysis, Usman et al. (2021) observed a strong dependency on the cross-sectors; then, only such projects will help in reducing environmental degradation and boost economic growth. Usman and Makhdum., 2021, in another study, investigated taking the data from the year 1990–2018 and observed a dynamic linkage between ecological footprint, agriculture value-added, forest area, non-renewable and renewable energy use, and financial development in BRICS-T countries (Brazil, Russia, India, China, South Africa, and Turkey). Likewise, Balsalobre-Lorente et al. (2022) investigated the relationship between economic complexity and environmental degradation in the countries of the PIIGS (Portugal, Ireland, Italy, Greece, and Spain). They found a unidirectional causality link between the energy infrastructure and the amount of emission mitigated. Huang et al., 2022 investigated the moderating effect of ICT and renewable energy and human capital in E-7 (developing countries) and G-7 (developed countries). The observed effect was significantly positive, highlighting a high chance of reducing ecological footprint levels in E-7 and G-7 countries due to this moderating effect.
1.2.4 Impact of Urbanisation on Carbon Emissions
The urbanisation process will inevitably have an impact on increasing the use of energy, resulting in the emission of large amounts of greenhouse gases such as CO2 (Haouraji et al., 2021; Mata et al., 2021; Pang et al., 2021). Ding et al. (2021) analysed the impact of 182 prefecture-level cities in China on carbon emissions during rapid urbanisation. They found that urban construction increases the growth of carbon emissions (Ding et al., 2021). Liu et al. (2022) found that under China’s new urbanisation scenario, the population-land-economic urbanisation (PLEU) coupling coordination degree has an inverted U-shaped effect on carbon emissions and gradually tends to decrease as the PLEU coupling coordination degree is high to a certain degree (Liu et al., 2022). In their study of 283 cities in China, Zhou et al. (2021) evaluated the impact of multidimensional urbanisation on carbon emissions efficiency, finding that multidimensional urbanisation exhibits spatial heterogeneity characteristics for carbon emissions efficiency and carbon emission efficiency is gradually enhanced through the process of multidimensional urbanization. Xiao, (2012) used factor analysis to measure rural carbon emissions in Hubei Province in the process of urban-rural integration and concluded that urban-rural integration is positively related to rural carbon emissions. Shi et al. (2021) used the Epsilon Based Measure (EBM) super-efficiency model, kernel density estimation, and Global Malmquist-Luenberge (GML) index analysis to study the efficiency of urban-rural integration development in the Yangtze River Delta and its dynamic evolution characteristics. They concluded that economically developed areas of the Yangtze River Delta have lower efficiency of urban-rural integration than economically less developed areas, the polarisation of urban-rural integration development has serious consequences, and redundancy of carbon emissions negatively affect urban-rural integration development (Shi et al., 2021).
Based on the literature review carried out in the above paragraphs, it can be understood that the current studies on the Spatio-temporal coupling relationship between carbon emissions and economic growth are mostly focused on large regions such as national provinces or regional integration. In contrast, the studies on the relationship between urban-rural integration and carbon emissions and economic development, the impact of “four synchronisations,” and energy infrastructure are diverse. Their general laws and policy inspirations on carbon emissions and economic growth are more macroscopic, which may not lead to an effective decision. For the diversified characteristics of economic development in provincial areas, especially in distinct regions at the prefecture level, further research is needed on micro-level comparisons.
Therefore, this paper pays special attention to integrating low-carbon transition into the whole process of national economic development requirements, followed by analysing the changes in carbon emissions during different economic development stages in the urban-rural integration process. To realise this strategic reform, the first pilot ecological civilisation zone in Fujian Province of China was analysed as the responsible case aiming to increase low-carbon economy development. We applied the Tapio decoupling model and the coupled coordination model to study the data of Fujian Province and nine prefectures in Fujian Province. ArcGIS method was used to describe the decoupling relationship and spatial-temporal coupling evolution characteristics between carbon emissions and economic growth in Fujian Province to provide a scientific basis and policy inspiration for the smooth promotion of carbon emission reduction in Fujian Province.
The manuscript is structured in five sections; Section 2 discusses the data collection and methods considered for the analysis. In section 3, results are presented and discussed. Section 4 presented the policy insights, followed by conclusions in section 5.
2 DATA COLLECTION AND METHODS
2.1 Data Collection
Carbon emissions and gross domestic product (GDP) are the two key data needed for the investigation. The required data on carbon emissions is collected using the China Carbon Accounting Database (https://www.ceads.net.cn). However, we noticed some missing data; for which we used an approach to estimate the reduction target of carbon emissions intensity based on the 13th 5-year plan of Fujian Province. As we all know, the economic growth is expressed by the GDP; hence the GDP values of prefecture-level cities in Fujian Province over the years. The GDP data are all from the 2002 to 2021 Fujian Statistical Yearbook and the statistical yearbooks of prefecture-level cities to avoid the impact of inflation caused by price fluctuations. The real GDP of each region is converted from the nominal GDP of 2001–2020 to the constant price GDP of 2020, with 2001 as the base period. At the same time, given the lag between carbon emissions and economic growth, ensuring authenticity was critical (Wu et al., 2019). To ensure the authenticity of the Spatio-temporal coupling relationship, this paper took 5 years as a stage [divided into four periods: T1 (2001–2005, T2 (2006–2010, T3 (2011–2015), and T4 (2016–2020)].
Each period also coincides with the national 5-year plan period. This model enables us to examine the decoupling relationship between greenhouse gas emissions and economic growth at different stages of economic development, both by examining the decoupling relationship and the Spatio-temporal relationship.
2.2 Research Methods
2.2.1 Tapio Decoupling Model
Tapio decoupling elasticity model considered in this study is a further supplement and improvement to the decoupling index model of the Organization for Economic Cooperation and Development (OECD). This model effectively alleviates the calculation deviation caused by the highly sensitive or extreme selection of the initial and final values of the OECD index model and exceedingly improves the objectivity and accuracy of decoupling relationship measurement and analysis (Chen et al., 2022).
The economic growth and carbon dioxide emissions can be calculated using Eq. 1.
[image: image]
where, [image: image] represents the decoupling elasticity of economic growth and carbon emissions in the ith period; [image: image] and [image: image] respectively represent the changes in carbon emissions and economic growth in the period [image: image]; [image: image] and [image: image] represents the end of [image: image] and the end of [image: image] respectively represent the carbon emission and the economic growth value at the end of the [image: image] period; [image: image] and [image: image] represents respectively represent the carbon emissions and economic growth values of the base period in the [image: image] period.
Generally, the decoupling elasticity state is divided into three categories and eight degrees (see Table 1). When the decoupling elasticity E is less than 0, that is, when the rate of change in carbon emissions is negative while the rate of economic expansion is positive, this is an ideal condition for sustainable development of a low-carbon economy, namely, maximised economic benefits while minimising resource consumption (Zhang, 2016).
TABLE 1 | Decoupling elasticity and degree.
[image: Table 1]2.2.2 Coupled Coordination Model
The coupling coordination model can reflect the overall “efficacy” and “synergy” of multiple systems and determine whether the multiple systems are mutually reinforcing at a high level of mutually restricting at a low level. Table 2 provides a breakdown of the reference coupling coordination degree.
TABLE 2 | Coupling coordination value and grade division.
[image: Table 2]While establishing the coupling and coordination model, it is essential to acknowledge that both positive and negative effects of carbon emissions and economic growth exist in developing a low-carbon economy. Additionally, all original data should be normalised to make the research results more scientific and objective. After eliminating the difference, the data is changed into the same dimensional value, so the variable [image: image] is set to represent the sample value of the index [image: image] of district [image: image] in the period [image: image]; The maximum value is [image: image]; while the minimum value is [image: image] of the index [image: image] in the region [image: image] at the time period [image: image] (Jiang et al., 2017). The processing formula is as follows:
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where, [image: image] is represented as the degree of contribution to the efficiency of low-carbon economic construction, and the value range is [0,1]. When [image: image] = 0 means that the system has the worst effect on the construction of a low-carbon economy; When [image: image] = 1 means that the system has the best effect on low-carbon economy development.
In light of this, Eq. 4 represents the coupling coordination model of carbon emissions and economic growth:
[image: image]
where the notations D, C, and S, represent the degree of coupling coordination, the degree of coupling, and the measure of economic growth system-wide. [image: image] and [image: image] are the weight coefficients of carbon emissions and economic growth. Referring to the existing literature document by (Tian and Lin, 2021), the importance of carbon emissions and economic growth is usually placed in the same position, so the values of [image: image] and [image: image] are 0.5.
3 RESULTS AND DISCUSSION
3.1 Analysis of the Trend of Total Carbon Emissions and Gross Domestic Product Changes
The trend of carbon emissions and GDP of Fujian Province from 2001 to 2020 is shown in Figure 1. From this, it can be understood that the total carbon emissions show a fluctuating upward trend.
[image: Figure 1]FIGURE 1 | The trend of Carbon Emissions and GDP of Fujian Province from 2001 to 2020.
Combined with the Fujian Province’s development characteristics, it can roughly be divided into three stages: 2001–2010 is the first stage, carbon emissions continue to rise, the overall layout of China in this period is still the core of GDP growth, urbanisation rate is faster. The same is true for Fujian Province, where the influx of labour from the countryside to the cities accelerated the development of the industry. Industrial development at this time was relatively rough. Agriculture also used a lot of machinery, chemical fertilisers, pesticides, plastic films, etc., resulting in significant carbon emissions at this stage. 2011–2015 is the second stage, where carbon emissions fluctuated and slightly decreased in total. In 2011, Fujian Province issued the “Fujian Urban System Plan (2010–2030),” which set the near, medium, and long term planning period and formulated a complete development strategy for urban-rural integration. During this period, the ecological construction in Fujian Province has continued to increase, with joint efforts to control carbon emissions and absorb and transform carbon pollution. At the same time, the urbanisation rate of Fujian Province reaches 62.7%, the mileage of highways and railroads increases rapidly, and the construction and formation of a modern transportation network increase the total carbon emissions. In contrast, the pilot work of county-level urbanisation is focused on Fujian Province in 2014, accelerating the development of urban-rural integration ideas, thus making the industry more coordinated. Hence, the carbon emissions show a fluctuating trend of first decreasing, then increasing and then decreasing. The third stage is from 2016 to 2020, in which the economic strength of Fujian Province has achieved more remarkable development and the high quality of economic development while focusing on ecological and environmental management and carbon emission control has slowed down the growth rate of carbon emissions. In this stage, Fujian Province is gradually realising a more comprehensive policy system of urban-rural combination and has also made certain efforts in social security, compulsory education, urban-rural water supply integration, etc. The development of urban-rural integration makes urban-rural industries more coordinated, urban-rural residents’ lives happier, and economic development more efficient, which reduces the waste of resources and slows down the growth rate of carbon emissions.
3.2 Analysis of How Carbon Emission is Decoupled From Economic Growth
The decoupling elasticity between carbon emission and economic increase of nine prefecture-level cities in Fujian Province from 2001 to 2020 is calculated according to Eq. 1 and shown in Table 3.
TABLE 3 | Decoupling elasticity index of prefecture-level cities in Fujian Province from 2001 to 2020.
[image: Table 3]After analysing the results from Table 3, it is evident that in the period of T1 (2001–2005), the prefecture-level cities in Fujian Province show two decoupling states of expansion, i.e., negative decoupling and expansion connection. However, the observed growth rate of carbon emissions was too fast, except for Xiamen. The decoupling elasticity of Xiamen and Putian is 0.847 and 0.867, respectively. The decoupling elasticity of the other seven prefecture-level cities is greater than 1, and the growth rate of carbon emissions exceeds the growth rate of economic growth. During this period, Fujian Province, as a coastal port province, grasped the improvement opportunity of Chinese accession to WTO. Also, a large number of rural population flocked to cities, which accelerated the urbanisation rate, which led to industrial emissions and waste generated by heavy industries such as petrochemicals and metallurgy and steel making a pronounced increase. As a result, the overall carbon emissions increased.
In the period of T2 (2006–2010), the decoupling status of Fujian prefecture-level cities has been significantly better than that of T1 (2001–2005). The decoupling elasticity of all prefecture-level cities has exceeded the critical value of 0.8, reaching the weak decoupling status. It can be seen that the task of optimising the quality of ecological protection and environment launched in Fujian Province in the 11th Five-Year Plan has been quite effective. The growth rate of carbon emissions has slowed down. In contrast, the economy has grown at a high rate, and all prefecture-level cities have achieved the provincial targets for saving energy and reducing carbon emissions. In Fujian Province, urbanisation has accelerated since this period. However, the government has also been conducting waste and sewage treatment, which to a certain extent reduced the problem of the rapid increase in carbon emissions brought about by rapid urbanisation. Fujian Province has also been committed to agricultural forestry issues during this period, improving rural productivity and promoting the coordinated development of urban and rural areas.
In the period T3 (2011–2015), Putian City and Zhangzhou City are in a highly weak decoupling; in the short term, seven prefecture-level cities are in a strong decoupling state and have reached the most desirable state of low-carbon economic development by maintaining positive economic development while the growth rate of carbon emissions is in a negative value. Ningde, Sanming, and Longyan have the most obvious improvement in decoupling elasticity, from negative decoupling in T1 (2001–2005) to strong decoupling in T3 (2011–2015). It is mainly due to the “12th Five-Year Plan” period that Fujian Province accelerated the construction of ecological provinces, strengthened the development and application of new technologies, new equipment, new products for energy conservation and emission reduction, and effectively controlled the total emissions of sulfur dioxide and other major pollutants. During this period, Fujian Province has put forward a clear vision of urban-rural integration, so it has carried out environmental construction and protection, public service facilities construction, etc. During this time, the concept of urban-rural integration has gradually taken root in people’s hearts. Also, the domestic waste has been reasonably disposed of, energy-saving and emission reduction in industry, and more collaborative development among industries, further reducing carbon emissions. It is noteworthy that in this development stage, Fujian Province specifies that the carbon emission intensity should be reduced by 17.5% (Lin, 2012), resulting in a significant decrease in the GDP growth rate of each prefecture-level city in the T3 (2011–2015) period compared with the T2 (2006–2010) period. Accordingly, the concept of sustainable and green development has begun to take shape in the 12th Five-Year Plan period. The concept of green and high-quality, sustainable development took shape during the 12th Five-Year Plan period, avoiding the pursuit of high economic increase at the expense of the ecological environment.
In the T4 (2016–2020) period, China has transitioned from a fast-growing to a high-quality development stage, emphasising the organic combination of ecological civilisation construction and economic development to achieve sustainable economic and social improvement (Ma, 2019). “During the 13th Five-Year Plan period, the decoupling elasticity index of Fujian Province has rebounded in all prefecture-level cities, with an average increase of 0.36 units compared with the T3 (2011–2015) period, but it is still in a fragile decoupling state, and the low-carbon economic development trend is relatively stable. The increase in urbanisation rate and the increase in domestic waste, etc., in Fujian Province during this period, together with its promotion of the whole industrial chain of the petrochemical industry, are the main reasons for the rebound in carbon emissions. However, the urban-rural integration in Fujian Province has progressed during this period. The policy system of urban-rural integration is gradually improved, the concept of coordinated urban-rural development is gradually popularised, and the industrial and agricultural increasing urban-rural integration is more coordinated. In addition, the government is committed to environmental construction and reasonable treatment of domestic waste while strengthening other areas. These include the total energy consumption and intensity constraints and supporting the optimisation of the development of the regional carbon emission rate to prioritise reaching the peak. As a result, from a comprehensive view of Fujian Province’s decoupling seem still in a better state. Also, the optimisation and integration of industry make the GDP growth rate more than twice the growth rate of carbon emissions. From the spatial perspective, the decoupling index of prefecture-level cities in Fujian Province gradually tends to be in an overall good state through the polarisation between the east and west with an expanding negative decoupling state and the north and south with an expanding connected state. The differences between regions gradually decrease, see Figure 2.
[image: Figure 2]FIGURE 2 | Spatial distribution of decoupling status between carbon emissions and economic growth of prefecture-level cities in Fujian Province.
3.3 The Coupling and Coordination Degree of Economic Growth and Carbon Emissions: A Correlation Analysis
The coupling and coordination degree of carbon emission and economic growth in Fujian Province from 2001 to 2020 is mainly on the verge of dissonance and barely coordinated. In general, the coupling and coordination degree of carbon emissions and economic growth in Fujian Province has experienced a change from mostly dissonance to mostly coordination in the past 20 years, reflecting that most regions in Fujian Province have controlled carbon emissions to a certain extent while promoting economic growth. Table 4 takes 5 years as an observation period and divides the coupling coordination degree of each prefecture-level city in Fujian into four observation periods over 20 years. This explains the differentiated characteristics of the coupling coordination degree of each prefecture-level city in Fujian Province in different observation periods.
TABLE 4 | The degree of coupling and coordination between carbon emissions and economic growth in Fujian Province between 2001 and 2020.
[image: Table 4]In the first observation period, the degree of coupling coordination in Fujian Province was out of balance, among which seven cities reached a mild level of dissonance, while Xiamen and Nanping did not reach a mild level of dissonance but were on the verge of dissonance; the possible reason was that the economic development of Fujian Province was still dominated by rough and labour-intensive manufacturing industries. The greenhouse gases produced in the production process were not effectively controlled. In the second observation period, Fujian Province changed its development concept and focused on developing environmental industries while upgrading traditional manufacturing industries so that the coupling and coordination between carbon emissions and economic growth in the whole Fujian Province reached a barely coordinated level in this period. In the third observation period, the degree of coupling and coordination decreases in most regions of Fujian Province, and the degree of coupling in Sanming and Longyan even reaches a slight disorder. During this period, the economic strength of Fujian Province continues to increase, and the regional GDP grows rapidly. However, high energy-consuming industries still dominate, and high-tech new industries are not yet mature. Each prefecture-level city’s coupling and coordination degree in Fujian Province is steadily increasing in the fourth observation period. Compared with other regions, the coupling and coordination degree of Sanming City, Nanping City, and Longyan City, located in the mountainous area of northwestern Fujian Province, increases, and the coupling and coordination degree of Sanming City and Nanping City reaches the primary coordination.
To show the coupling and coordination between carbon emissions and economic growth in Fujian Province and the regional differentiation characteristics, the results are plotted based on each of the coupling and coordination degrees in the four observation periods and the natural interruption point method as shown in Figure 3. The prospect of the regional differentiation characteristics presents the state of polarised distribution, “coastal-inland”. The degree of coupling and coordination between carbon emissions and economic growth of inland cities in Fujian Province is better than that of coastal cities. Specifically, the coupling degree of Xiamen and Nanping does not reach the disorder degree in the period 2001-2020. Compared with the other eight regions, the development process of the coupling and coordination degree of Sanming City, although it has experienced two decreases to the mild disorder level, is now located at the top of Fujian Province.
[image: Figure 3]FIGURE 3 | Spatial distribution of coupling coordination degree between carbon emissions and economic growth in prefecture-level cities of Fujian Province.
3.4 Discussion
Based on the analysed results in sections 3.1–3.3, a discussion was carried out to clearly understand the relationship between carbon emission and economic growth in different stages of urban-rural integration. In addition, the discussion is extended to shred some views on green economy rebound possible.
3.4.1 Relationship Between Carbon Emission and Economic Growth
In the T1 (2001–2005) period, there was no urban-rural integration planning in Fujian Province during the 10th Five-Year Plan period. The ecological construction planning focused on agricultural production pollution control, domestic waste treatment, water resources protection, soil erosion control, etc. At the same time, more attention was paid to urbanisation during this period. Even though the transformation of traditional industries was proposed, it mainly focused on improving technology and machinery and equipment levels without focusing on the coordination between urban and rural industries. So, the transformation measures could not do a good job in controlling the carbon emissions of heavy industries and manufacturing industries in the industrialisation process. Therefore, during the 10th Five-Year Plan, the rapid economic development was accompanied by a significant increase in carbon emissions. The decoupling between regional carbon emissions and economic growth in nine prefecture-level cities in Fujian Province was mainly an expansionary link, and the coupling coordination was mainly in a mild disorder.
During the T2 (2006–2010) period, Fujian Province changed its development concept and focused on the development of environmental industries while upgrading traditional industries. “During the 11th Five-Year Plan period, Fujian Province accelerated the development of urbanisation and industrialisation, focusing on the industrialisation process and strengthening transportation construction, and on the other hand, made special plans for the environmental protection industry, built environmental protection industry bases, and developed purification devices and other projects in terms of solid, liquid and gas pollution control. The agricultural and forestry land reform has been carried out, promoting environmental protection. According to the result, the economy develops while the carbon emission is barely taken control. The decoupling between regional carbon emissions and economic growth in nine prefecture-level cities in Fujian Province is mildly decoupled. The coupling coordination is mainly barely coordinated.
In T3 (2011–2015), Fujian Province accelerated the construction of an ecological province, strengthened the development and application of new technologies, equipment, and products for energy conservation and emission reduction, and effectively controlled the total emissions of major pollutants such as sulfur dioxide. During this period, Fujian Province began to plan the blending of urban and rural development, and promote the coordinated construction of cities, so that the industry in Fujian Province could be better optimised and upgraded; during the “12th Five-Year Plan” period, Fujian Province continued to optimise the energy structure, providing energy security for the further development of the low-carbon economy. “In the 12th Five-Year Plan, when planning the development of the three leading industries and manufacturing industries, more attention is paid to upgrading low energy consumption and low pollution technology and equipment transformation, controlling the layout of carbon-intensive industries, and improving the coordination between industries. Meantime, the investment in scientific and technological study and development of low-carbon industries is increased, and low-carbon industries are vigorously developed. In addition, while focusing on the integrated improvement of urban and rural areas, the concept of green low-carbon consumption is vigorously promoted to reduce the consumption of high-carbon products and stimulate the production and consumption of low-carbon products.
T4 (2016–2020) period, during the 13th Five-Year Plan period in Fujian Province, the policy system of urban-rural integration will be gradually improved. The planning of ecological and environmental governance and low-carbon development will be further refined in terms of environmental protection and carbon emission reduction, proposing to take the initiative to control carbon emissions, increase the carbon emissions control of key industries such as petrochemicals and manufacturing, and implement demonstration projects of near-zero carbon emission zones. In the high-quality, coordinated development of the economy, while focusing on ecological and environmental governance and carbon emission control, higher demand for carbon emission intensity reduction has been put forward. The carbon emission intensity in Fujian Province in 2020 has decreased by nearly 20% compared with that in 2015. The low-carbon development in Nanping and Sanming cities, in particular, has been effective. Agriculture and forestry in Fujian Province have also been reformed in this stage. The application of pesticides and fertilisers has been reduced. The development of urban-rural integration has been more effective in dealing with domestic waste, social security, and environmental protection concepts. The growth rate of carbon emissions has gradually slowed down while the overall economic development.
3.4.2 Green Economy Rebound Effects
Green economy rebound effects may occur when the firms aim for greater efficiency. As a result, resources might become cheaper especially in the economic terms. Such progress may affect the demand having a direct influence on the brown products. Such effects are known as macro-level rebound effects. In our study, there is a possibility for variety of rebound effects. The one could be related to investments. For instance, the difference in the projected investment’s composition from the capital stock’s initial composition may have unexpected indirect consequence on the green growth. As a result, the economic outcomes would vary. In the four stages of urban-rural integration, such effect is mildly observed if we look at it theoretically. The other could be related to employment that is created during and after urban and rural integration. Generally, green growth is assumed to provide more employment opportunity than the conventional due to the involved operations in the value chain. However, if the governing body can be able to provide or not by satisfying the employment regulations will be a big question and can be considered as a potential rebound. On the other side, the improvements in energy efficiency for the related energy infrastructure may have influence on the resource consumption (e.g., patterns, type, technology and others). So, by conducting a macroeconomic relationship between resource consumption and investment for urban-rural integration and the outcome may be analyzed to exactly quantify the possible rebound effects.
4 POLICY INSIGHTS
Based on the observed results, it is clear that China needs immediate measures to build a low carbon economy. So, the following six policy inspirations are proposed to accelerate the development of China’s regional low-carbon economy.
First, promote the integration of urban and rural areas to reduce the wastefulness caused by the uneven development of urban and rural areas through coordinated development of urban and rural areas and strengthen the carbon sequestration capacity of ecosystems. We should make full use of the natural ecological pattern of “eight mountains, one water, and one field” in Fujian Province, promote the integrated protection of mountains, water, forests, fields, lakes, grasses, and sands, improve forest quality, continuously increase forest area and storage volume, and give full play to the carbon absorption and sequestration capacity of the forest system (Fan, 2021).
Second, adhere to the reduction principle and deepen the reform of energy structure. Rapid technological progress has promoted the development of renewable energy and renewable power generation as well as energy technology efficiency (Chen, 2022), strengthening technological innovation and effective energy use (Lu et al., 2021), shorting energy demand, and increasing renewable energy applications on the demand side and supply side, respectively (Xu et al., 2022), giving full play to the leading role of scientific and technological innovation, implementing green low-carbon cycle technological innovation and technology research and development actions, improving the research and development of demand-side and production-side technological innovation. Promote the development and application of clean energy, green energy, renewable energy, and other related low-carbon technologies, control fossil energy consumption, gradually realise the replacement of low-carbon energy for high-carbon, and realise resource conservation and carbon emission reduction from the source. Also, focus on developing the remanufacturing industry and strengthening the comprehensive utilisation of resources. While expanding the supply and consumption of green, low-carbon products, it should also uphold the concept of waste recycling and reuse to realise the saving and replacement of primary resources and form a green production and lifestyle, which can reduce carbon emissions generated by primary resources mining, smelting, processing, and other links.
Third, promote the development of industrial integration and innovation of green, low-carbon industries. On the one hand, we can construct smart cities and smart industries through the application of technological innovation to promote energy saving and emission reduction in industrial production and build a more green and efficient industrial chain; on the other hand, the development of green finance is a driving force to achieve carbon neutrality (Wang et al., 2022). Fujian Province should focus on its geographical advantages and policy orientation to build forest banks, establish carbon trading markets, develop green industries, and optimise forestry industries to coordinate economic development and environmental protection.
Fourth, we should strengthen the coordinated development between industries and between urban and rural areas. The integrated development of urban and rural areas is for our country’s overall planning and coordinated development. In its process, we should build a good social and market environment through policy politics, etc., so that urban and rural populations, resources, technology, etc. can be integrated, and in the market can take each other’s needs, so that urban and rural areas can develop in a coordinated manner. In terms of environmental coordination, the amount of carbon sequestered by forests and crops can be increased through better construction of villages. The amount of carbon emitted in the process of agro-industrial production can be reduced through research on energy-saving and emission reduction technologies.
Fifth, the “two mountains” concept of “green water and green mountains are the silver and golden mountain” should be fully implemented in urban-rural integration. We should strengthen the promotion of the concept of ecological construction, resource conservation, and environmental protection, reduce pollution in all areas when ensuring the combined development of urban and rural areas, reduce the use of chemical fertilisers, pesticides, and mulch in agriculture, and accelerate the integration of modern scientific and technological achievements with the whole process of ecological resource development, promote the ecologicalization of science and technology, explore potential ecological, economic resources, stimulate the internal driving force of green development, and form new green development methods such as carbon sink economy, forestry, forest recreation, etc. Forest recreation and other new green development methods continuously promote ecological restoration and treatment. At the same time, they accelerate the realisation of ecological resources’ value and make us realise the outcome of coordinated development of economic, social, and ecological benefits.
Sixth, build a city cluster system to build urban integration better. The urban cluster relationship between coastal cities and inland cities is constructed through regional relationships, transportation networks, policy measures, and industrial chains. Thus, the urban economy can be developed in a more coordinated way, and the process can promote the high-quality development of the overall economy of Fujian Province by reasonably optimising the market and industry, etc. At the same time, due to the difference in geographical conditions, through the coordination between cities, we can improve the local economic development; for example, more hilly and mountainous areas can pay more attention to the protection of mountains and forests to improve the carbon sequestration capacity. In contrast, coastal ports and economically developed areas can optimise industries to improve the quality of economic development, increase the employment rate, etc.
5 CONCLUSION
In conclusion, this study revealed that carbon emissions and regional GDP in Fujian Province show an upward trend. The carbon emissions are observed to have slight fluctuations. The economic development pattern, industrial structure (that includes energy), industrialisation process, urbanisation development, and other factors can affect the rate of increase in carbon emissions. The decoupling state and the degree of coupling and coordination between carbon emissions and economic growth in each prefecture-level city of Fujian Province have different characteristics at different times, resulting from the combined effect of economic development pattern, industrial structure, and technology development level. At the present stage, the carbon emission and economic growth in Fujian Province have reached a high degree of weak decoupling. The coupling and coordination degrees are more obviously different between coastal and inland, with inland cities reaching the coupling and coordination state and coastal cities relatively poor. We believe that proposed policy insights could help China develop a low carbon economy.
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The 21st Conference of the Parties (COP 21) was a significant attempt by governments to make and monitor commitments to limit global warming. However, COP 23 “sought to continue the global momentum to decouple output from greenhouse gas (GHG) emissions.” Among the GHGs, carbon dioxide (CO2) is the major one most countries worry about. This paper examines the decoupling situations of China’s CO2 emissions and economic growth, considering the country’s progress situation from the year 2000 to 2019. For this, we employed two models: the environmental Kuznets curve (EKC) model for exploring the long-run decoupling status and the influence factors of CO2 emissions and the Tapio model for the short-run decoupling status. Later, the Tapio model was extended to analyze the influence of industrial structure, energy structure, and population structure. The long-term results suggest that China’s CO2 emissions have not decoupled yet, but the emission’s intensity has decoupled in mid-2006. The short-term decoupling results revealed that the degree of decoupling changed to weak from strong in the last five years. According to the influencing structure’s results, the industrial and energy structures inhibited CO2 emissions, but their influence was not strong enough to offset the impact of economic growth; however, the population structure indorsed CO2 emissions. Lastly, we found an unusual verdict that is the change of EKC into a U-shape from an inverted U-shape, and the observed reason is the control variable introduction. We also observed that the turning point became greater after introducing the industrial structure separately. Overall, from the perspective of the observed decoupling trends, it is suggested that China should strengthen and further optimize its energy structure to match the industrial structure.
Keywords: carbon dioxide emissions, decoupling analysis, economic growth, EKC, Tapio decoupling model
1 INTRODUCTION
The pledge to tackle global warming potential was a significant attempt by nations in the 21st Conference of the Parties (COP 21) (De Moor (2018). The follow-up COP summits have maintained the same pledge; however, in COP 23, there was a global momentum on decoupling the country’s outcome from greenhouse gas emissions (Gough, 2017). Carbon dioxide (CO2) is the most significant GHG that most countries are concerned about. The recent report “State of the Global Climate 2020” (WMO, 2021) from the World Meteorological Organization (WMO) suggests that even though the global economy is declined and the emissions of new GHG were only reduced temporarily, the positive effect of the COVID-19 pandemic is significant here. Also, it did not inhibit the increase in atmospheric GHG concentration and temperature (WMO, 2021). Though this mere effect on decreasing GHG is seen, the theories and proven facts clearly leave the signs of increasing global warming and global climate change, which are the most considerable environmental problems of the present. They pose a greater threat to both developed and developing countries, especially those aiming to achieve sustainable economic growth and development (Alege et al., 2016). As a result, the extent to which decoupling is occurring is still seen as a point of contention. China is one leading nation aiming to achieve sustainable economic growth and development. If we look at China’s historical gross domestic product (GDP) data, as shown in Figure 1A (World Bank, 2020), the trend can be observed clearly. As per the 2020 reports, the annual GDP growth % was maintained at 2.3% (World Bank, 2020). However, if we compare the % of annual GDP growth rates with those of other nations, China’s performance is notable (see Figure 1B) (World Bank, 2020). More recently, in 2020, President Xi Jinping said that China’s CO2 emissions should reach their peak by 2030, and China would strive to achieve net neutrality by 2060. Given China’s current position as one of the largest CO2 emitters, its emission reduction targets are significant in achieving the global target of 2°C in this century.
[image: Figure 1]FIGURE 1 | (A) China’s annual GDP growth % from 2000 to 2019; (B) comparison of China’s annual GDP growth % with those of other nations. Data source: World Bank national accounts data and OECD National Accounts data files (World Bank, 2020).
In this context, it is imperative to understand the upshot of COP 23’s momentum of decoupling the country’s outcome from GHG. The environmental Kuznets curve (EKC) hypothesis holds that economic growth leads to increased environmental pollution at the beginning of the economic development process. However, when economic growth reaches a turning point, the economic growth will decrease the environmental pollution. The EKC hypothesis has been widely used, and many researchers hope to predict the turning point to help policymakers predict the peak time (Jin et al., 2017; Dong et al., 2018; He et al., 2021). Dong et al. (2018) estimated that the per capita gross domestic product (GDP) at the inflection point is 96,680.47 yuan, which will be reached by 2028. While Jin et al. (2017) suggested that the inflection point would be reached at least five years later in the period from 1995 to 2012, yet the peak did not appear now. This is affected by energy conservation, emission reduction, and related policies; as a result, the growth rate of China’s CO2 emissions has gradually slowed since 2012 (He et al., 2021). Almost at the same time, the speed of China’s economic development has slowed, entering a new development stage. This new development stage triggered numerous questions. For instance, do the CO2 emissions decouple from the economic growth in the new stage? Are there any new changes? What factors affect CO2 emissions by the view of structure change?
Considering the above-raised questions, this study aims to compare the decoupling of economic growth and CO2 emissions from different points. A key focus was made on exploring the potential new changes in this new development stage in China, followed by finding the reasons for such changes.
2 LITERATURE REVIEW
As mentioned earlier in Section 1, many governments and researchers always focus on the relationship between economic growth and environmental pollution. Some even focus on specific sectors or specific technology in a specific sector, as discussed by Shah et al. (2020a), Shah et al. (2020b), and Naqvi et al. (2020). To explain such a relationship, numerous methods are being used in the literature. For the decoupling analysis, there are two main types. One is judging whether CO2 emissions decrease with the growth of economy from the view of absolute quantity.
The popularly used method is the EKC model. Many researchers have verified it in different countries or regions. Shah et al. (2021) tested the EKC model to identify the drivers of environmental degradation with economic development for Western Asia and North African regions and reported that the U-shaped and inverted U-shaped EKC hypotheses are valid. Naqvi et al. (2021) verified EKC and renewable energy environment Kuznets curve (RKC) hypotheses considering the renewable energy, economic development, and ecological footprint nexus for 155 countries. Ali et al. (2021) tested the EKC in Nigeria from 1981 to 2014; their results supported the EKC hypothesis. In Pata (2018) research, the EKC in Turkey from 1974 to 2013 existed in the long term and short term. Prastiyo et al. (2020) found the EKC in Indonesia was in existence, Haseeb et al. (2018) found that BRICS economies supported the EKC hypothesis, and Zaidi et al. (2019) discussed the EKC of Asia-Pacific Economic Cooperation (APEC) member countries; the results supported the EKC too. Gokmenoglu and Taspinar (2018) explored the EKC hypothesis that also existed in the agricultural sector in Pakistan from 1971 to 2014. For China, Li et al. (2020) found the EKC hypothesis held by the province panel data of China from 1997 to 2016. Sun et al. (2021) got similar results in the research period of 2000–2012. In the research by Hao et al. (2019), they found that the EKC was in existence, but the turning point would not appear soon. Furthermore, Xia and Wang (2020) and Liu and Xiao (2018) verified the existence of the CO2 EKC hypothesis in China. However, some studies did not verify the EKC hypothesis. For instance, Jin and Kim (2020) studied 34 Annex I countries and found that only 5 countries supported the EKC. Other researchers found the curves instead showed linear (Hu et al., 2013), U-type (Ajmi and Inglesi-Lotz, 2021; Hasanov et al., 2019), N-type (Allard et al., 2018; Shah et al., 2020a], and inverted N-type (Ameyaw et al., 2020) relationships.
The other type is judged by the growth rate, in other words, whether the CO2 emission growth speed declines or even reaches negative growth as the economic growth rate increases. The commonly used method is the Tapio decoupling model. Some studies showed that the decoupling level of developed countries or regions is more robust than that of developing countries or regions. Li and Jiang (2020) compared the decoupling of the six highest global CO2-emitting countries by using the Tapio decoupling model; their results showed that the decoupling situation of the developing countries was more unstable and weaker than that of the developed countries. The verification results of Ozturk et al. (2021) in China, India, and Pakistan show that all three countries have a decoupling trend. However, Pakistan is the most expensive, followed by India and China. Researchers also produced similar findings in China; the decoupling degree of developed regions or provinces is more robust than that of underdeveloped regions or provinces. Cohen et al. (2018) found that the decoupling of more prosperous provinces is more robust than that of poorer provinces in China. Peng et al. (2011) found that although the degree of decoupling in the eastern region was more robust than that in other regions in China, the regional differences had a noticeable narrowing trend with the improvement of the economy. As China’s per capita income grows continually, our study wants to find whether the degree of carbon emission decoupling is more substantial than before or not. Numerous other approaches are applied in the literature to different countries to understand the relationships between economic growth and CO2 emissions, for instance, the unexplored nexus in ASEAN countries (Haseeb et al., 2019), bootstrap ARDL approach for Singapore (Meirun et al., 2021), fixed asset model for ASEAN countries (Krisada et al., 2021), and Markov switching equilibrium correction model (MS-ECM) for Pakistan (Shah et al., 2022). Additionally, there is some instance of understanding carbon footprint implications due to outward foreign direct investment (OFDI), human well-being, and the public sector’s macro indicators based on the cross-country analysis (Zhang et al., 2021).
In summary, the theoretical and empirical research on the decoupling of CO2 emissions has obtained many essential conclusions. However, most of the existing literature was based on only one decoupling method, and there were fewer studies with two or more methods. Coming to the research on China, the study period was mostly 2016; the conclusions were optimistic and did not lead to a strategic conclusion. In addition, the literature evidence suggests that most studies believe CO2 emissions are affected by exogenous factors, such as energy consumption, urbanization development, transportation, and OFDI.
Hence, this paper will explain the influence factors of CO2 emissions from a new point. For this, we claim that the characteristics of CO2 emissions were affected by the industrial structure. The endowment structure affected the industrial structure (including energy and population structures) (Lin 2011). So, the structure of the CO2 emission was endogenously determined by the endowment structure. The EKC and Tapio models were used to analyze the decoupling in terms of quantity and speed separately. Furthermore, we selected 2000–2019 as the research period, including the latest data after 2016. Firstly, we analyzed the long-term decoupling trend of China’s CO2 emissions based on the EKC hypothesis model. Then, we discussed the short-term CO2 decoupling based on the Tapio model. Finally, we introduced three control variables (including the industrial structure, energy structure, and population structure) into the model to explore the influence on decoupling.
3 METHODS AND DATA COLLECTION
3.1 Decoupling Models
3.1.1 EKC Model
Kuznets originally used the EKC hypothesis to describe the inverted U-shaped curve relationship between economic growth and income inequality. Grossman and Krueger found that an inverted U-shaped curve was also valid in economic growth and environmental pollution. Later, environmental economists extended Kuznets’s hypothesis theory. The inverted U-shaped curve was called the environmental Kuznets curve (EKC) (Lin 2011).
The general formula for the EKC hypothesis is given as follows (Bhattarai and Hammig, 2001):
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where Y represents environmental pollution, G represents economic growth, X represents other control variables that significantly impact Y, a is the intercept term, the β’s are the estimation parameters, and ε represents the random error term.
The natural pair of variables is generally used for numerical modeling in practical applications. The advantage of this is that it can change the relationship between variables and reduce the fluctuation of variables and reduce the value of sample heteroscedasticity. Thus, the regression coefficient is transformed into the elasticity coefficient of independent variables to dependent variables. Therefore, Eq. 1 is changed into the following equation:
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The curvilinear relationship between G and Y is as follows:
If β1 = β2 = β3 = 0, then G and Y are not related;
If β1 > 0 and β2 = β3 = 0, then G and Y are monotonically increasing;
If β1 < 0 and β2 = β3 = 0, then G and Y are monotonically decreasing;
If β1 > 0, β2 < 0, and β3 = 0, then G and Y show an inverted U-shaped curve;
If β1 < 0, β2 > 0, and β3 = 0, then G and Y show a U-shaped curve;
If β1 > 0, β2 < 0, and β3 > 0, then G and Y show an N-shaped curve;
If β1 < 0, β2 > 0, and β3 < 0, then G and Y are in an inverted N-shaped curve.
Among the above seven relationships, only the fourth relationship is the EKC relationship.
Figure 2A shows the decoupling states of the inverted U-shaped curve. As shown in Figure 2A, G0 is the turning point. When G < G0, Y increases with the growth of G, but the change rate of Y becomes increasingly smaller, i.e., the same difference of G brings a smaller difference of Y, so Y and G are in a relative decoupling state. When G > G0, Y decreases with the increase of G, and Y and G are in an absolute decoupling state. In contrast, in the U-shaped curve shown in Figure 2B, when G < G0, Y decreases with the increase of G, and Y and G are in an absolute decoupling state. When G > G0, Y increases with the increase of G, and the change rate of Y becomes larger and larger, so Y and G are in an expansive coupling state. Similarly, the N-shaped curve is just like a U-shaped curve following an inverted U-shaped curve. When G reaches the first turning point, Y and G are in an absolute decoupling state from a relative decoupling state. Then, with the uncontrolled economic development, the capacity of the environment regarding pollution exceeds the limit, and the decrease of Y becomes smaller; when G reaches the second turning point, Y and G are in the coupling state again, also called re-linking (Grossman and Krueger, 1995). In contrast, the inverted N-shaped curve is a U-shaped curve in the first half and an inverted U-shaped curve in the second half. When G reaches the first turning point, it will experience a more expansive coupling process and then gradually improve to a relative decoupling state. When G reaches the second turning point, Y and G are again in the absolute decoupling state.
[image: Figure 2]FIGURE 2 | Decoupling states: (A) inverted U-shaped and (B) U-shaped curves.
As discussed in Section 1 and Section 2, there were some different research results regarding the EKC, and the results showed that the EKC is sensitive to research years and research indicators. When the economic growth of an economy achieves a high level, the “CO2 emissions per unit GDP” will first reach an inflection point that displays a downward trend. However, the “CO2 emissions per capita” peak will lag behind. However, they achieved a real turning point only when per capita CO2 emissions began to decline continuously (Mikayilov et al., 2018). Hence, this study selected per capita CO2 emissions (PC) and CO2 emission intensity (CI) to represent the variable Y and used total CO2 emissions (TC) to test the stability. The economic growth variable G was the per capita gross domestic product (PGDP) (Bhattarai and Hammig, 2001). So, Eq. 2 is changed and represented as follows:
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According to Lin (2011), the factor endowment structure of an economy determines its production structure, including the industrial structure and technological structure, and the characteristics of the production structure determine its environmental structure. Energy is the major force of motive in the industry. Fossil energy consumption, especially coal, is the major leading source of CO2 emissions. Therefore, we selected the energy structure (ES) and population structure (PS) in factor endowment and industrial structure (IS) as control variables; then, Eq. 2 is changed into the following equation:
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3.1.2 Tapio Decoupling Model
The Organisation for Economic Co-operation and Development (OECD) developed the Tapio decoupling model. While Tapio studied the correlation between the transportation CO2 emissions and the GDP of EU 15 countries, taking the elastic value of environmental pressure on driving factors as the division basis, he improved the OECD. Decoupling theory extended the decoupling situations into eight types, usually called them decoupling states. The following equation represents the GDP elasticity of CO2 emissions (Tapio 2005):
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where DI(C, GDP) represents the GDP elasticity of CO2 emissions, ΔCO2 represents the growth of CO2, and ΔGDP is the growth of the economy.
The judgment rules of Tapio decoupling were divided into two categories according to economic expansion and economic recession. Table 1 shows the judgment rules’ details.
TABLE 1 | Judgment rules of the Tapio decoupling index.
[image: Table 1]As the decoupling index constructed by Tapio is not affected by the base period year, the division is detailed, making it more objective and accurate than the OECD index. According to Table 1, due to China’s stable economic growth, %ΔGDP is always greater than 0, and the decoupling state is in four states in the stage of economic expansion. For different CO2 emission variables, if %ΔGDP is constant, then the smaller %ΔC is, the smaller the decoupling coefficient DI is and the stronger the decoupling degree is. Conversely, %ΔC is more significant, the decoupling coefficient DI is greater, and the degree is weaker.
We extended the Tapio model to analyze the role of different driving factors, where the driving factor decoupling model is given as
[image: image]
where ΔCO2 implies the difference in CO2 emission growth and X implies the growth of three different driving factors (energy structure, industrial structure, and population structure). According to Eq. 8, if %ΔC is constant, then the smaller %ΔX is, the greater the decoupling coefficient DI is and the greater the effect of the corresponding driving factors on CO2 emissions is. Conversely, the larger %ΔX is, the smaller DI is and the smaller the effect of the corresponding driving factors on CO2 emissions is.
3.2 Data Sources
3.2.1 CO2 Emission Estimation Model
The standard method used to estimate CO2 emissions is the emission factor by the IPCC, and it has been the most widely used method even at present. This method estimates carbon emissions based on the greenhouse gas inventory, such as “the 2006 IPCC national GHG guide” prepared by the IPCC (The Intergovernmental Panel on Climate Change, 2006) and “the provincial GHG inventory preparation guide” prepared by China (NDRC, 2011). We used the following specified formula for estimation:
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where CO2 is total CO2 emissions related to energy consumption, ED represents the energy consumption, EF represents the carbon emission factors (Table 2), and the subscript I represents the energy type; here, we selected eight types that include coal, coke, crude oil, gasoline, kerosene, diesel, fuel oil, and natural gas.
TABLE 2 | Carbon emission factors and standard coal conversion factors of energy types.
[image: Table 2]3.2.2 Variables and Data Sources
Table 3 indicates the selected variables for this study, along with definitions. The energy consumption data were collected from the China Energy Statistical Yearbook (2001–2020) (NBS, 2001–2020). The GDP was calculated at the constant price of 2000. The population was counted at the end of the year. Total urban population, total population, GDP, and GDP index (last year = 100) were accumulated from China Statistical Yearbook 2020 (NBS, 2020).
TABLE 3 | Definitions of variables.
[image: Table 3]As shown in Table 4, the maximum amount of total CO2 emissions and the per capita CO2 emissions were about three times the minimum over the whole study period separately. The average annual growth rate was 6.05% from 2000 to 2019, slightly higher than the per capita CO2 emissions, which were 5.49% of the average annual growth rate. The CO2 emission intensity was 4.49 tons/104 yuan in 2000, but only 2.44 tons/104 yuan in 2019, i.e., nearly half in 20 years. The average per capita income was 20,417 yuan, and the highest was 37,000 yuan, about four times the minimum. The value of the industrial structure decreased from 47.56 to 38.97%, which showed that some achievements were made, but there is still much room for improvement. The mean of the energy structure was as high as 67.51%, but the minimum value was 57.7%. Although it was still more than half and was the primary energy consumption category, the gap between the proportion of non-coal energy and coal was narrowing. The maximum population structure was 60.6%, the minimum was 36.22%, and the average annual growth rate was 9.8%. It seemed that China’s urbanization was developing rapidly.
TABLE 4 | Description statistics of the variables.
[image: Table 4]4 RESULTS
4.1 EKC Model Results
Using Eqs. 3–5, the EKC model was tested. We first selected the square term for regression, if the results were significant, and then added the cubic term for regression. Rs.(1) and Rs.(2) showed the results of Eq. 3, Rs.(3) and Rs.(4) were for Eq. 4, and Rs.(5) and Rs.(6) were from Eq. 5.
As can be seen from Table 5, for Rs.(1), Rs.(3), and Rs.(5), each coefficient of the PGDP was positive, and each quadratic term coefficient was negative at the 1% level suggesting that China’s CO2 emission and per capita GDP follow an inverted U-shape. Meanwhile, for Rs.(2), Rs.(4), and Rs.(6), each of the coefficients of the PGDP was negative, each square term coefficient was positive, and each of the cubic term coefficients was negative. The results indicated that the relationship between CO2 emissions and PGDP was an inverted N curve, but none of the coefficients was significant. Therefore, it could be considered that the relationship supported the EKC hypothesis, that is, CO2 emissions enhanced first and then fell down with economic development. The turning point was 10.5432 for total CO2 emissions, 10.4674 for per capita CO2 emissions, and 9.4187 for CO2 emission intensity. The corresponding PGDP was CNY 37,919, CNY 35,151, and CNY 12,317, respectively. In 2006, the per capita GDP was CNY 13,722, more significant than the turning point of CO2 emission intensity, so it was obviously found that the CO2 emission intensity absolutely decoupled from the PGDP in 2006. The per capita GDP in 2019 was CNY 37,021, which was greater than the turning point of per capita CO2 emissions and smaller than the point of total CO2 emissions. Therefore, the per capita CO2 emissions were absolute decoupling too. However, the total CO2 emissions were relative decoupling.
TABLE 5 | Results of the EKC model.
[image: Table 5]4.2 Tapio Decoupling Model Results
Equation 7 was used for Tapio decoupling, and the results are revealed in Table 6. First, the decoupling index was calculated year by year, and then the decoupling coefficient was calculated per five years.
TABLE 6 | Results of Tapio decoupling.
[image: Table 6]As shown in Table 7, the decoupling results corresponding to different CO2 emission variables were considerably different. From 2000 to 2019, the per capita CO2 emission decoupling index rose and fell. It did not achieve decoupling except in 2013–2016. The decoupling index of total CO2 emissions showed similar results, while the CO2 emission intensity showed strong decoupling except 2002–2005 with a state of weak decoupling. Figure 3A shows that the earliest decoupling time was CO2 emission intensity, followed by per capita CO2 emissions and total CO2 emissions. It was obviously confirmed that the decoupling index was periodic, but the peak decoupling coefficient gradually decreased; that is to say, the decoupling state was periodically enhanced.
TABLE 7 | Results of the influence factors.
[image: Table 7][image: Figure 3]FIGURE 3 | Trends of decoupling index from 2000 to 2019: (A) trends for year ; (B) trends for 5-year.
For the Five-Year Plan results, the decoupling index of the total CO2 emissions and the per capita CO2 emissions was weak decoupling except for the first five years. The decoupling for the CO2 emission intensity was weak decoupling only during the 10th Five-Year Plan period and was strong decoupling in the rest period. However, Figure 3B seems to show a U-shaped trend of each variable’s decoupling index.
4.3 Regression Results Showing the Influence Factors
As stated earlier, we used Eq. 6 to observe the effects of influence factors. As Table 5 already exhibited no complex N-shaped or inverted N-shaped curves, we removed the cubic term when adding the control variables. The regression results are exhibited in Table 7. Results (1)–(3) show the results of a single control variable; result (4) shows all control variables.
The industrial structure presented a significant and co-directional influence on the per capita CO2 emissions. The inverted U-shaped curve still existed, but the turning point was 11.3518, which changed a lot, and the corresponding per capita income was CNY 85,116, which was more greater than above. The per capita GDP and per capita CO2 had relative decoupling. The energy structure positively influenced the per capita CO2 emissions at the 1% level. However, the linear and quadratic coefficients of per capita GDP were positive and were not statistically significant. The EKC hypothesis was not valid. Therefore, the decoupling state was indeterminate. The population structure had a negative but non-significant impact. However, the EKC hypothesis still existed, and the threshold point was CNY 34,309, which was consistent with CNY 35,151 above.
When added, all three control variables, the industrial structure, energy structure, and population structure, all significantly presented a positive influence on the per capita CO2 emissions. While the relationship displayed a U-shaped curve, the EKC hypothesis did not exist.
Equation 8 was used to explore the influence of factors further. Table 8 shows the decoupling results between the influence factors, industrial structure, energy structure, and population structure, and per capita CO2 emissions.
TABLE 8 | Influence factors’ decoupling results.
[image: Table 8]Table 8 indicates the impact factors’ decoupling results. Overall, the expansive negative decoupling was mainly shown for the industrial structure from 2000 to 2011, and strong negative decoupling was mostly exhibited from 2011 to 2019. The decoupling results were roughly divided into two stages for the energy structure too. They were mostly expansive negative decoupling in 2000–2011 and strong negative decoupling in 2011–2019. During the sample period 2000–2019, the decoupling of the population structure was mainly expansive negative decoupling, and the decoupling elasticity coefficient changed little.
From the Five-Year Plan results, it can be seen the decoupling between the industrial structure and per capita CO2 emissions manifested expansive negative decoupling only in 2000–2005 and showed strong negative decoupling in 2006–2019. The energy structure displayed similar results to the industrial structure. During the first two “Five-Year Plans,” the population structure showed expansive negative decoupling and then turned to weak decoupling during the following two “Five-Year Plans.” As displayed in Figure 4, the increment of CO2 emissions was positive, but the change rate strongly decreased from 61.29% in 2000–2005 to 4.06% in 2015–2019. Industrial and energy structures were negative with CO2 emissions, unlike the population structure that positively impacted CO2 emissions.
[image: Figure 4]FIGURE 4 | Decoupling index of influence factors per five years.
5 DISCUSSION AND CONCLUSION
5.1 Discussion of the EKC Results
From the EKC results shown in Section 4.1, the order for decoupling was CO2 emission intensity, per capita CO2 emissions, and total CO2 emissions. This was in support of the literature results by Wu et al. (2018) and Shuai et al. (2018). However, a new insight was that the per capita CO2 emissions in 2019 were greater than those in 2018, i.e., ΔC > 0, which is inconsistent with the result above. In other words, the change in per capita CO2 emissions did not decrease with economic growth. The probable reason was that other factors impacted the relationship between CO2 emissions and economic growth. Actually, after adding the control variable of industrial structure, the turning point has swollen significantly. The use of fossil fuels may lead to endogeneity, which distorts EKC results (Jin and Kim, 2020). As a result, the EKC was invalid after adding the control variable of energy structure.
The sign of the industrial structure matched expectations. The proportion of China’s secondary industry decreased from 47.56% in 2006 to 38.97% in 2019, so the industrial structure positively influenced CO2 emission reduction; a similar conclusion was found by Simbi et al. (2021), when they studied the CO2 emission patterns in Africa. However, the industrial structure led to a severe lag of the turning point; in other words, the absolute decoupling state could not be achieved in a short time. In the early stage of industrialization, there was an inhibitory influence on decoupling because of the scale effect (Wang and Su, 2019). The advantages of industrial structure upgrading seemed to be limited to reducing CO2 emissions. Liu et al. (2021) found the tertiary industry beginning to become a new growth point of China’s CO2 emissions, which supported our finding.
The elasticity coefficient of energy structure was positive and significant. This showed that upgrading the energy structure made an essential reduction effect on CO2 emissions. The elasticity coefficient of population structure was not significant in Rs.(3) but positive and significant in Rs.(4). The influence of the population structure was different on CO2 emissions of the economic structure and the technical structure (Liu and Han, 2021).
However, after introducing control variables, the U-shaped curve was unexpected. From the perspective of factor endowment structure, the growth of population structure fueled the shift of labor from agriculture to industry and service industry, and population has a negative impact on CO2 emissions (Roy et al., 2017; Shahbaz et al., 2017). The energy structure has declined, but the proportion of coal was still as high as 57.7% in 2019. Although some studies declared that clean energy could effectively reduce CO2 emissions (Pilatowska et al., 2020; Moutinho et al., 2018), other studies had found that the energy structure had little contribution to CO2 emissions (Ghazali and Ali, 2019; Han and Liu, 2018; Wang and Feng, 2017). For China, the power structure was heavily dependent on coal-fired power generation. Although the proportion of renewable energy has increased significantly, the utilization rate of new energy power generation is low, and the average wind and light rejection rate is high (Liu et al., 2021). Isik et al. (2019) found that renewable energy consumption was much higher than that of fossil energy in Texas, but they did not find the CO2 emissions reduced because of the swollen renewable energy consumption. Therefore, the inhibitory effect of energy structure optimization temporarily cannot offset the advancement effect of economic growth on CO2 emissions. To reduce the CO2 emissions and to develop the economy, we not only need to enhance the proportion of renewable energy and reduce the proportion of coal but also need to make technological breakthroughs, improve new energy power generation and energy storage technology (Liu et al., 2021), stabilize grid connection technology, and improve the utilization rate of renewable energy.
5.2 Discussion of the Tapio Decoupling Results
The periodicity of decoupling results was synchronized with the change cycle of economic growth. In 2000, the primary industry accounted for 14.7%. Due to the low consumption of fossil energy by agriculture, the CO2 emissions were also relatively low. However, the output of agriculture was low; to pursue higher economic growth, the proportion of industry increased, from 44.5% in 2002 to 47% in 2008 (NBS, 2020). According to China’s previous strong environmental pollution absorption capacity and the limit of science and technology development, many industrial projects with high energy consumption and high emissions were implemented in the climax of economic growth from 2002 to 2008. Consequently, an extensive economic growth model would lead to a doubling of environmental pressure (Li et al., 2021).
The US subprime mortgage crisis in 2008 triggered the global economic crisis, which affected China’s economic growth. Subsequently, with the efforts of the government, China’s economy recovered rapidly, triggering another wave of growth in CO2 emissions. China’s leading power’s economic development was still a secondary industry at that time (Li et al., 2021). Even though technology progressed, and carbon emission intensity was declining, the positive effect of technological progress on CO2 emissions was even offset by the negative effect of economic burgeoning growth (Wang and Feng, 2017) Since 2012, the industrial structure adjustment has achieved a part and positive effect in controlling CO2 emissions. In 2012, the output of the tertiary industry accounted for 45.5% of GDP, surpassed that of the secondary industry for the first time, and rose to 53.9% by 2019 (NBS, 2020). As a result, the decoupling index gradually decreased and even reached negative decoupling from 2013 to 2016.
However, the re-link phenomenon from 2016 to 2019 might be caused by the low level of scientific and technological innovation and slow structural adjustment in the high-carbon industry (Liu, et al., 2021). The high-carbon industries were energy-intensive industries and highly depended on fossil energy. The emission reduction effect of industrial structure optimization had not reached the expectation, and the impact of technological progress and technological efficiency of the manufacturing industry on decoupling was still relatively small (Hang et al., 2019). However, from the long-term trend, the peak value of the decoupling index future will not exceed the decoupling index in 2010–2011.
The CO2 intensity had been decoupled, but the decoupled index also increased slightly from 2016 to 2019. Although China’s CO2 intensity had decreased significantly by 40.96% from 2000 to 2019 (NBS, 2020), there is still a considerable difference between developed and developing countries. At present, China’s carbon intensity is 2.8 times that of the United States and Japan, 3.6 times that of Germany, 5.5 times that of Britain, and 6 times that of France (Mikayilov et al., 2018).
5.3 Discussion of the Influence Factors
The industrial structure greatly impacted CO2 emissions from the decoupling index of the three influencing factors. Different industrial structures have different characteristics of carbon dioxide emission density and energy consumption intensity (Zhou, 2022). During the course of an industrial structure optimization, the proportion of agriculture continues to decline, and the proportion of industry first rises and then falls. The proportion of the service industry continues to rise. The emission density of the service industry is lower than that of industry, and the economic output is higher than that of agriculture. It can be convinced that upgrading the industrial structure can not only reduce energy consumption (Qu and Li, 2019) but also ensure economic growth. However, the decoupling results from 2016 to 2019 showed that the advantages of industrial structure did not seem significant at this stage. For this reason, on the one hand, we need to increase investment in clean technology and vigorously develop clean technology in the tertiary industry. On the other hand, energy-intensive industries need to transfer to capital-intensive industries as soon as possible to satiate the advantages of energy structural updating.
The energy structure impacted little CO2 emissions, which was distinct from the EKC conclusion. From 2000 to 2011, the proportion of coal in energy consumption was almost unchanged, while CO2 emissions continued to proliferate. From 2011 to 2019, the proportion of coal continued to decline, but in Figure 4, the growth rate of carbon dioxide did not decline much from 2010 to 2019. On the changes in CO2 emissions, energy-intensive industries mainly depended on the impact of industrial structure and energy structure (Moreau et al., 2018). Therefore, on the one side, our enterprises should strive to raise energy efficiency and innovative technologies to enhance the utilization of renewable energy and reduce carbon dioxide emission intensity; on the other side, it is more important for the government to push for industrial structure transformation.
With the transfer of population structure to cities and towns, the rapid urbanization process affected the increase in CO2 emissions (Ali et al., 2019; Abbasi et al., 2020). The proportion of CO2 emissions from residents’ life, transportation, storage, and postal industries increased. In 2018, the CO2 emissions from these two industries accounted for 72.6% of the total emissions of the tertiary industry (Liu et al., 2021). Wang et al. (2018) also found that the population limits the decoupling of China and the United States. Therefore, in the urbanization process, the government should improve residents’ low-carbon awareness and advocate a low-carbon lifestyle, such as reducing takeout and reducing fuel vehicles.
5.4 Conclusions, Executive Suggestions, and Research Direction
The purpose of our work was to compare the decoupling of China with two different decoupling models from 2000 to 2019, mainly to investigate the changes in the new economic growth between 2012 and 2019. Investigation using both methods found the CO2 emission intensity had decoupled since 2006, but the CO2 emissions had not decoupled. The results of the EKC model showed that the PGDP had not spanned the turning point. Moreover, the results of the Tapio model displayed that CO2 emissions strongly decoupled from 2013 to 2016 but retreated to weak decoupling after 2016. In terms of influencing factors, energy and industrial structures positively impacted CO2 emission reduction. However, the advantages were not significant at the new stage because the decoupling situation was weaker in 2015–2019 than in 2010–2015, and the growth of CO2 emission rebounded after 2016. The population structure had a negative impact on CO2 emissions. Then, there was a new finding in the results of the EKC model; the EKC was not valid after the introduction of control variables and showed a U-shape. When the control variables were introduced one by one, only the energy structure caused the EKC hypothesis to be invalid. After adding the industrial structure, the turning point more than doubled from 37,919 yuan to 85,116 yuan.
We provided the following executive suggestions along with future research directions based on the above-drawn conclusions:
1) First, from the perspective of the decoupling trend, it is suggested that China should strengthen and further optimize its energy structure to match the industrial structure. Also, at the new stage of China’s economic development, the mismatch between the energy structure that is heavily dominated by coal and the industrial structure is the primary reason leading to the CO2 emission increase. Clean energy and circular economy strategies could possibly be the main driving force for achieving “carbon peak and carbon neutralization.” Under clean energy, the government should encourage the energy structure that of renewables, power to hydrogen-based. At the same time, research and innovation in the listed areas be considered.
2) Second, the government should strengthen low-carbon education for the public and let people change the traditional high-carbon lifestyle into a low-carbon lifestyle. The continuous growth of the population structure has become the main influencing factor for CO2 emission growth in recent years. Although the expansion of the urban population has promoted economic development, the lifestyles of many rural people remain traditional when they transfer to cities and towns. Publicity and guidance should be strengthened to enhance people’s low-carbon awareness.
3) Third, the government should strengthen and encourage technological innovation and encourage the synergistic effects of technological innovation, the industrial structure, and the energy structure on emission reduction. In addition to providing full support for low-carbon, energy-saving technologies, improving energy efficiency, and replacing coal with clean energy, China also needs to vigorously promote carbon capture and storage technologies to reduce carbon dioxide content in the atmosphere directly.
4) In addition, we need to strengthen institutional innovation, for example, using the carbon emission market to promote the establishment and improvement of the carbon financial system, implementing an individual carbon credit system, and encouraging the participation of everyone. China needs to seize the opportunities and challenges and strive to achieve the “carbon peak and carbon neutralization” goal as soon as possible.
Overall, the findings of this study can be helpful for China to take measures to manage carbon emissions. Given the data availability, the same models can be leveraged in other nations (Department of energy statistics, National Bureau of Statistics, 2001-2020).
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The recent use of hybrid renewable energy systems (HRESs) is considered one of the most reliable ways to improve energy access to decentralized communities because of their techno-economic and environmental benefits. Many distant locales, such as camps in war-torn nations, lack basic necessities like power. This study proposes a remedy for power outages in these areas; by designing an HRES and a control system for monitoring, distributing, and managing the electrical power from sustainable energy sources to supply the load. Hence, providing affordable, reliable, and clean energy for all (Sustainable Development Goal 7). In this study, the feasibility and techno-economic performance of an HRES for a refugee camp was evaluated under load following (LF), cycle charging (CC), and predictive control strategy (PS). The optimization results revealed that the PS was the most suitable, as it had the lowest cost and was more eco-friendly and energy-efficient. The predictive control strategy had a 48-h foresight of the load demand and resource potential and hence could effectively manage the HRES. The total net present cost (NPC) for the electrification of this refugee camp was $3,809,822.54, and the cost of electricity generated for every kWh is $0.2018. Additionally, 991,240.32 kg of emissions can be avoided annually through the hybridization of the diesel generator under the PS.
Keywords: hybrid renewable energy systems, predictive control strategy, techno-economic modelling, energy management, refugee camp
1 INTRODUCTION
Energy is one of the main elements required for the development and growth of a country. The global population and the emergence of new technologies are on an ever-increasing trend, creating a vast gap in energy demand and supply. Due to this gap and the overexploitation of currently available resources, primary energy resources, such as fossil fuels, are reaching a state of depletion. It is worth noting that the primary source of energy in the world is fossil fuels, which constitute approximately 84% of the total global energy system (Mubaarak et al., 2021). Power generation is unsustainable because of the overexploitation of fossil fuels and their adverse effects on the environment. With this in mind, the development and deployment of sustainable energy technologies are on the rise (Chowdhury et al., 2020). In this context, renewable energy is considered an effective means of providing sustainable energy generation that is affordable, accessible, and reliable (Mubaarak et al., 2021) and supported by the United Nations (UN) Sustainable Development Goals (SDGs) (Manoj Kumar et al., 2020). The IEA forecasts that Africa’s total energy consumption and power demand will increase at average annual rates of 1.4% and 2.6%, respectively. Unfortunately, as of 2019, approximately 770 million people still do not have access to electricity, with 75% of this population in the sub-Saharan region of Africa, the majority of which live in rural areas (Jahangiri et al., 2019; IEA, 2020).
Furthermore, according to the United Nations High Commissioner for Refugees (UNHCR), 9.2% of the 770 million people are displaced individuals and refugees who have been forced away from their homes by natural disasters or wars (I. Renewable Energy Agency, 2019). These individuals rely solely on unsustainable polluting energy, which sometimes poses a significant risk to their security, health, and well-being (Aste et al., 2017). Usually, on the scale of preference of humanitarian organization actions in response to refugee needs, access to clean and reliable energy is considered a low priority (van Hove and Johnson, 2021). This is a result of inadequate funding and limited policies and practices within the humanitarian organization concerning the provision of reliable and sustainable clean energy (van Hove and Johnson, 2021). In contrast, access to reliable and sustainable energy in a refugee camp can quickly boost the social, economic, productivity, safety, and health aspects of refugees and displaced persons, the host country, and humanitarian organizations (I. Renewable Energy Agency, 2019). According to the UNHCR, Cameroon has 1.9 million persons of concern (PoC) and 460,317 refugees and asylum seekers (spread across eight camps). A total of 1,052,591 internally displaced persons (IDPs) and 466,578 returned IDPs (Septembre, 2014; UNHCR, 2021). The provision of necessities for sustenance and productivity for these PoCs is mainly by the local government, with support from the humanitarian organization, and other benevolent individuals (van Hove and Johnson, 2021).
In addition, studies have shown that most refugee camps rely on diesel generators and other conventional sources, such as fuelwood, kerosene lamps, and candles, for their daily needs and other settlement services. Aside from the environmental and health detriments, fuel prices usually fluctuate, making them unreliable (Grafham and Lahn, 2018; Solar Energy, 2022). The transition from these conventional sources to renewable energy is required to bridge the gap in energy access to these camps. Thus, this study aimed to design an optimal hybrid renewable energy system (HRES) for the Gado Badzarre refugee camp in the eastern region of Cameroon using the hybrid optimization of multiple energy resources (HOMER). This HRES will go a long way to improve the livelihood of PoCs within the camp, contribute to the reduction of greenhouse gas (GHG) emissions and also act as a means of ensuring reliable, affordable, sustainable and clean energy for all.
Many researchers have worked on HRESs using HOMER for off-grid and grid electrification. Table 1 summarizes some recent studies. While the technologies used in each study differ, most of the HRESs in Table 1 are clean energy-based. The optimal component sizing of an HRES was investigated in (Chand et al., 2019; Kumar et al., 2020; Abada et al., 2021; Aditya et al., 2021). Their research concluded that to size the components of HRESs properly, effective control management strategies need to be implemented because of dispatchable components, such as batteries and diesel generators. Various studies have proposed dispatch strategies (such as load following and cycle charging) to control the operation of generators and batteries in HRESs. (Ansong et al., 2017; Halabi et al., 2017) used the load following strategy (LF) to analyze the performance of their proposed HRES to obtain the optimal size of the components. The size of each component differed across both studies. Similarly, Rajbongshi et al. (2017) and Murugaperumal and Ajay D Vimal Raj (2019) investigated the optimum HRES design with variation in the state of charge under the cycle charging (CC) strategy. Other studies employed both strategies to determine the best strategy for the proposed HRES. Singh et al. (2017) designed a standalone wind/diesel/battery HRES under LF and CC dispatch strategies. Their results indicate that LF produced the best performance based on the renewable fraction. Nsafon et al. (2020) carried out an optimization and sustainability analysis of a PV-wind-diesel hybrid energy system for decentralized energy generation using HOMER. They varied the PV slope and wind turbine hub height under the LF and CC dispatch strategies to supply the load. The results showed that for this residential estate, the best option was PV-wind-diesel with a PV slope and hub height of 3° and 75 m, respectively, under the LF strategy. A comparative study was conducted by Shoeb and Shafiullah (2018) for the PV/diesel HRES under the FL and CC strategies. They concluded that CC was the most suitable based on net present cost (NPC), cost of electricity (COE), and GHG emissions. Aziz et al. (2019) proposed a combined dispatch strategy (CD) for the energy management and optimization of PV/diesel/battery HRES. In their study, they evaluated the performance of the HRES under LF, CC, and CD. They concluded that the CD showed the best economic and environmental results. Das and Zaman (2019) carried out performance analysis of dispatch strategies, batteries, and generator selection on a PV/diesel HRES. The results showed that CD outperformed LF and CC.
TABLE 1 | Summary of some recent studies on different HRES.
[image: Table 1]Based on the above literature, HOMER has been used to design various HRESs for refugee camps and other settlements using different control strategies. Still, none has employed a predictive control strategy. Furthermore, no study has adopted a predictive control strategy as an energy management technique for modeling an HRES. In this context, we propose the design of an optimal HRES with HOMER, primarily focusing on refugee camps in Cameroon, with the principal aim of modeling and designing an affordable, reliable and sustainable HRES that combines alternative sources using a predictive control strategy. To achieve the stated objective, the scope of this study is as follows:
• Perform a techno-economic and environmental design and modeling of an HRES.
• Carry out a comprehensive performance analysis of the different control strategies employed in hybrid PV/diesel/battery systems.
• Evaluate the predictive control strategy as an energy management technique.
• Finally, perform a sensitivity analysis of the HRES under the predictive control strategy.
2 MATERIALS AND METHODS
The proposed schematic diagram of the hybrid system, comprising a solar PV, diesel generator, Li-ion battery, bidirectional converter, and the load as its components, is shown in Figure 1. The DC bus had a solar PV and battery system, whereas the AC bus had a diesel generator. The battery and generator acted as backups for the proposed micro-grid system.
[image: Figure 1]FIGURE 1 | Schematics of the proposed hybrid system.
The system algorithm for the optimization process of the refugee camp by HOMER is shown in Figure 2. This section details the study area, load profile, resource data, component specifications, mathematical modelling, and control strategies.
[image: Figure 2]FIGURE 2 | Adopted HOMER methodology algorithm.
2.1 Study area
The Gado refugee camp (Table 2) is located in eastern Cameroon. It is the largest of the four camps in this region and the second-largest in Cameroon (Kehdinga and Zacharie, 2020). The camp covers approximately 55 ha and is located in Lom–et–Djerem, approximately 78 km2 from the border between Cameroon and the Central African Republic (CAR). The total camp population is 28,181 inhabitants, most of whom are refugees from the CAR (SEPTEMBRE, 2021).
TABLE 2 | Summarized information about the study area.
[image: Table 2]Two seasons exist in this region: the wet and dry seasons, with an annual average temperature of 23°C. In the evenings, the primary light sources used in the camp households include oil and solar lamps, candles, and fuelwood. The location of the refugee camp is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Location of the study area.
2.2 Load profile and resource data
Electricity is a crucial factor in improving the living standards and well-being of citizens, as it is used for lighting, communication, and motor applications. The potential needs of the location were assessed, and different loads were identified, such as the domestic load, which mainly comprised compact fluorescent lamps (CFLs) for lighting; commercial loads, which include refrigerators, computers, and CFLs; and community loads arising from the healthcare centre, kindergarten, and primary school located in the area (SEPTEMBRE, 2021). The ratings of all electrical appliances, their time of use, and the corresponding number of appliances are listed in Table 3. From the information gathered in this study, the total daily load demand (kWh) of the camp was calculated using Eq. 1 (Ramesh and Prasad Saini, 2020):
[image: image]
TABLE 3 | Electrical load at the camp site.
[image: Table 3]From the calculations, the daily average load was estimated to be 3,830.805 kWh, with a peak load of 365.645 kW between 6 p.m. and 8 p.m. HOMER software generated the load profile for the refugee camp, as shown in Figure 4. The renewable resource potential for this region is solar, wind, and river-run type hydropower (on the river Lom). The renewable power source considered in this study is solar, with an estimated average annual solar radiance of 5.3 kWh m−2/day in this region (Figure 5). This selection was made due to a lack of accurate information on the other sources, such as a river or headstream velocity. Furthermore, the average wind speed in this area is 2.23 m s−1, which is too low to harness the power.
[image: Figure 4]FIGURE 4 | Daily hourly load profile of the refugee camp.
[image: Figure 5]FIGURE 5 | Average annual solar radiation in the study area.
2.3 Component specification and economic modelling
2.3.1 Component modelling
The solar PV performance is affected by various operating and environmental conditions. The power output of the module varies according to solar irradiation, ambient temperature, and wind velocity (Mandal et al., 2018). Eq. 2 was used to calculate the hourly power output of the PV module (Mandal et al., 2018), where PPV (kW) is the power output, YPV (kW) is the rated capacity of the PV array, FPV (%) is the derating factor, GT (kW·m−2) is the solar radiation incident on the PV array, GT, STC (1 kW/m2) is the incident radiation under standard test conditions (STC), αp (%/oC) is the temperature coefficient of power, and Tc (°C) is the PV cell temperature at the current time step. Table 4 presents the technical and economic data for the components (Ramesh and Prasad Saini, 2020), (Owolabi et al., 2019; Diesel Generators, 2021; Richardvigilantebooks, 2021). A mono–Si–CSUN200–72M solar PV system was used in this study with an efficiency of 15.67%, a temperature coefficient of 0.4%, and a nominal operating temperature of 45°C. This PV module was chosen because it is relatively cheap and available in the African market (Owolabi et al., 2019).
[image: image]
TABLE 4 | Techno-economic data for system components.
[image: Table 4]Owing to the intermittent nature of solar resources, an energy storage system (ESS) was required to increase the reliability and resilience of the designed microgrid. In this case, a 100 kW Lithium-ion battery was used as the energy storage system. When excess electricity was produced, the battery stored this excess electricity and discharged it when the demand was more significant than the supply. The state of charge (SOC) of the battery was calculated by HOMER using Eq. 3 (Toopshekan et al., 2020):
[image: image]
where [image: image] is the battery SOC at time t, [image: image] is the SOC at time t-1, [image: image] is the battery’s self-discharge rate, and finally, [image: image] is the efficiency of the converter.
In addition, a diesel generator was included in the system design because renewable sources and the ESS are sometimes unable to meet the demand. Eq. 4 determined the quantity of fuel required by the diesel generator (Mandal et al., 2018):
[image: image]
where [image: image] is the diesel generators’ fuel consumption, [image: image], is the nominal power of the diesel generator, [image: image] is the output power, [image: image] and [image: image] are the coefficients of the fuel consumption curve defined by the user (1 kWh−1). The operating range should be between 70 and 89% (Mandal et al., 2018) for efficient diesel generator operation while avoiding partial loading and excessive operation.
Since we have both AC and DC bus bars, power conversion is needed. In this study, a power converter acted as an inverter (DC-AC) and a rectifier (AC-DC). It maintains the electrical connection between the AC bus and DC bus components. Table 4 provides the converter’s cost factors. The inverter input had lifetime and efficiency specifications of 15 years and 95%, but the rectifier input has a relative capacity of 100% and an efficiency of 85% (Owolabi et al., 2019). Eq. 5 calculates the converter power capacity levels where Li and Lr stand for inductive and resistive loads, respectively.
[image: image]
2.3.2 Optimization modelling
HOMER presents its results according to the lowest net present cost (NPC), which indicates the total life cycle cost of the system. The NPC comprises the initial, replacement, O&M, and fuel costs (Olatomiwa et al., 2018). Eq. 6 provided the formula for calculating the NPC:
[image: image]
Where CRF is the capital recovery factor and is determined as (Olatomiwa et al., 2018):
[image: image]
Where [image: image] and [image: image] are interest rate and project lifetime, respectively.
Moreover, the total annual cost of the proposed hybrid system is expressed as (Toopshekan et al., 2020):
[image: image]
Where [image: image], [image: image], [image: image], [image: image], are the annualized costs of the solar PV, DG, battery, and system converter, respectively, and [image: image], [image: image], [image: image] [image: image] are the numbers of solar PV, DG, batteries, and converters, respectively.
In addition, the cost of electricity (COE), which is the average cost of power (kWh) delivered by the system, is considered an essential factor in this study. The COE was calculated as follows (Olatomiwa et al., 2018; Toopshekan et al., 2020):
[image: image]
[image: image]
2.4 Constraints
This study set some constraints to obtain an optimal, resilient, and reliable micro-grid design. The total capacity shortage was set to 0%, indicating that all feasible solutions provided by HOMER should be able to meet the demand at all times. Furthermore, the maximum renewable penetration (RP) ranged from 0 to 100%. The day-to-day (5%) and timestep (10%) were considered to compensate for the panel’s output due to unpredicted weather changes. The capacity shortage of the system was set to 0. Only systems that can satisfy the load are included in the optimized results. Also, the overall lifetime of the design was set to 25 years.
2.5 Control strategy/energy management
In a hybrid system, a dispatch strategy is employed when renewable resources cannot satisfy the load demand. A dispatch strategy is simply a control algorithm used to switch between the generator and battery bank when the available renewable energy sources cannot satisfy the load demand (Nsafon et al., 2020). By default, HOMER has two control strategies: load following (LF) and cycle charging (CC) (HOMER, 2021). Load following is a strategy in which the generator meets the immediate load demand when other generating sources are insufficient to satisfy the required demand. In this case, charging the battery is the sole responsibility of other generating sources (Nsafon et al., 2020). Renewable energy sources are reserved for lower priority tasks like recharging the storage bank or supplying the deferrable load. The load following strategy uses HOMER to dispatch the system’s controllable power sources (generators, grid, and storage bank) to satisfy the operating reserve requirement while providing the primary load and the thermal load at the lowest total cost possible for each time step (HOMER, 2021). Under CC, the generator operates at full power output, providing power to charge the battery and deliver power to the load. With this strategy, a set point of the state of charge can be set for the battery so that the generator continues to charge the battery unless the setpoint is attained before it can be discharged. Excess electricity generation is directed toward lower-priority goals such as, in declining order of priority: feeding the deferred load, charging the storage bank, and serving the electrolyzer. When adopting the cycle charging method, HOMER dispatches the controllable power sources (generators, storage bank, and grid) in a two-step procedure at each simulation time step. HOMER first chooses the best mix of power sources to supply the primary load at the lowest total cost while still meeting the need for operating reserves. Next, the output of each generator in that ideal combination is gradually increased by HOMER until it reaches its rated capacity, or as close to it as feasible without generating too much electricity. The flowchart for FL and CC are presented in Figures 6, 7, respectively.
[image: Figure 6]FIGURE 6 | Flow chart for LF strategy.
[image: Figure 7]FIGURE 7 | Flow chart for CC strategy.
In this study, a predictive control strategy (PS) was proposed. The upcoming load and availability of resources were predicted from NASA’s available solar radiation data for that particular time. In HOMER, this strategy gives a 48 h foresight of the load and available solar resources to harness the excess energy rather than curtail the produced energy (HOMER, 2021). The control algorithm prioritizes discharging the battery rather than turning on the generator in anticipation of harnessing the excess produced by the solar PV. The algorithm for this strategy is illustrated in Figure 8. This strategy calculates the current load demand and PV power output for the 2 days ahead. Suppose that the resource potential of the next day is greater than the demand of the present day. In this case, the battery is discharged, anticipating the ability to use the excess electricity generated the next day to recharge. However, if the reverse is true, the battery is charged in anticipation of supplying the required load for the following day. This is a control strategy and an energy management strategy, as the excess energy produced by the system is negligible.
[image: Figure 8]FIGURE 8 | Flow chart for predictive control strategy.
3 RESULTS AND DISCUSSION
In this study, the proposed case under the three strategies was compared to the base case, which comprised only a diesel generator. First, the results of the various systems are presented.
3.1 Base case
The system configuration comprised only a diesel generator with a capacity of 420 kW. The initial investment for the base case was $126,000 because the only component was a 420 kW generator. This system could meet the demands of the refugee camp. The cost summary of this system is presented in Figure 9.
[image: Figure 9]FIGURE 9 | Cost summary of the base case.
In Cameroon, as of 2020, the price of diesel fuel was 575 FCFA/L ($1.019/L) (Global Petrol Prices, 2021), and as shown in Figure 9 above, the fuel consumption was the highest contributor to the NPC ($7,973,412.00), followed by the O&M cost. The main drawback of this system in financial terms was the cost incurred from the fuel, and the price of fuel fluctuates, implying that the NPC of such a system can increase or decrease. Additionally, because it was a diesel generator, GHG emissions were inevitable in the system. Table 5 lists the various GHGs associated with this system. The total annual GHG emissions were 1,130,832.6 kg/yr.
TABLE 5 | Annual GHG emission for the stand-alone diesel system.
[image: Table 5]3.2 Economic dimension
The economic performance of the proposed solar PV/diesel generator/battery system under different control strategies is presented in Table 6, in which essential parameters such as NPC, COE, simple payback, discounted payback, and return on investment (ROI) are highlighted. The NPC of a system is the difference between the present cost incurred from the installation and operation of the various components of the system over their life cycle and the revenues generated during the total life cycle of the project (Ishraque and Ali, 2021). From the analysis, the PS had the lowest NPC and COE, followed by the LF and CC strategies. Figure 10 shows a cost summary of the different designs. Feasibility studies have proven that renewable energy requires high upfront capital. This study is not an exception as one can realise that the initial capital is very high under all the strategies as at least 80% of the total generating capacity is supplied by the solar PV. Also, apart from the initial cost, fuel was the second-highest contributor to the NPC under the CC strategy because it had the highest generator operating hours. Even though the generator’s working hours under the CC were only 1.26% higher than those under the LF strategy, their fuel consumption disparity was 24.15%. Under the CC strategy, the generator operated at rated power, whereas under LF, the generator ran to meet the unmet load. In addition, the simple payback period, which is the time for an investor or business to redeem itself on the investments made on a project (Aziz et al., 2021), was the least for the PS (4.52 years) compared to the CC strategy (4.92 4.83 years). Hence, the most viable strategy to implement from an investor’s standpoint is the PS.
TABLE 6 | Economic performance under different control strategies.
[image: Table 6][image: Figure 10]FIGURE 10 | Cost summary under the different control strategies.
3.3 Technical dimension
The technical performance was evaluated in this study based on electrical analysis (Table 7; Figure 11). The results show that the three control strategies implemented were able to meet the load demand of the refugee camp. Figures 11A–C present the monthly electric production from various components under the LF, PS, and CC control strategies, respectively. PV/battery catered for the demand from December through February, whereas diesel generators were needed to meet the demand during the other months. The total annual electricity generated by the was 1,736,948 kWh (PS) with 85.3% generated from renewable, 1,787946 kWh (LF) with 89.1% generated by PV alone and finally 1,867,946 kWh (CC) with 79.7% generated by the solar PV respectively. Furthermore, excess electricity was produced during the first 2 months (January and February) and the last month of the year (December) with LF (14.0%), CC (16.8%), and PS (5.7%). The PS had the least excess because this control strategy could predict the solar radiation and load demand; hence, the battery charges and discharges were effectively managed.
TABLE 7 | Technical performance under different control strategies.
[image: Table 7][image: Figure 11]FIGURE 11 | Monthly electricity production LF (A), PS (B), CC (C).
3.4 Climate dimensions
In addition, the climate impact of the proposed system under the different strategies was assessed in this study as climate-related issues are now on every development plan in the world, and most seek to take positive actions to combat these issues. Consequently, to develop a reliable and sustainable power system, both techno-economic and climate impacts must be assessed. Generally, the lowest GHG emitter is considered more climate-friendly. The proposed system configuration consists of a diesel generator that uses fuel. Emissions such as carbon dioxide (CO2), carbon monoxide (CO), nitrogen oxide (NOx), sulfur dioxide (SO2), unburned hydrocarbons, and particulate matter cannot be avoided but can be controlled (Aziz et al., 2021). The performance evaluation of the effects of the different strategies in terms of their climate impact was investigated, and the results are shown in Figure 12. The total emissions were calculated as 192, 613, 141,357, and 139,592 kg/yr for CC, LF, and PS, respectively. These results confirm that the amount of emission is directly proportional to the quantity of fuel consumed by the generator. The PS had the lowest fuel consumption compared with LF and CC, as indicated in Table 8.
[image: Figure 12]FIGURE 12 | Overall emissions of the proposed system under different strategies.
TABLE 8 | Climate performance under different control strategies.
[image: Table 8]3.5 Sensitivity analysis
Sensitivity performance was carried out to evaluate how the change in different independent variables will affect the proposed system’s dependent variable under the PS strategy because it was the best control strategy financially and environmentally. The independent variables considered in this study were the diesel price, load demand, and battery minimum state of charge (SOCmin). In contrast, the dependent variables were the fuel, generator operation, NPC, COE, battery size, and a renewable fraction (Figures 13–15). For the independent parameters, an increase or decrease in the amount was evaluated, except for load demand, which tended to increase due to the rise in the size of the refugee camp. The base case or actual values for diesel price, SOCmin, and load demand were $1.019/L, 20%, and 3830.81 kWh, respectively. Results from the sensitivity analysis show that a rise in diesel price (Figure 13) from $0.509/L to $2.02/L had a negligible effect on the generator operation. This strategy prioritized the battery in the configuration as the primary backup supply. At each time, the cost of battery discharge and battery operation were not compared. However, an increase in the diesel price increased the battery size and the expense incurred from fuel purchases. Hence, a 2.518% and 1.3% increase in NPC and COE, respectively, were observed. In addition, the operating cost increased as the diesel price increased and then decreased when the current diesel price was 50% higher than the base price. This is because the system attained a renewable fraction of 100%, which means that solar PV was the sole electricity supplier.
[image: Figure 13]FIGURE 13 | Effect of diesel price variation on selected dependent variables.
For the SOCmin parameter (Figure 14), an increase by a factor of ±5 (from 10 to 50) increased the NPC, COE, operating cost, battery size, and total fuel consumed by approximately 1.287%, 0.275%, 1.746%, 0.16%, and 1.19%, respectively. As the SOCmin parameter increased, the reliance of the system on the diesel generator increased. Hence, the renewable fraction was reduced, implying that additional emissions were observed, posing significant climate damage. Looking at the third parameter, which is load demand (Figure 15), increasing the load demand from 3,830.81 to 4,230.81 kWh had the following effects: COE was unaffected, NPC, operating cost, battery size, and total fuel consumed all experienced an increase of 1.793%, 1.483%, 0.008%, and 0.108%, respectively.
[image: Figure 14]FIGURE 14 | Effect of battery minimum state of charge variation on the selected dependent variables.
[image: Figure 15]FIGURE 15 | Effect of load demand variation of charge on the selected dependent variables.
4 CONCLUSION
HRESs have proven to be the most viable and promising solution for meeting the energy demand of the Gado refugee camp, where grid extension is impossible. Furthermore, the hybridization of renewable energy systems promotes energy resilience and sustainability in any country. In this study, an optimal design of a solar PV/diesel generator/battery hybrid system was carried out to provide energy for the Gado refugee camp. Selecting an effective control strategy for a particular design is very important because it affects the performance of various system components. Three different control strategies, LF, CC, and PS, were presented for the solar PV/diesel generator/battery system. A performance comparison was carried out based on the technical, economic, and climate dimensions of the three different control strategies.
The simulation results obtained from the HOMER software indicated that the PS control strategy was best suited for this particular case study. Further performance analysis revealed that the PS strategy was the preferable choice from an investor’s point of view because it had the least NPC ($3,606,886) as compared to the LF control strategy ($3,809,822.54), CC controlled strategy ($3,981,010), and the base case (diesel only; $7,973,412.00). From a technical perspective, all the strategies under study met the demand, with the PS control strategy generating only 5.7% excess electricity compared to the LF (14.0%) and CC (16.8%) control strategies. The stand-alone base case of the diesel generator could meet the demand with no excess generation. From an environmental point of view, the PS strategy was the most climatically friendly as its total emission generation was 139,592.28 kg/yr relative to the 141,357, 192,613 and 1,130,832.6 kg/yr generated by LF, CC, and the base case, respectively. Based on these results, the PS control strategy had the lowest emissions, even though it had a similar climatic impact compared to the LF. It produces less excess energy and has the lowest cost. The optimal design of a hybrid renewable system should be eco-friendly, cost-effective and energy-efficient. With this compromise, the most suitable choice of control strategy for the solar PV/diesel generator/battery hybrid system in this case study is the PS strategy. The proposed approach can considerably increase the energy access and livelihood of similar camps and is an effective energy management technique employed in HRESs.
According to the results of this study, it is vital to develop control strategies that can be applied to the implementation of HRES. Future studies recommend a comparative analysis of the command dispatch and predictive control strategies in combination with other ESS and grid extensions.
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BIPV facade types

Advanced Envelope System Examples
include fagades with two skins, active skins,
rotating or moving fagade componentsetc.

Advantage

 Integration with cutting-edge polymer
aesthetic technology

@ Production of heat for room heating in
the cold

 BIPY panels are cooled by double-
skinned facades

© Potential integration with additional
structural components for performance
and appearance

advantage

 Likely to cost more than other varieties

© The removal of heat in the summer may
need energy through mechanical
techniques or forced circulation

References

Montoro et al. (2011); Munari Probst
etal. (2013); Nagy et al. (2016)

External Devices/Accessories
Sunscreen and sunshades, parapets on
balconies, spandrels, and other visual and
auditory shielding components

Solar windows and glazing

Depending on the transparency of solar
cells, used as semi-transparent or
translucent portions of the fagade. They
can be incorporated into glazing panels,
windows, or windows for views or
daylighting [59]

System for curtain walls or cladding As a
standard cladding solution for curtain
walls and single-layer fagades, solar panels
are included

 Possibility of reducing energy use and
building heat loads

 Sun shading provided above windows
may be vertical or horizontal

 Building shading structures can be used
as mounts to reduce the stress placed on
the fagade

© Possibility of becoming fixed or movable
devices

© Permits the use of PV modules in a
variety of forms

© Enabling energy production and
restricted views

 Useful applications involve transparent
or opaque or semi-transparent glazing

© Standard double or triple glazing
components were combined with special
PV clements that utilized thermal
insulators.

o An excellent feature of sun shading

 Through the day, the patterns created by
the shade create a dynamic sensation of
spatial variation

© An innovative method of managing
shade and sunshine

© Architectural significance of legendary
proportions.

@ It s possible to use a variety of hues and
visual effects

© reduces sunlight gain throughout the
summer to control the building’s inside
temperatures

® The structure itself is illuminated by
these panels, creating an ever-changing
pattern of colors

© Influence the overall perception of
architecture

© utilizes most of the fagade wall to
produce energy

© The distribution of light may need to be
evened out by filtering the shadows that
BIPV panels cast

 If not clear or opaque, obstruction of
vision

© lower potential efficiency
 Increasing cell spacing results in fewer
cells, which produces less energy

© The price of installation may be
substantial

 less energy than on the roof, maybe

 Advanced planning is necessary, as is
adherence to a wide range of physical
requirements

© To avoid having electrical lines obscure
your vision, handle them properly

Montoro et al. (2011); Munari Probst
etal. (2013)

Montoro et al. 2011; Heinstein et al.
(2013)

(Montoro et al. (2011); Heinstein et al.
(2013)
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Study Area Customized Contel Ref
PV products and high-quality architecture Discussion of functions, examples, and difficulties Scognamiglio et al.
(2012)
‘The way to create the integrated PV of the future A brief mention of potential product variety in the future Jelle and Breivik,
(2012)
BIPV products: an assessment of the current literature and potential for future ‘The potential of commercially available bespoke goods Jelle et al. (2012)
research
“State-of-the-art” integrated PV’ products construction Information about market-available customized goods Cerén et al. (2013)
Review, Potentials, Barriers, and Myths of Building Integrated Photovoltaics (BIPV) Describe the need, options, and difficulties briefly Heinstein et al.
(2013)
Overview and analysis of existing BIPV products: new standards for promoting the |~ Opportunities, commercial alternatives, aesthetic levels; a design Bonomo et al.
use of new technologies in the construction industry strategy using architectural layering (2015)
A complete BIPV was an examination An energy-conscious process design is mentioned Shukla et al. (2016)
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Parameter HZY DGS PBG SXG Z1B TJZ
Installed capacity (MW) 1700 2600 3600 660 720 345 770 700
Maximum water level (m) 1842 1130 850 660 624 554 528 474
Minimum water level (m) 1802 1120 790 655 618 550 520 469
Storage capacity (10 m’) 37.06 7.62 5122 031 041 015 138 1.00
Maximum water discharge (m*/s) 1474 1834 2772 2619 2697 2825 1876 2536
Rated water head (m) 130 160 148 30 295 17.15 48 31
Output factor 85 85 829 838 834 85 85 85
Regulating performance Season Daily Annual Daily Daily Daily Daily Daily
Propagation time (15 min) - 28 2 2 1 3 4 4
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Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8 e Topic 28

Topic 1 0.459

Topic 2 0224

Topic 3 1

Topic 4 05

Topic 5 0.668 0034
Topic 6 0.166
Topic 7 0.864
Topic 8 0591

Topic 28 0.143 0.082 0077 o~ 0.118
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Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8 e Topic 28

Topic 1

Topic 2 0.657 0.343

Topic 3 0.126 0.269

Topic 4

Topic 5 0.844 dih 0.363
Topic 6 0.667

Topic 7 0.176 0.507

Topic 8 0.137 0.188

Topic 28 - 09
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Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8 e Topic 28

Topic 1 1 0132 0.077 0.021 0.198 0.059 0.103 0206 0.114
Topic 2 0.132 1 0.015 0.006 0.050 0.007 0.019 0.121 - 0033
Topic 3 0077 0015 1 0.021 0011 0.047 0.074 0.180 i 0.028
Topic 4 0021 0.006 0.021 1 0022 0.005 0.010 0.047 0016
Topic 5 0.198 0.050 0.011 0.022 1 0.015 0.027 0.189 - 0.186
Topic 6 0.059 0.007 0.047 0.005 0015 1 0.025 0.125 0010
Topic 7 0.103 0019 0.074 0010 0027 0.025 1 0.166 0027
Topic 8 0206 0.121 0.180 0.047 0.189 0.125 0.166 1 o 0.159

Topic 28 0.114 0.033 0.028 0016 0.186 0.010 0.027 0.159 o~ i
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Category Topic and number

pulping Defoaming agent (T2), Pulping (T3), Dispersant (T5), Distributor (T13), Cleaning cabin machine (T18), Mixed coal crushing
(T21), Annexing agent (T22), Surfactant (T23), Coal particles (T24), Flow improver mixts (T25)
pumping Corrosion inhibitor (T1), Stability (T6), Piston pump (T7), Multi-station conveying pump (T8), Monitoring pipelines (T9), Switch

unit (T10), Pneumatic transport (T11), Multi-pump switching system (T20), Anti-corrosion coating (T26), Polymer (T28)

end-processing Filtration system (T4), Paste filling (T12), Gasification (T14), Terminal Coal Slurry Restoration (T15), Drying system (T16), Heat
Treatment (T17), Concentration and pressure filtration (T19), Reagent adding device (T27)
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Topic Meaning Words

1 Corrosion inhibitor Fluid, equipment, solvent, surface, pipeline, inhibitor, composition, condensate, polymer, aliphatic
2 Defoaming agent Carbon, catalyst, density, slurry, hydrogen, dry, reduction, pulp, pressure, nitrogen

3 Pulping Slurry, processing, liquid, pulp, separator, pipeline, settling, pump, transport, connected

4 Filtration system Water, Vibration, coal, reduce, discharging, slurry, filtering, drying, environment, extracting
5 Dispersant Acid, salt, slurry, coal, sulphonic, metal, stabilizer, dispersion, copolymer, viscosity

6 Stability Plate, rod, connected, shaft, fixedly, rotate, support, mounting, coal, block

7 Piston pump Layer, shell, material, grain, pump, facility, pressure, transportation, motor

8 Multi-station conveying pump Slurry, coal, pump, connect, pipeline, inlet, pressure, outlet, transmitter, distance

9 Monitoring pipelines Coal, fluid, portion, pipeline, flow, rate, wall, data, continue, real

10 Switch unit Valve, control, pressure, drilling, electric, closed, gate, pipeline, station, ball

1 Pneumatic transport Stir, pneumatic, flotation, tank, spray, pulp, cake, overflow, filter, spray

12 Paste filling Grout, fill, gangue, coal, underground, slurry, transportation, ground, lift, hydraulic

13 Distributor Coal, slurry, connected, pipeline, mill, conveying, sieve, screen, pump, tank

14 Gasification Coal, slurry, tank, powder, mixing, storage, gasification, pipeline, pump, grind

15 Terminal Coal Slurry Restoration ‘Tank, filter, pump, coal, slurry, concentration, dehydration, sedimentation, thickener, distance
16 Drying system Chamber, wall, temperature, steam, sludge, centrifugal, treat, wastewater, coal, efficiency

17 Heat Treatment Boiler, coal, drying, air, tower, heat, furnace, combustion, steam, temperature

18 Cleaning cabin machine Machine, hopper, cylinder, driving, collecting, cleaning, spiral, power, slime, lifting

19 Concentration and pressure filtration Waste, transport, filter, coal, thickener, slurry, chute, scraper, clean, grain

20 Multi-pump switching system Liquid, pump, air, station, pipeline, mechanism, diaphragm, pressure, power, supply

21 Mixed coal crushing Crusher, Material, ash, cement, mortar, powder, mixing, raw, stirring, construction

2 Annexing agent Polymer, sulphonated, aliphatic, monomer, vinyl, additive, acid, copolymer, surfactant, lignin
23 Surfactant Additive, surfactant, oxide, Coal, slurry, powder, water, alcohol, salt, acid

24 Coal particles Solid, slurry, form, liquid, particulate, coal, mixing, dispersion, compound, produce

2 Flow improver mixts Tower, layer, stabilizer, sulphonate, bottom, low, tank, concentration, formaldehyde, solid

2 Anti-corrosion coating Surface, corrosion, polymer, compound, uveous, solution, alkyl, apparatus, mixture, contact
27 Reagent adding device Coal, slurry, particle, water, pipeline, size, viscosity, conic, coarse, suspension

28 Polymer Dispersant, monomer, alkyl, water, slurry, ammonium, metal, coal, conic, organic
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Type

#0000FF
Truck
#0000FF
Rail

#0000FF
Coal slurry Pipeline

Advantages

Short and medium distance transportation

High flexibility

High reliability and long transportation distance

Large volume of coal transportation

Strong continuity of operation

Low operating costs (relative to pipelines)

Low occupancy rate of land resources

Long transportation distance and large coal slurry transportation volume
Low degree of environmental pollution (closed transportation)
Low coal loss rate (below 0.1%)

Low cost (long distance or relatively short distance)

Strong continuous operation characteristics

Disadvantage

Highest operating costs and low labor productivity (relative to pipelines)
‘The most serious environmental pollution

High occupancy rate of land resources (25 acres per kilometer of railway)
Serious pollution along the way

High coal loss rate (0.8%-1%)

Vulnerable to topographic conditions

Strict concentration requirements (fluidity and stability effects)

Strict flow rate requirements (critical flow rate greater than 1.1 m/s)
Limited laying slope (up to 16%)

Easily blocked (settlement characteristics)

Waste of water and high-power consumption
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Commodity NPK Norm CEM

Mean %AStd %ACVaR Mean %AStd %ACVaR Mean %AStd %ACVaR
Panel A: in sample
Crude oil 0.007 54310 2712 0.003 56703 39338 0027 11332 9.695
Gasoline 0.008 39720 28,645 0,000 44,693 26488 0022 12027 10695
Average 0.008 47015 35678 0,001 50.698 32913 0025 11680 10195
Panel B out of sample (static hedging)
Crude oil -0010 56.964 32926 0004 60.620 28809 0039 11405 10210
Gasoline 0014 42,083 27328 0002 45,848 23466 0036 12935 11381
Average -0012 149523 30127 0003 53234 26.138 0038 12170 10796
Panel B: out of sample (dynamic hedging)
Crude oil -0.003 57.144 32149 -0.003 60525 26742 0033 31526 26554
Gasoline 0015 40.668 25829 0005 45,588 23457 0026 11086 9.967
Average 0009 48.906 28989 -0.004 53.056 25099 0029 21.306 18260
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Panel A crude oil

Lo 99% 98% 97% 96% 95% 94% 93% 92% 91% 90%
Spots. Norm-CVaR 6523 5925 5551 5273 5.049 4.860 4.695 4549 4417 4.296
NPK-CVaR 8961 7513 6.698 6.155 5749 5424 5.151 4916 4.709 4524
Future Norm-CVaR 6.378 5794 5428 5.156 4937 4752 4591 4448 4319 4319
NPK-CVaR 8833 7372 6573 6.034 5.631 5309 5.040 4.808 4.606 4426

Panel B Gasoline
L= 99% 98% 97% 96% 95% 94% 93% 92% 91% 90%
Spots. Norm-CVaR 7332 6.660 6240 5.927 5675 5463 5278 5114 4.965 4.830
NPK-CVaR 10495 8.684 7723 7.083 6598 6205 5874 5590 5.341 5.121
Future Norm-CVaR 6455 5.864 5494 5219 4.997 4810 4647 4502 4372 4252
NPK-CVaR 9.168 7.690 6.847 6.285 5.865 5528 5245 5.000 4.785 4592
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Geothermal fluid flow rate (kg/s) 50 (%) 100 (%) 150 (%) 200 (%) 250 (%) 300 (%) 350 (%) 400 (%) 428.7 (%)

Parallel GAPG plant 463 461 458 456 454 451 44.9 47 446
Series GAPG plant 463 460 45.7 455 452 450 449 447 446
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Scenario No

Scenario 1
Scenario 2
Scenario 3
Scenario 4

Displaced FWHs

Displacing extraction steam to FWH1 to FWH3
Displacing extraction steam to FWHS to FWH8
Displacing extraction steam to FWH1 to FWH 8
Displacing extraction steam to FWHS

Case study power plant

Geo-fluid inlet temperature (°C)

280
155
280
180

Geo-fluid outlet temperature (°C)

180
45
45
120
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Points in Figure 1

ltem

Pressure

Temperature

FWH outlet temperature
Drain steam temperature
Extraction flow rate

Outlet steam parameters of boiler,
Item

Pressure
Temperature
Flow rate

Unit A

Bar 54.41
‘c 3749
c 269
‘c 2459
kg/s 16.00

and Steam turbine

Unit Boiler
Bar 167
c 537

kgfs 215

34.62
313.2
2402
203.8
19.78

Reheater

31.16
537
205.8

c D E E
15.76 7.56 486 187
4304 326.3 276.5 1749
1982 169.1 146.1 13.7
1747 165.4 1193 88.8
9.70 14.73 1042 9.44

HP turbine 1P turbine
34.62 4.77
3128 2765
2256 1709

0.632 0.226
85.9 61.6
83.1 58.8
64.4 40.2
7.34 7.37

LP turbine

0.052
336
146.8
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Location

Kerman

Hoon City
Hamirpur
Hyderabad
Southern Italy
Chandigarh
Ahmedabad
Bhubaneswar
South America
Haryana
Guiarat

Brazil

Tamil Nadu
Palestine
Ocisha
Manisa, Turkey
Tamil Nadu
Saudi Arabia
Vishakhapatnam

Solar plant

capacity

11 kWp
14 MWp
100 kWp
100 KWp
960 kWp.
200 kWp.

~150 KWp
~100 kWp

27 KWp
50 kWp
25 MWp

7.82 MWp

83 kWp
7.68 kWp
100 kWp
30 kWp
5.00 kWp
467 kWp.
1.00 MWp

Energy (MWh)

24,964
01.36
161.60

1262.10
2929
150.79
14.96

37

50,001
827
5.499

45.59
7.144

1684.81

Fe (%)

23.81

15.40
18.44
16.60
16.70

155

22.80

16.17
17.35
16.31

15-18
11.33

PR (%)

82.92
76.9
724

80
84.4
773

75.1-825

78
745

87
80.1
81.2

52

76

80

83.61

76.83

80-86
87.9

Energy loss
(%)

320
20.0
26.1
26.5
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Quantity Value for each scenario of scaled sessions per day

10 20 30 40

Energy storage properties

Batteries (qty) 600 110 17.0 19.0

String size (batteries) 1.00 1.00 1.00 1.00

Strings in parallel (strings) 600 110 17.0 19.0

Bus voltage (V) 380 380 380 380
Energy storage statistics

Nominal capacity (kWh) 1,260 2310 3,570 3,990

Lifetime throughput (kWh) 4,610,417 7479453 9,897,110 13,321,341

Expected life (yr) 10.0 10.0 100 10.0
Energy storage result data

Annual throughput (kWh/yr) 461,042 747,945 989,711 133,213

Losses (KWh/yr) 28228 45,529 59,732 81214

Storage depletion (kWh/yr) -1,260 -2310 -3,570 -3990
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Variable

CE
GHG
Size

TQ
FirmAge
indep
PQ

Obs

608
608
608
608
608
608
608
608

Mean

6.862
116648.8
1230283
22213
2992
2939
0377
0246

Std. Dev

19.11
3679198
591434.6
1.289
10717
0.230
0.0538
1315

Min

1.86
19.939
0219
2,080
0.308
0

Max

139

3.23¢ + 08
3724022
26.063
983.491
3555

0.6

9

Note: PI, product innovation; CE, carbon emission; GHG, greenhouse gas emis

ion; PQ,

product quality; PirmAge, firm’s age; Indep, independent director; TQ, tobin’s Q.
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Sessions per
day

10
20
30
10

Sessions per
year

3,609
7,312
11,058
14,466

Annual energy
served (kWh)

450,845
912,965
1,382,360
1,808,302

Energy per
session (kWh)

125
125
125
125

Peak power
(kw)

350
600
700
840

Energy storage

11
17
19
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Variable

Gender

Age (Years)

Qualification

Income

Category

Male
Female
20-30
3140
41-50
51-60
61-above
Bachelors
Masters
Postgraduates
Diplomas
Others
1-10,000
10,000-20,000
20,000-30,000
30,000-40,000
40,000-above

Frequency

387
110
237
82
60
76
42
245
96
75
56
25
26
59
83
197
132

Percentage

779
221
47.7
165
12
15.3
85
49.3
19.3
151
13
5.0
5.2
19
16.7
39.6
266
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Attitude
Attitude
Attitude
Attitude
Attitude
Purchase intention
Purchase intention
Purchase intention
Purchase intention
Purchase intention
Purchase intention

<

Social media
Relative advantage
Cost

Awareness

Ease use

Social media
Relative advantage
Cost

Awareness

Ease use

Atiitude

~*This symbol mean our hypothesis are accepted on base of threshold.

Estimate

442
259
-.186
.003
18
A7
159
130
.099
.085
271

SE.

.033
.036
.036
.030
.034
042
041
041
.034
039
051

CR.

10.832
6.204
-4.260
069
3.089
3.869
3.780
3.013
2476
2262
6.094

945
002

003
013
024

Decision

Accepted
Accepted
Accepted
Not Accepted
Accepted
Accepted
Accepted
Accepted
Not Accepted
Accepted
Accepted
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Direct effect

Atiitude

Purchase intention
Indirect effect

purchase intention
Total effect

purchase intention<

Ease use

18
.085

.032

M7

Awareness

.003
099

.001

100

Cost

-.186
130

-.050

080

Relative advantage

259
159

.070

229

Social media

442
a7

120

29

Attitude

.000
271

.000

271

Purchase Intention

000
000

000

000
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Indicator

Social Media

Relative advantage

Awareness

Ease of use

Cost

Attitude

Purchae intention

SM, social media; CT, cost: RD, relative advantage; AW, awareness; EU, ease of use; AT, Attitude; PT, purchase intention.

Measurable variables

SM1
SM3
SM3

RD1
RD2
RD3
RD4
RDS

AW1
AW2
AW3
AW4
AWS5

EU1
EU2
EU3
EU4

cT
CT2
CT3
CT4
CT5

AT
AT2
AT3

Pit
P2
PI3

Factor loading

955
946
951

916
900
933
871
886

924
879
909
906
856

905
863
876
796

865
.838
864
814
759

914
877
894

914
.908
855

CR

974

971

969

946

946

941

938

AVE

926

870

864

813

778

841

834

973

971

969

.945

946

940

937
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Purchase intention Social media Relative advantage Cost Awareness Attitude Ease use

Purchase intention 913

Social media 446 962

Relative advantage 411 338 .933

Cost 326 323 385 .882

Awareness 299 241 334 419 929

Attitude 457 498 .356 .080 187 917

Ease use 256 243 164 186 163 234 .902





OPS/images/fenrg-10-961734/inline_15.gif





OPS/images/fenrg-10-961734/inline_14.gif





OPS/images/fenrg-10-961734/inline_13.gif





OPS/images/fenrg-10-918425/inline_10.gif
(4





OPS/images/fenrg-10-961734/inline_12.gif





OPS/images/fenrg-10-918425/inline_1.gif





OPS/images/fenrg-11-1196826/crossmark.jpg
©

|





OPS/images/fenrg-10-961734/inline_11.gif
Lyes





OPS/images/fenrg-10-918425/fenrg-10-918425-t004.jpg
Sobel
Goodman-1 (Aroian)

Goodman-2

A coefficient
B coefficient
Indirect effect
Direct effect

Total effect

Coef

—A5.826e-10
~5.826e-10
~5.826e-10
Coef
3.5e-07
-0.001651
-5.8¢-10
~1.4e-09
=2.0e-09

Std. Err

2.440e-10
2449-10
2430e-10
Std Err
3.2e-08
0.000675
24e-10
27e-09
2.7e-09

z

-2.388
-2.379
-2.398
z

10965
-2447
-2.388
~0.530
-0.752

P>|Z|

0.0169
0.0174
0.0165
P>[z|
0
0.014
0.017
0.596
0452

Note: The proportion of total effect that is mediated: 0.2922; The ratio of indirect to

direct effect: 0.4128: The ratio of total to direct effect 1.4128.
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Variable

Indep

FirmAge

Size

TQ

_cons

N

)

GHG
~0.00000572
(-0.57)
69.56
(0.35)
~74.37
(-1.62)
1730
(2.35)
-6949
(-0.87)

@)

CE
0.000000353+*
(11.04)
11807
(4.32)
-4.801***
(-9.64)
6,674
(52.82)
0304+
(6.06)
-1322%
(~41.10)
15,266

Variable

PQ

Indep

FirmAge

Size

TQ

_cons

@)

GHG
0.00000198*
(234)
-21.83
(-129)
1599
(0.41)
-0.947
(-151)
0414
(0.61)
2694
(1.38)
30

)

CE
~1.99E-09
(-075)
0269
(-1.18)
-0.102¢
(-243)
0200+
(18.96)
00229+
(5.46)
~3.791%%
(~14.08)
14924

Note: t statist

in parentheses; “p < 0.05, *'p < 0.01, ***p < 0.001
Note: PI, product innovation; CE, carbon emissior

GHO. oreadiouss s stisstion: PO, feodo aulit: DimAes. Sunle sou Tides et dsucs 10 Tol
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Variable PQ GHG Size TQ FirmAge Indep
PQ 1000

PI 00414+ 1.000

CE 0354 ~0.080 1.000

GHG 0006 0,128+ 0,994+ 1.000

Size 0136 0.399* -0015 0.072%* 1.000

Q -0010 0047+ -0016 0004 0400 1.000

Firmage 0006+ 0.029*+* ~0.004++ ~0015" -0018 0,056+ 1000

indep 0011 0014 -0.021 -0.007 0,165 0112 ~0.030%* 1.000
Nike: PE prodct innovation OB sarton smissions GHG: prenihonss ges emisiion; PO product quality; FimApe: in's age: Indeo: indepenilent drector: IG5 Tl
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Month

January
February
March
April

May

June

July
August
September
October
Novernber
December

Effective irradiance (kWh/m?)

148.4
167
2125
209.2
2013
155.2
127.4
135.2
158.8
179.4
152.5
148.4

Monthly energy generation
by the bifacial
PV system (kWh)

602
766
937
943
876
605
406
533
639
799
621
463

Monthly energy generation
by the polycrystalline
PV system (kWh)

543
651
864
848
834
574
382
505
612
728
568
425
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Description

1. SPV module(Wp)
Open circit voltage (Voc) in volts.
Short circit current (Isc) in amps
Voltage at maximum power (Vmp) in volts
Current at maximum power (Imp) in amps
Total modules (nos)
Solar capacity (kW)
Total module area (m?
Module capex INR (USDjapprox.
SPV system lfe (years)
2. PV inverter
Inverter capacity (kW)
Inverter capex INR (USDjapprox.
Inverter lifetime (years)

Replacement cost from 6" to 25"year INR (USD) approx.

3. BoS cost

Intial capital INR (USD) approx. for 1% 5 years
Replacement cost from 6™ to 25"year INR (USD) approx.

Lifetime (years)

4. Total comprehensive O8M cost INR (USD) approx. for 25 years
5. Energy generation for 25 years (KWh) (0.8% Annual degradation considerec)

6. Tariff INR (USD)approx.

(1 USD = 75 INR)

Polycrystalline system

335
45.80
9.50
36.70
9.13

15

5
30
90,450/-(1,206%)
25

5
30,000/-(4008)
7
45,000/~ (6008)

99,500/-(1,326.78)
10,000/-(133.338)
25
65,000/-(866.66%)
173,400 (2,3129)

7 (0.093 USD)

Bifacial system

385
4865
995
39.90
9.65
13
5
2
102,602/-(1,3689)
25

5
30,000/-(4008)
7
45,000/-(8008)

97,000/-(1,293.339)
10,000/~(133.339)
25
65,000/-(866.669)
190,740 (2,453.2%)
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Assumption Value Unit Source
Turbine lifetime 20 Years Industry standard
ADLS lifetime 20 Years ADLS manufacturer
Analysis period 20 Years Turbine lifetime
Reduction of beacon operational hours during 98 % ADLS manufacturer
night
Reduction of LED replacements 129 Replacements/ Beacon manufacturer
20 years
ADLS receiver electric capacity 31 W (average per day)  ADLS manufacturer
ADLS communication electric capacity 28 W (average per day)  ADLS manufacturer
Infrared (IR) beacon electric capacity 13 W (during operation)  Beacon manufacturer
Beacon W red electric capacity 5 W (during operation)  Beacon manufacturer
Beacon W red + IR electric capacity 6 W (during operation)  Beacon manufacturer
Share of on-site electricity of consumption 81 % ADLS manufacturer
GWP 100 of German electricity mix in 2022/ 460/330/257 kg CO, eq./kWh Weigel et al. (2021)
3242
Location (Erfurt Germany) 51'13'55 N GPS coordinates
648'42 0
Yearly average night hours 10.48 h/d BMDV (2022)
Yearly average twilight hours 125 hid BMDV (2022)
Recycling shares %
Aluminum %'
Cables 847
Electronics 84! 1) (German Corporation for International Cooperation GmbH (GIZ),
2022)
PCBs 84 2) assumed to be same as electronics
Plastics 47"
Steel 95'
Component weights Kg
Receiver 215 ADLS manufacturer
Communication module 21 ADLS manufacturer
Mounting/Antenna/Cabling 432 ADLS manufacturer
Infrared beacon components 0.16 Beacon manufacturer
LED beacon components 057 Beacon manufacturer
LED Lifetime 50,000 h Beacon manufacturer
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Life cycle impacts 1 ADLS 8 WTs 1 ADLS/8 WTs (%) Evaluation

Cumulative energy demand 8,001 (kWh) 1,299,030,015 [kWh] 00006 - 0.00002
Global warming potential 594 [kg CO, eq.] 20,039,960 [kg CO; eq.] 0.0030 - 0.00009
Resource depletion 4 [kg antimony eq.] 132,273 (kg antimony eq.] 0.0029 - 0.00009
Human toxicity 2,064 [kg 14-DCB eq.] 60,690,800 [kg 1,4-DCB eq.] 0.0034 - 0.00010

Ecotoxicity 7,340 [kg 1,4-DCB eq.] 383,844,537 [kg 14-DCB eq] 0.0019 - 0.00006
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Prefecture-level city T4 (2001-2005) T2 (2006-2010) Ts (2011-2015) Ta (2016-2020)

Fuzhou city o
Xiamen city
Putian city
Sanming city
Quanzhou city
Zhangzhou city
Nanping city
Longyan city
Ningde city

> >

R R R Y
>e>OD>SOD>O
POODD>OD

o
o
o
o
o
o
o
o
o

Note: Mild disorder &, Impending disorder A, Reluctant coordination O, Primary coordination
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Fuzhou
Xiamen
Putian
Sanming
Quanzhou
Zhangzhou
Nanping
Longyan
Ningde

Ty T, Ts Ts
Cy Gy E; C. Gz Ex Cs Gs E; Cs Ga Eq
0.624 0.564 1.106 0.392 0.678 0.578 -0.010 0.508 0.124 0.339 0.366
0.694 0.820 0.847 0.440 0.610 0.722 -0.065 0.436 0.116 0.322 0.362
0.653 0.637 0.867 0.470 0.769 0.612 0.125 0.558 0.097 0.293 0.331
0.626 0.449 1.393 0.422 0.701 0.602 -0.096 0.484 0.112 0.305 0.368
0.650 0.629 1.034 0.371 0.678 0.547 -0.063 0.501 0.117 0312 0.374
0.572 0.495 1.156 0.398 0.702 0.567 0.073 0.651 0.030 0215 0.138
0.613 0.514 1.193 0.373 0.669 0.557 -0.116 0.476 0.025 0.219 0.114
0.633 0.495 1.279 0.420 0.722 0.581 -0.092 0.488 0.103 0313 0.328
0.686 0.480 1.220 0.398 0.741 0.537 -0.034 0.5626 0.082 0318 0.258
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Coupling coordination value Level
interval

(0.0-0.1)
0.1-02)

0.2-03)
(0.3-0.4)
(0.4-0.5)
(0.5-0.6)
0.6-0.7)
0.7-08)
0.8-09)

COND G AN =

3

Degree of coupling
coordination

Extremely maladjusted
Severe maladjustment
Moderate disorder

Mid disorder

On the verge of disorder
Barely coordinated
Primary coordination
Intermediate coordination
Good coordination
Qualty coordination
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Category

Decoupling

Connect

Negative decoupling

Degree of decoupling

Strong decoupiing
Weak decoupling
Decline decoupling

Expansion link
Recession link

Dilated negative decoupiing
Weak negative decoupling
Strong negative decoupling

AG

>0
>0
<0

>0
<0

>0
<0
<0

Unhooking elasticity
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System type Festival energy/kW ha

Solar photovoltaic system Crystalline silicon 242887 327

Thin film 97153 133.1
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Content Case 3 flexible fluidized Case 4 flexible fluidized
pyrolysis air gasification pyrolysis oxygen gasification
Quantity Heat ratio% Quantity Heat ratio%
of heat MJ/h of heat MJ/h
Reactor Energy output Heat of reaction 1357125 1734 1357125 17.34
Feed heating heat 56875 72.67 56875 72.67
Steam heating heat 47775 61 47775 6l
heat loss 3,04052 388 3,040.52 388
Energy import Circulating coke provides the heat 7826427 10000 7826427 10000
Gasifier Energy output Circulating coke to heat up and heat 78264.27 3228 7826427 55.00
Gasification coke heat up heating heat 1325073 546 1325073 931
Steam heating heat 2247565 927 22475.65 1579
Main wind/oxygen to heat up and heat 118999.17 49.07 2280839 16.03
heat loss 9,500 392 5,500 387
Energy import Gasification reaction to release heat 242489.82 100 142299.04 100
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Content Case 1 fluidized pyrolysis air Case 2 fluidized pyrolysis
combustion oxygen combustion
Quantity Heat ratio% Quantity Heat ratio%
of heat MJ/h of heat MJ/h
Reactor Energy output Heat of reaction 13571.25 1734 13571.25 1734
Feed heating heat 56875 7267 56875 72.67
Steam heating heat 47775 61 47775 61
Heat loss 3,040.52 388 3,040.52 388
Energy import Circulating coke provides the heat 7826427 100 7826427 100
Burner Energy output Circulating coke to heat up and heat 7826427 6681 7826427 8176
The rest of the coke is hot 8,773.52 749 8,773.52 916
Main wind/oxygen to heat up and heat 2477721 2115 4,368.83 456
Heat loss 532092 454 432325 452
Energy import Combustion reaction exoheat 11713592 100 95729.86 100
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Content

Raw material
Coal liquefaction residue 87500
Products
Dry gas 215248
LPG 1,471.81
oil <180°C 5,026.63
180-360°C 13962.89
>360°C 7.7403
Solid waste Total organic coke 46427.15
Inorganic ash 10543.75
Water in raw materials ‘Water 175
SUM 87500
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Product yield Anhydrous and ash-free ‘THEF-soluble

raw material base raw material base

Dry gas/wt% 28 478
LPG/wt% 192 326
Naphtha fraction/wt% 654 1115
Kerosene diesel fraction/wt% 18.19 3099
Wax oil fractions/wi% 10.08 17.18
Coke/wt% 6047 3264
Gas yield rate/wt% 472 8.04

5" Oil yield/wt% 3481 59.32
Coke yield,/wt% 6047 3264

T T e e—
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Analyze the project Analytic result

Proximate analysis/wt% (As received basis)
Moisture 0.20

Ash content 12.05

Volatile matter 36.29

Fixed carbon 515

Elemental Analysis/wi%

C 7843
H 417
N 078

s 167
o 290
H/IC 0.6336
Softening point/’C 1825
THE soluble (THFS) wt% 5127
Toluene soluble wt% 31.01
Average grain diameter/mm <5

Density/gml”! 14
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Model Type Range (km) Electric motor Tank capacity Fuel consumption

(kW) (kg) (Hz) Kg/100 km
Toyota MIRAI Il Fuel cell vehicle 650 135 56 0.76
Hyundai NEXO Fuel cell vehicle-5th generation 756 120 6.33 0.84
Mercedes-Benz GLC F-CELL  Electric vehicle with fuel cell and li-ion battery 478 141.557 (Li-ion battery 13.8 kWh) 44 097
Honda Clarity Fuel Cell Fuel cell vehicle 589 130 5

Hyundai i35 4th generation Fuel cell vehicle 594 100 564 1
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Toyota
Mirai

Honda
Clarty

Hyundai
%35 FCEV

Mercedes-
Benz
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Honda
FCX Clarity

Chewolet
Equinox
FC

Mercedes-
Benz
F-Cel
(A-Class
based)

Nissan
X-Trail
FOV (2005
Model)

2003
Model

Ford
Focus FGV

Honda
FOX-V4

Toyota

Honda

Hyundai

Daimler AG

Honda

General
Motors.

Daimler AG

Nissan

Ford

Honda

FCand
Battery
hybridization

FC and
Battery
hybridization

FCand
Battery
hybridization

FG and
Battery
hybridization

FC and
Battery
hybridization

FC and
Battery
hybridization

Full FCEV.

FC, Battery
and UC
hybridization

FC and
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hybridization

FCand
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hybridization

FC and UC
hybridization

502

590

594

402

560

320

160-180

500

350

320

315

160

178

160

132

160

141

132

150

145

129

140

PEMFC

PEMFC

PEMFC

PEMFC

PEMFC

PEMFC

PEMFC

PEFC

PEFC

PEMFC

PEMFC

2015-
Present

2016-2021

2014-2018

2010-14

2008-2015

2007-2009

2005-2007

2003-2013

2003-2006

2002-2007

Japan,
Galifornia,
Europe,
Québec and
United Arab.
Emirates

Japan,
Southem
Galifornia,
Europe

South Korea,
Galforia,

Europe and
Vancouver

southem
Caiforia

United States,
Europe and
Japan

Calfornia and
New York

United States,
Europe,
Singapore and
Japan

Japan and
Galfornia

Galforia,
Florida and
Canada

America,
Japan

Energy.Gov, (2021)

Automobiles.Honda,
(2021)

Environment
Hydrogen-Fuel-Cell
(2021)

Mercedes-Benz,
(2021)

Matsunaga etal. (2009)

Eberle et al. (2016)

Mercedes-Benz-Cars,
(2021)

Nissan-Global, (2021)

Hydrogencarsnow,
(2021)

Global.Honda, (2021)
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Mobility type

Heavy Duty Vehicles

e Fuel Station
Light weight vehicles

s

Railway transportation

<

Shipping industries

=
ac—

Aviation and Space

e

Unmanned Cars, Unmanned Arial
vehicles

~—
=

©

Country

New Zealand

Paris

Germany

Japan
South Korea

us

India
Northemn

Germany
India

United Kingdom

Norway

United states
Japan

India
Europe
China
Russia

Turkey
Italy

China

Status

Examination of feasibility
Energy strategy
Assessment of Potential

Development of Vehicles

Development
Commercialization
Development of cars by 2030
Development
Commercialization
Development

Commercialization

Development
Research
Commercialized (Germany)

Developmental (India)

Commercialization Process

Developmental stage

Risk & Safety aspects Analysis

Developmental Progress

Progress, Testing and Safety
Assessment

Developmental Progress
Testing

Testing

Testing

« Developmental Progress

Progress, Testing and Safety
Assessment
Developmental Progress

Ref no.

(MBIE, 2019; Concept Consulting Group, 2021; Perez et al., 2021)

Air Liquide Will Build the First High-pressure Hydrogen Refueiing Station
for Long-haul Trucks, (2021)

(Galich and Marz, 2012; Topler and Lordache, 2017; Trencher and
Edianto, 2021)

Low et al. (2020)

Low et al. (2020)

Low et al. (2020)

Jhunjhunwala et al. (2018)
World's First Hydrogen Train Runs Route in Germany, (2021)

(137

(Sattler, 2000; IMO, 2012a; IMO, 2012b)

(Tronstad et al., 2017; Leo et al., 2010; de-Troya et al., 2016; van Biert
etal, 2016)

(Dawson, 2004; Committee on Air Force and Department of Defense
Aerospace Propulsion Needs, 2006; Dale Reed and Lister, 2011)
Negoro, (2007)

(Lele, 2006; Rao et al., 2019b)
Tan, (2013)

Wang et al. (2013)

Sergienko, (1993)

(Sergienko, 1993; Tan, 2013; Wang et al., 2013)
(Giacoppo et al, 2017; Bayrak et al, 2020)

Chang et al. (2019)
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Technology

Electrolyte

Cathode

Anode

Charge carriers

Operating
temperature

Cel voltage (V)

Technology status

AEL

Aqueous KOH
(20-40 wt%)

Ni, Ni-Mo alloys

Ni, Ni~Co alloys

OH-, K+

100°-150°C

1.8-24

Mature

PEM

Proton exchange ionomer (e.g.
Nafion)

Pt Pt-Pd

RUOy, IO,

H+

70-90°C

1.8-22

Commercial

SOE
solid-oxide
Ni-YSZ (ytria-stabllized
Zrconia)

Lanthanum strontium
manganate

02-

700°C -800°C

1.6-1.8

Not yet commercial Pilot
scale

AEM

Anion exchange ionomer (e.g., AS-4) + optional dilute
caustic solution

Niand Ni alloys

Ni, Fe, Co oxides

OH-

50°C -60°C

1.8-2.2

R&D
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Hydrogen extraction source

Coal
Industrial gas

By product gas
Natural gas

Electrolyzed water
Photocatalytic water
decomposition with solar
energy

Biological H production

Quantity (billion
tons/year)

215
125

7.07
46

21
18

2.05

Technical details

Homogeneous and high-speed reaction ought to
its special physical and chemical process
Physical and chemical process

Physical and chemical process
Chemical process

Chemical process
Photocatalytic process

Microorganisms and their metabolic mechanisms

Emission

GHG emission

GHG emission

with pollutants
GHG emission
Pollutants

Pollutants
No GHG emission

Pollutants

Ref no.

(Lietal., 2010; Hui et al, 2017; Wang
et al,, 2020; Sun et al., 2021)

(Vialetto et al., 2019; Ates and Ozcan,
2020; Okolie et al., 2021)

(Vialetto et al., 2019; Okolie et al., 2021)
(Perdiikaris et al., 2010; Bicer and Khaiid,
2020; Mayrhofer et al., 2021)

(Mayrhofer et al., 2021; Sun et al., 2021)
(Jiang etal., 2013; Yan etal, 2013; Zhang
et al,, 2013; Tasleem and Tahir, 2020)

(Bietal, 2010; Cormos, 2012; Cao et al.
2020)
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Cited reference Year of publication Investigated on

Ren et al. (2019) 2020 Green and sustainable logistics

Kumar and Alok, (2020) 2020 Prospects for sustainability

Lopez et al. (2019) 2019 The impact of technological advances in bus transportation on environmental and social sustainability
Tirachini, (2020) 2019 Travel behaviour and sustainable mobility

Holden et al. (2019) 2019 Aspects of sustainable mobility in 2030

Martinez-Diaz et al. (2019) 2019 Future of autonomous driving

Letnik et al. (2018) 2018 Sustainable and energy-efficient urban transportation policies and initiatives
Ranieri et al. (2018) 2018 Logistics innovations in cost reduction vision

Taiebat et al. (2018) 2018 Automated vehicles' energy, environmental, and sustainability consequences
(Ferrero et al., 2018; Santos, 2018) 2018 Shared mobility

Biresselioglu et al. (2018) 2018 Electric mobiity

Pojani and Stead, (2018) 2018 Policy design for sustainable urban transport
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Variable

NSO,
nSoot
Subsidies
Insize
Age

ROA

lev
incapital
Infees
npgdp
inpop
Struc2

8420
8171
8530
8529
8491
8181
8182
8391
8530
7962
8024
8023

Mean

13.8256
12.7756
3.0545
12.3351
16.7715
0.0166
0.6854
6.5993
11.5477
12.8088
5.6020
88.6605

Sd

3.0545
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2.6747

16.7214
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0.3827
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1.2706

9.2093

Min

0.0000
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0.0000
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0.0000
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24849
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46.8000

P50

14.2686
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Process type Case 3 flexible fluidized Case 4 flexible fluidized
pyrolysis air gasification pyrolysis of oxygen
gasification
Dry-base composition, mol%
N, 50.62 021
0, 0.00 0.00
co 3101 66.66
co, 411 313
H, 14.14 2954
H2$ 011 021
CH4 001 024
sum 100.00 100.00
H,/CO,mol/mol 0.4560 04432
Low heat, MJ/Nm* 5.4448 116898
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Case 1 fluidized

Case 2 fluidized

Case 3 flexible

Case 4 flexible

pyrolysis, pyrolysis, fluidized fluidized
air combustion oxygen combustion pyrolysis air pyrolysis of oxygen
gasification gasification
Reaction coke consumption/kg:h™ 3458.09 2,826.14 46427.15 46427.15
Remaining organic coke/kgh™* 42969.06 43601.01 0 0
Inorganic solid content/kg:h™! 1054375 10543.75 10543.75 1054375
Air/Nm*h~ 3148831 15246003
Oxygen/Nm*h™! 5,301.97 2781577
Fuel gas/Nm*h! 3148831 530197
Fuel gas/Nm*h! 238370.12
Syngas/Nm3-h™! 119573.65
Raw material thermal input flow/ 27125 27125 27125 27125
MKJ b
Oil and gas thermal output flow/MkJ h™"  1,309.94 1,309.94 1,309.94 1,309.94
External coke thermal output flow/ 1,223.07 124106 0 0
MKJ h!
Fuel gas/syngas thermal output flow/ 0 0 1297.88 1,397.79
MKJ h™!
Thermal efficiency/% 93.38 94.05 96.14 99.82
Carbon in raw material/kg:h™! 68,626.25 6862625 68,626.25 68,626.25
Carbon in oil and gas/kgh™" 2561698 2561698 2561698 25616.98
Carbon in efflux coke/kgh™ 38,672.15 39240.91 0 0
Carbon in effective syngas/kg:h™! 0 0 0 4267673
Carbon Efficiency/% 93.68 9451 3733 99.52
Exhaust CO2/Nm'h™! 6,612.54 530197 83,737.67 3,739.75
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= ) @
Facilities 1 Facilities 2
Subsidies 0.0076" 00014
(0.0042) (0.0020)
N 5350 6861
? 0.0245 00183
Control Yes Yes
FE-year Yes Yes
FE-city Yes Yes
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Quarter first quarter

Second quarter
Third quarter
Fourth quarter
Quarter

Economic loss/yuan

This study

123,564.2
98,523.6
10,254.9

150,263.4

Method by Lu et al.

(2020)

200,147.3
174,025.6
154,217.6
185,247.0

Method by Gao et al.
(2017)

236,571.2
198,746.3
210,360.1
220,304.7
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Type of attack Attack type identification results
This study Method by Luetal. Method by Gao et al.

(2020) (2017)
DOS v v x
MAC spoofing v x x
Buffer overflow v v ¥
Flood attack v v v
Smurf attack v x ¥

“\’means that the network attack can be identified; “x” means that the network attack
cannot be identified.
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Number of experiments/time Control time/s

This study Method by Lu et al. Method by Gao et al.
(2020) (2017)
5 122 15.7 138
10 127 16.8 14.6
15 135 17.3 174
20 138 18.9 185

25 14.6 19.5 19.2





OPS/images/fenrg-10-887946/math_9.gif
pinCVaR(h)
- min Fu(y)

min = (Ta)" Y ((rps +V)GR) +BHR))  (9)






OPS/images/fenrg-10-904079/fenrg-10-904079-t001.jpg
Parameter

Transaction price
Market transaction electricity

Electricity direct transaction electricity

Accumulatively organise and complete the market transaction electricity
Coal power investrment ratio

Specific value

0515 yuan
2.34 bilion kKWh
1.75 billion KWh
970 milion KWh

58%
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Component

Flat plate, PV module

iesel generator
Lithium-ion battery

System converter

Technical
description

mono—Si—CSUN200—72 M PV
420 kW

100 kW Li-ion

Generic

Cost ($)

1,800/kW
300/kW
13,700
300/kW

Replacement cost

($)

1,800
300
10,960
300

O&M cost
)

18/yr
0.030/hr
10/yr
NA-

Lifetime (years)

25
26
15
15
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Particulars

Country

Region/division

Surface area

Principal religion

GPS coordinates

Total population

Average number of households size
Number of persons with specific needs
Opening date of site

Education level

Details

Cameroon
East/Lom—et—Djerem

55 Hectares

Muslims (98.8%), christians (0.8%), others (0.4%)

5'45'15.9114"N, 14°26'0.6"E

28,181

8937

4,102 (14.88%)

01 March 2014

Adults: 50.4% without education, 37,4% informal education, 0.80% university education
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Type No. of Appliance type Rating (W) No of Run time
households appliance h/day
Residential load
Household 7,045 CF lamp 15 2 5
Type No. of facilities Appliance type Rating (W) No of Appliance Run time h/day
School load
Kindergarten 1 CF lamp 15 1 3
Primary school 4 CF lamp 15 2 6
Computer 120 1 3
Secondary school 1 CF lamp 15 7 6
Computer 120 3 6
Fan 80 1 3
Refrigerator 200 1 6
Health loads
Health posts 1 CF lamp 15 2 8
Computer 120 5 7
Fan 80 2 7
Refrigerator 200 4 24
Lab equipment 1,000 2 8
Other loads
Workshop 1 Hydra form machine 7,500 1 9
Crushing mill 12,500 2 2
Broiler heater 17,000 9 17

Total refugee camp load

3,830.805
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Configuration System type Evaluation criteria ~ Methodology Location Year
Biogas/grid (Karmaker et al., 2020) Off-grid NPC, GHG HOMER Bangladesh 2020
PV/battery/diesel (Soudan and Masoud Darya, 2021) Off-grid LCOE HOMER Western Asia 2021
PV/wind/fuel-cell/electrolyzer (Rezaei et al., 2021) Grid NPC, LCOE, OP HOMER Iran 2021
PV/wind/battery/diesel (Chowdhury et al., 2020) Off-grid LCOE, NPC, GHG, RE HOMER Bangladesh 2020
Wind/diesel/fuel cell/battery/electrolyzer (Seedahmed et al., 2022) Off-grid GPC, LCOE, O&M HOMER Saudi Arabia 2022
PV/wind/diesel/battery (Babaei et al., 2022) Off-grid LCOE, NPC HOMER Canada 2022
PV/wind/fuel cell/battery (Zhang et al., 2022) Off-grid NPC, LCOE HOMER South Korea 2022
PV/wind/hydro/battery (Sharma et al., 2022) Grid NPC, LCOE, GHG, BL, RE HOMER India 2022
PV/wind/diesel/run-river-hydro/battery (Ma et al., 2022) Off-grid NPC, LCOE, RF HOMER Iran and Kuwait 2021
PV/wind/diesel (Mubaarak et al., 2021) Off-grid ‘GHG, NPC, LCOE HOMER Yemen 2020
PV/wind/diesel/fuel-cell/ battery (Jegadeesan et al., 2020) Off-grid LCOE, NPC HOMER India 2021
PV/diesel (Baranda Alonso et al, 2021) Off-grid GHG, PP, NPC HOMER Rwanda 2021
PV/diesel/biomass/wind/battery (Neves et al., 2021) Off-grid PP, LCOE, NPC HOMER Zambia 2021
PV/wind/fuel-cell/diesel/electrolyzer/battery/tank (Ur Rashid et al, 2022) ~ Grid NPC, LCOE, IC, OC HOMER Pakistan 2022
PV/fuel-cell (Pal and Mukherjee, 2021) Off-grid LCOE, RF, NPC HOMER India 2021

Keywords: LCOE, levelized cost of energy; GHG, greenhouse gas; GPC, gross present cost; NPC, net present cost; RF, renewable fraction; RP, renewable penetration; O8M, operation and

maintenance cost; PP, payback peri

L, battery life; TC, total cost; CR, connection rate; IC, initial cost; OC, operating cost.
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Month

Length (m)

10%

11764.706
2684.564
8888.889
15686.275
8163.265
864.865
513.149
398.01
477.327
3960.396
27586.207
33333.333

3%

3529.412
805.369
2666.667
4705.882
244898
259.459
1563.945
119.403
143.198
1188.119
8275.862
10000

2%

2362.941
536.913
1777.778
3137.255
1632663
172973
102.63
79.602
95.465
792,079
5517.241
6666.667

1%

1176471
268.456
888.889
1668.627
816.327
86.486
51.3156
39.801
47.733
396.04
2768.621
3333.333
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Month Precipitation (mm)

JAN 6.8
FEB 298
MAR 9
APR 5.1
MAY 9.8
JUN 925
JuL 165.9
AUG 201
SEP 167.6
ocT 202
NOV 29

DEC 24
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Case Location plants Electrical energy generated Sales for electrical Flow
Mw) energy (USD/year) of water (m°/year)

. Lerma—Chapala 49,500 6,326,700 165,000
. Cuitzeo
. Sierra - Costa
. Lerma—Chapala 79,200 10,122,000 264,000
. Cuitzeo
Sierra - Costa
. Lerma—Chapala 158,400 20,245,000 528,000
Cuitzeo
. Sierra - Costa
Lerma—Chapala 237,600 30,368,000 792,000
. Cuitzeo
Sierra - Costa

PRSP SEN S e P o
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Concept

Heliostats
Wiring and equipment
Ground

Civil work

Edging and adjustment

Cost (USS)

46,200,000
2,081,540
25,314,222
21,336,508
4,150,559

% of total

25.895
1.167
14.188
11.958
2.326
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Description

System configuration
Solar PV
Diesel generator
Battery
Converter

Technical performance
PV electricity production
Diesel generator electricity production
Battery autonomy
Fuel consumption
Generator Hours

Renewable fraction

Units

kw
kw

kw

kWh/year
kWh/year
hour
Liyear
hours/year
%

PS strategy

972
420
38

400

1,531,510
205,438
19
52,839
572

853

LF dispatch strategy

1,038
420
41
374

1,635,623
152,323
20.5
54,987
705

89.1

CC dispatch strategy

1005
420
39
427

1,583,331
284,157
318
72,497
714

79.7
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Climate performance

Carbon dioxide
Carbon monoside
Unburned hydrocarbons
Particulate matter
Nitrogen oxide

Sulfur dioxide

Units

kg/year
kg/year
kg/year
kg/year
kg/year
kg/year

PS strategy

137,518
872
380
5.28
339
819

LF dispatch strategy

140,357
921
40.2
645
345
829

CC dispatch strategy

189,769
1,196
522
725
465
1,124






OPS/images/fenrg-10-987495/fenrg-10-987495-t005.jpg
Pollutant Carbon Carbon Unburned Particulate Nitrogen Sultur Total
dioxide monoxide hydrocarbon matter oxide dioxide

Emissions 1,114,136 7,023 306 126 2728 6597 1,130,832.6
(kg/yr)
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Economic performance

NPC
COE

Operating cost
Return on investment
Simple payback
Discounted payback

Units

$/kWh

Year

Year

PS strategy

3,606,886
02018
85,204.07
18.1

452

542

LF dispatch strategy

3,809,822.54
0.2131
89,251.13
16.6

4.83

577

CC dispatch strategy

3,981,010
02234
109,107.60
155

492

5.86
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Time
period

2000-2001
2001-2002
2002-2003
2003-2004
2004-2005
2005-2006
2006-2007
2007-2008
2008-2009
2009-2010
2010-2011
2011-2012
2012-2013
2013-2014
2014-2015
2015-2016
2016-2017
2017-2018
2018-2019

2000-2005
2005-2010
2010-2015
2015-2019

Als

-1.63
-0.77
2.64
0.61
245
114
-1.42
0.19
-2.16
1.18
0.07
-2.38
-2.74
-2.47
-5.21
-3.09
0.68
-0.41
-2.74

4.98
-2.23
-12.22
-2.48

Diis.

-250
-8.05
6.46
24.04
542
8.67
-4.62
16.35
-3.37
6.70
133.16
-2.34
-1.06
0.40
0.38
0.44
0.55
-393
073

12.32
-12.14
-0.44
-1.64

SND
SND
END
END
END
END
SND
END
SND
END
END
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SND
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WD
SND
SND

END
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0.74
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0.00
3.13
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0.14

-1.38
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END
END
END
END
END
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END
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SND
SND
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243
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204
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14.15
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9.42
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1.02
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2004-2005
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2011-2012
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2013-2014
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2017-2018
2018-2019

2000-2005
2005-2010
2010-2015
2015-2019

%ATC

4.80
6.85
17.75
16.30
13.92
10.44
7.09
356
7.81
8.40
9.63
6.08
3.39

%APGDP

755
8.40
935
9.46
1074
1209
1364
9.09
8.86
10.10
9.03
7.34
7.24
6.88
6.50
6.27
6.35
6.26
573

4378
4861
31.01
19.64

Ditc

0.64
0.81
1.90
1.62
1.30
0.86
0.52
0.39
0.88
0.83
1.06
0.83
0.47
-0.07
-0.23
-0.12
0.14
0.32
0.41

1.49
0.61
0.24
0.27

State

WD
EC
END
END
END
EC
WD
WD
EC
EC
EC
EC
WD
SD
sD
SD
WD
WD
WD

END
WD
WD
WD

%APC

4.07
6.16
17.04
14.62
13.25
9.86
6.54
3.03
7.28
7.88
9.01
556
288
-0.98
-2.00
-1.36
0.38
1.62
201

61.29
27.05
5.38
4.06

Dipc

054
073
1.82
1.65
1.23
0.82
0.48
0.33
0.82
0.78
1.00
0.76
0.40
-0.14
-0.31
-0.22
0.08
0.26
0.35
1.40
0.56
0.17
021
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WD
WD
END
END
END
EC
WD
WD
EC
WD
EC
WD
WD
SD
sD
SD
WD
WD
WD

END
WD

%ACH

-3.26
-209
701
471
226
-202
-6.25
-6.56
-145
-202
-002
-1.65
-4.06
-7.35
-7.99
-7.13
-5.64
-4.44
-3.54

1218
-14.51
-19.56
-13.02

Dici

-0.43
-0.26
075
0.50
0.21
-0.47
-0.46
-0.61
-0.16
-0.20
0.00
-0.22
-0.56
-1.07
-1.23
-1.14
-0.89
-0.71
-0.62

0.28
-0.30
-0.63
-0.66

State
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Variables Rs.(1) Rs.(2)

INPGDP 55216 0.3844
(InPGDPY? -0.2432" 0.0254
iniS 1.0625"

InES 2.0654"
InPS

_cons -27.9608™  -3.5249
R2 0.9936 0.9941
Tuming point 113518

Per capita GDP 85,116

Note: *p < 0.1, **p < 0.05, and ***p < 0.01.

Rs.(3)

10.2552"
-0.4910"*

-0.6019
-52.7648""
0.9905
10.4432
34,309

Rs.(4)

-6.6466"
0.3444*
0.8779"
2.5048""
29108
37.6761°
09968
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Mean

St. Dev
Min
Max

TC

93.04
30.56
41.45
126.50

PC

6.90
2731
327
9.07

(=]

3.64
0.64
2.44
4.49

PGDP

20417
9429
7912

37021

s

4427
287

3897
47.56

ES

67.51
4.56
57.70
72.50

PS

4891
767
36.22
60.60
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Variables

InPGDP
(InPGDP)?
(InPGDPY®
_cons

R2

Tuming point
Per capita GDP

Note: *p < 0.1,

Rs.(1)

9.9087
-0.4697**
-47.3748"
0.9920
105432
37,919

< 0.05, and ***p < 0.01.

Rs.(2)

-16.6132
2.1489
-0.08944
35.3914
0.9924

Rs.(3)

9.9866***
-0.4770"*
-50.0699"*
0.9904
10.4674
35,151

Rs.(4)

-21.3666
2.7404
-0.1099
51.6261
0.9909

Rs.(5)

8.9778"™
-0.4766"
-40.8162"*
0.9665
94187
12317

Rs.(6)

-22.2694
2.7300
-0.1096
60.5366
0.9687
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Energy type Carbon emission Standard coal Energy type Carbon emission Standard coal

factors (kgC/kg) conversion factors factors (kgC/kg) conversion factors
(coal/kg) (coal/kg)

Coal 0.7559 07143 Kerosene 05714 1.4714

Coke 0.8550 0.9714 Diesel oil 0.5912 1.4571

Crude o 0.5857 1.4286 Fuel ol 06185 1.4286

Gasoine 05538 1.4714 Natural gas 04226 1.3300

The unit of natural gas is kgC/m® and coal/m®. Data source: The 2006 IPCC national greenhouse gas guide (33).
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Variable

TC
PC
cl
PGDP
PS

ES

Definition

Total CO; emissions

Per capita CO, emissions

GO, emissions per unit gross regional product

Per capita GDP

The urban population divided by the total population
The output of secondary industry divided by GDP

Goal consumption divided by total energy consumption

Unit

10° tons

ton

tor/10" yuan
yuan

%
%
%
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Economic growth Decoupling state Ac AGDP Decoupling index (DI)

Economic expansive Expansive negative decoupiing (END) >0 >0 DI>1.2
Expansive coupling (EC) >0 >0 08<DI<12
Weak decoupling (WD) >0 >0 0<DI<08
Strong decoupiing (SD) <0 >0 DI<0

Economic recessive Recessive decoupling (RD) <0 <0 DI>1.2
Recessive coupling (RC) <0 <0 08<DI<12
Weak negative decoupling (WND) <0 <0 0<DI<08
Strong negative decoupiing (SND) >0 <0 DI<0





OPS/images/fenrg-10-896529/fenrg-10-896529-g002.gif
dnconping






OPS/images/fenrg-10-896529/fenrg-10-896529-g003.gif
A=

v

s

T





