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Powdery mildew has a negative impact on wheat growth and restricts yield formation. Therefore, accurate monitoring of the disease is of great significance for the prevention and control of powdery mildew to protect world food security. The canopy spectral reflectance was obtained using a ground feature hyperspectrometer during the flowering and filling periods of wheat, and then the Savitzky–Golay method was used to smooth the measured spectral data, and as original reflectivity (OR). Firstly, the OR was spectrally transformed using the mean centralization (MC), multivariate scattering correction (MSC), and standard normal variate transform (SNV) methods. Secondly, the feature bands of above four transformed spectral data were extracted through a combination of the Competitive Adaptive Reweighted Sampling (CARS) and Successive Projections Algorithm (SPA) algorithms. Finally, partial least square regression (PLSR), support vector regression (SVR), and random forest regression (RFR) were used to construct an optimal monitoring model for wheat powdery mildew disease index (mean disease index, mDI). The results showed that after Pearson correlation, two-band optimization combinations and machine learning method modeling comparisons, the comprehensive performance of the MC spectrum data was the best, and it was a better method for pretreating disease spectrum data. The transformed spectral data combined with the CARS–SPA algorithm was able to extract the characteristic bands more effectively. The number of bands screened was more than the number of bands extracted by the OR data, and the band positions were more evenly distributed. In comparison of different machine learning modeling methods, the RFR model performed the best (coefficient of determination, R2 = 0.741–0.852), while the SVR and PLSR models performed similarly (R2 = 0.733–0.836). Taken together, the estimation accuracy of spectral data transformation using the MC method combined with the RFR model (MC-RFR) was the highest, the model R2 was 0.849–0.852, and the root mean square error (RMSE) and the mean absolute error (MAE) ranged from 2.084 to 2.177 and 1.684 to 1.777, respectively. Compared with the OR combined with the RFR model (OR-RFR), the R2 increased by 14.39%, and the R2 of RMSE and MAE decreased by 23.9 and 27.87%. Also, the monitoring accuracy of flowering stage is better than that of grain filling stage, which is due to the relative stability of canopy structure in flowering stage. It can be seen that without changing the shape of the spectral curve, and that the use of MC to preprocess spectral data, the use of CARS and SPA algorithms to extract characteristic bands, and the use of RFR modeling methods to enhance the synergy between multiple variables, and the established model (MC-CARS-SPA-RFR) can better extract the covariant relationship between the canopy spectrum and the disease, thereby improving the monitoring accuracy of wheat powdery mildew. The research results of this study provide ideas and methods for realizing high-precision remote sensing monitoring of crop disease status.

Keywords: wheat powdery mildew, spectral transformation, feature band selection, machine learning, remote sensing monitoring


INTRODUCTION

In recent years, global climate change has increased the occurrences of multiple diverse crop diseases, which have resulted in both local and large-scale outbreaks with significant impacts on crop production. The Food and Agriculture Organization of the United Nations (FAO) estimates that 20–40% of global crops are lost worldwide due to pests and diseases every year (Zhang et al., 2020a). Wheat powdery mildew is the main disease of wheat. Powdery mildew disease in some wheat fields has caused large reductions in yield or even complete crop losses, which has seriously affected the security of wheat production in the world. The traditional manual method used to investigate wheat disease information is time-consuming and laborious, and it also leads to mechanical damage to the plants. Therefore, it is important to develop methods for rapid and non-destructive wheat disease monitoring.

Plant diseases leads to a general reduction in plant biomass, destruction of leaf structure, and a decrease in chlorophyll and water contents. The changes in the levels of chlorophyll, water, and other biochemical compounds will inevitably show different absorption and reflection characteristics on the plant reflectance spectrum curve, which makes it possible to use remote sensing technology to monitor wheat diseases in real time (Zhang et al., 2019a). In recent years, with the continuous development of remote sensing technology, many researchers have used it to monitor crop diseases, and have solved many of the shortcomings of traditional methods. Generally, different crops, varieties, and diseases show diversity in spectral characteristics, resulting in different waveband reflectivity to disease sensitivity (Feng et al., 2017). The identification and severity estimation of crop diseases can be achieved by using the spectral response position and the changes in reflectance (Shi et al., 2018; Chen et al., 2019; Franceschini et al., 2019). Some studies have used hyperspectral remote sensing technology to investigate the changes in the spectral reflectance of diseased crops, and have successively constructed sensitive spectral indices to monitor disease status, such as the powdery mildew index (PMI; Mahlein et al., 2013), the double green vegetation index (DGND; Feng et al., 2016), and the red edge vegetation stress index (RVSI; Naidu et al., 2009). With the development of computation methods and the continuous application of novel analyses, many researchers are applying some pre-processing methods to reduce the noise of the original spectral reflectance in order to highlight the characteristics of spectral reflectance and improve the accuracy of remote sensing monitoring. At present, the commonly used methods of spectral transformation are first-order derivative, second-order derivative, logarithm, mean centralization (MC), multivariate scattering correction (MSC), envelope removal, and standard normal variate transform (SNV). When identifying grapes with powdery mildew, Pérez-Roncal et al. (2020) found that SNV combined with MC was the best combination of spectral pretreatment. Kamlesh et al. (2019) estimated the chlorophyll content of African oil palm (Elaeis guineensis Jacq.) suffering from Orange Spotting, and found that the model had the highest prediction accuracy using the MSC data set. Kong et al. (2021) found that when monitoring the chlorophyll content and net photosynthetic efficiency of Brassica napus affected by haze, MSC is the most optimized spectral pretreatment scheme. Izzuddin et al. (2018) studied that continuous removal (CR) method and showed that it has good value for early disease monitoring in oil palm with basal stem rot (BSR). Thus, it is obvious that the particular spectral transformation method used is of great significance in remote sensing monitoring, but that the appropriate spectral data transformation methods used for different crop types and diseases are not consistent.

Recently, the combination of remote sensing parameters representing different functional traits of plants and machine learning algorithms have been successfully applied to the monitoring of symptoms in plants infected by pathogens (Zarco-Tejada et al., 2018; Poblete et al., 2020). Researchers have developed a variety of machine learning model algorithms that are now widely used in different crop disease monitoring situations (Ashourloo et al., 2016; Ghosal et al., 2018). Regardless of whether the input variable is full band or feature band, machine learning algorithms can perform well in disease classification or regression. Recent studies have shown that feature band selection methods can significantly improve the efficiency of machine learning models without severely sacrificing prediction performance (Huang et al., 2019a; Moghaddam et al., 2020). However, some studies have found that the performance of machine learning algorithms may be significantly affected by the type of input variables or the number of spectral features (Hu et al., 2019; Maimaitijiang et al., 2019), especially in the early detection of rice blast by wavelet analysis combined with the SVM algorithm (Tian et al., 2021). At the same time, Convolutional Neural Networks (CNNs) has been increasingly incorporated in plant phenotyping concepts, successful applied in modeling complicated systems, owing to their ability of distinguishing patterns and extracting regularities from data, such as variety identification in seeds and leaves (Nasiri et al., 2021; Taheri-Garavand et al., 2021a). Therefore, it is particularly important to select the appropriate feature band selection method and machine learning model for crop disease monitoring. In the remote sensing monitoring of wheat powdery mildew, the main problems are: (1) the difficulty encountered in observing the condition of the lower parts of the plants due to the high population density, the diverse canopy structure, and the poor light transmittance, and (2) wheat powdery mildew disease presents a bottom-up pattern of infection. The upper leaf spectral information contributes the most to the canopy spectrum, which leads to a decrease in the sensitivity of the canopy mixed spectrum to wheat powdery mildew. It is necessary to explore the use of pretreatment methods that do not change the spectral curve to enhance the spectral characteristics combined with machine learning model algorithm modeling to reduce the influence of the canopy structure on the estimation of disease severity. At present, there are no studies reporting on detailed research in this area.

Relevant studies have shown that spectral pretreatments such as MC, MSC, logarithmic, first derivative, second derivative, CR, and SNV play an important role and have a reference value for the next step of monitoring modeling work. Although some spectral transformation methods can enhance the spectral features, they also change the shape of the original spectral curve, resulting in the loss of some original features when enhancing certain spectral features. The spectral transformation method used in this study further explored the advantages and values of different spectral transformation methods without changing the shape of the spectrum curve. Therefore, in this study, the research subject was wheat powdery mildew disease, the ground feature hyperspectrometer was used to obtain spectral data combined with ground survey disease data, and used pretreatment methods such as MC, MSC, and SNV. The Competitive Adaptive Reweighted Sampling (CARS) and Successive Projections Algorithm (SPA) algorithms were combined for feature band extraction, and the partial least squares regression (PLSR), support vector regression (SVR), and random forest regression (RFR) algorithms were further used to monitor the incidence of wheat powdery mildew. The results are expected to provide a technical basis for the rapid and large-scale monitoring of wheat powdery mildew, which is of great significance for the precise prevention and control of wheat diseases, improving the efficiency of pesticides, and ensuring food safety and security.



MATERIALS AND METHODS


Experimental Design

Experimental Design (EXP. 1): The test was carried out at the Zhengzhou base (34°51′N, 113°35′E) in the Science and Education Demonstration Park of Henan Agricultural University during the wheat growing season of 2020–2021. The tested varieties were the powdery mildew susceptible varieties “Aikang 58” and “Yumai 49–198.” The first crop was corn, and the straw was crushed and returned to the field after harvest. The soil was loam, and the 0–30 cm soil layer contained 0.99–1.18 g kg−1 total nitrogen, 0.023–0.034 g kg−1 available phosphorus, 0.114 ~ 0.116 g kg−1 available potassium, and the organic matter content ranged from 11.4 to 15.3 g kg−1. This test used more water and more nitrogen fertilizer in order to create favorable conditions for powdery mildew disease development. The nitrogen application amount was 270 kg.hm−2, and the irrigation amount during the wintering period and jointing stage was 600 and 900 m3.hm−2, respectively. With the continuous rise of temperature in spring, powdery mildew was inoculated at the jointing stage, and the wheat showed obvious symptoms from the booting stage. The canopy spectrum was detected and sampled at the flowering stage and filling stage. Other field management was the same as that of local wheat conventional measures.

Experimental Design 2 (EXP. 2): Simultaneously with experiment 1, experiment 2 was a variety comparison experimental field including high-sensitivity types (“Yanzhan 4110,” “Nongmai 18,” “Zhoumai 27,” and “Jinfeng 205”) and medium-sensitivity types (“Zhengmai 1342,” “Xumai 318,” “Bainong 207,” and “Xinmai 26”). The amount of nitrogen applied was 225 kg hm−2, and the irrigation amount was 675 m3 hm−2 during the wintering period and the jointing period. This test site was close to fences and pig farms, and the terrain was low-lying. Due to the terrain, air humidity, rainfall, and disease incidence in previous years, the wheat growth environment was suitable for the development and spread of wheat powdery mildew. Without field inoculation, the disease was natural and the disease condition was more severe. Other field management practices were the same as for EXP. 1.



Field Data Collection


Investigation of Disease Index and Leaf Area Index

In this study, the prevalence of wheat powdery mildew infection was investigated manually at the flowering and filling stages of wheat. In this study, the mean disease index (mDI) was used to reduce the influence of canopy structure diversity on the estimation of disease severity (Feng et al., 2016). In experimental design 1 and experimental design 2, we collected 77 and 37 samples respectively, surveyed approximately 0.2 m2 at each point in the experimental area, and selected 20 representative wheat plants and brought them back to the laboratory. In the laboratory, all fully expanded green leaves were separated, and the leaf area (LA) was measured using the grid method (Feng et al., 2019). Since there is a strong correlation between the area of the fresh leaves and their dry weight (DW), the leaves were placed in an oven at 105°C for 30 min to inactivate endogenous enzymes, and then heated at 80°C to a constant weight. Finally, the DW of the leaves from 20 plants was obtained, the remaining leaves were weighed, and the leaf area index (LAI) was then calculated using formula (1). The disease index was investigated in strict accordance with the technical specifications for crop disease monitoring. The ratio of the LA covered by the mycelium layer (lesions) on the diseased leaves to the total LA was expressed by a scoring method with 8 levels; 1, 5, 10, 20, 40, 60, 80, and 100%. The grid method was then used to calculate the ratio of disease lesion area to total LA. This was done by covering the leaves with a grid and recording the total number of squares and the number of squares with disease lesions. In order to facilitate the calculation of the disease score, an approximate value was taken for the disease between the grades. If disease lesions were present but the severity was <1%, it was recorded as 1%. The average severity of leaf disease was calculated using formula (2).
 [image: image]

[image: image] and [image: image] are the dry weights of the leaves and the remaining leaves of 20 plants, respectively, and S is the sampling area of each plot. LAI is a dimensionless indicator to characterize the vigorous degree of vegetation.
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In the above formula, D is the average disease score to reflect the severity of the disease, which is expressed as a percentage (%); Di is each disease score; Li is the number of diseased leaves corresponding to each disease score, and the unit was blade; L is the total number of leaves in the survey, the unit was the blade.

On the basis of the scores of the diseased leaves, the mDI (%) was calculated to represent the average level of disease occurrence (formula 3).
 [image: image]

where F is the diseased leaf rate, and D is the average score of the diseased leaves.



Canopy Spectrum Data Measurement

Canopy spectroscopy is carried out at flowering and filling stages, at which time it is less affected by the soil background. The diameter of the ground field of view was 0.44 m. From 10:00 to 14:00 (Beijing local time) when there was either no wind or low wind velocity, a FieldSpec handheld spectrometer (FieldSpec Handheld 2, Analytical Spectral Devices, Boulder, CO, United States) was used to measure the canopy spectrum. The field of view of the spectrometer is 25° in the 325–1,075 nm band, the spectral sampling interval was 1.4 nm, and the spectral resolution was 3.0 nm. A 0.4 m × 0.4 m BaSO4 calibration plate was used to calculate black and baseline reflectance. Ten spectra were recorded at each sampling point as the samples, and the average value was taken as the spectral reflectance of the sampling area.



Spectral Preprocessing

Hyperspectral data has the characteristics of complexity and high dimensionality. It not only contains sample information, but also background information and noise (Wei et al., 2019). In order to partially eliminate the non-information spectrum affected by light scattering and noise, the Savitzky–Golay function was first used in Matlab to de-noise the spectrum data, and the smoothed spectrum was recorded as the original spectrum (OR). Following this, the corresponding spectral transformation was performed to extract useful spectral information, which provided an information source for the subsequent development of multivariate models. The spectral transformation methods were mainly MC, MSC, and SNV which were used to eliminate noise and scattering effects and to enhance the spectral characteristics that truly reflect the target information. The above spectral data preprocessing was all carried out using Matlab software (The MathWorks Inc., Natick, MA, United States). The formulas about MC, SNV, and MSC are as follows.
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In the above formulas, [image: image] is the average of the [image: image] sample spectra; [image: image] [image: image] is the number of wavelength points; [image: image]. [image: image] is the sample size.

[image: image]

[image: image]

In the above formulas, [image: image] is the average of all sample spectra; The spectra of each sample were subjected to a one-dimensional linear regression against the mean spectrum, with [image: image] and [image: image] being the coefficients of the regression.




Feature Band Selection Method

The CARS algorithm is a feature band selection method based on Adaptive Reweighted Sampling (ARS) and Darwin’s theory of evolution (Sun et al., 2019). Monte Carlo was used for PLSR cycle modeling analysis, and cross-validation (CV) was used to evaluate the subset. Finally, the variables with large errors were eliminated, and the characteristic variables were selected after multiple sampling cycles.

The SPA is a variable selection algorithm that selects characteristic variables by calculating the size of the projection vector of the remaining variables and the selected variables, which can ensure that the linear relationship between the selected variables is minimized so as to eliminate redundant information between variables and reduce multicollinearity, and achieve the purpose of selecting feature variables (Jia et al., 2019).

The above CARS algorithm and SPA algorithm have their own advantages. Therefore, CARS and SPA were combined to evaluate the importance of feature wavenumbers. Specifically, CARS was first investigated to obtain a group of potential characteristic variables related to mDI. To assess the significance of these survived spectra, SPA was then applied to select the most effective variable subsets from such potential feature wavelengths. It is recommended to adopt the variables containing the most effective information to establish simplified models for rapid analysis. According to previous studies, CARS–SPA algorithm has not yet been used for feature wavelength selection of wheat powdery mildew samples in the visible and near-infrared spectral regions.



Estimation Models


Partial Least Squares Regression

Partial least squares regression is a classic modeling method that includes the characteristics of PCA, canonical correlation analysis, and multiple linear regression analysis. It is often used for remote sensing quantitative analysis (Guo et al., 2021). PLSR transforms the original variables with high data redundancy into a few variables by selecting the optimal latent variables to describe the relationship between the predicted value and the true value.



Support Vector Regression

The basic idea of SVR is to use training samples to establish a regression hyperplane and to turn approximate the samples to the hyperplane to minimize the total deviation from the sample point to the plane (Han et al., 2020). The kernel functions commonly used in SVR algorithm include linear kernel function, radial basic function (RBF) kernel function, polynomial kernel function, and sigmoid kernel function. Among these, the RBF kernel function can deal with complex nonlinear problems between independent variables and dependent variables.



Random Forest Regression

Random forest regression is a machine learning algorithm based on a classification regression tree (Breiman, 2001). Random forest regression uses the bootstrap resampling method to extract multiple samples from the original sample and model each bootstrap sample into a decision tree. It then combines them into multiple decision trees for prediction, and uses the majority voting method to determine the final classification result of the joint prediction model. The advantage of this method is that the training speed is relatively fast and does not require CV. At the same time, the randomness of sampling and feature selection means that the RFR does not easily fall into overfitting (Lu and He, 2019), and it is therefore widely used in remote sensing monitoring.

A grid-search and five-fold cross-validation techniques were applied to obtain optimal parameters for each method during the model calibration phase. For the PLSR method, the number of principal components (PCs) was determined by the grid search. RBF was used for SVR, and the kernel parameter gamma and regularization parameter were determined by tuning. The number of trees for the RFR method was set at 200, and the max features parameter, which decides how many features each tree in the RFR considers at each split, was determined through the grid search procedure. Data analysis was performed in Matlab (The MathWorks Inc., Natick, MA, United States).




Model Verification

Taking the characteristic band under spectral transformation as the independent variable and mDI as the dependent variable, a monitoring model of the wheat powdery mildew disease index was constructed based on three modeling algorithms. In order to make the model evaluation result more objective, the data from experiment 1 (EXP.1) was used as the modeling set, and the data from experiment 2 (EXP.2) was the verification set. The workflow from data collection to model building and evaluation is shown in Figure 1. The accuracy of the disease index monitoring model was evaluated by three indicators: the coefficient of determination (R2), the root mean square error (RMSE), and the mean absolute error (MAE). The closer R2 is to 1, the lower the RMSE and the lower the MAE, and the higher the accuracy of the monitoring model.
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FIGURE 1. The overall technical workflow of the study.


In the above formulas, [image: image]are the measured mDI and the average mDI, the predicted mDI and the average mDI, respectively; n is the number of samples.




RESULTS


Changes in Spectral Characteristics of the Wheat Canopy and Its Correlation With Disease Index

Figures 2A,B show that as the disease index increased, the original spectral reflectance of the visible light band from 400 to 780 nm gradually increased, and the discrimination was higher. The original spectral reflectance in the near-infrared band of 780–1,000 nm was less discriminating in the spectrum curve when the disease was mild, and the sensitivity was poor. When the disease severity was below moderate, the original spectral reflectance gradually reduced, and when the disease severity was high (mDI = 20), due to the severe damage of the canopy structure, the spectral reflectance increased sharply, even exceeding the spectral reflectance of healthy wheat plants.

[image: Figure 2]

FIGURE 2. Changes in spectral reflectance of the wheat canopy and correlation with the powdery mildew disease index (A,B, Original reflectance of different disease severities in the high-sensitivity and medium-sensitivity types; C, spectral reflectance from the four different pretreatment methods; and D, correlation coefficients between spectral data and disease indexes).


Three spectral transformation methods were used for spectral preprocessing, and none of them changed the shape of the spectral curve (Figure 2C). It can be seen from Figure 2D that the Pearson correlation coefficient of the spectrum and mDI after MC pretreatment was significantly improved in most bands, especially the correlation coefficient at 719 nm, which reached 0.628 (p < 0.001). The Pearson correlation coefficient curves for the MSC and SNV pretreatment methods were similar, and the correlations in the ranges 400–530 nm, 540–635 nm, 688–740 nm, and 760–1,000 nm were significantly improved compared to the original spectrum, especially the direction of the correlation in the range of 400–530 nm was changed. After comprehensive comparisons of the different preprocessing methods, MC could be considered to be the best preprocessing method.



Two-Band Combination Optimization Analysis After Spectral Transformation

Two-band combination optimization analysis was performed on the four kinds of spectral data (Figure 3). On the whole, the bands of the original spectrum are more adaptable and have more two-band combinations with better correlations. Among the three spectral preprocessing methods, there were more combinations of invalid bands with lower correlation. From the perspective of the best combination band, the R2 of the ND and SR combination of the original spectrum was slightly greater than 0.40, while the SD combination is only 0.378 (Table 1). However, the R2 of the spectral data after MC and SNV transformation was significantly improved in the ND and SR combination, and the highest R2 reached 0.48, but the R2 of the SD combination did not show a significant improvement. In the MSC method, R2 was only slightly improved in ND, even the SR combination showed a decline, while the R2 of the SD combination showed a larger increase, with the highest R2 being 0.447. The performance of the four spectral transformation methods in the optimal combination of two bands can be summarized in the order SNV > MC > MSC > OR.



TABLE 1. Optimized forms of optimal two-band combinations and monitoring performance.
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FIGURE 3. Determination coefficients for optimal two-band combinations with the different spectral variation methods [A–C for original reflectivity (OR); D–F for mean centralization (MC); G–I for multivariate scattering correction (MSC); and J–L for standard normal variate transform (SNV)].




Optimal Selection of Characteristic Bands

The combination of CARS and SPA was used to select the characteristic bands in the four types of spectral data transformation. Taking the original spectrum as an example (Figure 4A), as the number of CARS iterations increased, the number of characteristic bands gradually decreased, and the RMSE obtained by 10-fold cross-validation slowly decreased, and then significantly increased. When the number of iterations reached 411, the key information of the spectrum was lost, which led to poor model performance. At 301 iterations, the RMSE reached the minimum value (RMSE = 3.368), and 19 bands were selected (Figure 4B), accounting for 0.316% of the full band. After that, the 19 bands were selected for the second time using the SPA algorithm, the minimum number of bands was two, and the maximum number of bands was 19. Figure 5A showed that as the number of variables continued to increase, the RMSE continued to decrease, and then tended to rise. When the number of variables was eight, the RMSE reached the minimum value (RMSE = 3.353), and eight best bands were selected (Figure 5B).

[image: Figure 4]

FIGURE 4. The process of band selection by the Competitive Adaptive Reweighted Sampling (CARS) algorithm (A) and the bands selected by the CARS algorithm (B).


[image: Figure 5]

FIGURE 5. Variation in the root mean square error (RMSE) in the Successive Projections Algorithm (SPA; A) and the optimal bands chosen by the SPA algorithm (B).


It can be seen from Figure 6 and Table 2 that the pre-processed spectral data was screened using the CARS algorithm, and the number of selected bands was significantly higher than in the original spectrum without transformation, showing the effectiveness of the spectral transformation method. After the second optimization using the SPA algorithm, the number of characteristic bands dropped sharply, some similar bands were eliminated, and the band position distribution under each spectral data type was relatively uniform; in particular, the number of bands was increased in the near-infrared band.

[image: Figure 6]

FIGURE 6. Location and number of feature bands selected by the eight models.




TABLE 2. Results of feature band selection for four different spectral transformation methods.
[image: Table2]



Disease Severity Estimation Models Based on Different Modeling Algorithms

The characteristic bands screened by the different preprocessing methods were quite different, and the three machine learning modeling methods, PLSR, SVR, and RFR, were further used to construct the disease index estimation model (Table 3; Figure 7).



TABLE 3. Specific metrics for machine learning models based on different spectral transformation methods.
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FIGURE 7. Performance of spectral transformation data for the different models.


By using the CARS–SPA algorithm on the original spectrum to screen eight characteristic bands as the input of the model, the modeling set and verification set for the different modeling methods were stable at 0.73–0.75, and the RMSE and MAE were also relatively stable. The performances of each model algorithm were not very different. Among them, the RFR model had the highest accuracy. The R2, RMSE, and MAE of the modeling set were 0.746, 2.728, and 2.215, respectively, and the R2, RMSE, and MAE of the verification set were 0.741, 2.872, and 2.604, respectively.

The transformed spectral data performed well in each model, and the results were improved compared with the original spectral model. Of these, the improvement effect of MSC was small. Taken together, the R2 of the modeling set and the verification set were increased by 5.5 and 6.6%, the RMSE was reduced by 17.1 and 17.6%, and the MAE was decreased by 16.9 and 21.7%, respectively. However, the effects of SNV and MC were greatly improved. For both the modeling set and the verification set, R2 was increased by at least 10%, and RMSE and MAE were both reduced by over 20%.In a comprehensive comparison, the 12 characteristic bands selected by MC combined with the CARS–SPA algorithm performed best in each modeling method, followed by SNV, MSC, and OR, which indicates that the appropriate spectral data transformation prediction was selected to enhance the spectral response characteristics of the target object, so that the accuracy of the inversion model was further improved. Figures 8A–C show the comparison of the three modeling methods based on MC preprocessing. The best modeling results were obtained after using the best pre-treatment method MC, with the PLSR and RFR models generating better performance at flowering than at filling, while the SVR showed diametrically opposed results, as seen in the scatter plots from the growth stages (Figures 8D–F). However, the highly sensitive types were better monitored than the moderately sensitive types, and overestimation is still a problem to be solved at lower disease levels (mDI < 5; Figures 8G–I). In summary, the RFR model performed best, followed by SVR and PLSR. The SVR model was more stable than the PLSR model. SVR model was more stable than the PLSR model.
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FIGURE 8. Comparison between the different models using the MC pre-processing method (A–C are modeling and testing of the model; D–F are the performance of different growth stages in the modeling set, and G–I are the performance of high-sensitivity and medium-sensitivity types in the modeling set).




Importance Analysis of the Input Variables of the Optimized RFR Model

Random forest regression can calculate the importance of a single feature variable and sort by looking at the contribution rate of each feature in each decision tree, and the contribution rate uses the Gini coefficient as the evaluation index. Regardless of the spectral transformation data, the established RFR models performed best. The importance of the input variables for each model is shown in Figure 9. On the whole, the weight of the visible light band under different spectral transformations was higher than that of the near-infrared band; in particular, the weight ratio of red and green light was larger, while the weight of the near-infrared band was smaller. This is related to the obvious response of the plant pigments in wheat plants infected by the pathogen. At the same time, the disease affected the plant pigments before the canopy structure, which also led to the lower weight of the near-infrared bands estimated by the model. For the better-performing SNV-RFR and MC-RFR models, the weight of the blue band was further strengthened. As far as the best MC-RFR model is concerned, the bands with higher weights are mainly red edge, blue light, and red light.

[image: Figure 9]

FIGURE 9. Feature band weights for the random forest regression (RFR) model based on four different spectral data transformation methods.





DISCUSSION

Previous studies have confirmed the importance and application value of reflectance spectrum data in crop disease monitoring from different scales. It has been clearly established that the visible light and near-infrared regions are the sensitive bands for the identification of different crop diseases, but the spectral sensitivity bands of different crops and different types of damage are not the same (Xie et al., 2018). The sensitive band for wheat powdery mildew is mainly located at 580–720 nm (Graeff et al., 2006). Based on the spectral characteristics of the canopy, a new vegetation index for wheat powdery mildew, NDVI1 (Huang et al., 2019b), was constructed, and a good estimate effect was obtained. Recently, He et al. (2020) analyzed the appropriate monitoring angles of wheat powdery mildew from different observation angles and established a new vegetation index, RPMI, which has expanded the application scope of the monitoring model. Previous researchers constructed suitable vegetation indices by screening sensitive bands, but most of them only monitored diseases through two-band or three-band combinations. However, the waveband information used is relatively small and the inversion results have much room left for improvement. As we all know, hyperspectral remote sensing contains a lot of information, and the occurrence of diseases gradually develops from internal physiology and biochemistry to external morphological structure, and then shows external features that can be detected by remote sensing. Mesophyll cells, water, chlorophyll, nitrogen content, and leaf area index showed different characteristics, thus indicating the unique spectral properties at the different bands (Feng et al., 2019). Therefore, the use of multivariate analysis methods to accurately monitor diseases has become a popular topic in quantitative remote sensing research. The pathogenesis and mechanism of different diseases are not the same, especially for wheat powdery mildew, the pathogenesis characteristics are more special. The incidence of powdery mildew is from bottom to top, the early disease features are concealed, and the canopy spectrum is affected by plant structure, planting density, and stage. Therefore, the machine learning algorithm could be employed to coordinate multivariate factors well, thereby enhancing the covariant relationship between the canopy spectrum information and the disease index.

Spectral preprocessing methods could eliminate spectral noise and scattering effects and then enhance spectral characteristics that have been fully confirmed and widely used by previous studies. Gao et al. (2019) used the first derivative, the continuous removal method, and logarithmic transformation to perform spectral preprocessing when estimating the phosphorus content of plateau pastures, which showed that the first derivative is the best preprocessing method. Zhang et al. (2019b) compared different spectral pretreatment methods when testing wheat grain vigor, and found that MC was the best processing method. Liang et al. (2020) considered MSC and SNV to be the best methods to identify wheat grains infected with head blight and detecting deoxynivalenol (DON) content in wheat flour. Previous studies have proven the effectiveness of spectral preprocessing methods in different crops and different indexes, but some methods have changed the shape of the spectral curve while preprocessing the spectrum. Therefore, this study used the preprocessing methods that did not change the shape of the spectral curve, and thoroughly explored the applicability of the MC, MSC, and SNV methods in the monitoring of wheat powdery mildew. By comparing correlation coefficients, conventional vegetation indexes, and characteristic bands combined with machine learning modeling methods, generally speaking, when using the preprocessing method that does not change the spectral curve, MC was the best solution and most in line with the change law of the original spectral reflectance, and SNV transformation could also be used as a good preprocessing method.

After proper preprocessing of the spectral data, the selection of characteristic bands is very important. With the rapid development of computational methods, there are many methods for selecting characteristic bands. However, the characteristic bands used in different studies are very different. Zhao et al. (2020) found that when monitoring wheat powdery mildew at the leaf scale, the wavebands selected by the SPA algorithm were 423, 528, 597, 602, 645, 675, 714, 737, 774, and 1,057 nm, and the main wavebands were between 500 and 760 nm. Pane et al. (2021) used the random forest algorithm to reduce the dimensionality when monitoring Diplotaxis tenuifolia (Brassicaceae) infected with powdery mildew, and found that the important band related to powdery mildew was between 403 and 446 nm, and selected 403, 408, 411, and 446 nm as the characteristic wavebands. Yuan et al. (2014) compared the spectra of different diseases on winter wheat leaves, and determined that 666–685 nm, 752–758 nm, and 1,893–1,905 nm were the common sensitive bands for powdery mildew, stripe rust, and aphids, respectively. Therefore, it is particularly important to use the correct feature band selection method. In previous studies, the CARS algorithm was able to effectively extract the main spectral information from the whole band, but the CARS algorithm did not take into account the problem of multicollinearity and extracted more similar bands. The SPA algorithm selects characteristic variables by calculating the size of the projection vector of the remaining variables and the selected variables, which can ensure that the linear relationship between the selected variables is minimized, but the computational efficiency is often low. Based on this reality, this study used the CARS algorithm and the SPA algorithm together, which was able to extract the effective bands with low multicollinearity and improve the computational efficiency (Zhang et al., 2021). In this study, different spectral preprocessing methods were used, and the bands screened by the CARS–SPA algorithm were mainly distributed in the blue-green and red light ranges, and some near-infrared bands were also selected. The selected bands were distributed more uniformly, and the effect of blue light was enhanced, the weight of the red light was reduced, and the weight of the near-infrared band was the lowest. Therefore, the sensitive waveband screening method established in this study provides a reference for monitoring research of other related plant diseases.

With the popularization and updating of computer technology and the rapid development of agricultural information processing methods, the analyses represented by machine learning have greatly improved the correct identification of disease types, increased the accuracy of disease damage monitoring, allowing the rational application of pesticides to effectively avoid serious outbreaks of diseases and pests and ensure healthy crops and stable agricultural production. Machine learning algorithms can be used to effectively analyze and utilize information-rich data sets and high-dimensional observation data, and have been widely used in remote sensing data analysis and disease modeling and inversion (Han and Deng, 2018; Zheng et al., 2018). However, the machine learning algorithms selected for different crops and disease types are different, and the performance of different machine learning methods varies even under the same disease conditions (Chan et al., 2020). Jiang et al. (2021) demonstrated the good estimation ability of the RFR model in the study of mangrove diseases, and Zhang et al. (2020b) showed the superior classification performance of the RFR model in the identification of wheat grains infected with Fusarium. In this study, three modeling methods were used to establish an estimation model for the severity of wheat powdery mildew disease, and the RFR model performed best; this is mainly because the RFR algorithm has good anti-noise ability, is not easy to fall into over-fitting, and can solve most of the defects in the existing modeling methods (Meiforth et al., 2020). In general, by using the spectral data processed by MC and the 12 characteristic bands selected by the CARS–SPA algorithm, the established RFR model was shown to be the best model for estimating the disease index of wheat powdery mildew (R2 = 0.849–0.852). This indicates that the MC-CARS-SPA-RFR model is a good powdery mildew monitoring program. At the same time, the monitoring accuracy varies at different stages. The monitoring accuracy of flowering stage is better than that of filling stage, the reason for this being the relative stability of the canopy structure during flowering. While the canopy structure is more variable during the filling stage due to the senescence process, which reduces the stability of the monitoring. Different wheat varieties have different susceptibility to powdery mildew, which results in that the monitoring accuracy of the high-sensitivity types is higher than that of the medium-sensitivity types. When the severity of the disease is low, the complexity of the canopy structure makes the canopy spectrum contain less information about the lower plant, resulting in low accuracy of early monitoring. Monitoring the disease as early as possible will help prevent and control the disease as early as possible. The research on application requirements in this area still needs more researchers to pay more efforts to solve them.

In this study, the mDI was used to reduce the negative influence of the canopy structure, and the MC pretreatment method was employed to enhance the spectral characterization ability. Because the early symptoms of wheat powdery mildew disease are mainly concentrated in the lower part of the plant, it is difficult to fully extract the spectral signal from the lower part of the plant using a single inversion method, which in turn reduces the accuracy of disease monitoring. This article used a combination of several methods (MC-CARS-SPA-RFR) to enhance the extraction of the lower signal and its sensitivity to achieve ideal performance. The amount of resources required for this inversion mode is small, the calculation speed is fast, and the efficiency is high. Especially compared with CNNs, the advantages are more obvious. The optimal model for estimating powdery mildew established in this study showed that intelligent equipment can be used to monitor and analyze the degree of disease in real time, implement automatic perception, and accurately prevent and control disease in a timely manner, thereby promoting rapid and efficient agricultural production. Certainly, the methods in this paper are also used for practical application, evidently, a capital investment is initially required for adopting the employed approach (Taheri-Garavand et al., 2021b), as well as improvements and cost reductions to improve returns. In addition, remote sensing techniques at different scales have their own advantages. Ground-based remote sensing extracts the most realistic spectral information and is more suitable for accurate monitoring under small plots, UAV, and satellite remote sensing are respectively suitable for medium-scale farms and regional disease early warning. In crop-growing areas, where the plots are small and severely segmented, such as household planting farmers in China, the crop canopy spectrum can be measured with a handheld portable spectrometer to achieve precise field management of small plots. In addition, the results of this study also provide knowledge and technical support for the rapid and non-destructive monitoring of crop growth, as well as the real-time prevention and control of other types of diseases. Of course, the occurrence and characterization of powdery mildew disease is also related to the plant variety, growth period, and other environmental factors. It is also necessary to obtain more disease samples under different production environments and cultivation conditions for verification and improvement, so as to establish a more universal and applicable monitoring model. This will be of great significance and value for early prevention of crop diseases, improving prevention and control efficiency, and reducing yield loss.



CONCLUSION

Under different spectral data preprocessing conditions, the application potential of the MC-CARS-SPA-RFR model in wheat powdery mildew monitoring was discussed and analyzed by combining characteristic band selection algorithms with machine learning. After comprehensive comparative analyses such as correlation, optimized combination of two bands, and machine learning modeling methods, MC was found to be the most effective spectral preprocessing method because it did not change the characteristics of the original spectral curve and significantly enhanced the correlation between it and the disease index. Based on the preprocessing of the spectral data, the CARS–SPA method was used to extract the characteristic bands. The number of bands extracted was greater than that of the original spectrum, and the band position distribution was more uniform. After the band selection using the MC-CARS-SPA method, different machine learning algorithms were used for regression modeling of powdery mildew disease severity, and thereby enhancing the covariant relationship between the canopy spectrum information and the disease index. The monitoring performance of the RFR model was found to be the best, and the monitoring accuracy of flowering stage is better than that of filling stage, the reason for this being the relative stability of the canopy structure during flowering. The weight of the visible light band in the selected characteristic bands was greater than that of near-infrared band, and the contributions of red edge, red light, and blue light were the largest. It can be seen that using the MC-CARS-SPA-RFR model algorithm enhanced the spectral response characteristics, extracted the characteristic bands more comprehensively and effectively, significantly improved the powdery mildew monitoring ability, and has a good prospect for application in the precise prevention and control of wheat powdery mildew. In order to further evaluate the robustness of the model, it needs to be tested and perfected under different crop types and environmental conditions.
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As compared with the traditional visual discrimination methods, deep learning and image processing methods have the ability to detect plants efficiently and non-invasively. This is of great significance in the diagnosis and breeding of plant disease resistance phenotypes. Currently, the studies on plant diseases and pest stresses mainly focus on a leaf scale. There are only a few works regarding the stress detection at a complex canopy scale. In this work, three tea plant stresses with similar symptoms that cause a severe threat to the yield and quality of tea gardens, including the tea green leafhopper [Empoasca (Matsumurasca) onukii Matsuda], anthracnose (Gloeosporium theae-sinensis Miyake), and sunburn (disease-like stress), are evaluated. In this work, a stress detection and segmentation method by fusing deep learning and image processing techniques at a canopy scale is proposed. First, a specified Faster RCNN algorithm is proposed for stress detection of tea plants at a canopy scale. After obtaining the stress detection boxes, a new feature, i.e., RGReLU, is proposed for the segmentation of tea plant stress scabs. Finally, the detection model at the canopy scale is transferred to a field scale by using unmanned aerial vehicle (UAV) images. The results show that the proposed method effectively achieves canopy-scale stress adaptive segmentation and outputs the scab type and corresponding damage ratio. The mean average precision (mAP) of the object detection reaches 76.07%, and the overall accuracy of the scab segmentation reaches 88.85%. In addition, the results also show that the proposed method has a strong generalization ability, and the model can be migrated and deployed to UAV scenarios. By fusing deep learning and image processing technology, the fine and quantitative results of canopy-scale stress monitoring can provide support for a wide range of scouting of tea garden.
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INTRODUCTION

Tea is an important economic crop whose demand is increasing worldwide (Xia et al., 2017; Bora et al., 2019; Fang et al., 2019). However, the tea production is affected by diseases and pest infestations, which poses a severe threat to the yield and quality of tea leaves. Currently, there are nearly 1,000 types of tea plant pests and more than 380 tea plant diseases that have been reported globally. These diseases and pests lead to yield losses as high as 43% (Gnanamangai and Ponmurugan, 2012; Sun et al., 2019; Roy et al., 2020). An effective detection and identification of major tea plant diseases and pests can provide a guide map for prevention and control. In addition, it can also assist in reducing the environmental pollution caused by the excessive application of pesticides (Sankaran et al., 2010; Hu et al., 2019a). It is noteworthy that the detection of tea plant diseases and pest infestations is also important for high-throughput phenotypic analysis during tea plant breeding. The conventional phenotyping based on manual inspection is prone to subjective errors. Currently, there is a lack of efficient methods for detecting disease-resistant tea plant phenotypes. Therefore, non-destructive high-throughput methods for detecting tea pests and diseases are highly desired (Mahlein et al., 2019).

Due to the rapid popularization of portable cameras, the researchers are able to easily acquire the images of plant diseases and pests. There are various works presented in literature that combine the image processing techniques with machine learning methods for the detection of pests and diseases. Patil and Zambre (2014) extracted the texture, shape, color, and other features, and then used a support vector machine (SVM) for classifying various cotton leaf diseases and pests with an accuracy of 96.66%. Waghmare et al. (2016) used texture features and SVM to classify the grape leaf downy mildew and black rot with an accuracy of 96.6%. Ramesh et al. (2018) used Hu moments, Haralick texture, and color features for classifying papaya leaves based on random forest (RF). The classification accuracy of this method is approximately 70%. Shrivastava and Pradhan (2021) only used color features and SVM to classify the rice diseases, including bacterial blight, rice blast, sheath blight, and healthy leaves, with a classification accuracy of 94.65%. Xian and Ngadiran (2021) used features, such as Haralick texture, hue saturation value (HSV) histogram, and color moments to classify tomato leaves with an extreme learning machine. The classification accuracy of this method reaches 84.94%, which is better as compared to the method that uses the RF algorithm. The aforementioned methods for classifying plant pests and diseases based on machine learning are usually suitable for simple scenarios, such as single plant and single species of pests and diseases. However, these methods are unable to perform efficiently in complex real-world scenarios. In addition, the machine learning models are highly dependent on the training samples.

As compared with machine learning, the deep learning methods automatically realize feature learning based on given data. This enables the researchers to build end-to-end models for plant disease and pest detection (Noon et al., 2020). Tian et al. (2020) compared the results of deep learning and machine learning in the classification of citrus pests and diseases. The results show that the classification accuracy of convolutional neural network (CNN; 95.83%) was significantly higher than SVM (87.65%). Due to the strong generalization of deep learning, many researchers have realized the classification of plant leaf diseases and pests based on CNN, including, but not limited to tea, wheat, rice, ginkgo, walnut, coffee, cucumber, tomato, apple, and banana leaves, achieved high classification accuracy (Hu et al., 2019b; Anagnostis et al., 2020; Esgario et al., 2020; Karthik et al., 2020; Li et al., 2020; Zhong and Zhao, 2020). In addition to the application of deep learning in the classification of plant leaf diseases and pests, various works have been presented for locating and assessing the damaged areas. Liu and Wang (2020) optimized YOLOv3 based on feature fusion and other methods for detecting tomato leaf diseases and pests with a mean average precision (mAP) of 92.39%. Fuentes et al. (2017) used a faster region-based convolutional neural network (Faster RCNN), region-based fully convolutional network, and single-shot multi-box detector for detecting the diseases and pests on tomato leaves. The results show that Faster RCNN performs better in multi-stress types. The transfer learning effectively shortens the training time and achieves suitable results without requiring large-scale datasets and has been widely used in plant disease detection (Selvaraj et al., 2019). Currently, the research on plant diseases and pests mainly focuses on a leaf scale. There are very few works that consider the disease and pest detection at the canopy level. The leaf level detection of diseases and pests always requires leaf sampling, or taking tight shots of leaves, which limited its application in field scouting scenarios, such as using the near-ground unmanned aerial vehicle (UAV) system as demonstrated in our study. And the canopy level detection is able to provide the distribution information of disease/pest occurrence and incidence, which is important to guide the prevention practices, especially for smart sprayers. The key point of detection at the canopy scale is to realize the automatic identification of the range of diseases and pest lesions, and the estimation of damage ratio, which is conducive to determining the type of stress and the degree of incidence, so as to carry out precise prevention and control.

In the tea planting areas that are mainly used for green tea production, tea green leafhopper (GL) and anthracnose (AH) are the most frequent leaf disease and pest during the period of May–June. During the same period, the tea gardens are also susceptible to the damage of leaf sunburn (BR). This study focuses on the detection of three aforementioned tea plant stresses that can occur simultaneously in the tea garden that have similar symptoms. The core motivation is to propose an intelligent detection method of tea plant stresses on canopy level that is able to facilitate non-destructive high-throughput field scouting. The major contributions of this work are as follows:

1. An image acquisition of tea plant diseases and pests including GL, AH, and BR is performed to form a dataset for multi-scale recognition.

2. A canopy-level scab detection and segmentation strategy that synergizes deep learning and image processing is proposed.

3. A specified Faster RCNN algorithm is proposed and compared with YOLO v3 for tea stresses detection.

4. A new feature, the RGReLU, is proposed and used in stresses segmentation, which thus constituted a light-weighting strategy, and compared with other features based on RGB and HSI color space.

5. The feasibility of transferring the established canopy level model to the UAV images is verified, which indicated a promising capability in automatic scouting and detecting of diseases, pests, and other stresses in tea gardens.



EXPERIMENTS AND METHODS


Data Collection

The tea leaf samples of GL, AH, and BR are collected from the experimental tea gardens of the Chinese Academy of Agricultural Sciences, Hangzhou, Zhejiang, China. The symptom of these three types of stresses is similar, i.e., irregularly shaped reddish-brown areas. However, as the control strategies are quite different, the confusion among them may lead to serious consequences. In this work, the RGB images of tea plant stresses are captured using MI 6 smartphone camera (Sony, with resolution of 4,032 × 3,016) and iPhone XR smartphone camera (Sony, with a resolution of 4,032 × 3,024) in the fields. Since the tea plant stress area is too small in the image, this study firstly crops the original image during preprocessing, as presented in Figure 1. The number of stressed RGB images obtained in this work are 122 (AH), 151 (GL), and 198 (BR). After cropping, 2,375 images containing lesions are screened and retained, of which 681 are AH, 1042 are GL, and 652 are BR, as presented in Table 1. The dataset, i.e., TEAIMAGE, is divided into training, validation, and test sets according to the ratio of 7:2:1.

[image: Figure 1]

FIGURE 1. The RGB image of tea plant stresses.




TABLE 1. The RGB image information regarding tea plant stresses.
[image: Table1]



Construction of a Stepwise Segmentation Method for Tea Plant Stress at the Canopy Scale

In this work, a stepwise segmentation method of tea plant stresses is proposed by combining the object detection algorithm based on deep learning and image segmentation algorithm, as presented in Figure 2. In complicated real-world scenarios, the shape and size of the scabs are different among images. First, the object detection algorithm estimates the location of the scab. Then, the image processing technique is used to achieve fine segmentation of the scab area. This stepwise strategy effectively reduces the complexity of tea plant stress segmentation in practical scenarios. According to this strategy, the scab position in the image is first located, and the stress type is determined. Second, the scab images from the detected regions are extracted and used as the input data of subsequent lesion segmentation module. Finally, the image is binarized to achieve fine scab segmentation using Otsu’s method. This stepwise strategy enables automatic detection and severity assessment of tea plant diseases, pests, and other stresses at the canopy level.

[image: Figure 2]

FIGURE 2. The workflow of the proposed method for detecting tea plant stresses at canopy level.




Object Detection Algorithm Based on Deep Learning

In the object detection step, the Faster RCNN algorithm was specified according to the traits of the tea plant canopy, and compared with the classical single-stage target detection algorithm, i.e., YOLO v3.


Specified Faster RCNN

The region-based convolutional neural network (RCNN) uses the selective search method to generate several candidate regions in an image. A CNN is then used to extract the features from each candidate region. Finally, these features are used as the input of SVM and linear regression model for category determination and position refinement, respectively. The Fast RCNN is a more sophisticated form of RCNN, which uses a multi-task loss function for performing classification and regression tasks based on CNN. As a simplified framework for target detection, the Faster RCNN adopts the region proposal network (RPN) instead of the selective search method. In this framework, a proposal window is generated in the convolutional feature layer of RPN by setting anchor boxes at different scales for achieving an end-to-end object detection (Ren et al., 2017). In this work, in order to improve the performance in terms of stress detection of tea plant canopy, the Faster RCNN is specified in three perspectives. First, intersection over union (IoU)-balanced sampling is added in the RPN stage. Second, ResNet101 is used as the backbone network. Third, the convolution kernels are replaced with the deformable convolution kernels, as presented in Figure 3.

[image: Figure 3]

FIGURE 3. The demonstration of ideas in the specification of faster region-based convolutional neural network (Faster RCNN) in stress detection of tea plant canopy. The description of parts A–C is the title of its corresponding sub drawing.



Specification 1: Adopting IoU-Balanced Sampling in RPN Stage

As an important component of Faster RCNN, RPN implements the shared convolution features. This greatly improves the generation speed and localization accuracy of the detection boxes. The RPN in Faster RCNN is divided into two branches. The first branch classifies the anchor box to determine the positive or negative samples. The second branch calculates the offset of the anchor box, as presented in Figure 4. Please note that the proposal layer combines the offset of the positive anchor box and the corresponding bounding box to generate a proposal box and filters is based on IoU. As the stress area usually only occupies a small portion of an image, while the background occupies a large proportion, the random sampling may select a large number of easy samples and small number of hard samples during the generation of candidate boxes. The selection probability for each sample under random sampling is expressed as follows:

[image: image]

where, p denotes the selection probability, N denotes the number of negative samples, and M denotes the number of corresponding candidates. In order to increase the selection probability of hard negatives, this work adopts the IoU-balanced sampling method proposed by Pang et al. (2019). This method starts by splitting the sampling interval into K bins based on IoU. It requires that the N negative samples are equally distributed in each bin. This guarantees a uniform selection of samples. The selection probability under the proposed IoU-balanced sampling is mathematically expressed as follows:

[image: image]

where, Mk denotes the number of sampling candidates in the interval denoted by k. The experimental results show that the model performance is not sensitive to k (Pang et al., 2019). The parameter k is set to 3 based on the preliminary tests.

[image: Figure 4]

FIGURE 4. The structure of Faster RCNN.




Specification 2: Selection of ResNet101 as the Backbone Network

The selection of backbone network is crucial for the performance of a model. In this work, ResNet101 is used as the backbone network of the Faster RCNN based on a preliminary analysis. Please note that the traditional backbone network degenerates as the number of layers in a network increases, i.e., with an increase in the depth of the network, the accuracy of the model saturates, and then begins to decline. The ResNet uses direct connections for connecting different layers of a network. This enables the network to overcome the loss of information caused during the forward propagation and ensures that a deeper network extracts more feature information as compared to a shallow network and avoids the gradient dispersion and network degradation caused due to the depth of the network (He et al., 2016). As presented in Figure 3B, the residual block directly adds the output before the previous layer and the output of the current layer. This result is then used as the input of the activation function, and is expressed as:

[image: image]

where, x and y denote the input and output vectors, [image: image] in which [image: image] denotes the rectified linear unit (ReLU). The identity shortcuts in the residual blocks realize the combination of features at different resolutions and integrate the low-level semantics of a shallow layer and the high-level semantics of a deep layer to strengthen the model performance. On the other hand, the identity shortcuts allow the model to independently perform a non-linear transformation or transfer upper-layer information during the training process, or combine the two for building a more flexible network (Lin et al., 2017).



Specification 3: Replacement of Convolution Kernels With the Deformable Convolution Kernels

During the detection of tea plant stresses, the dynamic shape and size of the scabs often lead to poor stress detection. The traditional feature operators and data enhancement methods only assist the model to adapt the existing known geometric transformations but are barely used in the unknown scenarios. In order to effectively address this problem, this work uses the deformable convolution kernel to replace the original convolution kernel of ResNet, thereby allowing the sampling points to diffuse into irregular shapes, as presented in Figure 3C. The deformable convolution is mathematically expressed as follows (Zhu et al., 2019):

[image: image]

where, [image: image] and [image: image] denote the learnable offset and modulation scalar for the k-th location, respectively. The wk and pk denote the weight and pre-specified offset for the k-th location. The x(p) and y(p) denote the features at location p from the input feature maps x and output feature maps y, respectively.




YOLO v3 Algorithm for Comparison

In addition to Faster RCNN, YOLO v3 algorithm is also used for performing detections. Contrary to the above two-staged object detection algorithm based on candidate regions, YOLO is a single-stage target detection algorithm that does not require the candidate regions. The core idea is to divide an image into an N × N grid. Each grid is responsible for detecting and localizing all the target objects existing inside it. In YOLO v3, DarkNet53 is used as the backbone network, which mines deep details in the image. Moreover, the former uses logistic regression instead of SoftMax classifier to achieve multi-label classification. Using the feature pyramid structure as a reference, YOLO v3 enlarges the size of the high-level feature maps and integrates it with the low-level feature maps. The new feature maps not only contain rich semantic information, but also have more pixels. Consequently, for small and dense targets, the detection effect is significantly improved, and the fast detection speed is achieved at the same time (Redmon and Farhadi, 2018).




Stress Segmentation Method Based on Image Processing Technology

In this part, the scab area will be segmented based on the results of the above object detection algorithm, and the exact boundary of the scab will be identified to enable further estimation of the damage ratio. The segmentation comprises the following steps: (1) Only images higher than the confidence threshold are extracted from the detection boxes for segmentation. The threshold obtained from the pre-experiment is 0.5. This value of threshold enables us to avoid a large number of pseudo image results. (2) Based on the images in the detection boxes, a new feature, i.e., RGReLU, is proposed for tea plant stress segmentation and other features, including H and RG, are generated for subsequent comparison. (3) The Otsu’s method is used to segment the scabs. (4) Lastly, the stress damage ratio of the whole image is estimated based on the results from each detection box. The flowchart of the scab segmentation method is presented in Figure 5.

[image: Figure 5]

FIGURE 5. The schematic diagram of the tea plant stress segmentation method at the canopy scale.


It is noteworthy that the content of the images in the detection boxes is relatively diverse and may contain leaves, scabs, stems, leaf veins, and background. Moreover, the scab areas often have variable shapes, different sizes, and scattered distribution. Therefore, this work analyzes the sensitivity of scabs in different feature spaces based on color information for realizing a segmentation method with good performance, computational efficiency, and strong adaptability. The RGReLU feature is designed by computing the difference between the R channel and the G channel in the RGB color space. Then, ReLU is used to normalize the negative values to zero. The RGReLU is compared with two other features, including the features obtained after the difference between the R channel and the G channel (RG feature) and the feature of the H channel after converting the RGB image to the HIS image (H feature). In the RGB color space, the grayscale values of the three components are in the range of (0, 255). By calculating the difference between channels, the red component is strengthened whereas the green component is weakened in the RG feature. As a result, the difference between the lesion and leaf area in the image is highlighted and is conducive to the subsequent classification combined with Otsu’s method. It is worth noting that the black background in the image often becomes the transition region in the RG feature space (the eigenvalue is close to zero). Here, the RG feature space is modified by introducing the ReLU function that is commonly used in deep learning. Therefore, all the negative eigenvalues are converted to zero to avoid the possible influence of the background in the scab segmentation according to Otsu’s method. The ReLU function is mathematically expressed as follows:

[image: image]

In order to perform tea plant stress segmentation, simple and efficient Otsu’s method is selected. The Otsu’s method is derived from the least square method based on the histogram of a gray image, which has the best segmentation in statistical terms. Let region A and B be the two parts after threshold segmentation, [image: image] and [image: image] represent the probabilities of the occurrence of the A and B regions, respectively, and [image: image] and [image: image] represent the average gray value of regions A and B, respectively. The expression for calculating the between-class variance is as follows:

[image: image]

When the maximum value of [image: image] is obtained, the value of k represents the optimal threshold value.



Transfer Learning From Canopy to UAV Detecting Scenario

The training process of deep learning models is expensive in terms of computations and requires large-scale datasets. In addition, the models usually require retraining for handling different scenarios, thus limiting the application of the models to a large extent. The transfer learning enables us to use previously learned knowledge to solve new problems (Pan and Yang, 2009). In transfer learning, only a few layers of a network are re-initialized, and the weights of other layers do not require training. The fine-tuning of network parameters makes it easy to adapt to new datasets. The transfer learning method proposed in this work consists of two stages. First, the detection model based on the TEAIMAGE dataset is obtained by fine-tuning the pre-trained model weights. Afterward, in order to investigate the effectiveness of the proposed tea plant stresses identification and segmentation strategy in terms of application, the above canopy model is transferred to the UAV image dataset to test the migration ability of the model.



Algorithm Evaluation

The algorithm evaluation is conducted on both the object detection and the scab segmentation parts. For object detection, the mAP is used as the model evaluation index, i.e., the average value of the area under the precision-recall (PR) curve of each category, when the IoU is 0.5. This indicator comprehensively expresses the detection performance of the model, and is a good indicator of precision and recall. At the same time, the average precision (AP) of each stress is also provided for comparative analysis. The AP and mAP are mathematically expressed as:

[image: image]

[image: image]

where, P denotes the precision, R denotes the recall, and C denotes the number of target categories.

In the scab segmentation part, the overall accuracy (OA) is used as the evaluation index of the algorithm. The tea leaf images are visually interpreted by manually extracting the scab areas to act as a ground truth. The proposed methods are compared with the ground truth to determine the number of correctly classified and misclassified pixels for generating a confusion matrix for accuracy evaluation.

[image: image]

where, TP, FP, TN, and FN represent the true-positive, false-positive, true-negative, and false-negative pixels’ count in the segmentation result, respectively.




RESULTS AND DISCUSSION


Object Detection Algorithm Result Analysis

In terms of detecting the stress objects from tea canopy images, the Faster RCNN model achieves a higher accuracy (mAP = 76.07%) than YOLO v3 (mAP = 65.89%), as presented in Figure 6. The AP of Faster RCNN under three stress categories (GL: 80.53%, AH: 88.34%, and BR: 59.33%) is also higher as compared to YOLO v3 (GL: 73.62%, AH: 82.77%, BR: 41.28%). The prediction results of the two object detection algorithms are analyzed for all classes based on the methods provided by COCO.1 When the IoU criterion is relaxed from 0.5 to 0.1, the mAP for both object detection algorithms improves significantly (Figure 7). Among them, Faster RCNN increased by 0.112, and YOLO v3 increased by 0.165. This means that both algorithms suffer from inaccurate localization; however, the effect on YOLO v3 is higher. In Figures 7A,B, the purple area has a larger proportion as compared to the blue area. The corresponding purple area of Faster RCNN and YOLO v3 is 0.087 and 0.143, respectively, indicating that both falsely detect the background area, but YOLO v3 has higher false detection of background area. In addition, the yellow areas of Faster RCNN and YOLO v3 are small, i.e., 0.04 and 0.033, respectively, indicating that the two algorithms have low missed detections of ground truth. At the same time, the red and green areas of the two algorithms are approximately zero, indicating that there is almost no misclassification between stress categories in the two algorithms.

[image: Figure 6]

FIGURE 6. The accuracy of the object detection algorithm.


[image: Figure 7]

FIGURE 7. The error analysis of the object detection algorithm for each stress. The analysis of the object detection model includes seven PR curves. Due to the gradual relaxation of evaluation requirements, each curve represents a higher AP as compared to the curve presented on the left. The evaluation requirements of each PR curve are presented as: (1) C75: PR at IoU = 0.75, area under the curve corresponds to AP IoU = 0.75; (2) C50: PR at IoU = 0.50, the white area between C50 and C75 represents the AP gain due to the relaxation of IoU from 0.75 to 0.5; (3) Loc: PR at IoU = 0.10 (localization errors are ignored, but the duplicate detections are not ignored), the larger the blue area between Loc and C50, the lower is the performance of localization; (4) Sim: PR after supercategory false positives (fps) are removed. The larger the red area between Sim and Loc, the higher is the degree of confusion between super categories; (5) Oth: PR after all class confusions are removed. The larger the green area between Oth and Sim, the higher is the degree of confusion between subclasses; (6) BG: PR after all background (and class confusion) fps are removed. The larger the purple area between BG and Oth, the greater is the number of false detections in the background area; (7) FN: PR after all remaining errors are removed (trivially AP = 1). The larger the orange area between FN and BG, the more ground truth boxes are missed. The category labels of subgraphs (A–H) can be obtained in each gray box.


For three stress types, both algorithms performed best in detecting AH, then followed by GL and BR, as presented in Figure 6. The results show that the inaccurate localization and false detection of the background area significantly influence the accuracy of the model, as presented in Figures 7C–H. For instance, in Faster RCNN, the AP losses of AH, GL, and BR due to inaccurate localization are 4.5%, 9.9%, and 19.5%, respectively; the AP losses due to the false detections of background area are 4.2%, 6.6%, and 15.3%, respectively; and the AP losses due to missed detections are the lowest, i.e., 3%, 3%, and 5.9%, respectively. This may be caused by the fact that the scab areas of AH are relatively large with clear edges, which is beneficial for efficient detection. On the other hand, the scab areas in the GL image are generally small and there exist some thin-striped scabs, which pose challenges to the detection model. The presence of scabs with relatively blurry boundaries in the BR stress area makes it difficult for the model to locate scabs accurately. In addition, in BR canopy, there are some withered leaves showing similar characteristics with BR, which causes confusion for the model. Therefore, inaccurate localization and the false detection of background area have a great impact on the accuracy of YOLO v3, as presented in Figure 7.

Generally, the detection accuracy of Faster RCNN is higher as compared to YOLO v3. This may be because the RPN yields more balanced positive and negative samples in the model. As a two-staged object detection algorithm, Faster RCNN splits the foreground and background in the RPN and performs preliminary target localization. After obtaining the foreground and background regions, the IoU-balanced sampling method is used to screen out the more balanced positive and negative samples (Pang et al., 2019). Then, the obtained proposal boxes are classified and more accurate border regression is performed. On the contrary, as a single-stage algorithm, YOLO v3 tends to generate too many negative samples and very few positive samples, which makes it difficult for the network to learn effective information. The detection results of the two algorithms at the canopy scale are presented in Figure 8. Among them, Faster RCNN performs efficiently and completes the identification and localization of different stress lesions, while YOLO v3 does not perform well under such a complex scenario. For instance, in case of very small scabs (GL-1), irregular thin strips (GL-2), and scabs with blurry edges (BR-2), the detection performance of Faster RCNN is better as compared to YOLO v3. This may be an effect caused by the use of deformable convolution kernels in the backbone network of Faster RCNN. The deformable convolution allows the sampling points to diffuse into irregular shapes, which better adapts the complex image geometric transformations, and shows advantages for targets with irregular sizes and shapes of tea plant stress. In addition, this work uses IoU-balanced sampling algorithm in RPN, which enables the Faster RCNN to learn more hard samples. When the scabs are in abnormal states, such as shadow (AH-1), blur (AH-2), and dry (BR-1), the model still achieves ideal detection results. While the mAP of HRNet-based Faster RCNN without IoU balance sampling and deformable convolution is 74.64%. Therefore, the specified Faster RCNN is used as the object detection algorithm in this work. It is worth noting that although the accuracy of the specified Faster RCNN is not very high (mAP = 76.07%), most tea plant stresses are successfully detected. The deviation of detected boxes may account for a certain error rate. However, the goal in this step is to identify where the stresses occur in the canopy, instead of obtaining the precise locations of the detection boxes. Therefore, such deviation does not affect the practical application of the detection results. Moreover, more precise scab regions are generated in the subsequent image analysis step, which only requires a rough location of the detected boxes.

[image: Figure 8]

FIGURE 8. Some difficult scenarios in tea plant stress detection.




Stress Segmentation of Tea Plant Based on Image Analysis

The images extracted from the detection boxes are analyzed to obtain accurate scab segments for calculating the damage ratio of each stress type. The different features used in this study show different performance in scab segmentation, as presented in Figure 9. The algorithm based on RGReLU features has the highest accuracy (OA = 88.85%), followed by RG (OA = 86.67%), and H features (OA = 80.44%). Please note that the features based on RGB color space show high sensitivity to stress, as they capture the visual traits of scabs under real environment. The analysis of image information in the detection box shows that the boxes mainly include stress scabs (basically red, brown, and pink), normal leaves (green), and background areas (black). Therefore, by taking the difference between the R and G channels, the red channel feature in the image is strengthened (the red corresponds to the RG feature value of 255), while the green channel feature is weakened (the green corresponds to the RG feature value of −255), and the black channel feature becomes the middle zone in the RG color feature (the black corresponds to the RG feature value of 0) for effectively separating the scabs, leaves, and the background. However, the actual situation is often more complicated, and, sometimes, there are no ideal red, green, and black areas, as presented in Figure 10. For example, when the color of the scab is white due to illumination, reflection, etc., the red channel feature is weakened and the RG eigenvalue is reduced, thus making it difficult for the Otsu’s method to effectively distinguish the scab from the background (such as AH-B3 and BR-B1). It is worth noting that even for canopy images with complicated circumstances, the RGReLU feature proposed in this work still achieves satisfactory performance in segmenting the stressed regions. This may be because the negative part of the RG eigenvalue is uniformly changed to zero by using the ReLU function, so the eigenvalues of the regions where the red channel feature is weaker than the green channel feature (leaf areas, leaf veins, etc.) are all zeroed, thus integrating into the background region, which is beneficial for the subsequent extraction of the damaged area by using the Otsu’s method (2.18% higher than the RG feature accuracy). In addition, Figure 10 shows that the RGReLU feature has better segmentation performance for three types of stress scabs as compared to the other two features under different detection backgrounds, which delineates the scab edges effectively. Contrary, the H and RG features yield large segmented scab areas, such as GL-B1, GL-B2, GL-B3, AH-B1, and BR-B2.

[image: Figure 9]

FIGURE 9. The overall accuracy of scab segmentation.


[image: Figure 10]

FIGURE 10. The segmentation results of tea plant stress by using different features. GL-B, AH-B, and BR-B denote the detection box images of tea green leafhopper, anthracnose, and sunburn, respectively.


The segmentation effect of each stress type is analyzed. The results show that the three features have the best segmentation ability for GL (OA over 90%), followed by AH, and BR. This is because the GL contains a single color that is closer to red and has high sensitivity in RG features. There are some brown and bright yellow scabs in the AH samples, which degrade the detection results. For BR stress, the color of the scab area is moderate, without clear edges, and the lesion is prone to dry and blackening, resulting in the loss of some accuracy.

The deep learning and image processing stepwise recognition strategy proposed in this work at the canopy scale overcomes the difficulties faced by a single image processing technique in dealing with various complex local changes in the canopy, such as illumination, shadow, blur, occlusion, etc. In addition to automatic segmentation of the scab areas, the proposed method also provides the proportion of stress infection, which is an important indicator for prevention practice. The proportion of scabs for AH, BR, and GL samples are 0.83%, 0.94%, and 1.34%, respectively, as presented in Figure 11. On the other hand, as compared to the mask detection deep learning approach, the proposed method only requires the labeled boxes for training, instead of providing the exact object boundaries. In this way, the detailed edge information of stressed regions is obtained in a computationally efficient manner, which facilitates the derivation of canopy level scab proportion.

[image: Figure 11]

FIGURE 11. The illustration of tea plant stress segmentation at canopy scale.




Transfer Learning From Canopy to UAV Detecting Scenarios

In this work, in order to evaluate the application potential of the proposed method in large-scale scenarios, the UAV (DJI Mavic) is used to collect the RGB images of AH, the UAV height is 3 m, and the UAV camera is Hasselblad (L1D-20c) with a resolution of 5,472 × 3,648. After cropping the original image, 100 sub-images containing scabs are obtained for fine-tuning the model, as presented in Figure 12. The model is fine-tuned for the UAV image dataset based on the Faster RCNN network parameters. The results show that the model converges quickly and achieves an appropriate accuracy (mAP = 86.48%). The segmentation results of the resulting model for the UAV images are presented in Figure 13. The entire image is uniformly fragmented and the resulting sub-images are analyzed. The transparent red regions show that the corresponding image pieces are infected by stresses. Then, the scabs in each infected image piece are segmented based on the aforementioned image processing technique. The resulting scab regions are used for computing the damage ratio of the entire UAV image. Please note that the transferred model achieves rapid detection of stresses, differentiation of stress types, and scab recognition, which indicates a strong generalization ability of the proposed method. The model application of such a strategy using the UAV images enables the automatic scouting of stresses in a wide area of tea garden. With the fast development of UAV systems, the automatic UAV techniques are getting more and more mature and cost-effective. This promotes the application of the tea plant stress detection method in multiple scenarios, such as early warning and control of diseases and pests, plants phenotyping for breeding, etc. Moreover, similar strategies and approaches can also be introduced in stress detection in orchards and other economic crops planted in open areas.

[image: Figure 12]

FIGURE 12. The demonstration of unmanned aerial vehicle (UAV) image and image fragmentation of tea plant stress.


[image: Figure 13]

FIGURE 13. Precise scab detection and labeling in UAV images by transfer learning. (A) The original UAV image; (B) stressed sub-areas highlighted in red; (C) sub-image with stressed area labeled in a box; and (D) sub-image with an exact boundary of stressed area.





CONCLUSION

Aiming at automatic scab segmentation and damage ratio assessment of tea plant canopy images for tea stress detection, this work proposes an intelligent segmentation strategy that synergizes deep learning and image processing. The proposed method achieves automatic recognition, differentiation of different types of stresses, and obtains the precise boundaries of all stress scabs for deriving the accurate damage ratio. The specified Faster RCNN presented in this work uses deformable convolution kernels and IoU-balanced sampling to effectively detect the three typical tea plant stresses of tea green leafhopper, anthracnose, and sunburn. And the performance of the specified Faster RCNN (mAP = 76.07%) is better as compared to YOLO v3 (mAP = 65.89%) under complicated scenarios (illumination, shadow, blur, occlusion, etc.) In order to extract the boundaries of tea plant scabs in the detection box, the RGReLU feature is used in an image processing procedure, which enhances the difference between the background and the stressed area. This stepwise strategy effectively reduces the complexity of tea plant stress segmentation in practical scenarios. And the generated canopy-scale model can be transferred to the UAV images, which shows the potential to apply the proposed model for scouting stresses in large-area tea gardens.
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In plant protection, the increasing maturity of unmanned aerial vehicle (UAV) technology has greatly increased efficiency. UAVs can adapt to multiple terrains and do not require specific take-off platforms. They do well, especially in farmland areas with rugged terrain. However, due to the complex flow field at the bottom of a UAV, some of the droplets will not reach the surface of a plant, which causes pesticide waste and environmental pollution. Droplet deposition is a good indicator of the utilization rate of pesticides; therefore, this review describes recent studies on droplet deposition for further method improvement. First, this review introduces the flight altitude, speed, and environmental factors that affect pesticide utilization efficiency and then summarizes methods to improve pesticide utilization efficiency from three aspects: nozzles, electrostatic sprays, and variable spray systems. We also point out the possible direction of algorithm development for a UAV’s precision spray.

Keywords: unmanned aerial vehicle, precision agriculture, droplet drift, droplet deposition, electrostatic spray, variable spray


INTRODUCTION

Global food production has been threatened due to pests, weeds and diseases (Savary et al., 2019; Zhang et al., 2021). Currently, the main control method uses chemicals. With the increasing maturity of UAVs technology, the proportion of UAV spraying in the overall improvement of chemical control methods has increased significantly (Zhang et al., 2021). Compared with traditional plant protection machinery, UAVs have the advantages of flexible operation and adaptation to various terrains from paddy fields to hilly areas. In some parts of Asia, such as Japan, Southeast Asia, and southern China, due to the rugged terrain and scattered fields, large machinery cannot enter. UAV spraying is a good solution to this problem. UAV has the characteristics of taking off and landing anywhere and high work efficiency. The workload of a day exceeds 300 acres.

However, pesticides sprayed from the sprayer of the UAV often drifted (Wang Z. et al., 2020) and evaporated (Wang G. et al., 2020). Drifted pesticide would flow into the soil or rivers, and the evaporated pesticide would eventually flow into soil and rivers with rainfall, causing environmental pollution (Pérez-Lucas et al., 2019) and increasing pest resistance (Jiang et al., 2012). Figure 1 shows the latest type of plant protection UAV and the phenomenon of droplet drift, Typically, some pesticide droplets were thrown into the air by air currents, evaporated before reaching the ground in high temperatures, follow the rainfall into rivers or land to cause environmental pollution (Kumar et al., 2018). Finally only deposited droplets would control pests and weed, therefore, understanding the movement of droplets, reducing the evaporation and drift of pesticide droplets, and enhancing the droplet deposition amount can become the direction of researchers’ efforts.


[image: image]

FIGURE 1. Plant protection UAV and droplet drift phenomenon.


Mainly, studies on decreasing pesticide droplets waste on UAV have been based on Computational Fluid Dynamics (CFD) simulation tests, wind tunnel tests (Fritz et al., 2013), and field tests. CFD technology used the simulation environment provided by the computer to analyze the movement and deposition of droplets under different environmental wind speeds, different flight speeds and altitudes. Similarly, the wind tunnel test simulates the movement of droplets under different wind speeds through an artificial wind field. The main indicators to measure the effect of droplet deposition were deposition amount and deposition density (Guo et al., 2019). The deposition amount is the quality of the droplet deposition per unit area, and the deposition density is the number of droplets per unit area. These two parameters will be used as the main factors to measure the efficiency of the spray system.

This review introduces UAV operation parameters that may affect the deposition of droplets, as well as techniques to improve the effect of droplet deposition, and proposes new research ideas based on the summary of previous studies.



UNMANNED AERIAL VEHICLE OPERATION PARAMETERS AFFECTING THE DEPOSITION EFFECT

The factors that affect the droplet deposition effect include flight speed, flight altitude, droplet size, ambient temperature, humidity, and ambient wind speed (Qiu et al., 2013; Al Heidary et al., 2014; Zhu et al., 2019). In UAV plant protection, the flight speed and ambient wind speed are directly related to droplet drift. The mixed wind field generated by the two will change the original trajectory of the droplet. Humidity and temperature are directly related to the evaporation of droplets, and then the flight height is related to evaporation and droplet drift. Because of the different flight heights, the time for droplets to fall will be different, and the probability of evaporation in the air is also different, the different flying heights, the droplets are affected by the environmental wind field when they fall, which will also affect the drifting distance. Some of these factors can be adjusted during UAV flight operations to obtain the optimal droplet deposition effect. Methods to test the effect of droplet deposition are CFD simulation analysis and the water-sensitive paper detection method (Cunha et al., 2012). The following studies show how researchers approached the optimal UAV operation parameters for spraying work.


Flight Speed

Flight speed affects the time of the UAV’s stay on the top of crop canopy, which determined the pesticide deposition effect. Therefore, suitable flight speed can improve the working efficiency of UAV while ensuring the amount of droplet deposition, here we counted the droplet deposition effects of different scholars at different speeds, as shown in Table 1. Research on the influence of flight speed on the deposition effect mainly included simulation analysis and outdoor experiments. Lv et al. (2019) investigated indoor simulation experiments on the influence of flight speed on droplet deposition and concluded that a higher flight speed resulted in a lower droplet deposition performance. They observed that when flight speed reached 1 m/s the deposition density decreased to 41.4%, and the coverage decreased to 3.9%. Shi et al. (2019) built up CFD simulation conditions in Ansys Fluent software to investigate the optimal droplet deposition result of the UAV. Specific wind speed, flight speed, and other conditions were simulated, and the movement trajectory of the droplets was obtained, to determine the result of the droplet deposition. Under the conditions of a flight speed of 3 m/s and altitude of 1.5 m, the deposition concentration was 50–200 μg/cm2. It has been in Zhang et al. (2012) that, through a thermal infrared imaging instrument method to compare the difference in deposition results at different flight altitudes and flight speeds, it is found that the best flight speed of the UAV is 1.5 m/s. Pan et al. (2021) tested the impact of diesel-powered UAVs on the deposition effect of litchi trees at different speeds at the same flying altitude. The results showed that the deposition effect is the best when the flying speed is up to 2.8 m/s. An experiment in the rice field indicated that when the UAV flight speed was kept at a low speed (2 m/s), the droplet performance showed better uniformity and higher droplet deposition density, than when flight speed was higher (4 and 6 m/s) (Kharim et al., 2019). The experimental results of Hunter et al. (2020b) show that the spray drift phenomenon is the least when an air-sensing flat spray or a turbine air-sensing flat spray nozzle and an application speed of 3 m/s are applied.


TABLE 1. Published research on the effect of flight speed on droplet deposition.
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In general, at the same altitude, a faster flight speed will cause the worse droplet deposition effect. As the flight speed increases, the uniformity of the droplet distribution is improved, while the droplet density and spray coverage percentage decrease (Zhou and He, 2016). However, to ensure the efficiency of the operation, a balance is often necessary between the flight speed and the deposition effect; normally, the operating flight speed range from 1.5 to 3 m/s.



Flight Altitude

As is shown in Table 2, the flying altitude of UAVs affects the deposition on different canopies of plants, so the suitable flight altitude for UAVs varies greatly among different plants. In a cotton field, when the UAV’s flying height is 2 m, the deposition of droplets on different canopies is more uniform. When the height is lower than 2 m, the strong downward airflow makes the droplet deposition on different cotton canopies decrease significantly (Lou et al., 2018). The flying altitude of the UAV should be less than 2.5 m (Wang J. et al., 2020) when it is spraying pineapples. When the flight altitude was higher than 2.5 m, the droplet deposition decreased suddenly. Shengde et al. (2017b) executed experiments on the influence of UAV parameters on droplet deposition on an orange tree canopy, and found the optimal droplet deposition density at a flying altitudes of 2.5 m and spray rate of 1 L/min, and the average deposition density was 128.16 droplets/cm2. Hou et al. (2018), completed an experiment on the optimal deposition performance on trees. Droplet deposition reached a climax when the flight altitude was 1.2 m, and the deposition performance was much lower when the flight altitude was 0.6 and 1.8 m. Flight altitudes too high or too low were not conducive to the deposition of droplets on the surface of the crop. The flight altitude range for deposition is 1.0–2.5 m, and different UAV or spray systems will have different optimal flight altitudes. Hu et al. (2021) proposed that a flying altitude of 1.5 m and a spray volume of 22.5 L/ha was the best parameters to use for UAV spraying to control aphids in cotton seedlings. Another group used the UAV and Taguchi methods to study the optimal droplet distribution control parameters for citrus trees (Hou et al., 2019). The best results were observed with an inverted triangle citrus canopy shape, a spray height of 1.40 m, and a flight speed of 1.0 m/s. The spraying height has a significant influence on the droplet distribution on the upper layer of wheat. The height of spraying was 5.0 m and the spraying speed was 4 m/s. The coverage rate of droplets on the lower layer of wheat was the largest (Qin et al., 2018).


TABLE 2. Published research on the effect of flight altitude on droplet deposition.
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In addition, in outdoor conditions, wind speed and flying altitude usually work together to affect the deposition. Therefore, some researchers have considered both wind speed and altitude at the same time. Wang C. et al. (2016) proposed that under the conditions of a 2.0–3.5 m height, 5.0 ± 0.3 m/s speed and 0.8 m/s, crosswind speed, the higher the height, the better the uniformity of the droplet distribution. Hussain et al. (2019) performed a droplet sedimentation experiment with 50, 75, and 100% nozzle openings under the conditions of 1.5–3.0 m and wind speeds of 1.0–5.8 m/s. The experimental results showed a lower the wind speed and height would be beneficial to the droplet settlement effect. At a height of 2 m, good uniformity is achieved at 50, 75, and 100% nozzle openings in the range of 1.0–3.8 m/s wind speed. Through simulation experiments, Zhang et al. (2015) found that the flying speed was 3 m/s, the crosswind speeds were 1, 2, and 3 m/s, and the flying heights were 5, 6, and 7 m. A turbulence model with an approximate solution to the N-S equation with appropriate boundary conditions was established. Through simulation and experimental results, the following conclusions can be drawn: the crosswind velocity is a greater influencing factor than the spray height in the air is an influencing factor for the droplet drift; and droplet drift only occurs in the spray field downwind.

Therefore, it is necessary to establish a UAV deposition model according to different crop canopies and to consider the influence of wind speed and altitude on deposition during operation.



Pump Pressure

The most important factor that determines the size of the droplets was the pressure of the water pump. Here we mainly discussed the relationship between particle size and droplet deposition. According to the results of wind tunnel experiments to test droplet deposition with different types of nozzle parameters, a larger droplet size had a better performance on anti-drift and droplet deposition (Wen et al., 2016; Wang C. et al., 2020). Zhang et al. (2018) established a CFD model to study the relationship between droplet size and droplet drift under crosswind conditions. When the droplet size is less than 150 μm, the phenomenon of droplet drift is obvious, and as the particle size becomes larger, the droplet drift phenomenon disappears. However, Wang S. L. et al. (2017) found that when UAVs are used to detect wheat field pest control effects, the size of droplets is negatively correlated with deposition density. Part of the reason is that when the coverage is similar but the particle size is larger, there are fewer droplets per unit area. Qin et al. (2016) completed a paddy field experiment to find the most suitable particle size range for droplet deposition, it was found that the droplet size is very prone to drift when the droplet size is less than 100 μm, while it is difficult to penetrate the canopy layer of crops when droplet size is greater 400 μm, in this case, the deposition effect of droplets is not good. Droplet that are too large or too small are not conducive to their deposition of droplets. The approximate suitable range for droplet deposition is 100–300 μm. According to different crops and external environments, the most suitable range will be adjusted accordingly. A UAV has better deposition and efficacy control with coarse nozzles at higher spray volumes (> 16.8 L ha–1), but it has better performance at lower spray volumes (< 9.0 L ha–1) and fine nozzles. Poor deposition and efficacy control (Wang et al., 2019a). Fawaz (2018) used a UAV to carry out an aerial spraying experiment with same spray rate and different particle size droplets on the rice canopy. Four TEEJET nozzles with different orifice sizes were used (the volume median diameter (VMD) of these droplets was 95.21, 121.43, 147.28, and 185.09 μm, respectively), and the drift of the droplets in the target area and droplets in the non-target area were determined. The distributions were compared and analyzed. The results showed that as the droplet size increased, the droplet deposition rate on the upper and lower rice canopies of the target area increased. This indicated that an increase in droplet size can effectively reduce droplet drift, which indicated that droplet size is one of the most important factors affecting droplets. Ferguson et al. (2016) applied three different pressures of 207, 310, and 414 kPa to five types of nozzles and found that the number density of droplets is affected by pressure, with higher pressure leading to the largest density. Liu et al. (2021) performed experiments on the liquid distribution performance of a nozzle under four pressures. The experimental results showed that when the pressure was adjusted from 200 to 500 kPa, the value of Dv0.5 ranged from 124.46 to 85.95 μm, and when 400 or 500 kPa liquid was used, the droplets size distribution was more uniform. It can be explained that an increase in pressure can produce more fine droplets and fewer coarse droplets.

Within a certain range (200–500 kPa), the droplet size is affected by pressure. The higher the pressure is, the finer and more uniform the droplet size. Similarly, a smaller droplet size will result in a more serious drift phenomenon, and the larger the droplet is, the worse the penetration. Therefore, it is necessary to select an appropriate pressure level according to different crop canopies to achieve less droplet drift and better droplet penetration.



Temperature and Humidity

Although the meteorological factors cannot be changed artificially, the influence of temperature and humidity on the deposition of liquid pesticides should be taken into consideration, so as to choose the appropriate ratio of liquid pesticides and water. High temperatures can accelerate the evaporation of droplets and reduce the size of droplets. High humidity causes larger droplet sizes in the air. Low humidity may cause water droplets in the air to shrink due to the diffusion of moisture. With increasing environmental humidity, the size, coverage, and deposition volume of droplets will increase. In the temperature range of 10∼29°C, temperature conditions have no significant effect on droplet deposition (Qi et al., 2020). Franz et al. (1998) determined the relationship between the characteristics of the plant canopy and the weather parameters affecting the aerial spray deposits on cotton and cantaloupe leaves. An increase in relative humidity significantly increased the sediments at the mid canopy level but had no significant effect on the top canopy level. At higher relative humidity, the deposited water droplets tend to be larger. As the leaf area index (LAI) increases, the sediment and size of the water droplets deposited at the mid canopy level decrease. Nuyttens et al. (2005) developed a reliable and feasible spray boom sprayer spray drift measurement program and successfully carried out many drift experiments. These measurements prove the important influence of weather conditions on the drift of deposited spray. A drift prediction equation of a reference spray was established to predict the expected amplitude of the deposition drift under various drift distances and atmospheric conditions (wind speed and temperature). In addition, Tian et al. (2021) has found that the droplet deposition effect and permeability of UAV operations at night are higher than those during the day.

When using UAVs, it is necessary to determine the ratio of pesticides to water and appropriate flight parameters according to the weather conditions.



Flight Routines in Response to Ambient Wind

Although the magnitude and direction of the ambient wind speed cannot be changed, the adverse effects of ambient wind on the deposition of droplets can be mitigated by adjusting the movement trajectory of the UAV. By quantifying and analyzing the two-dimensional deposition pattern of the UAV, when spraying a single plant, the degree of downwind displacement has nothing to do with the wind speed indicated when the UAV is flying. In the downwind direction, the drift of water droplets is reduced (Li et al., 2019; Richardson et al., 2020). Only in the case of crosswinds will droplet drift occur (Zhang et al., 2015; Fengbo et al., 2017; Shengde et al., 2017a). When the crosswind speed is greater than 3 m/s, the penetrable area is greatly reduced, which is not suitable for operation (Wang L. et al., 2021). With the increase in real-time wind speed and UAV operation altitude, the area within the spray zone and spray deposition have changed significantly. When spraying on pineapple plants, the operating height of the UAV should be below 2.5 m, and the wind speed should be 5 m/s or less (Wang J. et al., 2018). When the parameters of a UAV are a 1.5–3 m flying height and a 2.4–5 m/s flying speed droplet drift only occurs in the downwind direction (Wang X. et al., 2017). As the altitude increases, the drifting resistance of the UAV’s downwash airflow gradually increases (Wu et al., 2019). Hu et al. (2020) used the DQN and PSO algorithms to adjust the flight trajectory according to the environmental wind conditions so that the drift of the droplets was reduced by 50%, and the amount of deposited droplets was increased. Faiçal et al. (2017) used Adaptation to the Environment (AdEn), a system that adjusts the flight according to different wind levels. The experimental results showed that it has better anti-drift performance under system control.

In summary, although we know that when performing plant protection operations in the direction of the environmental wind, the phenomenon of droplet drift is reduced, and the direction of the environmental wind changes all the time, changing the flight direction at all times during the execution of the flight is bound to cause a serious reduction in operational efficiency, therefore more research is needed to improve this aspect.



Flight Strategy According to Terrain or Plant Shape

In plant protection operations, when facing plants of different shapes, applying different spraying parameters will change the deposition effect. Meng et al. (2020) in order to study the effect of peach tree shape on UAV spray coverage. He divided peach trees into two types: CL shape and Y shape, and concluded that the spraying uniformity of Y and CL types is different. For Y-shaped peaches, the droplet coverage of the outer layer is significantly higher than that of the lower layer, and for CL-shaped peaches, the droplet coverage of the top layer is significantly higher than that of the lower three layers. For Y-shaped peach, “one spray” is preferable to “two sprays” for a given amount of spray per unit area. For CL-shaped peaches, increasing the total nozzle flow from 1.8 to 2.2 L min–1 significantly improved droplet coverage at specific locations including the top and bottom two layers. During UAV spraying operations, the ground may be undulating, so the height of the UAV relative to the plant surface may change. Wu et al. (2018) proposed a ground-imitation flight method. The slope is judged by the front-mounted millimeter-wave radar. When the slope fluctuation is small, the differential GPS height and the ground-to-ground millimeter-wave radar height are combined with Kalman filtering to improve the accuracy. When the threshold is reached, the heights of the front-mounted millimeter-wave radar and the ground millimeter-wave radar are fused with multi-radar height information to improve the response speed. Finally, the fuzzy PID control algorithm is used to control the height of the UAV. Through the simulation and field flight test, the goal of the plant protection UAV’s sloping ground imitation flight height error is less than 40 cm.




TECHNIQUES FOR IMPROVING THE DEPOSITION EFFECT

In addition to changing the UAV operating parameters mentioned in the previous chapter, electrostatic spray, and variable spray techniques can also improve the deposition effect, but different from changing the UAV operating parameters, both techniques require structural adjustments to the spray system, and new control systems must be added. Commonly used spraying techniques were electrostatic spraying and variable spraying. The advantage of electrostatic spraying was that it provided an electrostatic force between the plant surface and the droplets, which actively increases the amount of droplet deposition. The disadvantage was that it was difficult to keep the field strength on the UAV at zero, and the charged droplets may accumulate on the UAV and affect the safety of flight. Variable spray refers to changing spray parameters according to environmental information obtained by sensors, such as wind speed, vegetation height, vegetation shape, etc., thereby actively reducing droplet drift or evaporation. Variable spray mainly changes the spray volume, which does reduce droplet loss, but is not as effective in enhancing droplet deposition as electrostatic spray.


Improvement of Nozzles

The drift and distribution of droplets depend on the airflow distribution characteristics of the UAV and the droplet size of the nozzle, which is directly related to the control effect of pesticides (Kumar et al., 2018; Sarghini et al., 2019). For spray droplets of different droplet sizes, droplets with small size more easily drift (Wang X. et al., 2018; Yao et al., 2021).

The nozzle is an important part of a plant protection UAV, and its atomization performance directly affects the deposition and drift of pesticides. Commonly used nozzle types are hydraulic nozzles and rotary sprayers. Hydraulic nozzles have a long history and a wide range of types. Wang C. et al. (2021) tested the performance of an IDK120–015 air-injector nozzle and a TR 80–0067 hollow cone nozzle. At a speed of 3.11–3.79 m/s in a crosswind, compared with the traditional HCN nozzles of UAV sprayers, the application of AIN promotes spray deposition and uniformity and significantly reduces deposition and air drift. Kim et al. (2021) proposed a new type of nozzle with a feedback channel, which can spray smaller droplets more uniformly. The existence of the feedback channel effectively reduces the droplet diameter and improves the spray uniformity. Bayat and Bozdogan (2005) combined an air-assisted system with a high-speed rotating disc nozzle to increase spray penetration and deposition and reduce the impact of drift.

The drift potential of commonly used agricultural UAVs is very fragile, The penetration and uniformity of UAVs need to be further improved (Wang et al., 2019b), so it is necessary to actively adopt methods to assist in reducing drift (Xiongkui et al., 2017), such as the tilt of the nozzle angle (Yafei et al., 2019; Yu et al., 2021). The improvement of the nozzle can generally directly affect the spray quality. When improving the nozzle, the balance between uniformity and penetration needs to be considered. At the same time, durability is also an important factor for agricultural nozzles.



Electrostatic Spray Systems

An electrostatic spray technique refers to the establishment of an electric field between the spray system and the surface of the crop (Chen S. D. et al., 2021), so that the droplets move toward the surface of the crop under the force of an electric field, thereby increasing droplet deposition and penetration ability (Martin and Latheef, 2017; Zhang et al., 2017; Wang S. L. et al., 2018). There are three methods for electrostatic system: the corona charging method, induction charging method, and contact charging method (Law, 2001). The indicator to measure the quality of electrostatic spray is the charge-to-mass ratio (CMR), normally the greater the charge-to-mass ratio, the better deposition effect (Kirk et al., 2001). UAV electrostatic spray systems generally adopt a bipolar connection method to ensure that the UAV is at zero potential (Ru et al., 2015).

In the process of electrostatic spraying by induction charging, the charging electrode directly affects the droplet charging result. With a charge voltage of 8 kV for copper, the charge-to-mass ratio of the spraying system can reach 0.22 mC/kg (Lan et al., 2018). A nickel electrode reaches 1.65 mC/kg at a charging voltage of 3.0 Kv (Patel et al., 2013). Based on the relationship between the conductivity of the liquid, the position of the electrode on the nozzle, and the CMR, a housing for mounting electrodes is designed (Yanliang et al., 2017). Patel et al. (2015) established a CFD model to study the electric distribution and movement of charged droplets, and the results showed that the radial droplet drift has increased with increasing voltage, with smaller droplets drifting more seriously. Al-Mamury et al. (2014) established a COSOML simulation model to analyze the force of the droplets ejected by an electrostatic spray system. These studies have established the foundation for the development of new electrostatic spray systems. An electrostatic pesticide spraying system has been developed that has an outer ring-shaped induction charging electrode around a high-flow hydraulic nozzle (Yamane and Miyazaki, 2008). When the voltage applied to the electrode gradually was increased to 4 kV, the CMR of the spray droplets increased. As the gap between the spray cone and the electrode decreases, the CMR increases. On the other hand, as the nozzle flow rate increases, the CMR decreases.

Compared with traditional spray systems, electrostatic spray can significantly increase the droplet deposition rate (Yang et al., 2018). Martin et al. (2019) used a bipolar electrostatic aerial spray system to spray on early-season cotton at a spray rate of 9.35 L/ha. At a charging voltage of ± 9.0 kV, the electrostatically charged spray significantly increased the deposits on an artificial collector by 34.5% compared with the uncharged spray. Wang S. L. et al. (2018) designed a bipolar contact type aviation airborne electrostatic spray system. Compared with a non-electrostatic spray, electrostatic spray increased droplet deposition by 0.0143 μg/cm2. Zhao et al. (2020) proposed a high-voltage electrostatic generator, which is positively and negatively charged for the liquid in two isolated water tanks. A charge transfer circuit was developed in the space between the airborne electrostatic spray system and the ground. This method greatly enhanced the adsorption performance under outdoor conditions. The droplet density on the front of the target has increased by 16.7%.



Variable Spray Systems and Monitoring Systems

To reduce pesticide waste, a UAV control system needs to execute different spraying parameters according to different environmental conditions (Chen H. B. et al., 2021). Generally, different spray states can be obtained by adjusting the spray switch, flow rate, pressure, and other parameters. This task places high requirements on the accuracy and speed of UAV adjustment. Ling et al. (2018) studied the changing trend of droplet deposition distribution with wind speed, droplet size, flying height, rotor wind direction, and nozzle spray angle under variable spray conditions within a horizontal distance of 1∼4 m, and obtained the variances in the multivariate linear prediction model. Using the basis for real-time control of UAVs, Alves Martins et al. (2020) guessed that vegetation indices (VIs) could be used to estimate application rates for cotton. To maximize cotton yield, a VI based equation that will indicate the ideal application rate was developed. It is concluded that rising vegetation index required increased spray application rates to maintain relative spray deposition in the middle layer of cotton plants. Three different methods for assessing tree row volume (TRV) in ultra-high-density olive orchards using drone photogrammetry were compared by Anifantis et al. (2019). Thus, UAV aerial photography can accurately estimate the amount of biomass in the field, thus giving more accurate prescription maps and further reducing the use of pesticides. Chen et al. (2012) scans the tree’s appearance, height and width, and its leaf density with high-speed laser scanning sensors, and then controls the flow of spraying through solenoid valves. Experiments show that the system has no difference in droplet coverage in the canopy when faced with trees of different sizes and leaf densities. To ensure a uniform spraying amount per unit area, Liu et al. (2020) proposed a set of UAV aerial variable spraying control models and developed a corresponding control system based on the aerial variable spraying technology. The system can adjust an opening of a solenoid valve through a pneumatic variable spray control model according to changes in the flight parameters. The system deviation range is between 0.11 and 9.79%. Wang L. H. et al. (2016) and Cen et al. (2019) used a wind pressure transmitter to measure the flying speed of the UAV. According to the flight speed, pulse width modulation (PWM) for adaptive variable spraying. At the same time, the actual spray flow was measured through a flow sensor, and the spray flow was adjusted through a PID control algorithm based on a BP neural network. Zhu et al. (2010) used a PWM controller to achieve high-precision spray. Chen et al. (2019) proposed a spray system that can adjust the spray angle and pressure according to the wind speed and its changes to reduce droplet drift. Akkoyun (2019) improved the spray range and reduced the use of pesticides by changing the nozzle distribution on the UAV’s boom.

With the development of machine vision technology, the environmental perception ability of UAVs has been greatly improved (Martinez-Guanter et al., 2020). This allows a UAV to adjust the spray parameters in real-time based on the crop and obtained environmental information. This method is usually implemented in two ways. One is to first obtain a map of the crop and then combine the positioning of the UAV to achieve accurate spraying. Yi et al. (2019) proposed a variable spray rate system. The system takes a picture of the sprayed rice field for the first time, divides it into multiple grids, and generates an index map for adjusting the spray rate. Wen et al. (2018) proposed a variable spray system based on a PID and PWM, using the prescription map from ArcMap software to guide the variable spray system to work according to the prescription map. Wang et al. (2019c) used the Lucy-Richardson algorithm to segment the open space and the vegetation area. When the spraying system is in the open space, the system will stop spraying. Campos et al. (2019, 2021) used a multispectral camera mounted on a UAV to obtain a canopy vitality map of the entire plot. It can convert the tree canopy diagram into a practical prescription diagram and modify the working parameters (pressure) in real-time to follow the prescription map. The other method uses sensors to obtain real-time crop and environmental information and then accurately adjusts the spray parameters. Khan et al. (2021) designed a deep learning method to identify the coriander areas in real-time to achieve precise spraying. Hunter et al. (2020a) used UAVs for weed mapping and specific location management (UAV-IS), spraying weeds at specific locations to reduce the use of pesticides. Ex-Green and Ex-Red methods were also performed for the construction of the rice canopy model (Hong et al., 2020). By judging the coverage of the rice canopy under the UAV in real-time, the working status of the UAV nozzle was adjusted to full spray, half spray, and no spray. The response time of the system was largely reduced to 15.765 ms. Considering the demand for saving chemicals, a normalized difference vegetation index (NDVI) algorithm was created to detect the exact location where chemicals are needed (Basso et al., 2019).

In addition to image processing, some researchers used weather sensors or UAV swarms to work together to achieve better spray results. Faiçal et al. (2014a,b) proposed a particle swarm optimization (PSO)-based method for fine-tuning control rules during pesticide spraying on farmland. By considering the weather conditions reported by a wireless sensor network (WSN), this method can be adopted quickly and efficiently. In this case, the UAV becomes the mobile node of the WSN and can make personalized decisions for each farmland. Ivić et al. (2019) proposed an autonomous UAV swarm spraying algorithm control method based on the multiagent area coverage method, thermal equation driven area coverage (HEDAC). Compared with traditional path planning, HEDAC spraying can usually reduce overspray by approximately 3–8%. In practical applications, a UAV spraying group controlled with HEDAC is expected to be significantly better than the UAVs operating using existing path planning methods.

Generally, a variable spray system first needs an excellent algorithm to ensure its adjustment speed and accuracy, and second, it needs to use other sensors to sense the external environment and make decisions that are conducive to pesticide conservation.




DISCUSSION

The pesticide spraying efficiency of UAVs was closely related to flight parameters including speed, altitude, and pressure. Choosing appropriate flight parameters according to different mission scenarios can effectively improve the spraying effect and reduce pesticide waste. There were three main external factors that affect the spraying effect of drones, environmental wind, terrain flatness and crop height. The improvement of the nozzle improved the uniformity of the spray, and the use of an electrostatic sprayer improves the deposition effect of the pesticide. The use of advanced nozzles coupled with electrostatic spray technology has a very good effect on reducing droplet loss. When working on flat, regular fields, the UAV spray system only needs the electrostatic force of the electrostatic spray system to achieve good deposition results. Variable spray is one of the most effective methods of pesticide utilization under the current technological capabilities. Variable spraying is especially important in rugged, irregular fields, or when plants vary in height and shape. Through continuous integration of new technologies and new algorithms, UAVs equipped with variable spray systems will have a better environmental perception, path decision-making capabilities, and spray control accuracy.

In addition, it is also an idea to reduce pesticide waste by introducing other machines (Lan and Chen, 2018) or chemicals. Liu et al. (2019) uses a combination of UAVs and motorboats. The UAV provides GPS positioning and the motorboat is used for weeding in paddy fields, avoiding the problem of pesticides drifting in the air. A pre-wetting process can reduce the contact angle between the droplet and the blade, making it easier for the droplet to wet and spread, thereby increasing the amount of deposition and improving efficiency (Yao et al., 2018). Dicamba hydrogel was added to the chemical solution to increase the deposition of the chemical solution and reduce the environmental pollution caused by the drift of pesticide spray (Song et al., 2021).



CONCLUSION AND PROSPECT

The above references first introduced the factors that affect the deposition of pesticides, including the UAV flight parameters and environmental parameters. Second, to cope with the above factors and reduce pesticide waste, the improvement of the spray nozzles and spray principles made by the researchers, and the proposal of different variable spray algorithms are introduced. Their relationship is shown in Figure 2. In the actual design of a UAV and spray systems to reduce pesticide waste, it may be necessary to adjust various parameters and combine several techniques. In addition, due to different references using different UAVs and spray systems, those references may become inapplicable, especially when introducing new techniques Using an existing UAV system, when setting the flight parameters, a speed of 1.5–3 m/s, and a height of 2–3.5 m based on different crop canopies, can achieve relatively good spray uniformity. To further improve the utilization rate and spray effect of pesticides, it is necessary to improve the UAV system or propose a new control algorithm. Compared with improving the UAV hardware, it is very cost-effective to propose new algorithms to better control the UAV spray. Two possible directions that have not been studied have been discovered. First, when the UAV is accelerating, it will inevitably have a forward tilt attitude. This phenomenon is the principle of a UAV flying forward, and will cause the spray system to have an inclination angle with the ground. A larger tilt angle resulted in more unfavorable droplet deposition. Despite the research on stabilizing the attitude of the UAVs in flight, a tilt angle of the spray system to the ground still exists. If a mechanism is set up to change the tilt angle of the spray system, so that it is always perpendicular to the ground, the droplet deposition effect will be further improved. In addition, some factors that affect the deposition of droplets, some that have not been studied, so it is impossible to make corresponding adjustments for reducing pesticide waste. By establishing a simulation model and using a neural network, the parameters are studied for more adjustment.


[image: image]

FIGURE 2. The relationship network of various methods and their reduction in pesticide waste.
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The complexity of natural elements seriously affects the accuracy and stability of field target identification, and the speed of an identification algorithm essentially limits the practical application of field pesticide spraying. In this study, a cabbage identification and pesticide spraying control system based on an artificial light source was developed. With the image skeleton point-to-line ratio and ring structure features of support vector machine classification and identification, a contrast test of different feature combinations of a support vector machine was carried out, and the optimal feature combination of the support vector machine and its parameters were determined. In addition, a targeted pesticide spraying control system based on an active light source and a targeted spraying delay model were designed, and a communication protocol for the targeted spraying control system based on electronic control unit was developed to realize the controlled pesticide spraying of targets. According to the results of the support vector machine classification test, the feature vector comprised of the point-to-line ratio, maximum inscribed circle radius, and fitted curve coefficient had the highest identification accuracy of 95.7%, with a processing time of 33 ms for a single-frame image. Additionally, according to the results of a practical field application test, the average identification accuracies of cabbage were 95.0%, average identification accuracies of weed were 93.5%, and the results of target spraying at three operating speeds of 0.52 m/s, 0.69 m/s and 0.93 m/s show that the average invalid spraying rate, average missed spraying rate, and average effective spraying rate were 2.4, 4.7, and 92.9%, respectively. Moreover, it was also found from the results that with increasing speeds, the offset of the centre of the mass of the target increased and reached a maximum value of 28.6 mm when the speed was 0.93 m/s. The void rate and pesticide saving rate were 65 and 33.8% under continuous planting conditions and 76.6 and 53.3% under natural seeding deficiency conditions, respectively.

Keywords: target spraying, independent nozzle control, target identification, effective spraying rate, pesticide saving amount


INTRODUCTION

Cabbage is rich in nutrients, contains a variety of vitamins and mineral elements and has become one of the vegetables with the largest cultivated area in the world. In 2020, the cabbage total output of China was 339 million tons, which accounted for 47.71% of the global output, and it ranked first in the world. During the growth period of cabbage, pesticides need to be sprayed several times to resist the threat of diseases and insect pests. At present, the widely used continuous pesticide spraying method may cause soil and groundwater pollution due to the excessive use of pesticides (Zhao et al., 2016; He, 2020). However, automatic target pesticide spraying technology can be used to obtain target information online and spray pesticides at a specific site according to target positioning to reduce pesticide pollution in nontarget areas for environmental reasons, allowing wide application prospects. There are two ways to conduct target pesticide spraying for field cabbage. The first approach is to spray pesticides to prevent diseases and insect pests of cabbage, that is, the cabbage crop is the target of pesticide spraying, and the other approach is to spray the weeds that damage cabbage fields, that is, the weeds associated with cabbage are the target of pesticide spraying. The keys to realizing automatic target pesticide spraying are the online classification and identification of cabbage and weeds.

Machine vision technology has the advantage of being fast and accurate, and is most widely used in crop and weed classification and recognition research (Wang et al., 2019). The technique focuses on crop/weed classification by features such as colour, texture, and shape (Woebbecke et al., 1995), then the traditional neural network or deep learning algorithm is used to classify crops/weeds. Field environments are complex and variable unstructured environments, and strength of illumination and spectral content may change over time. Direct sunlight causes highlights and shadows in the field of view, which makes segmentation and feature extraction of vegetation (crops and weeds) from the background (bare soil, rocks and residues) difficult. Therefore, it is necessary to design systems and their algorithms that are robust to changing light for the design. In the algorithm, in order to minimize the effect of light on segmentation, researchers have tried colour space transformations (García-Mateos et al., 2015; Tang et al., 2016), but the colour component channels of space are obtained by nonlinear transformations of R, G, and B components, which are prone to local noise in edge regions with significant colour mutations and slow computing time (Yuan et al., 2020). Some researchers have directly investigated the accuracy of relevant algorithms for recognition of highlight and shadow problems under natural lighting conditions. Zheng combines mean shift segmentation algorithm and BP neural network to realize the segmentation of background and green plants, but this method is time-consuming (Zheng et al., 2017). Based on the assumption that the colour is gradually changing between the highlight region and the adjacent non-highlight region, Ye uses probabilistic superpixel Markov random fields to resist the strong illumination for the effect of shadows on segmentation under strong illumination conditions (Ye et al., 2015). The above methods are tested on the off-line images collected under natural light. No real-time identification test of field environment was conducted.

Multispectral cameras can provide several narrow spectral band vegetation features that are used as weed identification, avoiding light variation to some extent, but in order to make weed detection robust to light variation, white diffusers or the colour-checker white patch must be applied to estimate the strength of illumination (Shen et al., 2007; Macaire, 2021), which is a complex method for system model construction. Natural light is the most convenient for outdoor field work, but it is highly variable and not always reliable, and diffuse strip light sources with uniform intensity can eliminate many of the problems encountered with natural light Brown and Noble (2005). Therefore, physical methods such as artificial lighting and shading, have been used in many studies to obtain constant light conditions. By adding a hood and artificial light source approach is a simple and effective way to cope with variable natural illumination greatly reduces the difficulty of developing image processing algorithms (Pulido-Rojas et al., 2016; Bawden et al., 2017; Hall et al., 2018), and improves the accuracy of target identification. Agricultural field robots use hoods and artificial lighting to control recognition area illumination and improve recognition accuracy (Chebrolu et al., 2017; Elstone et al., 2020). Therefore, the lighting method with active light source under the hood has better implementation in target recognition. This paper uses the active light source method under the hood for target recognition.

Diverse and irregular weeds are distributed among crops and need to be identified using appropriate classifiers, which mainly include traditional machine learning-based classification and deep learning-based classification. Deep learning has a unique network feature structure that allows for higher-level features by learning local features from the bottom and then synthesizing these features from the top. However, current deep learning methods rely on large datasets for training (Kounalakis et al., 2019). Deep learning models need to be deployed to embedded mobile devices for practical applications, but embedded devices have low arithmetic power and are expensive, and current deep learning-based target recognition is mostly in the model construction and optimization stage, with few practical deployment applications [15]. With the help of traditional machine learning, such as artificial neural network (ANN; Bakhshipour et al., 2017; Bakhshipour and Jafari, 2018), k-NN clustering (Kazmi et al., 2015), support vector machine (SVM; Ahmed et al., 2012; Chen et al., 2020) and random forest (RF; Lottes et al., 2016), researchers have combined different types of features to achieve the classification of crops and weeds. Among them, SVM is one of the classical supervised machine learning methods, which is able to construct the maximum classification surface between different classes with strong generalization ability (Azarmdel et al., 2020), have high accuracy and efficiency in the case of small sample size and nonlinearity, and is the most commonly used method to distinguish between crops and weeds (Chang et al., 2021).

Identification speed is another important factor for the application of the algorithm in the field. In the process of field target identification based on an SVM, Mahajan et al. proposed an SVM-based plant species identification model and selected seven features of leaves as the input of the SVM. García-Santillán and Pajares (2018) proposed a classification and identification approach for weeds among crops based on Bayes’ minimum criterion for the Mahalanobis distance and obtained an accuracy of 91.8% and a processing speed of 280 ms/f. Raja et al. (2020) designed a kind of micro herbicide spraying system for weed control in vegetable fields, in which two cameras and an on-board computer connected via an Ethernet port (Intel core i7, 3.4 GHz, 12 GB DDR3 RAM) were used for image acquisition and processing, with a processing time of 160 ms/f. Esau et al. (2013) designed a variable pesticide spraying control system based on vision. According to the test results in a wild blueberry field, the image acquisition and processing time of the system was 0.079 ms, but the system only used green information to distinguish bare soil from wild blueberries. In this way, although it has a simple algorithm, it is quite different from target identification in a field of view. Wang et al. (2021) realized row segmentation for corn roots and stubble based on an SVM and established a feature vector by selecting 21 features from the colour and texture features of the extracted target and background as the input of the SVM identification model; an average model identification time of 60 ms was obtained. The above identification process based on an SVM involves a large number of features; however, for real-time target pesticide spraying at high speeds, as the number of features of the SVM affects the processing time of the SVM, the long image processing time of complex model will inevitably affect the spraying accuracy. This study uses cabbage as the recognition target, and the construction features of the support vector machine model are preferred to improve the speed of the algorithm according to the difference of shape features between cabbage and weeds. And the accuracy of the algorithm and the target application control system was verified by building a target spraying system and field trials, and a quantitative evaluation was given. This study is expected to improve the accuracy of on-target application, improve the intelligence of on-target application for field vegetables, and effectively reduce pesticide use and environmental pollution. This study is expected to improve the accuracy of target pesticide spraying, enhance the intelligence level of target pesticide spraying of vegetables in a field, and effectively reduce the environmental pollution caused by the use of pesticides.



MATERIALS AND METHODS


Overall Design of the Target Pesticide Spraying System

The target identification and pesticide spraying control system for cabbage crops based on an active light source is mainly composed of a visual unit and independent spray control unit, as shown in Figure 1. The visual unit primarily consists of an on-board computer (SKU-4, Shenzhen Dehang Intelligent Technology Co., LTD.), a camera (MER-500-14U3C, Beijing Image Vision Technology Branch, China Daheng (Group) Co., LTD.), an LED light source (HL-BL68738R, HaoLi Automation Technology Co., LTD.), and a light shield. The independent spray control unit is mainly made up of an electronic control unit (ECU; C37, Suzhou Hesheng Microelectronics Technology Co., LTD.), a self-developed solenoid valve, a spraying body (Vp110-02, Ningbo Licheng Agricultural Spraying Technology Co., LTD.), a pressure sensor (QDW90A-RG, Huaibei Ruigan Electronic Technology Co., LTD.), a flow sensor (YF-B2/B4, Saibao Electronic Technology Co., LTD.), and a vehicle speed sensor.

[image: Figure 1]

FIGURE 1. Components of the target identification and pesticide spraying control system based on an active light source.


When working, the sprayer starts to move forward, and the camera collects field images in real time and transmits them to the on-board computer, which identifies the target in real time by processing the algorithm and issues control commands to the ECU through the USB-CAN module. Then, the ECU obtains the current speed in real time through the speed sensor and opens or closes the solenoid valve installed on the resistance drop valve to realize opening and closing control of the nozzle according to the target position information, distance information between the nozzle and the camera, the computing and processing times and the transmission delay time received to achieve precise target spraying. For the pressure fluctuation caused by different numbers of nozzles or possible changes in the walking speed during the target pesticide spraying process, the system would automatically adjust the opening and closing size of the electric flow regulating valve to make the pressure stable within a set range and ensure the implementation of target pesticide spraying. Moreover, nozzles are distributed on the spraying rod, and the water inlet of the spraying rod is equipped with a flow sensor to monitor the spraying amount in real time. The composition of the control system is shown in Figure 2.

[image: Figure 2]

FIGURE 2. Components of the target variable spraying system based on vision.




Classification and Identification Method of Cabbage and Weeds Based on an SVM


Image Acquisition

The collection objects include cabbage in the early growth stage and the three most common weeds, Portulaca oleracea, Descurainia sophia, and Galinsoga parviflora, which are in the field at the same time. From August 5, 2020 to August 30, 2020, from April 15, 2021 to May 12, 2020, and from July 26, 2021 to August 22, 2021, image acquisition was carried out by a GoPro digital camera (HERO_9, GoPro Co., LTD.) and Daheng Mercury series camera (MER-500-14U3CMER-U3C, Beijing Image Vision Technology Branch, China Daheng Co., LTD.) at the Beijing Xiaotangshan National Precision Agriculture Demonstration Base. The GoPro digital camera has good anti-shake capability, and the acquisition was carried out with the lens plane mounted parallel to the ground on the test sprayer with a height of 0.8 m above the ground and a field of view size of 1.55 m*0.76 m. In order to improve the adaptability of the algorithm to illumination, the acquisition is divided into natural illumination environment and shading active light source environment, 100 images of cabbage and 100 images of each species weed in the two light source environments were randomly selected. Mer-500-14u3c camera has a resolution of 2,592 pixels × 1,944 pixels, installed on the Pan tilt of the camera tripod, and the camera mounting height was 0.5 m. Adjust the angle between the camera lens and the ground through the pan tilt to 0°, 10° and 20°, respectively, and 100 images of cabbage and 100 images of each species weed were collected at each angle. To ensure the diversity of the image samples, the acquisition was carried out at different surface water content, and the surface images would present different colour and texture information, and some of the samples are shown in Figure 3. The experiment randomly selected 400 images of cabbage and various weeds, respectively, a total of 1,600 images as training samples, and the remaining 400 images as test samples. In order to improve the training speed and recognition accuracy of the recognition model, as well as the subsequent segmentation performance (Yang et al., 2018), the acquired image size is first Gaussian transformed by the OpenCv library pyrDown() function on the original image, and then by discarding the even rows and even columns, realize downsampling to adjust the image to 640 pixels × 480 pixels.

[image: Figure 3]

FIGURE 3. Partial acquisition samples. (A) Cabbage. (B) Portulaca oleracea. (C) Descurainia sophia. (D) Galinsoga parviflora. Natural lighting environment. (E) Cabbage. (F) P. oleracea. (G) D. sophia. (H) G. parviflora. Shaded active light source environment.




Identification Model Training on Cabbage Images Based on SVM

First, the green information in the background was extracted by the ultragreen operator (2G-R-B), average filter core size is 5*5 pixels. Then, noise points were removed by means of average filtering, and finally, an open and close operation was used to eliminate small objects, the size of corrosion and expansion structure elements in opening and closing operation is 3*3 pixels, smooth the boundary of large objects, and fill small cavities in the body. When used shape features are used in the classifier, the model has a better computing speed compared to when the same amount of texture features are used in the classifier; hence, because cabbage is the identification target, on the basis of image segmentation, this paper selected the circularity degree of Rod and the maximum inscribed circle radius R as classification features and proposed a point-to-line ratio and concentric ring structure according to the different shape features of cabbage and weeds. Of which, the point-to-line ratio refers to the ratio of the number of intersection points of the skeleton line to the length of the skeleton line after skeleton extraction from images, which was denoted as RAT_I_L. Taking cabbage and D. sophia as an example, the original images of cabbage and weeds are shown in Figures 4A,D, the extracted skeleton lines and intersection points are shown in Figures 4B,E, and the distribution characteristics of the concentric circles are shown in Figures 4C,F. Then, with the centre of mass as the centre of the circle and k*r/8 (k = 1,2… N) as the radius of the circle, the radius, centre of mass of the minimum enclosing circle, and the proportion of white pixels within each ring were calculated. Furthermore, the proportion of white pixels within each ring was subjected to quadratic curve fitting for the extraction of curve coefficients a and b, and the fitted curve coefficient ratio b/a was taken as the construction feature. Taking into consideration the different proportions of rings and the sizes of crops and weeds, in this paper, n = 8 was selected.

[image: Figure 4]

FIGURE 4. Characteristics of concentric rings. (A) Cabbage. (B) Cabbage skeleton image. (C) Cabbage ring characteristic distribution. (D) Descurainia sophia. (E) Skeleton image of D. sophia. (F) Ring characteristic distribution of D. sophia.


The training objective of the cabbage identification model based on an SVM is to find the hyperplane that can divide cabbage and weed samples with the largest interval. The reasonable selection of the kernel function type and parameters has a significant influence on the performance of the identification model. After many experiments, the radial bias function (RBF), which has high identification accuracy, was selected as the kernel function of the SVM identification model for cabbage.

[image: image]

where [image: image].

The parameters that affect kernel function include penalty factor C and kernel function σ (He and Luo, 2019), the penalty factor C is the control of the penalty degree of the misclassified samples. The larger the penalty is, the heavier the penalty is, but its generalization ability will also be reduced at the same time. σ is width parameter of the kernel function, indicating the control over the radial range. Penalty factor C and kernel function σ. The selection of SVM classifier is very important. The optimal values of penalty coefficients C and σ were obtained by N-fold hierarchical cross verification based on the grid search method. According to related literature, n = 5 was selected in Equation (1) (Jung, 2017), where n represents the amount of data and d represents the number of features.

[image: image]

Then, the selected ranges of C and σ were 2−15 ~ 215 and 2−10 ~ 210, respectively, and the optimal C and γ were selected as the optimal parameters after the search was conducted in the plane composed of C and γ. The maximum average accuracy of hierarchical cross verification of the training set was taken as the index. To select the optimal classification feature combination among b/a, RAT_I_L, ROD and R, the four features were normalized and trained through the SVM method based on the radial kernel function.

The training platform was a Hewlett-Packard (HP) computer, the processor was an Intel (R) Core (TM) i7-9750H, 12-core 2.60 GHz, 32 GB RAM, the graphics card was an NVIDIA GeForce GTX 1650, and the operating system was Windows 10. The visual open-source libraries used in the training stage of image processing and SVM-based cabbage contained OpenCV and SVMlight.

In order to verify the feasibility of the method in this paper and its classification performance, the system is tested using a designed test set of samples. Back Propagation Neural Network (BPNN) and Random Forest (RF) were selected to train the cabbage/weed recognition model, which constitutes the BPNN classification method and RF classification method, and compared with the support vector machine method used in this paper. Among them, after referring to the settings of the main parameters of BP neural network and RF classification method in machine learning, image processing and other related studies (Goel et al., 2003; Wu et al., 2013), it was determined on the basis of the preliminary experiments that the BP neural network in this study adopts a 4500-300-20-2 4-layer structure, the activation function is a sigmoid function, the learning rate is 0.02, the target error is 0.01.The random forest algorithm is operated in the Pycharm environment, and the Random Forest Classifier classification module is called, through sklearn ensemble. The number of decision trees (n_estimators) is 100, the maximum depth of decision tree (max_depth) is 400, the minimum number of split samples (i.e., the minimum number of samples required to split the nodes of the decision tree) min_samples_split is 2, the minimum number of leaf node samples (i.e., the minimum number of samples required to be included in a leaf node) min min_samples_leaf is 1, and max_features (i.e., the number of feature variables to be considered in finding the best node split) is [image: image], N is the number of features. In order to objectively evaluate the performance of the proposed methods in this paper, the accuracy, precision, recall, and computing time are selected to quantitatively evaluate the recognition results of different methods.
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Where TP is True positive; FP is False positive; TN is True negative; FN is False negative.




Target Positioning Method

The cabbage planting agronomy is shown in Figure 5, where every 4 rows of cabbage was a ridge, with a ridge spacing of 50 cm, row spacing of 35 cm, and plant spacing of 40 cm. When operated, the operation range of the spraying machine reached 50 cm, so that 4 rows of cabbage in a ridge were identified at the same time. In addition, each row of cabbage was divided into an identification area to install a nozzle accordingly to ensure that each nozzle corresponded to a row of cabbage. The system controls the opening and closing of the corresponding solenoid valve according to the cabbage target information to realize targeted application. Additionally, the camera adopts a zoom lens with a mounting height of 0.9 m and a field of view width of 1.5 m, and the clarity of the image is controlled by adjusting the focal length. Because the actual camera imaging pixel length and width is 1,280*1,024, the length of the field of view in the advancing direction is 120 cm.

[image: Figure 5]

FIGURE 5. Schematic diagram of spraying control with multiple targets in a single field of view.


To position the target accurately during the walking process of the spraying machine, it is necessary to obtain the target position and spraying machine walking distance. The walking distance is obtained by the encoder installed on the walking wheel. When forward distance is equal to the longitudinal length of the field of view, the camera is triggered to take photos, and the target can be positioned in the field of view García-Santillán and Pajares (2018). However, the skidded walking wheel and uneven ground caused a large cumulative error, resulting in a decrease in the quality of target positioning. This study used video streaming to locate the target and establish the region of interest in the field of view, and the longitudinal positions of the targets (Yn) before and after the frame image was calculated (n is the number of image frames, where n = 1,2,3… N). When equation 3 is satisfied, it was judged that a target was passed by, as shown in Figure 6.

[image: Figure 6]

FIGURE 6. Schematic diagram of each delay component of control system.


[image: image]

Additionally, there is a certain distance d between the camera target and the nozzle and a running time of the control system, which includes target identification and operation time t1, communication time t2, solenoid valve response time t3, and fog droplet falling time t4. The time delay model of target control is shown in Figure 6. To be specific, the graph acquisition and processing time was obtained through the gettickcount() function; by Yuan’s method, the time was 38 ms, and the response time of the solenoid valve was 20 ms (Yuan et al., 2020). According to the high-speed photography test, a 115,200 baud rate and binary transmission was applied under the conditions that the system pressure was 0.42 mp and the spraying height was 0.35 m. The fog droplet falling time and communication time between the upper computer and the lower computer controller were 35 ms and 820 μs, respectively. Based on these results, it can be calculated that from system image acquisition to solenoid valve response, there was a total of 138.82 ms. Then, according to Figure 6, when the distance between the lower edge of the region of interest and the nozzle is 0.7 m. To achieve accurate target pesticide spraying, the following conditions should be met:

[image: image]

where T is the set delay time by the system, and the unit is seconds.



Program Design of the Electronic Control System

The ECU receives the spraying instructions issued from the controller in real time through the CAN bus, controls the opening and stopping of the nozzle through the solenoid valve, and receives and processes real-time data, such as solenoid valve control data and the speed and pressure state of the pesticide supply system, to achieve accurate spraying control. Referring to the ISO11783 standard, the arbitration field and data field of the CAN bus protocol are designed. Specifically, the CAN packet includes the frame information (one byte), frame ID (four bytes), and frame data (eight bytes), and during data transmission, SC/SM, the start character of the frame, and the CRC check at the end of the frame were added. The data field protocol is shown in Table 1.



TABLE 1. Data field protocol of the pesticide spraying bus system.
[image: Table1]

According to the above target positioning method, to achieve precise position spraying, the system delay time needs to be set according to different speeds. In this regard, after target identification, the upper computer sends the information in four packets, with an interval of 2 ms for each packet, which is longer than the communication time of packets to prevent packet transmission conflicts. The encoder was installed on the right rear wheel so that the C37 controller could read the pulse frequency of the encoder and convert it into the advancing speed of the spraying machine, with the accumulated pulses as the advancing distance. The controller of the lower computer stored the target information of four rows cabbages into four arrays upon receiving it from the host computer, after which the current driving distance was stored into an array called Distance[]. Table 2 shows that the target information includes the current distance when the ECU receives the target information. When the spraying control condition meets Equation (5), the nozzle is opened; otherwise, it is closed, effectively preventing the error accumulation of the displacement sensor caused by the tractor wheel skid.



TABLE 2. Comparison of the training results of different training feature combinations.
[image: Table2]
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The overall control flow chart is shown in Figure 7.

[image: Figure 7]

FIGURE 7. Control flow chart of targeted pesticide spraying.




Targeted Field Pesticide Spraying Test

To verify the accuracy and saving effect of the target pesticide spraying control system, experiments were carried out in the cabbage fields of Xiaotangshan National Precision Agriculture Research Demonstration Base, Changping District, Beijing. First, the measurement distance of the encoder and the shooting range of the image were calibrated, and the acquisition frequency was 28 frames/s. The row spacing of field cabbage was 35 cm, the plant spacing was 40 cm, and the ridge length was 70 m. Additionally, before the test, a white paper strip, which turned red when is encountered water, with a width of 40 mm was placed in the middle of the row of the cabbage. After spraying, the red colour deepened over time, but its depth did not affect the result discrimination. The test site is shown in Figure 8. By adjusting the movable mechanism, the spray body and the crop row deviated by 17.5 cm so that the paper strip was within the spray range. The overall layout is shown in Figure 9.

[image: Figure 8]

FIGURE 8. Field map of cabbage pesticide spraying.


[image: Figure 9]

FIGURE 9. Layout map of a nozzle and paper strip.


To improve the contrast of the paper strip before and after spraying, the physical liquid was replaced by a solution composed of 0.1% crystal violet biological stain and distilled water. The length of the coloured area sprayed on the filter paper was measured and compared with the longitudinal length of the corresponding cabbage, as shown in Figure 10. The distances of the spraying range relative to the front end and back end of the advancing direction of the cabbage were called D_open and D_close, respectively, where D_open > 0 indicates the valve opened in advance, D_open < 0 indicates valve opening lagged, D_close > 0 indicates valve closing lagged, and D_close < 0 indicates the valve closed in advance. When the crops are contained in the coloured area, the target spray is considered to have hit the crops. When D_open < −7 cm or D_close < −7 cm (half of the average longitudinal length of the crop target), the spray is invalid; otherwise, it is effective. Again, the plant spacing range L is the plant spacing of transplanted cabbage, l is the length of cabbage in the advancing direction, and the ratio of the spraying length is the ratio of the target spraying length to the total spraying length under the effective spraying state. If the traditional nontarget pesticide spraying is the complete spraying within the range of the plant spacing, the theoretical saving rate ε is defined in Equation (6) under the condition of effective spraying. The average length of a cabbage is 160.3 mm, and the preset spraying advance distance and lag distance are both 30 mm; namely, the preset average spraying distance is 220.3 cm.

[image: Figure 10]

FIGURE 10. Effect definition diagram of the target spray.
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On September 14, 2021, a hailstorm occurred in Changping District, resulting in crop seeding deficiency, with a seeding deficiency rate of 33% and a void rate of 76.6%. To obtain the pesticide saving rate, a targeted pesticide spray operation and a continuous spraying operation were carried out in a cabbage field with eight ridges under the condition of natural seeding deficiency and in a cabbage field with 10 consecutive cabbage under the condition of no seeding deficiency (the void ratio is 65%). During the test, four speed modes, including one-gear low speed, one-gear high speed, two-gear low speed and mixed speed of the above three, were used to spray two-ridge cabbage fields. Then, the number of accurate sprays of cabbage and weeds, the number of missed sprays and the number of invalid sprays were counted, the length, opening distance, and closing distance of each spraying target were measured, and the actual dosage was obtained by measuring the volume of physical liquid.




TEST RESULTS AND DISCUSSION


Identification Test Based on an SVM

The identification results of different training feature combinations are shown in Table 3.



TABLE 3. Identification results of cabbage and weed samples.
[image: Table3]

It can be seen from the table that all the classifiers can classify cabbage and various weeds as expected, which proves that the SVM has good high-dimensional and nonlinear processing abilities. Among them, the identification accuracy of the Rod and R feature combination is the lowest, with a test accuracy of 77.0%. In terms of the combination of three or four features, when the kernel function parameter is C = 213 and σ = 2–8, the SVM performance is optimal. Moreover, the RAT_I_L, Rod, R, and B/A feature vector combined has the highest accuracy of 95.9%, and some cabbage and weeds are incorrectly classified. A target-oriented plant identification accuracy of more than 95% is widely accepted in most cases (Li et al., 2019).

The following reasons for sample identification errors are found through analysis. First, during the growth period of cabbage, natural disasters, such as hail, can cause serious damage to the leaves of some cabbage plants (Figure 11A), which can result in the gravity centre coordinate extracted from the images not being the centre of the plant, thus leading to an extraction error of sample shape features and a classification error. In addition, some cabbage samples have local reflections (Figure 11B), and some areas are not correctly segmented, thus leading to identification errors. Moreover, some samples of D. sophia overlapped with Shepherd’s purse samples and were wrongly identified as P. oleracea, which resulted in identification errors (Figure 11C). The running time is the main performance index of the target pesticide spray control system. By comprehensively considering the correct classification rate and test running time of samples, in this paper, a RAT_I_L, B/A and R feature vector combination was selected as the feature vector combination, with an average test time of 35 ms.

[image: Figure 11]

FIGURE 11. Partially incorrectly identified samples. (A) Leaf defect. (B) Local reflection. (C) Overlapping weeds.




Comparison and Analysis of Classification and Recognition Results by Different Models

Table 4 shows the average identification accuracy of the cabbage and weed BPNN model, RF model and support vector machine model, as well as the average precision, recall, and elapsed time of the different methods. The accuracy of BPNN model for cabbage and weeds is low (82.76%), which leads to serious misidentification, making the number of cabbage recognition as weed in the classification results was high, so the average accuracy rate was low (81.88%), and the average recall was high (86.74%); while the RF method misclassified too many weeds as cabbage, and its average identification accuracy (90.23%) was higher, while the average recall (54.33%) was lower; the average recognition accuracy, precision, and recall of the support vector machine were the highest among the three methods, 95.7, 93.72, and 92.35%, respectively.



TABLE 4. Comparison of classification results by different methods.
[image: Table4]

The average time of support vector machine algorithm is 0.038 s, which is 0.005 s more than the shortest BPNN segmentation method (0.033 s), but its accuracy, precision and recall rate are much higher than the other two methods, and the processing speed is at the millisecond level, which can better meet the requirements of real-time processing. In terms of segmentation performance and running time, this method can identify cabbage and different kinds of weeds from the complex natural environment, with strong robustness and high segmentation accuracy. Therefore, this paper selects the classification and recognition method of support vector machine.



Field Target Spray Test


Accuracy of Target Identification

The SVM identification results of cabbage and weeds in an active light source environment are shown in Figure 12. In the figure, a partial cabbage sample in the boundary position of the field of view is not correctly identified in the case of local shooting, whereas the cabbage samples in nonboundary positions and weeds are wholly correctly identified.

[image: Figure 12]

FIGURE 12. SVM identification results of cabbage in an active light source environment.


Table 5 shows the statistical spray results of cabbage and weeds, of which the identification accuracy of cabbage samples was 95.0%. Figure 13A shows the target spraying effect of cabbage plants of different sizes, from which it can be seen that the target control system can adjust the spraying distance according to the different sizes of the targets, indicating that the cabbage samples were correctly identified. Figure 13B shows the pesticide spraying of cabbage at different speeds, in which correct pesticide spraying is realized at both 0.52 and 0.93 m/s, indicating that the target is accurately identified at 0.52–0.93 m/s. However, the target offset at 0.93 m/s is larger than that at 0.52 m/s. Figures 13C–F shows the presence of weeds among the plants; all of the weeds were correctly identified and accurately sprayed. In addition, there is a certain difference in identification accuracy among different weeds; for example, D. sophia has the highest identification accuracy, and G. parviflora has the lowest identification accuracy, with an identification accuracy range of 92.2–96.2% and an average identification accuracy of 93.5%.



TABLE 5. Statistics of target spraying results at different speeds.
[image: Table5]
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FIGURE 13. Correct identification of cabbage and various weed samples. (A) Targets of different sizes. (B) Effect of different speeds on the target. (C) Correct identification of Descurainia sophia. (D) Correct identification of Portulaca oleracea. (E) Correct identification of Galinsoga parviflora. (F) Correct identification of G. parviflora.


Although most cabbage and weeds can be correctly identified during operation, there are still some cases where weeds are mistakenly identified as cabbage due to their own growth characteristics or because they partially overlap with crops (Figure 14A), which results in the destruction of the original features and incorrect identification. Furthermore, some cabbage samples are mistakenly identified and are not sprayed due to partial uneven or local reflections, which result in the destruction of the original features and incorrect identification, as shown in Figure 14B.

[image: Figure 14]

FIGURE 14. Actual target spraying effect in the field. (A) Weeds mistakenly identified as cabbage due to overlapping with crops. (B) Cabbage mistakenly identified as a weed.




Relationship Between the Operation Speed and Effective Spraying

The corresponding statistical results of invalid spraying, missed spraying and effective spraying at the three speeds are shown in Table 6.



TABLE 6. Statistical results of targeted spraying at different speeds.
[image: Table6]

At the three operating speeds, the highest invalid spraying rate, missed spraying rate, and effective spraying rate were 4.0, 5.6 and 94.3%, respectively, with an average invalid spraying rate, missed spraying rate and effective spraying rate of 2.4, 4.7, and 92.9%, respectively. When the operation speed increased from 0.52 to 0.93 m/s, the ineffective spraying rate continued to increase, indicating that the speed affects the effectiveness of spraying, which may be due to the speed affecting the accuracy of the opening or closing of the solenoid valve relative to the target position. Invalid spraying primarily occurred when the cabbage was partially recognized due to the influence of imaging factors in the real-time identification process or when the spraying position was obviously misaligned with the actual position of the target due to the influence of instantaneous skidding in the advancing process of the ground wheels. The missed spraying rate did not increase with increasing speed, indicating that there is no clear correlation between the missed spraying rate and the speed. As missed spraying means that there was no spraying action on the target, it can be believed that the solenoid valve did not open because the system did not identify the target or the identified target was too small. The reasons why a target was not recognized mainly include uneven, overlapping and occluded samples, as mentioned in Section “Image Acquisition.” When a target is identified as too small, it may be because the cabbage itself is small or that only parts of the cabbage are recognized due to local reflection or uneven light. To further analyse the relationship between cabbage size and the missed spray rate, the sizes of targets that were not sprayed were calculated, as shown in Figure 15.

[image: Figure 15]

FIGURE 15. Size statistics of the missed targets.


According to the figure, it can be seen that the average size of the cabbage samples was 16.1 cm, and the average canopy size of 44 missed targets was 10.1 cm, among which the sizes of 43 missed targets were below 12.8 cm. The canopy size of 1 missed target was larger than the average value of 16.1 cm, indicating that the missed targets were mainly those with smaller canopy sizes, and the size of a target may affect the accuracy of identification; namely, the smaller the cabbage is, the lower the identification accuracy and the higher the missing spray rate.



Influence of the Operating Speed on the Target Offset

Absolute values were taken for the open distance, close distance and spray length of effectively sprayed targets at three speeds, and the average values were taken as the means. The statistical results are shown in Table 7.



TABLE 7. Results of the effective spraying of targets.
[image: Table7]

According to the statistical results, at the three speeds, the mean spraying length was 216.8 mm, with a 1.6% error compared to the preset spraying length, the mean effective spraying length was 63.5%, and the theoretical pesticide saving rate was 45.9%. With increasing speed, the centre of the mass offset of the targets increased and reached a maximum value of 28.6 mm at 0.93 m/s. At speeds of 0.52 m/s and 0.69 m/s, the opening distance and closing distance were basically equal; that is, the better the target effect was, the smaller the centre of mass offset of the spray. At a speed of 0.93 m/s, the open distance increased and the close distance decreased, indicating that there was some skid in the advancing process of the wheels, and there was a certain offset between the encoder range and the theoretical target position; that is, the higher the speed was, the greater the skid rate of the ground wheels, and the larger the centre of mass offset of the spray. Similarly, the skid rate also affected the spraying length. When the distance calculated by the control system according to the encoder signal was larger than the actual operating distance, the spraying length was 210.5 mm at a speed of 0.93 m/s, which was significantly shorter than the spraying lengths at speeds of 0.52 m/s and 0.69 m/s. According to the speeds, it can be seen that with an increase in the vehicle speed, the standard deviation and the variance in the open distance and close distance increased gradually, indicating that an increase in speed results in a decrease in the matching accuracy between the crop spacing perceived by the nozzle controlled in real time and the actual spacing. Moreover, the uneven surface of the soil in the field also affected the position of the camera, which increased the difficulty in positioning crops and reduced the real-time matching accuracy between the crop coordinates and the spraying coordinates. As the advancing speed increased, under the condition that the response frequency of the relay and solenoid valve is certain, the spraying control error increased, resulting in a decrease in the proportion of the effective spraying length. If the preset open distance or close distance is increased, the proportion of the effective spraying length would also increase accordingly (Loghavi and Mackvandi, 2008). However, according to the theoretical definition of the pesticide saving rate, it can also be seen that the pesticide saving rate would decrease, that is, the longer the spraying length is, the lower the pesticide saving rate.

With the centre of a cabbage sample as the origin, the opening distance and closing distance of the nozzle relative to the centre of the cabbage sample were drawn, as shown in Figure 16A. At 0.52 m/s, the nozzle was delayed in opening and closing while spraying the 22nd cabbage, which may be due to the identification error caused by local reflection; thus, the first part of cabbage was not correctly identified, and only the second part of cabbage was sprayed. At 0.69 m/s, similar to the 15th cabbage, the latter part of the cabbage was not sprayed, as shown in Figure 16B. Furthermore, the size of the effectively identified sample limits the opening time of the solenoid valve. When the opening time is less than the response time of the solenoid valve, pesticide spraying may not be carried out by the system; that is, the missed spraying is not identified, such as for the 40th cabbage shown in Figure 16A, the 34th cabbage and 43rd cabbage and shown in Figure 16B, and the ninth cabbage and 18th cabbage shown in Figure 16C. At a speed of 0.93 m/s, the fluctuation in the spraying distance increased significantly, and the number of cabbage samples partially sprayed or not sprayed significantly increased as well, as shown in Figure 16C.

[image: Figure 16]

FIGURE 16. Statistical results of the continuous spraying of 58 cabbages at different speeds. (A) 0.52 m/s. (B) 0.69 m/s. (C) 0.93 m/s.




Dosage Analysis of Targeted Pesticide Spraying

Table 8 shows the statistical results of the dosage of the targeted pesticide spraying and continuous spraying under the conditions of natural seeding deficiency and continuous growth. Under the condition of natural seeding deficiency, 941 cabbage samples in 8 ridges were tested, while under the condition of continuous growth, 320 cabbage samples over 124 m were tested. In addition, in the case of natural seeding deficiency in the field, the dosage and its standard deviation between each row of continuous spraying were 28.7 L and 0.09 L, while those of targeted spraying were 13.4 L and 0.2 L, indicating that the standard deviation of targeted spraying was significantly greater than that of continuous spraying, which mainly may be due to the inconsistent seedling deficiency in each row. Therefore, relatively large dosage differences among the targets occurred. Furthermore, compared with continuous spraying, under the condition of natural seeding deficiency, the targeted spraying dosage decreased by 15.3 L, with a savings rate of 53.3%, and under the condition of continuous growth, the targeted spraying dosage decreased by 2.4 L, with a savings rate of 33.8%. Additionally, there is a direct relationship between the pesticide saving rate and the canopy proportion (Berenstein and Edan, 2018). If the canopy proportion reaches a certain value, there would be no difference between target spraying and continuous spraying, and the effect of pesticide savings would not be achieved.



TABLE 8. Results of targeted pesticide spraying.
[image: Table8]

The targeted spray control system controls the opening and closing of multiple nozzles in real time according to the speed and the size of the targets and stabilizes the pressure by controlling the pressure fluctuation caused by the instantaneous opening and closing of nozzles to maintain the pressure fluctuations within a certain range. However, spraying flow is regulated by the pressure, the actual supply pressure of each solenoid valve of targeted pesticide spraying is different, and the flow change depends more on the distribution of the nozzles (Han et al., 2001). In the future, on the basis of the targeted pesticide spraying model proposed in this study, further research on the pressure in the pesticide supply system as well as the distribution of the flow will be carried out to improve the dosage of targeted pesticide spraying and achieve better effects while saving pesticides.





CONCLUSION

A targeted pesticide spraying control system based on an active light source and a targeted spraying delay model are designed to prevent the influence of real-time changes in natural lighting on target identification. A communication protocol for the targeted spraying control system is developed, in which target identification and positioning are carried out by video stream, and the positioning distance is calculated by encoder ranging to realize the precise control of targeted spraying. Real-time cabbage target identification is realized based on an SVM, and a concept of taking the skeleton point-to-line ratio and ring structure characteristics as the classification and identification characteristics of the SVM is proposed to classify and test the different characteristic combinations of the SVM. From this, the characteristic vector comprised of the point-to-line ratio, maximum inscribed circle radius, and fitted curve coefficient has the highest identification rate of up to 95.7%, and its test time is 33 ms, which meets the needs of actual production. Field tests are carried out to verify the identification accuracy and control accuracy of the target spraying machine, in which the identification accuracy of cabbage samples is 95.0%, the range of the identification accuracy of various weeds is 92.2–96.2%, and the average identification accuracy is 93.5%. In addition, under three operation speeds, the average invalid spraying rate, average missed spraying rate, and average effective spraying rate are 2.4, 4.7, and 92.9%, respectively. With increasing speed, the offset of the centre of the mass of the target increases and reaches a maximum value of 28.6 mm when the speed is 0.93 m/s. Under natural seeding deficiency conditions, the void rate and pesticide saving rate were 65 and 33.8%, respectively, while they were 76.6 and 53.3%, respectively, under continuous growth conditions.
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To provide a theory to guide the selection of the illumination parameters of light emitting diode (LED)-based light sources used for trapping Laodelphax striatellus, we used LED light sources and devices built in-house to detect L. striatellus phototactic behavior. Through phototaxis screening experiments of different light sources and the comparative experimental method, we analyzed the response patterns of L. striatellus to wavelength, light intensity, layout, flash frequency of monochromatic light sources, as well as combined color light sources, and discussed the mechanisms of the phototactic behavior of L. striatellus under different light sources. The results of the monochromatic light experiment showed that the trapping rate of the L. striatellus to the linear blue light source of 460 nm was the highest and was also significantly affected by the light intensity. The results of the experiments with the combined color light sources showed that compared with the linear 460 nm blue light source, the trapping rate of the L. striatellus was significantly improved by the polychromatic light, and the blue–green light led to the best improvement, reaching 1.5 times that of the trapping rate in the case of monochromatic light sources. The wavelength composition, light intensity, shape, and flash frequency of the light source used in this study can provide a theoretical basis for the development of LED-based light traps specifically for L. striatellus.

KEYWORDS
rice planthopper, light trapping, light spectrum, light intensity, shape, phototaxis


Introduction

As one of the three major pests in rice fields, the Laodelphax striatellus not only damage to phloem to suck phloem sap but also transmits diseases such as rice stripe blight, rice black-streaked dwarf disease, and southern black-streaked dwarf disease, causing serious damage to rice yield and quality (Yang et al., 2014). According to incomplete statistics, during the periods of high incidence of pests in the rice area in Asia, areas damaged by L. striatellus exceeded 20 million hectares, and the losses reached one million tons even after prevention and control, making the L. striatellus the most serious pest threat to food production security in the world (Heong et al., 2015; Hong et al., 2017). At present, L. striatellus control mainly relies on chemical pesticides (Cao et al., 2020), but the 3R (resistance, resurgence, residue) problem caused by the long-term use of pesticides is becoming increasingly serious, leading to food safety risk, environmental pollution, and other problems that seriously endanger people’s daily life. Therefore, there is an urgent need to develop precise, efficient, green, and pollution-free control of rice field pests for rice production.

Pest light trapping technology is a method that uses insect phototactic behavior to lure insects to gather at a fixed location for centralized eradication. This is a powerful and green pest control technology that is safe, environmentally friendly, efficient, free of pesticide residue, and does not lead to resistance (Sang et al., 2019). However, in the existing control process, the design and application of the light sources for trapping are oversimplified, without considering the response of the insect visual system to different light stimuli, thus resulting in a poor trapping performance. The response of insects to light is strongly affected by the intensity of radiation, the shape and contrast of the radiation source and the physiological state of the insect (Ben-Yakir et al., 2013). It was found that insects have significantly different selectivity for light sources of different characteristics (Park and Lee, 2017). The wavelength, light intensity, shape, and other factors of light sources significantly affect the phototropic behavior of insects. Kim found that the green (520 nm) LED light resulted in the highest phototactic response from the M. separata adults (Kim et al., 2018). There are three main trends in insect phototropism as light intensity changes: “S” curve, inverse relationship and positive relationship (Chen et al., 2012). Different shapes of sticky board traps based on the same material composition showed significant differences in the number of trapped whiteflies, with cylindrical sticky boards capturing significantly more whiteflies than other shapes of sticky boards (Byrne et al., 1986). Green LEDs and green-violet combined LED light sources had significantly higher trapping rate for whiteflies compared to stick insect swatches, while other wavelengths or combined wavelengths had significantly lower trapping rate than stick insect swatches (Stukenberg et al., 2015).

Behavioral and physiological studies on the light trapping of L. striatellus have shown that under monochromatic light, the trapping rate of L. striatellus to blue light sources is the highest (Yang et al., 2014). However, there are few reports on whether there are differences in the phototactic behavior of L. striatellus to different blue lights and different combinations of lights, and whether the light intensity, shape of the light source, and flash frequency of the light source affect the phototactic behavior of L. striatellus (Kim et al., 2019). In this study, based on the characteristics of the L. striatellus’s visual system and activity pattern, we optimized the illumination parameters of light sources for trapping L. striatellus and explored the factors that affect the L. striatellus’s phototaxis. Our study is of great significance in the design and development of L. striatellus light traps.

Due to their narrow wavelength band and low power consumption, LEDs are often the best choice for light sources used in insect traps (Cohnstaedt et al., 2008; Gi and Seon, 2012; Kim et al., 2019). In our study, we used LED lights and a device built-in house that measures L. striatellus phototactic behaviors to perform phototaxis screening experiment with different light sources. The study is summarized as follows. 1. With the same light intensity in the blue light band (440 nm–500 nm) to which L. striatellus are effective, we set a finer wavelength interval and conducted a monochromatic light screening experiment to identify the most effective monochromatic light wavelength for the L. striatellus. 2. Based on the optimized monochromatic sensitive wavelength, we conducted experiments on the phototaxis of L. striatellus under different light intensities, shapes, and flash frequencies and further analyzed the differences in the trapping rates of the L. striatellus under the different parameters of the light sources. 3. Based on the optimized parameters of the light sources, we tested the phototaxic response of L. striatellus to different polychromatic lights to analyze the effects of the different polychromatic illumination on the phototactic behavior of the L. striatellus.



Materials and methods


Insect material

The experiments used healthy adult insects of laboratory-reared Laodelphax striatellus, with a body length of 2.3 mm to 4.0 mm, as shown in Figure 1. It is one of the three major planthoppers species (Laodelphax striatellus, Sogatella furcifera, and Nilaparvata lugens) that damage rice in China. They are widespread and a representative pest species. Before the experiments, the planthoppers were placed in a transparent rearing box. The temperature in the transparent rearing box is controlled at 24–27°C, humidity is controlled at 70%, photoperiod 16L:8D. In each experiment, a small planthopper sucker (Figure 1) was used to suck them in and to count them. Through the transparent glass container, it was observed that individual planthoppers were very active after being sucked into the container, indicating suitability for the phototaxis experiments.


[image: image]

FIGURE 1
(A) Individual of Laodelphax striatellus on rice plant, (B) small planthopper sucker.




Insect behavioral response box

The insect behavioral response box used for the L. striatellus is shown in Figure 2. The device was divided into three areas: insect release area D (30 cm × 30 cm × 50 cm), phototaxis channel C1 (30 cm × 70 cm × 50 cm), and phototaxis channel C2 (30 cm × 70 cm × 50 cm). LED light sources were placed at the end of the two phototaxis channels. The reaction box was designed to be L-shaped to avoid mutual influence of the light sources in the two channels during the phototaxis experiments. A baffle was set up at the intersection of the C1 and D areas. When the baffle was pushed down, only the LED light source in C2 was turned on to conduct single-channel experiments. When the baffle was pulled up, the LED light sources in the two channels were turned on at the same time to allow for dual-channel experiments. The areas within 20 cm of the LED light source (the yellow areas in the middle right of Figure 2) were used as the phototaxis areas. The number of insects in a phototaxis area divided by the total number of insects was used to represent the trapping rate of L. striatellus to that light source, namely, the degree of response. The higher the trapping rate, the greater the response of the L. striatellus to the light source, and vice versa. To avoid the effect of light reflection on the experiments, the outer and inner walls of the entire box were made of black frosted acrylic. The top surface was made of transparent acrylic material allowing for observation. An infrared camera was installed on the top surface of the two channels at a distance of 30 cm from the light source to record the test process.
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FIGURE 2
Insect behavioral response box. C1, phototaxis channel 1; C2, phototaxis channel 2; D, insect release area. (A) Three-dimensional structure diagram, (B) Plane structure drawing.




Experimental light source

The light source used in the experiments consisted of a light source array composed of several high-power LEDs (1 W/unit) and a rectangular foam board (30 × 50 cm), as shown in Figure 3. The LED lamp had a diameter of 8 mm, a light-emitting angle of 60°, and a full spectral peak width at half height of ±10 nm. To avoid the heating effect of the LED light source, a small heat sink with a diameter of 20 mm was placed beneath each LED. The LEDs were powered by direct current power supplies. The LED light intensity was changed by adjusting the power supply current. The light intensity at the intersection of areas C1, C2, and D (70 cm from the light source) was adjusted using a digital spectral illuminance meter (Aicevoos AS-V10).
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FIGURE 3
LED light board with gigh-power LEDs.




Experimental method

The experiments used to study the responses to wavelength, light intensity, shape, flash frequency, and combined light were set up according to the phototaxis characteristics of L. striatellus. Following the above sequence, the experiment of each step was conducted on the basis of the experimental results of the previous step. According to the nocturnal living habits of L. striatellus, the phototaxis experiments were conducted during their active period (19:00–23:00) in an indoor dark environment at constant temperatures between 24 and 27°C and a humidity of 70%. Before experiment, the LED light source is placed at the end of the convergence channel and the light intensity is calibrated using a digital spectral illuminance meter(Aicevoos AS-V10). Then sucked L. striatellus are released in the insect release area (D), the box is closed to ensure that they do not escape, and then the light source is turned on for the phototropism test. To ensure the stability and reliability of the data, four replicate trials were conducted for each experiment, and 50 L. striatellus were released in each trial, for a total of 200 insects in each experiment. After an illumination time of 30 min (all tests), we counted the number of insects in the phototaxis areas of the two channels, and calculated the trapping rates.



Phototaxis of Laodelphax striatellus in response to wavelength

The experiment was divided into two parts: the single-channel phototaxis experiment and the dual-channel comparison experiment. The single-channel experiment aimed to elucidate the maximum phototaxis of L. striatellus to light sources with different wavelengths. The dual-channel experiment aimed to further compare light sources with similar trapping rates. The first test was the single-channel phototaxis experiment. In the blue light bands that L. striatellus are most sensitive to, six spectral bands, 440, 450, 460, 470, 480, and 500 nm, were used to conduct the wavelength response experiment of the phototaxis of L. striatellus. The light source consisted of a 5*6 LED array, as shown in Figure 4. Before the experiment started, the light intensity of the light source at different wavelengths was adjusted to 500 lux (70 cm from the light source). After the single-channel phototaxis experiment, the trapping rates at different wavelengths were calculated statistically. The dual-channel experiment for light sources with similar trapping rates was then conducted. The results of the single-channel and dual-channel experiments were analyzed to determine the wavelength characteristics of the phototaxis response of L. striatellus.
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FIGURE 4
LED light sources with different wavelengths. (A) 440 nm, (B) 450 nm, (C) 460 nm, (D) 470 nm, (E) 480 nm, (F) 500 nm.




Phototaxis of Laodelphax striatellus in response to light intensity

Based on the results of “Phototaxis of L. striatellus in response to wavelength”, we conducted the light intensity response experiment for the phototropism behavior of L. striatellus. The light intensity response experiment was a single-channel experiment. Seven light intensities of 0.001, 0.01, 0.1, 10, 100, 1,000, and 2,000 lux were used to conduct the light intensity response experiment. The light source at each light intensity was composed of a 5*6 LED array, as shown in Figure 5. At the beginning of the experiment, the baffle between the two phototaxis channels was closed, the light source was placed at the end of C2, and the light intensity required for the experiment was obtained by adjusting the current according to the light intensity measurement results of the digital spectral illuminance meter (Aicevoos AS-V10). Then, L. striatellus were released from the insect release area and the light source was turned on for light stimulation. By analyzing the variation in the trapping rate with light intensity, we determined the light intensity response characteristics of L. striatellus phototactic behavior.
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FIGURE 5
LED-light sources with different light intensities. (A) 0.001 lux, (B) 0.01 lux, (C) 0.1 lux, (D) 10 lux, (E) 100 lux, (F) 1000 lux, (G) 2000 lux.




Phototaxis of Laodelphax striatellus in response to light source shape

Based on the results of “Phototaxis of L. striatellus in response to wavelength”, “Phototaxis of L. striatellus in response to light intensity”, we conducted the light-shape response experiment for the phototropism behavior of L. striatellus. The experiment was divided into two parts: the single-channel phototaxis experiment and the dual-channel comparison experiment. The single-channel experiment aimed to elucidate the maximum phototaxis of L. striatellus to light sources with different shape. The dual-channel experiment aimed to further compare light sources with similar trapping rates. The first test was the single-channel phototaxis experiment, choosing the wavelength that led to the highest trapping rate obtained in section “Phototaxis of L. striatellus in response to light intensity”. Three common light source shapes—U-type, Round, Line-Type—were used to test the phototactic behavior response of L. striatellus to the light source shapes. A light source in each shape had a 30 LEDs, as shown in Figure 6, to ensure that the actual shape of the light field distribution in the convergence channel is consistent with the shape of the designed light source. The light intensity distribution of the light field formed by different light source shapes was measured at a distance of 70 cm from the LED light source in the phototaxis channel using a digital spectrophotometer. The measurement method is as follows: divide the luminous section (30 cm × 50 cm) into 5 cm × 5 cm grids at a distance of 70 cm from the light source, measure the light intensity in each grid, and draw the light intensity distribution diagram, as shown in Figure 6. The results showed that the light intensity distribution of the light field was consistent with the shape of the LED and thus suitable for the experiment. At the same voltage and current, the light sources of different shapes operated at the same power, thereby ensuring that the total light intensities in the phototaxis channel were consistent. The light source was then turned on for phototropism experiments, and the results of the single-channel and dual-channel comparison tests were analyzed comprehensively to clarify the phototaxis response of L. striatellus to different light source shapes.
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FIGURE 6
Three shapes of light source and their light intensity distributions. (A) linear, (B) circular, (C) U-shaped.




Phototaxis of Laodelphax striatellus in response to flash frequency

Based on the results of “Phototaxis of L. striatellus in response to wavelength”, “Phototaxis of L. striatellus in response to light intensity”, “Phototaxis of L. striatellus in response to light source shape” and “Phototaxis of L. striatellus in response to light source shape”, we conducted the light source flash frequency response experiment for the phototropism behavior of L. striatellus, and the experiment was a single-channel test. Based on the approach of simulating the strobe light-emitting mode of fireflies, we used six flash frequencies of 1/1200, 1/360, 1/60, 5, 10, and 20 Hz to determine the flash frequency response characteristics of the phototaxis of L. striatellus (Zhou, 2009). The lower flash frequency group consisted of 1/1200, 1/360, and 1/60 Hz. The higher flash frequency group consisted of 5, 10, and 20 Hz. The light sources with different flash frequencies all had 30 LEDs with a light intensity of 100 lux. The flash control was implemented by an Arduino UNO microcontroller.



Phototaxis of Laodelphax striatellus in response to combined light

Based on the response characteristics of the L. striatellus to monochromatic light, we combined different colors of visible light to conduct a combined light response test of the phototaxis behavior of L. striatellus. The optimization experiment for the polychromatic light combination was divided into a single-channel experiment and a dual-channel experiment. The single-channel experiment aimed to elucidate the maximum phototaxis of L. striatellus to the polychromatic light. The dual-channel experiment aimed to further compare light sources with similar trapping rates. The first test was the single-channel phototaxis experiment. We used six combined light sources of blue–violet, blue–cyan, blue–green, blue–yellow, blue–orange, and blue–red and used monochromatic blue light as a control light source. Each light source with two color combinations consisted of 30 blue LEDs and 30 LEDs of the other color, as shown in Figure 7. By adjusting the current, the light of each color had an intensity of 100 lux. The intensity of the blue control light was set to 200 lux to ensure that the total light intensity was consistent during the experiment. The results of the single-channel and dual-channel experiments were analyzed to determine the phototaxis response of L. striatellus to polychromatic light characteristics.
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FIGURE 7
LED light sources with different wavelengths. (A) blue–violet, (B) blue–cyan, (C) blue–green, (D) blue–yellow, (E) blue–orange, (F) blue–red.




Data processing

The experimental data were statistically analyzed using Excel and Origin 2021 data processing software. The significance of the differences between different light sources was evaluated by F tests. The least significant difference (LSD) was used in multiple analysis. The trapping rate T1 of the L. striatellus was used to reflect the phototaxis response of the L. striatellus to a light source. The phototaxis ratio T2 was used to reflect the difference in the response of the L. striatellus to different light sources in the two channels. Both are expressed as the mean ± standard error. The equations are:
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where m1 is the number of L. striatellus in the area within 20 cm of the light source in C1, m2 is the number of the L. striatellus in the area within 20 cm of the light source in C2, and n is the total number of insects.




Results and analysis


Analysis of wavelength response patterns of Laodelphax striatellus phototactic behavior

The experimental results are shown in Figure 8. Under the stimulation of different blue light sources ranging from 440 nm to 500 nm, the L. striatellus exhibited phototactic behavior responses. The F test showed that the trapping rates differed significantly between different blue light spectra (df = 5,18; F = 4.526; P = 0.007). The L. striatellus had the best phototaxis response to 460 nm, with a trapping rate of 34.5%, which was significantly higher than that for the other wavelengths. To further compare the responses of the L. striatellus to different blue lights, three wavelength bands with the most similar trapping rates, 450 nm, 460 nm, and 470 nm, were selected for the comparison experiments. The trapping rate of L. striatellus at 460 nm was 1.3 times that at 450 nm and 1.5 times that at 470 nm.
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FIGURE 8
Trapping rate of L. striatellus at different monochromatic light in the range 440-500 nm. Each value represents the trapping rate T1 of adult L. striatellus for the specific wavelength of the light source, and the error bars represent the standard error. Different letters above each group of data indicate significant differences between treatments (p < 0.01). The upper right panel shows the trapping rate T2 of 460 nm vs. 470 nm and 460 nm vs. 450 nm.




Analysis of the light intensity response pattern of Laodelphax striatellus phototactic behavior

The phototaxis light intensity threshold of the L. striatellus was measured based on the optimal light source wavelength (460 nm). The experimental results are shown in Figure 9. In this experiment, light sources with seven light intensities were used, all of which could induce phototaxis response behavior of L. striatellus. The results of the F test showed that the trapping rates of L. striatellus differed significantly between different light intensities (df = 6,21; F = 27; P = 0.007). The trapping rate of the L. striatellus increased with increasing light intensity at low light intensities. When the light intensity exceeded 0.1 lux, an increase in the light intensity of the light source no longer had a significant effect on the phototaxis of the L. striatellus.
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FIGURE 9
Trapping rate of L. striatelluss at different light intensities. Each value represents the trapping rate T1 of the adult L. striatellus for that light intensity, and the error bars represent the standard error. Different letters above each group of data indicate significant differences between treatments (p < 0.01).




Analysis of the shape response pattern of the phototactic behavior of Laodelphax striatellus

At the optimal light wavelength (460 nm), the light source shapes were optimized for L. striatellus phototactic behavior at a light intensity of 100 lux. The phototaxis experimental results for the three light source shapes were compared and analyzed together with the rectangular blue light source used in the light intensity experiment described in section “Analysis of the light intensity response pattern of L. striatellus phototactic behavior”. The results are shown in Figure 10. The phototropism results of rice flies under different shapes of light sources captured by the infrared camera are shown in Figure 11. All four light source shapes were able to induce a phototaxis response in L. striatellus. The trapping rates of L. striatellus in response to the rectangular and linear light sources were higher, at 41 and 31%, respectively, while the trapping rates for the U-shaped and circular light sources were lower, at only 21 and 24%, respectively. The LSD test results showed that both the rectangular and linear light sources were significantly different from the U-shaped and circular light sources (df = 3,12; F = 3.548; P = 0.047). However, the difference in phototaxis between the rectangular and linear light sources was insignificant, so the rectangular light source and the linear light source were selected for the two-channel comparison experiment. The results showed that the trapping rate of L. striatellus to the linear light source was on average 1.6 times that to the rectangular light source.
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FIGURE 10
Phototaxis response rates of L. striatellus with different light source shapes. Each value represents the trapping rate T1 of the adult L. striatellus for that shape. Different letters above each group of data indicate significant differences between treatments (p < 0.01). The upper left panel shows the phototaxis rate T2 of linear and rectangular light sources.
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FIGURE 11
Pictures of L. striatellus captured by the infrared camera under four different shapes of light source (the white lines in the figure represents a distance of 20 cm from a light source). The shapes are U-shaped in the upper left panel, linear in the upper right panel, circular in the lower left panel, and rectangular in the lower right panel.




Analysis of the flash frequency response pattern of the phototaxis behavior of Laodelphax striatellus

Using the optimized trapping wavelength (460 nm) and trapping shape (linear shape), we optimized the flash frequency of the light source at the illumination intensity of 100 lux. The results are shown in Figure 12. We analyzed the light sources of two groups of flash frequencies, one group having three higher flash frequencies (5, 10, 20 Hz) and the other group having three lower flash frequencies (1/1200, 1/360, 1/60 Hz). The results of the F test showed that the trapping rates of L. striatellus were significantly higher in the high flash frequency group than in the low flash frequency group (df = 5,15; F = 12.721; P = 5.93857E-5). There were no significant differences in trapping rate among the different flash frequencies within either group.
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FIGURE 12
Phototaxis response rates of L. striatellus at different flickering frequencies. Each value represents the trapping rate T1 of the adult L. striatellus for that flash frequency of the light source. The error bars represent the standard errors. Different letters above each group of data indicate significant differences between treatments (p < 0.01).




Analysis of combined light response patterns of Laodelphax striatellus phototactic behavior

With the optimized monochromatic light source, we optimized the polychromatic light combinations at a light intensity of 100 lux. The results are shown in Figure 13. The results of the F test showed that several wavelength combinations with blue light were able to induce phototactic behavior in L. striatellus. The trapping rates of L. striatellus differed significantly among different wavelength combinations (df = 6, 27; F = 4.259; P = 0.005). The trapping rate with the violet–blue combination was the lowest at 23%, which was lower than that of the blue light. The trapping rate increased with increasing wavelength. The highest trapping rates were for the blue–cyan combination and the blue–green combination, at 38%. With further increases in wavelength, the trapping rates of different combinations of light decreased. This shows that when blue light is combined with another visible light, the response to cyan and green was the best, whereas the response to violet was the worst. To further compare the phototaxis responses of the L. striatellus to blue–cyan and blue–green light combinations, pairwise tests for phototaxis were conducted. In the comparison tests of the two light combinations, the trapping rates of the L. striatellus to blue–cyan and blue–green lights were 1.5 times that to the blue light on average. In the experiment comparing the blue–cyan and blue–green lights, the trapping rate of L. striatellus in response to the blue–green light was 1.3 times that to the blue–cyan light on average. The response of the L. striatellus to polychromatic light was greater than that to monochromatic light.
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FIGURE 13
Curves of the phototaxis response rates of L. striatellus at different polychromatic light levels based on blue light. The horizontal coordinate represents the abbreviation of each monochromatic visible light combined with blue light (VT: violet, Cyan: cyanotype, GN: green, YE: yellow, OR: orange, RD: red, BU: blue). The BU treatment in the figure is the control blue light group. Each value represents the trapping rate T1 of the adult L. striatellus to the polychromatic light. The error bars represent the standard error. According to the LSD experiment (p < 0.01), different letters above each group of data indicate significant differences between treatments. The lower right panel shows the phototaxis rate T2 of blue–cyan light, blue–green light, and blue light.





Discussion

Approaches to improve the trapping effectiveness of light sources and low-carbon light control of agricultural pests have attracted a great deal of interest. The trapping effectiveness of a light source depends on the light-induced characteristics of the target pests. A light source designed based on the light-induced characteristics of the target pests can achieve precise and efficient trapping of the target pests. The light-induced properties of pests are closely related to the photoreceptor organs—the compound eyes (Kim et al., 2019). The photoreceptor structure of the compound eyes varies greatly across different insects, and as a result, its sensitivity to wavelengths is particularly subtle in some pests (Ben-Yakir et al., 2013; Bian et al., 2018). These studies show that when optimizing the wavelength of a trapping light, attention should be paid to the precise division and screening of the wavelengths. Based on previous studies showing that L. striatellus are sensitive to blue light, this study conducted a more precise screening of light source wavelengths. The different T1 and T2 values of L. striatellus under different wavelengths indicate that the photoreceptors of a L. striatellus’s compound eye have bioactive behavioral excitation and selectivity in response to specific wavelengths of light stimuli. The response at 460 nm was the greatest; thus, the blue light receptors in the compound eyes of L. striatellus are the most developed, resulting in the greatest sensitivity to blue light (Jin, 2014). Since 460 nm is the central wavelength of the blue light band, we hypothesized that when the wavelength is closer to the central wavelength of blue light, the sensitivity increases and phototaxis becomes more active.

The light intensity of the light source determines its working range. To determine the reasonable light intensity of LED insect traps, it is important to determine the effect of the light intensity on the phototactic behavior of L. striatellus. Shao et al. (2013) tested phototactic behaviors of white-backed planthoppers in response to LEDs under different light intensities and found that the light intensity had no significant effect on the trapping rate of the white-backed planthopper (Shao et al., 2013). However, many studies have shown that insect phototaxis is greatly affected by light intensity (Stukenberg et al., 2015; Kim et al., 2019; Sang et al., 2019). The cause of this discrepancy may be that the light intensity gradient in study of Shao et al. (2013) was too small (10–100 lux), which makes it impossible to fully reflect the effect of light intensity on the trapping rate of L. striatellus. In Liu et al.’s study (2011) on the effect of the light gradient on the phototaxis response of locusts, the light intensity gradient was set from 1 to 10,000 lux, and they observed the effect of light intensity on the phototactic behavior of locusts (Liu et al., 2017). The present study expands the light intensity gradient of phototaxis experiments on the basis of existing studies(10, 20, 40, 60, 80, and 100 lux) (Shao et al., 2013) and shows that the light intensity has a significant effect on the phototaxis of L. striatellus. When the light intensities were low (less than 0.1 lux), the phototaxis of L. striatellus increased with the increase in the light intensity. When light intensity exceeded 0.1 lux, the phototaxis of the insect population no longer changed significantly. Increasing light intensity enhanced the phototaxis of L. striatellus, probably because that higher light intensity stimulates the photoelectric signal conversion in the retinal cells of the L. striatellus compound eyes and enhances their phototaxis response. However, with further increase in light intensity, a L. striatellus may control the amount of light entering the eyes through the movement of pigment granules on the lesser omentum cells of the compound eye, thus causing the phototaxis behavior to become stable (Ribi, 1978). It can be seen that with the increase in the light intensity gradient, the effect of the light intensity of the light source on the phototactic behavior of L. striatellus has been identified, and the light intensity threshold of the L. striatellus has been determined. In practical applications, the effect of the mounting height and placement of L. striatellus trapping light in the field on the actual trapping performance should also be considered to maximize the trapping effectiveness.

The shape of the light source should be considered as part of the light source design. At the same time, the shape of the target object is also an important factor in the visual perception of insects (Harris et al., 2011; Reeves, 2011). Therefore, it is also important to study the effect of the shape of the light source on L. striatellus. This study conducted the first experiments on L. striatellus with different light source shapes. The results of the single-channel and dual-channel experiments showed that the linear light source performed better than the circular, U-shaped, and rectangular light sources. The different T1 and T2 values for different light source shapes probably indicated that the photoreceptors in the compound eyes of L. striatellus had different neural excitations to light stimulation induced by light source shapes. Studies have found that this may be related to the ability of insects to discriminate the shape of target objects in the selection of their host plants during evolution (Byrne et al., 1986). We hypothesized that since L. striatellus live on elongated rice stems for a long time, they have the best phototaxis response to linear light sources. Bian et al. (2018) designed light sources with three shapes: cylindrical, hemispherical, and tubular, conducted trapping experiments on several major pests at a tea farm, and showed that the cylindrical light source performed the best (Bian et al., 2018). In explaining the mechanism of this phenomenon, this paper innovatively links it to the shape of the host plant selected by insects. Some studies have found that the shape and structure of host plants can sometimes strongly stimulate the vision of insects and can produce considerable trapping effects on some insect species (Liu and Zhao, 2017). L. striatellus live in the stems of rice for long periods of time. The stems are long and thin, so the L. striatellus have better tropism to long and thin cylindrical light sources. In addition, studies have found that cylindrical light sources have relatively good trapping effectiveness on Liriomyza sativae and Bemisia tabaci (Byrne et al., 1986; Jiang et al., 2007). It can be seen that elongated light sources are widely preferred in different insect populations, which is consistent with the results of this study. Our findings provide a theoretical basis for promoting the light trapping of other pests using linear light sources.

In our study we also tested the attractiveness of light sources for trapping insects under different flash frequencies. The results showed that the trapping rates in the higher flash frequency group were significantly higher than those in the lower flash frequency group but was approximately the same as that of the non-flashing light source. The reason for this result is probably that the illumination time of the lower flash frequency group was too short to form a continuous illumination stimulus. As a result, a complete photoelectric signal circuit could not be formed in the retinal cells of the compound eye, so it could not be stimulated to produce phototaxis. In the higher flash frequency group, the flash frequencies caused continuous stimulation to the compound eyes of the L. striatellus and stimulated phototaxis, so the trapping rates were generally higher. It is worth noting that the trapping rates of the high flash frequency light sources were not significantly higher than those in response to the non-flashing light sources. Although it will reduce power consumption, it will increase the complexity and cost of the circuit, it also will reduce the service life of the light source. So it is not recommended to use pest control with flashing lights during rice growth.

The development of LED-light sources for insect trapping based on multiple light color combinations is rarely reported, likely because of the complexity of insect responses to polychromatic light. In this study, we combined different visible color lights with blue lights. Through single-channel and dual-channel experiments, we conducted a phototaxis response experiment of L. striatellus to polychromatic light and optimized the wavelength combination of the light source. The results showed that the trapping rates for polychromatic lights were significantly improved compared with that of monochromatic light, and the trapping rate for the combined blue-green color light was 1.5 times that of the blue light (Figure 13). We hypothesized that with different visible light and blue light combinations, the neural excitation of photoreceptors in the compound eyes of L. striatellus may differ, resulting in different phototactic behaviors of the L. striatellus. Multiple neural response channels might have a superimposed effect on the neural responses generated by polychromatic light stimulation (Jander and Barry, 1968), thereby increasing the phototaxis response of the insects. This finding provides a theoretical basis for the application of combined light sources in L. striatellus traps. Ding (1978) observed that when trapping Heliothis assulta adults, the combinations of 350 with 405 nm and 350 with 436 nm lights enhanced the performance, while the combination of 350 nm with 578–656 nm lights had an interference and repelling effect (Ding, 1978). This indicates that for a specific light source, an insect not only exhibits positive phototactic behavior but also negative phototactic behavior. In this study, the trapping rate of combined blue–violet light was significantly lower than that of blue light, indicating that purple may have a repelling effect on L. striatellus (Figure 13). In a phototaxis study of pests and natural enemies in tea farms, it was found that the natural enemies of many pests, including flat-bellied wasps and trichogramma, often move to dark areas under certain wavelengths to avoid light (Bian et al., 2018). Therefore, adding an effective light band that repels natural enemy species of L. striatellus in the combined light will likely reduce the harm caused by the light source to the natural enemy population, thereby improving the safety and trapping effectiveness of the light source. This may be a direction in the research of polychromatic light sources for insect trapping.

It is noteworthy that under the present experimental conditions, the phototropism of the L. striatellus population was always below 50%, regardless of the variation of light source parameters. We speculate that this may be related to the physiological function of the insect population. It was found that the sex, age, mating status, and whether the insects were hungry or not would affect their phototropism behavior (Kim et al., 2019). Therefore, a large number of physiological experiments are needed to better unlocking the secrets of insect phototropism.



Conclusion

In this study, we conducted phototactic experiments on L. striatellus following specific steps and using single-channel and double-channel experiments to determine the response patterns of L. striatellus to the wavelength, intensity, shape, and flash frequency of monochromatic light, as well as color combination of light sources. The results of the experiments showed that these factors can significantly affect the phototaxis of L. striatellus, thus affecting the trapping rate of the population. The sensitivity of L. striatellus to the wavelength of the monochromatic light source was significantly different between 440 and 500 nm, and the phototaxis increased first and then decreased with increasing wavelength. The sensitivity peaked at 460 nm, at which the phototaxis values were 1.3 times that at 450 nm and 1.5 times that at 470 nm. The phototactic behavior of L. striatellus was affected by the light intensity. When the light intensity was less than 0.1 lux, the trapping rate increased with the light intensity and leveled off when the light intensity exceeded 0.1 lux. In addition, the light sources of different shapes also had a significant effect on the phototaxis of L. striatellus. The results showed that the phototaxis of the linear light source was the highest at 460 nm. Based on the above results on L. striatellus phototaxis to monochromatic light sources, this study also explored the response characteristics of L. striatellus to combined light and compared them with 460 nm linear-type light sources. Our experiments showed that compared with monochromatic light, the phototaxis of L. striatellus was significantly improved by polychromatic light, and the improvement with blue–green combined light was the best, reaching 1.5 times that of monochromatic light. In this study, through the step-by-step phototaxis experiment, we determined that the best light source for trapping L. striatellus is a blue–green light source, and we identified metrics in terms of the light intensity, shape, and flash frequency of the light source. This study provides a theoretical basis and data support for the development of LED light source for trapping L. striatellus.
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This paper aims to solve the problems of the low quality and shallow depth of the traditional straw return method. According to the requirements of the new furrow burial and return agronomic model, a corn straw ditch-buried returning machine was designed that could simultaneously complete the processes of picking, conveying, ditching, soil-covering and pressing. Key components were theoretically analyzed and designed, such as the pickup device, ditching device and straw-guiding soil-covering and pressing device. Based on a field experiment, the main factors influencing the effects of straw picking, soil ditching and straw return were studied. Both forward speed and pickup device speed significantly affected the straw picking rate. The ditching area, ditching width consistency factor and ditching depth stability factor gradually decreased with increasing forward speed and gradually increased with increasing trenching device speed. There was a significant interaction among the forward speed, pickup device speed and ditching device speed. At a forward speed of 1.68 m/s, the picking device speed was 330 r/min, the ditching device speed was 290 r/min, and the highest straw return rate was 93.65%.
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Introduction

Conservation tillage technology is a kind of green agricultural farming technology with mechanization as the means and no-till mulching and soil and water conservation as the core. Conservation tillage technology can effectively reduce wind and water soil erosion and improve the soil moisture storage capacity by covering the ground with crop straw and stubble and sowing via no-till or less-till methods (Huang W. et al., 2021; Qi et al., 2021; Zhang et al., 2021). In 2021, China’s corn planting area reached 4.3 × 107 hectares with a straw amount of 2.3 × 108 tons, which accounted for approximately 17% of the global corn straw. Corn straw production is high and difficult to manage. How to employ conservation tillage technology to manage straw remains a key issue to be solved (Li et al., 2021; He et al., 2022).

There are five main types of comprehensive straw utilization options: fertilization, fuel, raw material, feed, and base material options (Wang J. et al., 2017). As a straw fertilizer utilization method, mechanized straw return in the field is the most direct form of comprehensive utilization of straw resources (Tang et al., 2020). At present, the main method of mechanized straw return is to evenly crush and spread straw in the field after crop harvesting and return straw to the field by rototilling or plowing (He et al., 2018). Since the secondary crushing and burying process is tedious and affects the economic return, most farmers directly plow the land with a rotary tiller or directly bury and return straw to the field. Wang et al. (2019) proposed a rice straw whole-plant deep burial return technique. This technique effectively solved the problem of shallow straw return depths. Wang R. et al. (2017) developed a straw deep burial, returning and stubble removal machine. This machine performed well in terms of ditching, stubble removal and soil breakage. Lin et al. (2017) and Tian et al. (2018) built a deep burial straw returning machine. This machine was the first to apply a spiral ditching device to achieve deep straw burial and satisfy the agronomic requirements of deep burial and return to the field. In addition, openers are the key components of straw deep burial and return to the field, including spar, disc and chain openers (Gao et al., 2018). The above research has achieved good operational results, but regarding the agronomic requirements of different crop straw types, numerous machine types remain necessary to meet the needs of straw return.

At present, most of the research on the treatment of straw return to the field focuses on the effect of straw return to the field, soil physicochemical properties, subsequent crop growth and yield effects, etc. Liu et al. (2020) investigated the changes in water use efficiency of wheat during different growth periods via four tillage methods, including straw return. Zhou et al. (2020) researched the effect of the spatial distribution of straw in soil after straw return via different tillage methods. The results of Chen et al. (2017) indicated that straw return to the field increased the thousand grain weight, seed yield, post-flowering dry-matter accumulation rate and nitrogen efficiency of wheat. Akhtar et al. (2018) investigated the effectiveness of straw return to the field in improving the soil organic matter content. Moreover, the straw return method can reduce greenhouse gas emissions (Zhang et al., 2018), increase the enzyme activity in soil (Jin et al., 2009; Huang Y. et al., 2021), improve the structure of soil aggregates, etc. (Benbi and Senapati, 2010; Cates et al., 2016).

Straw furrow burial and return is a new soil tillage technique that organically combines the full amount of straw safely returned to the field and local soil rotation deep plowing. This technique can effectively alleviate the contradiction whereby straw is difficult to return to the field under less no-till conditions. This technique is important to improve soil properties, increase the soil tillage depth, reduce carbon emissions from farmland, and mitigate environmental problems caused by straw burning (Yang et al., 2017, 2020a,b; Li et al., 2020). Straw furrow burial and return require straw collection, ditching, burying, soil covering and other multistep processes. At present, straw is still buried in furrows and returned to the field via conventional mechanical devices alone. The low degree of mechanization and complicated operation procedures limit the promotion and development of the straw furrow burial and return technique.

This paper designed a corn straw ditch-buried returning machine that could complete the processes of picking, conveying, ditching, soil covering and pressing simultaneously. By analyzing the agronomic model of furrow burial and return, this paper theoretically designed key components, such as the picking device, chain ditching device and straw-guiding soil-covering and pressing device. Based on field experiments, the main factors that affect the effectiveness of straw picking, soil trenching and straw return were studied.



Materials and methods


Agronomic requirements

After corn harvesting, crushed stalks were evenly scattered in the field. The residual corn root stubble rows were generally spaced at 300 mm. A strip ditch with a width of 250 mm and a depth of 300 mm was opened between the root stubble rows and the ditching device of the straw burial and returning machine. The pickup device collected straw within the working width toward the opened ditch and covered the soil to ensure deep straw burial at 150–300 mm from the surface. In the next year, straw was again deeply buried in corn stubble rows, and corn was sown between the rows buried in the previous year. This process was repeated in a rotational manner. The agronomic requirements of furrow burial and return to the field are shown in Figure 1.

[image: Figure 1]

FIGURE 1
 Agronomic requirements of straw ditch-buried returning.


This method can effectively break the plow bottom and realize the function of deep loosening at regular intervals. Moreover, the organic matter deficiency in the 150–300 mm soil layer is high. Straw decomposition in soil after deep burial can improve the soil structure, increase the soil porosity, form more humus, realize soil carbon sequestration, reduce carbon dioxide emission, promote soil organic matter accumulation, and enhance the water and moisture storage capacity (Yang et al., 2016). In addition, straw buried in furrows and returned to the field can concentrate topsoil and straw into strips. This method achieves a satisfactory fertilization effect, fertilizes the subsurface layer, expands the tillage layer, and improves soil organic matter.



Structure and working principle of the machine

The corn straw ditch-buried returning machine mainly consists of a frame, a pickup device, a diversion device, a conveyor, a chain ditching device, a straw-guiding soil-covering and pressing device and a related transmission device. The entire structure is shown in Figure 2A. This machine can simultaneously complete picking, conveying, ditching, soil-covering and pressing. Among these devices, the pickup device is configured at the front of the entire machine to effectively collect corn straw and smoothly discharge the collected straw onto the conveyor to avoid returning the straw. The chain ditching device can flexibly rotate to cut and throw soil onto both sides of the ditch. While ensuring stable ditching, soil return can be effectively avoided. The straw-guiding soil-covering and pressing device discharges corn straw, which is conveyed by the conveyor, into the ditch, subsequently directs the soil on both sides of the ditch atop the straw, and presses the whole mass together. The device compacts the unconsolidated straw and soil twice to create a good field environment for subsequent operation sessions. The technical parameters of the corn straw ditch-buried returning machine are provided in Table 1.

[image: Figure 2]

FIGURE 2
 Corn straw ditch-buried returning machine. (A) Overall structure; (B) transmission route. Where i1 is the transmission ratio of the bevel gear, i2 is the transmission ratio of the pickup device, i3 is the transmission ratio of the chain ditching device, i4 is the transmission ratio of the conveyor, and the unspecified transmission ratio is 1.




TABLE 1 Technical parameters of the corn straw ditch-buried returning machine.
[image: Table1]

The power is input into the bevel gear of the transmission case by the power input shaft, which converts the power from the forward direction to the horizontal direction and realizes speed change. In the horizontal direction of the machine, two symmetrical main shafts are arranged. The main shaft and transmission case are connected by couplings and equipped with sprockets. The power is transmitted to the pickup device, conveyor and ditching device through sprockets with different transmission ratios. The transmission route is shown in Figure 2B.

During operation, the corn straw ditch-buried returning machine is connected to the tractor through the traction frame to transmit power. Corn straw in the field is discharged backward by the pickup device. The diversion device diverts straw toward the conveyor. The straw is smoothly transported on the conveyor to the ditch, which has been created by the ditching device. The straw-guiding soil-covering and pressing device directs the soil on both sides of the ditch toward the top of the straw and conducts flattening and dense pressing operations. These steps constitute a complete working process.



Design of the key components

The key components of the corn straw ditch-buried returning machine are the pickup device, chain ditching device and straw-guiding soil-covering and pressing device. The quality of corn straw that is buried in furrows and returned to the field directly determines the working quality of these key components. Therefore, the parameters that affect the working quality of each key component were studied and designed. The parameters of each key component are listed in Table 2.



TABLE 2 Key component parameters.
[image: Table2]


Design of the pickup device

The pickup quality is directly determined by the trajectory of the pickup spring teeth of the pickup device. The trajectory of the pickup teeth movement exhibits a pendular shape. The missing picking area occurs at the intersection of two adjacent pendular trajectories. A design diagram of the pickup device is shown in Figure 3A. To avoid missing picking areas, the following conditions must be satisfied:

[image: image]

[image: image]

where H is the pickup rack height from the ground, mm; h is the height of the missing picking area, mm; d is the ground clearance of the spring teeth, mm; [image: image] is the ratio of the linear speed at the end of the spring teeth to the forward speed of the machine; [image: image] is the linear speed at the end of the spring teeth, m/s; [image: image] is the machine forward speed, m/s; [image: image] is the adjacent teeth rod angle, °; [image: image] is the drum angle corresponding to h, °; R is the turning radius of the end point of the spring teeth relative to point O, mm.

[image: Figure 3]

FIGURE 3
 Design of the key components of the corn straw ditch-buried returning machine. (A) Design diagram of the pickup device; (B) design diagram of the chain ditching device; (C) design diagram of the guiding soil-covering and pressing device.


In this study, the four spring tooth shafts were evenly distributed along the circumference of the drum, and [image: image] was 90°. According to the thickness of straw laid in the field after corn harvesting and to prevent the contact between bullet teeth and ground from damaging the structure, the initial setting d was 20 mm, and H was set to 120 mm, so h ≤ 100 mm.

When the spring teeth were located at the top of the unloading area, the horizontal velocity of midpoint A extending from the pickup rack section should reach 0 as follows:

[image: image]

where [image: image] is the angular velocity of the spring teeth end, rad/s, and Ra is the turning radius of point A relative to point O, mm.

Substituting relevant structural parameters into Equation (3), we obtain:

[image: image]

where r is the rotation radius of the spring tooth roller, mm; lc is the distance between the middle point of the spring tooth that extends from the pickup frame and the spring tooth roller, mm; l is the length of the spring tooth, mm; [image: image]is the angle between the line from the spring tooth roller to the center of rotation and the spring tooth, °.

According to the agronomic requirements of straw return, the maximum forward speed of the machine was set to 2 m/s. The rotation radius of the spring tooth roller is a quantitative parameter. According to the size of the entire machine, r was set to 220 mm, l was set to 220 mm, and R was set to 370 mm. The above quantification process was realized. A reverse calculation of the parameters determined that the included angle [image: image] between the line from the spring tooth roller to the center of rotation and the spring tooth was 49°.

The pickup device can be divided into four areas for work trip completion: pickup area, carrying area, unloading area and blank area. Among these areas, no pileup or slip in the pickup area and no ejection into the carrying area are necessary to effectively unload straw. The factors that affect smooth straw collection for transport were explored.

First, the forces acting on straw in the pickup area were analyzed. These forces can be projected onto the X and Y axes as follows:

[image: image]

where Fm is the centripetal force acting on straw, N; Ff is the frictional force acting on straw, N; N is the support force acting on straw, N; [image: image] is the angle between the connecting line from the straw pickup centroid to the rotation center and the spring tooth, °; [image: image] is the angle between the line from the center of rotation to the spring tooth roller and the vertical direction, °; [image: image] is the angle between the line from the center of rotation to the spring tooth roller and the line from the center of rotation to the straw pickup centroid, °; m is the weight of the collected straw, kg; g is the gravitational acceleration (9.8 N/kg).

Then, the following is obtained:

[image: image]

Therefore, the conditions for straw not to pile up are as follows:

[image: image]

The conditions for straw not to experience slip are as follows:

[image: image]

The stress acting on straw in the carrying area was analyzed. Via force projection onto the spring teeth, the following force relationship can be obtained:

[image: image]

Then, the conditions for straw not to be ejected into the carrying area are as follows:

[image: image]

In summary, 15.71 rad/s[image: image]28.27 rad/s.



Design of the chain ditching device

The chain ditching device can stably and efficiently open the ditch and discharge soil onto both sides of the ditch. The quality of ditching directly impacts the quality of straw covering. A design diagram of the chain ditching device is shown in Figure 3B.

The efficiency of the chain ditching device can be determined as:

[image: image]

where [image: image] is the work efficiency of the chain ditching device, m3/h; [image: image] is the depth of ditching, mm; [image: image] is the width of ditching, mm.

[image: image]

where [image: image] is the absolute speed of the chain ditching device, m/s; [image: image] is the line speed of the ditching knife, m/s, set to 1.5 m/s; [image: image] is the angle between the ditching knife and the horizontal plane, °, generally in the range of 48°–65° and initially set to 50°, which results in [image: image]=3.18 m/s.

The angle between the absolute speed of the chain ditching device and the horizontal plane is [image: image], which can be calculated with Equation (13):

[image: image]

and [image: image] = 44°.

According to the requirements of the actual working conditions, if the height of the ditching knife increases the load, the body of the ditching knife can be deformed or broken. This paper designed the height of the ditching knife as hc = 220 mm.

The width of the ditching knife and thickness of the cut soil can be calculated with Equation (14).

[image: image]

where a is the thickness of the soil cut by a set of ditching knives, mm, and initially set to 9 mm; b is the width of the ditching knife, mm, and set to 125 mm.

When the preliminary design of the ditching knife was finished, the transportation capacity of the chain ditching device and soil clearing capacity were evaluated. The productivity of the chain ditching device was calculated based on the discharge capacity [image: image] as follows (Liu et al., 2012):

[image: image]

where [image: image] is the natural resting angle of loose soil, °. Due to the sticky and heavy soil after corn harvesting, this angle was set to 35°.

It was determined whether substituting each parameter into Equation (15) could satisfy [image: image]. Then, [image: image] =625.26 m3/h was obtained.

After calculation, [image: image] and [image: image] were compared to ensure that Equation (16) was satisfied to be consistent with the design requirements.

[image: image]

where [image: image] is the soil loosening factor and chosen to be 1.01, and [image: image] is the dispersion coefficient related to the chain movement speed and chosen to be 0.90.

The chain ditching device is mainly affected by the cutting resistance during operation. Then, the total cutting resistance Fk is calculated with Equation (17).

[image: image]

where [image: image] is the impact value of the firmness meter, selected as 11; kj is the coefficient of the difficulty in soil processing, selected as 4.3 × 104 Pa; ks is the proportion coefficient of the side knife cutting soil, selected as 1.8 × 103 N/m; zc is the cutting coefficient of the closed side tool, selected as 2; ky is the influence coefficient of the cutting angle, selected as 0.9; Ft is the resistance of each ditching knife to soil cutting, N; zt is the total number of ditching knives in the chain ditching device, selected as 38; Fk is the total cutting resistance of the chain ditching device, N.



Design of the straw-guiding soil-covering and pressing device

The straw-guiding soil-covering and pressing device is located behind the chain ditching device. The straw-guiding soil-covering and pressing device mainly consists of a straw-guiding mechanism, a soil-covering mechanism and a pressing mechanism. The straw-guiding mechanism can accurately guide straw on the conveyor into the ditch via gravity. The soil-covering mechanism pushes soil on both sides of the ditch toward the top of the straw occurring in the ditch, and the pressing device subsequently compacts the soil. A structure diagram is shown in Figure 3C. The following analysis focuses on the relationship among the parameters of the soil-covering mechanism. It was assumed that the soil in the ditch within the same section exhibited equal surface area to the soil on both sides of the ditch, as follows:

[image: image]

where q is the depth of ditching, mm, chosen as 300 mm; t is the width of ditching, chosen as 250 mm; h1 is the distance between the top of the soil on both sides of the ditch and the bottom of the ditch after ditching, mm; e is the distance between the soil edges on both sides of the ditch (the value omits the width of the ditch), mm.

To ensure the burying effect of straw, the amount of soil covered by the soil-covering mechanism should be larger than the amount of soil required to cover the straw layer.

[image: image]

where f is the width of the soil-covering mechanism operation (the value omits the width of the ditch), mm, and H1 is the distance from the top of the soil-covering mechanism to the bottom of the ditch, mm. According to the overall configuration requirements, H1 was 500 mm. The solution was f > 215 mm, and the design value was 240 mm.

Then, the angle [image: image] between the soil-covering mechanism and the forward direction satisfied the relationship of Equation (20).

[image: image]

where l0 is the top distance of the soil-covering mechanism, mm, chosen as 40 mm (the value omits the width of the ditch). Then, the angle between the soil-covering and forward directions was designed as 45°.




Field experiment

A field experiment was conducted in September 2021 at the experimental site of the Northeast Agricultural University in Acheng District, Harbin city, Heilongjiang Province, as shown in Figure 4. The experiment was conducted in corn fields after the fall combined harvesting operations. The corn stubble height was 6–8 cm, the amount of corn straw was 6,833 kg/hm2, and the moisture content in straw was 18.30%. The soil type was black loam, and the soil moisture content was 22.71, 19.83 and 18.97% measured at depths of 0–10 cm, 10–20 cm and 20–30 cm, respectively. The soil compactness was 0.88, 2.67 and 3.73 MPa, respectively. The ditching depth was 300 mm. Supporting power was provided by a Leimu 1304 tractor.

[image: Figure 4]

FIGURE 4
 Field experiment. (A) Machine; (B) working status; (C) effect; (D) index measurement. (a) indicates the pickup device; (b) indicates the conveyor; (c) indicates the chain ditching device; and (d) indicates the guiding soil-covering and pressing device.


The test method referred to national standards GB/T24675.62009 (conservation tillage machinery straw crushing and returning machine), NY/T740 2003 (field trenching machinery operation quality) and JB/T5160 2010 (forage picker).

In this study, a field performance experiment of the developed corn straw ditch-buried returning machine was conducted in terms of the straw picking rate, furrow opening stability and furrow burial return rate. In the experiment, each group was selected with a 20-m working stroke, each group of indicators was measured three times, and the results were averaged.

The straw picking rate and furrow opening stability constitute intermediate indicators, and the quality of both operations can impact the furrow burial return rate. Therefore, single-factor experiments were separately conducted to study the effect pattern of each factor on these indicators. In the experiments, forward speeds of 0.50, 0.80, 1.10, 1.40, 1.70, and 2.00 m/s at a pickup device rotational speed of 270 r/min and pickup device rotational speeds of 150, 190, 230, 270, 310, and 350 r/min at a forward speed of 1.40 m/s were employed as experimental factors to explore the effect on the straw picking rate. The influence on the stability of ditching was studied considering forward speeds of 0.50, 0.80, 1.10, 1.40, 1.70, and 2.00 m/s at a ditching device rotational speed of 320 r/min and ditching device rotational speeds of 200, 240, 280, 320, 360, and 400 r/min at a forward speed of 1.40 m/s as experimental factors.

The straw return rate was the final indicator. A three-factor and five-level orthogonal rotational combination test design was realized with the forward speed, rotational speed of the pickup device and rotational speed of the ditching device as the experimental factors to study the interaction effects among these factors and the best combination of parameters. The experimental factor level coding is summarized in Table 3.



TABLE 3 Experimental factor level coding.
[image: Table3]

To further verify and analyze the operation effect of the optimized straw returning machine, the optimized forward speed, rotation speed of the pickup device and rotation speed of the chain ditching device were taken as the test factor level, and the straw returning rate was taken as the test index to perform the field verification test. The test was repeated three times, and the results were averaged and compared with the software optimization results.



Data processing


Straw picking rate

A collection device was installed behind the pickup device. The weight of straw collected within each set of strokes and the weight of residual straw within this set of strokes were measured. The calculation method is expressed as Equation (21).

[image: image]

where P is the straw picking rate, %; M0 is the weight of the straw collected, g; M1 is the weight of the residual straw, g.



Stability of ditching

The stability of ditching was measured based on the amount of soil disturbance, ditching width consistency factor and ditching depth stability factor. In each group of trips, three positions were chosen on average to measure the ditch size. The soil disturbance was calculated using a previously reported method in the literature based on the area of the ditch boundary (Liu et al., 2017). The ditching width consistency factor can be calculated with Equation (22).

[image: image]

where [image: image] is the average ditching width, mm; [image: image] is the ditching width value of a single measurement, mm; n is the number of measurement positions, chosen as 3 (repeat the measurement three times); [image: image] is the standard deviation of the trenching width, mm; [image: image] is the ditching width consistency factor, %.

The ditching depth stability factor can be determined with Equation (23).

[image: image]

where [image: image] is the average ditching depth, mm; [image: image] is the ditching depth value of a single measurement, mm; [image: image] is the standard deviation of the ditching depth, mm; [image: image] is the consistency coefficient of the ditching depth, %.



Straw return rate

In each group of trips, the weight of straw in the soil surface layer before ditch burial and the weight of straw in the soil surface layer after ditch burial were separately measured. The straw return rate can be calculated with Equation (24).

[image: image]

where [image: image] is the furrow burial return rate, %; [image: image] is the weight of straw in the soil surface layer before ditch burial, g; [image: image] is the weight of straw in the soil surface layer after ditch burial, g.

The data obtained in this study were evaluated using the SPSS 22.0 (SPSS, Chicago, IL, United States) statistical software. Analysis of variance was performed via Duncan’s multiple comparison testing with an assessment threshold of p < 0.05. The results are expressed as the mean ± standard error. Each repetition was treated as a random effect in the statistical model.





Results and discussion


Effect of the experimental factors on the straw picking rate

Figure 5 shows that the forward and rotational speeds of the pickup device significantly affected the straw picking rate (p < 0.001). The straw picking rate gradually decreased with increasing forward speed. The main reason was that under the condition of a certain rotational speed of the pickup device, a higher forward speed corresponds to a larger missing picking area formed by the cycloidal motion trajectory interactions between the pickup device and the forward speed and ground. Moreover, the pile phenomenon occurred, so a large amount of straw was missing in the field, which reduced the straw picking rate. The straw picking rate first increased and subsequently decreased with increasing rotational speed of the pickup device. The main reason was that under the condition of a certain forward speed, a higher speed of the pickup device corresponded to more frequently movement trajectory to collect straw per unit time. This effectively reduced the area of the missing picking area. When the speed of the pickup device exceeded 270 r/min, straw was ejected into the carrying area, which made the previously collected straw fall back to the ground and reduced the straw picking rate.

[image: Figure 5]

FIGURE 5
 Effect of the experimental factors on the straw picking rate. (A) Effect of the forward speed on the straw picking rate; (B) effect of the pickup device speed on the straw picking rate. Different letters indicate statistically significant differences (p < 0.05).




Effect of the experimental factors on the ditching stability

Figure 6 shows that under a constant rotational speed of the ditching device, a higher forward speed corresponds to a larger difference between opened and theoretical ditch type profiles. Under a constant forward speed, a higher rotational speed of the ditching device corresponds to a more similar opened ditch type to the theoretical ditch type. To study the influence of the forward and ditching device speeds on the ditching stability, the ditching area, ditching width consistency factor and ditching depth stability factor were separately assessed, as shown in Figure 7.

[image: Figure 6]

FIGURE 6
 Effect of the experimental factors on the ditch type. (A) Effect of the forward speed on the ditch type; (B) effect of the ditching device speed on the ditch type. Indicates the theoretical ditch profile. Indicates the first experimental ditch profile. Indicates the second experimental ditch profile. Indicates the third experimental ditch profile.


[image: Figure 7]

FIGURE 7
 Effect of the experimental factors on the ditching stability. (A) Effect of the forward speed on the ditching stability; (B) effect of the ditching device speed on the ditching stability. Different letters indicate statistically significant differences (p < 0.05).


If the rotational speed of the ditching device remained constant, the ditching area, ditching width consistency factor and ditching depth stability factor were not significant within the range of 0.4–1.0 m/s but were significant within the range of 1.0–2.0 m/s (p < 0.001). The ditching area, ditching width consistency factor and ditching depth stability factor gradually decreased with increasing forward speed. The main reason was that a higher forward speed corresponds to a shorter time for the ditching device to impact the soil per unit area, which results in a smaller amount of soil disturbance, a larger difference between opened and ideal ditches, and lower stability of the ditch width and depth.

Under the condition of a constant forward speed, the stability factor of the ditching area and ditching depth significantly influenced the working range of the ditching device speed (p < 0.001). The consistency factor of the ditching area, ditching width and stability factor of the ditching depth gradually increased with increasing speed of the ditching device. This phenomenon largely occurred because a higher rotational speed of the ditching device corresponds to a stronger effect of soil cutting and discharge. As a result, the opened ditch was highly consistent with the contour of the motion track of the ditching knife. The overall structure was relatively flat and closely resembled the ideal ditch type, and the stability of the ditching width and depth was satisfactory.



Effects of the experimental factors on the straw return rate

Orthogonal rotation combination experiments considering three factors and five levels were conducted with the forward speed, rotational speed of the pickup device and speed of the ditching device as the experimental factors and the straw return rate as the experimental index. The experimental results are summarized in Table 4.



TABLE 4 Experimental results of the orthogonal rotation combination experiments involving three factors and five levels.
[image: Table4]

The experimental results were analyzed in the ANOVA module based on the Design-Expert 8.0.6 software (Stat-Ease, Inc., Minneapolis, MN, United States). The results are provided in Table 5. The values of the regression terms were significant, and the following regression equation was fitted:

[image: image]

According to the F value of each experimental factor in the analysis of variance, the primary and secondary factors that affect the straw return rate were X1 > X12 > X22 > X32 > X1X2 > X3 > X2 > X1X3 > X2X3. Within the range of the experimental parameters, the experimental factors that affect the straw return rate significantly differed. To visually describe the effects of the experimental factors and their interactions on the experimental index, response surface and contour plots were generated, as shown in Figure 8.



TABLE 5 Analysis of variance results.
[image: Table5]
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FIGURE 8
 Effect of the experimental factors on the straw return rate. (A) Response surface diagram of the interaction among the forward speed, rotational speed of the pickup device and rotational speed of the ditching device; (B) contour diagram of the interaction among the forward speed, rotational speed of the pickup device and rotational speed of the ditching device.


There was a significant interaction among the forward speed, rotational speed of the pickup device and rotational speed of the ditching device. Under the interaction between forward speed and rotational speed of the pickup device, the straw return rate gradually decreased with increasing forward speed. The straw return rate increased and subsequently decreased with increasing pickup device rotational speed. Under the interaction between forward speed and rotational speed of the ditching device, the straw return rate gradually decreased with increasing forward speed. At a low forward speed, the straw return rate first increased and subsequently decreased with increasing rotational speed of the ditching device. At a high forward speed, the straw return rate gradually decreased with increasing rotational speed of the ditching device. Under the interaction between the rotational speeds of the pickup device and ditching device, the straw return rate gradually increased with increasing rotational speed of the pickup device. The straw return rate first increased and thereafter decreased with increasing rotational speed of the ditching device.

To explore the best parameter combination of various experimental factors and maximize the work efficiency, solution optimization was performed under the condition of maximizing both forward speed and straw return rate. The constraint range of the objective function and working parameters is defined by Equation (26).

[image: image]

The Design Expert 8.0.6 software was employed for optimization. The optimization results were as follows: at a forward speed of 1.68 m/s, the rotational speed of the pickup device was 330 r/min, the rotational speed of the ditching device was 290 r/min, and the straw return rate was 92.82%.

To verify the reliability of the regression model and optimization results, a field verification experiment was conducted considering the best parameter combination (a forward speed of 1.68 m/s, a rotational speed of the pickup device of 330 r/min, and a rotational speed of the ditching device of 290 r/min). The experiment was repeated three times, and the results were averaged. The field experimental results revealed that the straw return rate reached 93.65%. The results of the field validation experiment were consistent with the predicted values of the regression model. The straw return rate satisfies the agronomic requirements under the optimal combination of working parameters.

In this study, the key components of a corn straw ditch-buried returning machine were theoretically analyzed. Through field experiments, the main factors and interactions that affect the rates of picking, ditching and straw return were explored. Traditional straw return is typically accomplished by covering and mixing-based farming. The straw return machine developed in China now achieves a return rate of over 90% (Zhou et al., 2017). This method can mix some straw with soil, but this approach creates certain problems during sowing. Due to the influence of straw, seeds cannot fully contact the soil, which reduces the seed germination rate. To solve these problems, deep burial and return of corn straw are of great importance. The currently developed straw ditch-buried returning machine can bury more than 85% of straw deeper than 100 mm below the ground surface (Zheng et al., 2017; Wang et al., 2020). However, there remain certain problems of a low straw return rate and low depth of return, which affect subsequent planting efforts. In this study, the strip ditch burying and returning farmland agronomic model can effectively avoid these problems. Moreover, the straw return rate was 93.65%. A large amount of straw can be concentrated and deeply buried in soil layers below 300 mm, thereby exceeding the bottom plow layer, which promotes tillage layer thickening.

The straw ditch-buried returning technology breaks the disadvantages of traditional straw returning to the field, which buries all soil in the field. After the crops are mature, only part of the soil is ditched, and the straw is buried. It is the category of less tillage in conservation tillage. This study experimentally examined the effect of straw mulching but did not compare and analyze the changes in organic matter in the soil under the conditions of different straw returning machines, the effects of different straw lengths and different burial depths on the soil. In addition, we did not continue to track the impact on sowing, fertilization, intertillage and harvesting with this background. Kasteel et al. (2007) found that if straw was piled in mounds, it was difficult to achieve adequate decomposition, and the decomposition time in soil increased. In a subsequent study, a decomposing agent spraying device could be added to the rear of the corn straw ditch-buried returning machine. The straw introduced in the ditch could first be sprayed with a decomposing agent and subsequently covered with soil for pressing, which could effectively avoid the impact of chemicals such as humectants on the soil strip in the sowing area. To avoid the impact of straw return to the field on diseases, pests and weeds, herbicides could be sprayed along the ditch, which could help reduce the labor intensity during the middle tillage period. At the later stage, the above mentioned decomposing agent spraying device will be added based on the machines and tools designed in this study. The effects of the decomposition time and decomposing agent on soil moisture and organic matter will be studied. Moreover, the impact of straw on trace elements in soil under this mode will be tracked, and the impact on the entire cycle of crop growth will be explored. The crop growth state will be monitored over a long period. The regulation mechanism of the agronomic model of furrow burial and return, soil and yield will be systematically measured from multiple perspectives and all aspects.




Conclusion

1. According to the agronomic requirements of corn straw ditch burial and return, a corn straw ditch-buried returning machine that can simultaneously complete the processes of picking, conveying, ditching, covering soil and pressing was designed. Key components were designed, such as the pickup device, chain ditching device and straw-guiding soil-covering and pressing device.

2. The straw picking rate gradually decreased with increasing forward speed and first increased and subsequently decreased with increasing rotational speed of the pickup device. The ditching stability decreased with increasing forward speed and increased with increasing rotational speed of the ditching device. The forward and rotational speeds of the pickup and ditching devices significantly affected the straw return rate. At a forward speed of 1.68 m/s, the rotational speed of the pickup device was 330 r/min, the rotational speed of the ditching device was 290 r/min, and the straw return rate was 93.65%.

3. This study combined theory and experiments to effectively improve the rate of corn straw return. This study provides references for the innovative design of straw returning equipment and continued exploration of ideas of conservation tillage modes.
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The complex environments and weak infrastructure constructions of hilly mountainous areas complicate the effective path planning for plant protection operations. Therefore, with the aim of improving the current status of complicated tea plant protections in hills and slopes, an unmanned aerial vehicle (UAV) multi-tea field plant protection route planning algorithm is developed in this paper and integrated with a full-coverage spraying route method for a single region. By optimizing the crossover and mutation operators of the genetic algorithm (GA), the crossover and mutation probabilities are automatically adjusted with the individual fitness and a dynamic genetic algorithm (DGA) is proposed. The iteration period and reinforcement concepts are then introduced in the pheromone update rule of the ant colony optimization (ACO) to improve the convergence accuracy and global optimization capability, and an ant colony binary iteration optimization (ACBIO) is proposed. Serial fusion is subsequently employed on the two algorithms to optimize the route planning for multi-regional operations. Simulation tests reveal that the dynamic genetic algorithm with ant colony binary iterative optimization (DGA-ACBIO) proposed in this study shortens the optimal flight range by 715.8 m, 428.3 m, 589 m, and 287.6 m compared to the dynamic genetic algorithm, ant colony binary iterative algorithm, artificial fish swarm algorithm (AFSA) and particle swarm optimization (PSO), respectively, for multiple tea field scheduling route planning. Moreover, the search time is reduced by more than half compared to other bionic algorithms. The proposed algorithm maintains advantages in performance and stability when solving standard traveling salesman problems with more complex objectives, as well as the planning accuracy and search speed. In this paper, the research on the planning algorithm of plant protection route for multi-tea field scheduling helps to shorten the inter-regional scheduling range and thus reduces the cost of plant protection.
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multi-tea field plant protection, unmanned aerial vehicle, hilly mountainous area, bionic algorithm, scheduling route planning


Introduction

Longjing tea is known for its unique fragrance and high quality, is grown exclusively in many tea areas, including the West Lake mountainous area of Hangzhou City, Zhejiang Province, the Lion Peak Mountain. This region is known for producing top Longjing varieties of tea Lion Peak Longjing, which contains more amino acids, catechins, chlorophyll, vitamin C and other components compared to other tea varieties, and has important nutritional and economic value. Effective fertilization and irrigation applications can guarantee the yield and quality of tea in daily tea garden management (Xia et al., 2019; Chen, 2021). However, tea gardens are generally planted in mountainous and hilly terrain, and thus the tea field is small and scattered, making it difficult for plant protection machinery to enter the area. Furthermore, the nutrient loss during the manual protection of plants is serious, and the yield and quality of the tea are difficult to guarantee. Unmanned aerial vehicle (UAV) plant protection procedures are simple to operate, have a high work efficiency, and are unaffected by terrain and crop growth. Such techniques are widely adopted in agricultural surveying and mapping, plant protection (Ali et al., 2017; Zhang et al., 2019; Li F. et al., 2020; Asadzadeh et al., 2022). For plant protection applications, the UAVs typically take-off and land vertically in the tea garden. The high-speed downward swirling airflow, and water and fertilizer spraying devices are able to turn the tea leaves, allowing for the even spraying of the front and back of the leaves (Lan et al., 2010; Kose and Oktay, 2020; Qin et al., 2021; Wang et al., 2021; Zhan et al., 2021; Zhu et al., 2021; Şahin et al., 2022). UAV multi-tea field scheduling route planning is an important component of the precision planting and protection of tea fields. However, it can prove to be technically complicated for UAV planting and protection applications and restricts the development of aerial precision operations in hilly mountainous areas (Lan and Chen, 2018; Hu et al., 2021).

The development of intelligent algorithms has resulted in further advancements in the route planning problem. Jiang et al. (2021) designed a UAV route planning algorithm based on the segmented fitness strategy by adding constraints to the fitness function of the algorithm, thus avoiding the premature convergence defect and adapting to the route planning of more complex environments. Wu et al. (2019) proposed a path planning method based on the beetle search algorithm, overcoming the trade-off between high computational complexity and the UAV requirement for real-time trajectory planning. The offline UAV path planning method based on the improved particle swarm algorithm proposed by Huang (2021) can realize the planning of 3D routes. This algorithm greatly reduces the computational effort and improves the route planning efficiency. Qu et al. (2020) proposed a UAV path planning method with a hybrid gray wolf optimization algorithm, which combines the gray wolf optimization algorithm and the symbiotic biological search method to smooth the generated routes and make the routes more suitable for UAVs. However, these aforementioned studies are limited to planning of UAV remote sensing and obstacle avoidance routes (Wu et al., 2019; Qu et al., 2020; Huang, 2021; Jiang et al., 2021), which is different from the scheduling problem and cannot be applied to the UAV multi-tea field scheduling route planning scenario. Pang et al. (2021) proposed an adaptive route planning approach based on an artificial potential field method. Moreover, Shao et al. (2019) developed a multi-helicopter search and rescue route planning strategy based on the optimization strategy algorithm, while a helicopter scheduling route planning algorithm based on the operational area entry point mechanism was also proposed by the group Fang et al. (2021). These algorithms can be applied for the planning of helicopter scheduling routes and shorten the scheduling operation distance between regions. However, those presented in above are restricted to the route planning of manned aircrafts (Shao et al., 2019; Fang et al., 2021; Pang et al., 2021), and are thus unable to meet the operating accuracy of UAVs. There is currently a lack of research on the optimal scheduling route planning for UAV spraying in multi-tea fields.

Scholars across the globe have conducted some research on the UAV route planning problem, resulting in various route planning algorithms. For example, Li K. et al. (2020) proposed an improved fruit fly optimization algorithm based on the optimal reference point to study the problem of UAV task assignment with task priority and changeable tasks. The method is able to achieve the optimal initial trajectory for multiple UAVs. Yan et al. (2021) developed a multi-UAV task allocation algorithm based on an improved particle swarm optimization algorithm, this algorithm improves the traditional particle swarm algorithm by introducing partial matching crossover and secondary transposition mutation to effectively improve the efficiency of UAV task assignments in marine environment and can optimize the navigation path. Tang et al. (2021) proposed a joint global and local path planning optimization for UAV task scheduling towards crowd air monitoring, which achieves the effective utilization of UAV airborne resources by improving the mutation mechanism and adaptive inertia weights of the particle swarm algorithm. Liu et al. (2021) proposed an optimization method based on the divide and conquer framework for the integrated scheduling of multiple UAVs, which divides the task scheduling problem of multiple UAVs into a task allocation phase and a single UAV scheduling phase, and is able to achieve task allocation among multiple UAVs. Wang et al. (2020) proposed a XGBoost-enhanced fast constructive algorithm, and an embedded insertion-based heuristic algorithms with different sequencing rules, then, through experiments on the Meituan delivery platform dataset, it is verified that the method can obtain shorter UAV delivery paths and save some computation time. Shafiq et al. (2021) designed a UAV path planning scheme that combines a Maximum-Minimum ant colony optimization with a vicsek based multi-agent system, which overcomes the shortcomings of traditional path planning algorithms in terms of controlling and synchronizing information globally. Xu et al. (2015) designed a UAV planning algorithm with minimal energy consumption by dividing the plant protection area through the grid method and reasonably allocating the spraying volume and return points of each sortie, which minimizes the total energy consumption of the UAV’s work, reduces the invalid consumption of energy by the UAV in non-operating situations, and improves the UAV’s operating efficiency. Although all of the aforementioned algorithms can achieve the shortest flight range for their related problems (Xu et al., 2015; Li K. et al., 2020; Wang et al., 2020; Liu et al., 2021; Shafiq et al., 2021; Tang et al., 2021; Yan et al., 2021), they differ from the multi-tea field planting route scheduling planning problem in the following three aspects: (i) the types of problems solved by each study are different, such as the vehicle routing problem, the quadratic assignment problem, the traveling salesman problem, etc.; (ii) the applied UAV sorties and models are different, in particular, this paper focuses on the scheduling route planning problem for the single sortie of plant protection UAVs; and (iii) the environment and work content of the application are different to those of the current literature. At present, there are few studies on the planning of plant protection routes for UAVs in hilly and mountainous areas. Therefore, this paper proposes a method that can realize single-sortie multi-tea field plant protection scheduling route planning.

The structure of this paper is shown as below. Section 2 describes in detail the specific method of full-coverage spraying routes in the region and the specifics of improving DGA-ACBIO, including dynamic crossover strategy, dynamic variation strategy, the concept of iterative cycles, and binary iterative pheromone update strategy; Section 3 conducts comparison experiments on the multiple tea fields problem and standard traveling salesman problems, and shows the results of the significant level difference between the algorithm in this paper and other algorithm; Section 4 provides a detailed analysis of the comparative experimental results of each algorithm; Finally, Section 5 concludes with an integrated summary and prospect of this paper.

In order to achieve the fast and efficient planning of multi-tea field plant protection routes and to shorten the scheduling range between fields, this study proposes a serial fusion scheduling route planning algorithm that combines the adaptive dynamic genetic algorithm with the ant colony binary iterative algorithm by designing the underlying logic of the fusion algorithm. The algorithm can effectively improve the search accuracy, convergence speed and stability, and achieve the purpose of quickly planning the optimal scheduling route for UAV multi-tea field plant protection. The algorithm can streamline the route, improve the planting efficiency, improve the planting effect, and thus improve the yield and quality of tea. The results can provide basic theoretical support for the research of aerial precision operation technology for multi-tea fields in hilly mountainous areas.



Details of optimization techniques


Environmental modeling of tea fields

The correct flight heading must be maintained during UAV operations, and thus the terrain should be perfectly reproduced on the aerial map during the environmental modeling. The map projection “Mercator projection” ensures that there is no angular distortion following the projection (Wada, 2019), and is thus selected for the aerial map to minimize the flight offset. In order to facilitate the analysis, the operation area is projected into the first quadrant of the coordinate system in this study (Figure 1). It is assumed that the application area is an arbitrary n-sided polygon denoted as P1P2……Pn, and the point with the lowest latitude and longitude in the operation area is set as the coordinate origin of the projection plane. Environmental coordinate system Z is established by setting the due east direction, due north direction and altitude as the positive direction of the x-axis, the positive direction of the y-axis, and the positive direction of the z-axis, respectively (Figure 1).


[image: image]

FIGURE 1
Projection coordinates of a single tea field.


By taking the efficiency of DJI plant protection UAV T20 (12 hm2/h) as a reference (DJI-Innovations, 2019), we modeled a tea field near Lion Peak Mountain in the Xihu Mountains of Hangzhou, Zhejiang Province, China. A total of 20 tea fields with a mean value of 0.45 hm2 were selected. The length and width of the tea field were set as [0,650] and [0,550], respectively, in order to ensure that the plant protection UAV could complete the plant protection operation in at least 1 h. Ovital 3D (V9.1.6 X64) was employed to establish the tea field model. The latitude and longitude coordinates of each tea field vertex are shown in Supplementary Table 1.

The single tea field modeling method was used to model the tea gardens of the 20 tea fields. Figure 2 depicts the model, where the blue solid line and green area denote the boundary and area of each tea field, respectively.
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FIGURE 2
Multi-tea field model.




Single tea area full coverage spraying route planning

UAV plant protection routes are divided into regional full coverage and inter-regional scheduling routes. Full coverage route planning denotes the planning of the shortest route covering all areas within a pre-defined space according to the width of the spray pattern.

A UAV using variable application technology can adjust spray volume based on the height and flight speed and ensure a consistent canopy application across tea trees. This technology simplifies the application process from multiple low-slope tea areas into a single plane application. On this basis, to ensure full coverage when spraying, the spraying route needs to extend beyond the boundaries of the operating area. Therefore, spraying outside the designated area is minimized, and the spraying range is more precise if the length of the spraying route outside the boundary is reduced. At a given spray width, when the number of turnarounds is low, the individual routes are longer. Such routes are more suitable for UAVs. The method employed to determine the suitable spraying route for a single tea field is described below.

Establish a coordinate system for the operating area of the tea area. It is assumed that the operation area is a polygon with n sides and is located in the eastern longitude and northern latitude region. For the convenience of analysis, the polygonal application operation area was located in the first quadrant of the coordinate system. Furthermore, the smallest latitude and longitude values in the operation area are selected as the coordinate origin. The positive direction of the x-axis is due east and the positive direction of the y-axis is due north to establish the environmental coordinate system (Figure 3A).
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FIGURE 3
A diagram of the spraying area and the spraying route in the border area of the single tea field. (A) Spray area; (B) the route to the border of the tea field.


(1) Calculate the slope of each tea field boundary as follows.

[image: image]

where kj is the slope of the jth edge; (xj,yj) is the coordinate of the jth vertex; Z is an integer.

(2) Calculate the total spray range outside the application operation area. Since most aerial applications use parallel flight paths, the x-axis is selected as the starting edge and the number of paths is calculated using Equation (2) to achieve full coverage.

[image: image]

where Mj is the number of application paths required for the jth edge. M is the total number of application paths. Wa is the spray width.

Then, the spray range outside the application area is then calculated. Since the spray routes are parallel and the spacing is the spray range, the quadrilateral ABCD shown in Figure 3B is a parallelogram. Therefore, it is obtained that.
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where rAB is the range of each spray route outside the operating area, and k is the slope of the boundary line of the operating operation area.

Since the total out-of-area spray range on each boundary is equal to the sum of each out-of-area range from that boundary line, combining Equations (2) and (4) gives the out-of-area spray range on each boundary.
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where rj is the out-of-area spray range at the jth boundary. Equations (1) and (5) are combined to obtain Equation (6) as follows.
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The total spray range outside the area of application is equal to the sum of all spray ranges, i.e.
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where R is the total spray range outside the application area.

As shown in Equation (7), when the spray route is parallel to the x-axis, and the x-axis of the established coordinate system is parallel to the boundary of the application operation area, the shortest total spray range outside the area can be obtained. That is, the spray range when the spray route is parallel to the boundary line of the area is shorter than the spray range when it is not parallel to the boundary.

Determine the coordinate system of the shortest spraying range. This is done by taking each boundary of the application area as the x-axis and establishing the coordinate systems Z1, Z2 and Zn with the starting endpoint of each boundary as the coordinate origin, then calculated and compared using Equation (7), resulting in the shortest total spray range Ri outside the operating area for n coordinate systems, at which point the coordinate system Zi is the shortest spray range coordinate system.

When the total spray range outside the application operation area is 0 in all coordinate systems i.e., the application operation area is a rectangular area it is necessary to further compare the size of the spray areas Sb and Sa outside the area. If Sb (Sa) is smaller, the coordinate system established with the width (length) of the rectangle as the x-axis is the shortest spray range coordinate system.
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where Sb is the spraying area outside the area when the spraying route is parallel to the width of the rectangle; Sa is the spraying area outside the area when the spraying route is parallel to the length of the rectangle; ra is the length of the rectangle; ra is the width of the rectangle; S0 is the area of the application operation area.

(4) The full-coverage route of a single tea field is planned by the full-coverage planning method proposed in this paper. That is, under the coordinate system Zi, the full-coverage route planned by making the spray route parallel to the x-axis is the route with the shortest spraying range and the smallest excess coverage, as shown in Figure 4. Then, previous research of our group on a regional full-coverage route planning algorithm demonstrated that in each operation area, there is only one optimal full coverage route planned (Liu et al., 2020), that is, there is only one start and end point for the route. We select midpoint N3, starting point N2 and ending point N1 of the target area as the characteristic points representing the area. This transforms the multi-regional scheduling route planning problem into a traveling salesman problem (Figure 4).
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FIGURE 4
acquisition of vertices in tea field.




Design of route planning algorithm for multi tea field scheduling


Permission to reuse and copyright

Prior to the running of the genetic algorithm, we employ binary coding to encode X work areas, with each segment corresponding to a work area node (Roberge et al., 2013), where integer X*∈ 0,1…,7. This indicates that there are eight work areas, with the arrangement of randomly generated chromosome codes set as 010| 110| 100| 101| 111| 011| 001| 000|. The fitness function indicates the individual’s ability to adapt to the environment; the larger the fitness function value, the stronger the individual’s adaptability, that is, the better the route. We set | k1| k2| … | ki| … | kn| as the coded chromosome, with a fitness function described as in Equation (10):
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where Dkikj is the distance from operating area i to operating area j; and fn is the fitness, defined as the reciprocal of the distance required to return to the starting node after traversing all nodes.

(1) Crossover operator optimization;

In order to enable the algorithm to maintain a high search efficiency at all stages of the population evolution, we account for the crossover probability and set the value between [0.6,1.0] (Wang and Han, 2021). Here, we propose a method for dynamic crossover probability [image: image], based on the adaptive genetic algorithm as follows:
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where f′ is the average fitness of individuals to be crossed; fmin is the minimum fitness; fmax is the maximum fitness; favg is the average fitness; and k1 is a constant.

The adaptation of each route in the pre-search period varies greatly, and thus we adopt the crossover operation for poorly fitted populations to improve the search efficiency at this stage. In the later stage, the overall fitness of several groups is close to the optimal value. At this point, [image: image] will be adaptively resized with the fmin − fmax gap (positive correlation) and the crossover probability is adaptively adjusted by Equation (11) to search for an optimal solution according to the adaptation dominance degree. This aims to improve the search speed, such that individuals with a poor (high) fitness are more likely to be eliminated (retained), increasing the diversity of high-performance individuals.

(2) Optimization of mutation operator;

The search mode of the entire algorithm is determined by mutation probability Pm, which prevents the algorithm from degenerating into a random search due to very large values. We set Pm between [0.001,0.1] and its values are determined as follows:
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where f is the fitness of mutating individuals; fmin is the minimum fitness; fmax is the maximum fitness; k2 and k3 are constants, with k2 in [0,0.001] and k3 0.2.

The adaptive mutation probability Pm is altered as the algorithm progresses. The average adaptation in the early stage of the algorithm is small, the value of fmax and favg are distinct, and the initial adaptation of the mutation probability is relatively low. The average fitness increases with the overall population fitness as the iterations progress. Moreover, a decline in the difference between fmax and favg increases adaptive mutation probability Pm, and the fixed mutation probability takes the larger fixed value of Pm k3 to effectively increase population diversity. At the later stage of the algorithm, an increase in the fitness of individuals in the population reduces the difference between fmax and f, and in order to ensure that the optimal solution is not affected, the adaptive mutation probability Pm is reduced accordingly.



Ant colony algorithm optimization

The ant colony algorithm (ACO) is a random search algorithm framework based on the probability distribution model parameterized by the solution space inspired by the foraging behavior of natural ant colonies (Chen et al., 2017). The ACO employs the following probability formula:
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where τij is a pheromone on boundary (i,j) at moment t; ηij is the heuristic transition factor from area i to area j; tabuk is a taboo table used to record the work area that the ants have traveled thus far in order to prevent the ants from choosing a previously visited work area; allowedk {c−tabuk} is a collection of work areas allowed to be accessed by ant k in the next step; α is the information heuristic factor, representing the relative importance of the route in the algorithm, namely, the influence of the amount of information on the ant route choice - the larger the value of α, the stronger the collaboration between the ants; and β is the expected heuristic factor, indicating the relative importance of visibility (Zhou et al., 2014).

The pheromone update formula released by the ants on their route is given as:
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where, ρ ∈ (0,1) is the pheromone volatilization coefficient; and [image: image] is the pheromone released by the kth ant on the current route; dij is the distance between work area i and work area j ;

To prevent the algorithm from prematurely converging to the local optimal solution, we limit the pheromone concentration of each route to a pre-defined range (Equation 16). This can effectively prevent the amount of information on a specific route from being much larger than that of the rest of the route, thus avoiding the “endless loop” phenomenon.
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where τmax and τmin are the maximum and minimum pheromone settings, respectively.

The proposed algorithm is based on the pheromone update rule of the ant colony algorithm. We first introduce the concept of iterative cycles to optimize the pheromone update rule, and subsequently optimize the pheromone update rule using the binary method. More specifically, the ants are ranked according to the time it takes for them to traverse all regions after each iteration. Only the pheromone released by the fastest 50% of ants is retained. For the optimization, the additional pheromone is used to strengthen the route, that is,
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where e is the size of the weight given to path Tbs ; [image: image] is the increased pheromone at time t of the shortest route; Tbs is the shortest route; and Lbs is the length of Tbs.

By adjusting the pheromone update method of the ant colony algorithm, the application of the global optimal solution increases. The algorithm aims to obtain an optimal solution with fewer iterations and avoid the “endless loop” phenomenon.



Ant colony algorithm optimization

Although the adaptive dynamic genetic algorithm optimized in this paper is able to accelerate the search efficiency, it does not overcome the low search efficiency in the later stages of the genetic algorithm. Moreover, the ant colony binary iterative algorithm is a heuristic probabilistic search method with strong local search capabilities, yet its search time is too long in the early stage. Figure 5 presents the corresponding search speed-time curves. In order to overcome the limitations of each algorithm, we integrate the optimized genetic algorithm and ant colony algorithm to produce a dynamic genetic-ant colony binary iterative fusion algorithm.
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FIGURE 5
Search speeds of the dynamic genetic algorithm (DGA) and ant colony binary iterative algorithm (ACBIO).


In this study, the fusion time is evaluated using the evolution rate of the DGA offspring population. At time tb in Figure 5, the DGA exhibits a faster search rate and evolution of individuals relative to the ACBIO, while these variables are slower after tc and are equal at ta. Therefore, the minimum evolution rate is set as the evolution rate at time ta. The evolution rate of each group iteration is subsequently compared; if the evolution rate of the population is less than the minimum evolution rate for three consecutive iterations, the DGA is terminated and the ACBIO is executed. This ensures that the algorithm obtains the optimal solution at the fastest speed. Figure 6 presents the flow chart of the proposed fusion algorithm.
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FIGURE 6
Search flow chart of DGA-ACBIO.





Simulation test design


Optimized performance tests of genetic algorithm and ant colony optimization

In order to examine the capability of the improved DGA and ACBIO in terms of search speed and accuracy, GA and ACO were evaluated by comparing the corresponding computer simulation test means with those of the optimized DGA and ACBIO, respectively. The computer used for testing had the following specifications: Intel(R) Core (TM) i7-6700HQ CPU @ 2.60 GHz and 8 GB RAM. The test was simulated on 20 tea fields using MATLAB-2018a (MathWorks) under the Win-10 platform. Table 1 reports the specific parameters of the algorithm.


TABLE 1    Parameters for each algorithm.

[image: Table 1]



Dynamic genetic algorithm with ant colony binary iterative optimization search performance test

To verify the superior performance of the proposed DGA-ACBIO in terms of search speed, accuracy and number of iterations, simulations of 20 tea fields were executed and compared using the dynamic genetic algorithm, ant colony binary iterative algorithm, particle swarm algorithm (Zeng et al., 2020; Zhou et al., 2022) and artificial fish swarm algorithm (Gao et al., 2020).

For the UAV multi-tea field scheduling route planning problem, the search accuracy and performance stability of the algorithm are more important than the search time and the number of iterations. Therefore, the typical traveling salesman problems of berlin52 and kroA100 in the standard TSP LIB database, which are a close match to the multi-tea field model in this study, are selected for performance simulation tests. We verify that the DGA-ACBIO algorithm has the highest search accuracy and most stable performance with more complex targets, namely, the shortest planned flight range and the least variation in the results of each output, compared to state-of-the-art algorithms.

The maximum number of iterations and population size were set to 200 and 100, respectively. Table 1 lists the values of the other parameters, which were set according to the literature. By considering the randomness of the heuristic algorithm, each algorithm was executed 20 times.

We adopt the nonparametric Wilcoxon rank sum test set to determine significant differences between the results obtained by the DGA-ACBIO in solving the multi-tea field scheduling problem and those of the other algorithms (Kochengin et al., 2019). The significance level is set at α = 5%, indicating significant differences for p < 5% and vice versa. Table 5 reports the p-values determined from the comparison.


TABLE 2    Comparison of algorithm performances and optimal routes.
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TABLE 3    Simulation results for different traveling salesman problems.
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TABLE 4    Simulation results of each algorithm and iterative performance curve of DGA-ACBIO.

[image: Table 4]


TABLE 5    Significance of differences in algorithm results.
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Results


Genetic algorithm and ant colony optimization optimized performance tests



Results of dynamic genetic algorithm with ant colony binary iterative optimization search performance test

(1) Table 2 compares the optimal routes and convergence curves of the DGA-ACBIO search performance test results. (2) Table 3 reports the results of each algorithm for the 20 tests on the self-built model Traveling salesman problem, as well as the standard Traveling salesman problem LIB databases berlin52 and kroA100 for the typical traveling salesman problems.

(3) Table 4 reports the results of each algorithm for the 20 test simulations on the self-built Traveling salesman problem, the standard TSP LIB database berlin52 and kroA100 problems, and the iteration curves of the DGA-ACBIO algorithm.

(3) Table 5 reports the significance levels of the differences between the DGA-ACBIO results and those of each algorithm.



Optimized performance tests of genetic algorithm and ant colony optimization

The iterative curves of dynamic genetic algorithm (DGA) and genetic algorithm (GA) in Figure 7A. exhibit obvious breaks in the early stage, with significant improvements in the density and smoothness of the former compared to the latter. This demonstrates the ability of DGA to directly crossover the poorly adapted individuals in the early stage and dynamically adjust the crossover and variation probability sizes according to the population adaptation dominance degree in the later stage. It can also quickly and effectively eliminate the poorly adapted individuals and improve the convergence efficiency of the algorithm in the early stage. The GA optimization approach is proved to achieve significant improvements in search speed, yet advantages in the global optimization capability are not obvious. A smaller convergence interval is observed for the ant colony binary iteration optimization (ACBIO) iteration curve compared to that of ant colony optimization (ACO), and the search accuracy and global optimization capability are significantly improved in the former (Figure 7B). This proves that the ACBIO optimization method can significantly improve the performance of the ACO search, yet advantages in search speed are not observed.
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FIGURE 7
Iterative convergence curves of DGA and GA (A) iterative convergence curves of DGA and GA; (B) iterative convergence curves of ACBIO and ACO.




Dynamic genetic algorithm with ant colony binary iterative optimization search performance test


Dynamic genetic algorithm with ant colony binary iterative optimization presents significant advantages in the optimization accuracy and speed

The optimal routes and convergence curves of the search performance simulation test results in Table 2 reveal that although the five algorithms are able to obtain flight routes traversing all tea fields, the search accuracy, speed and number of iterations vary with algorithm. The p-values of the dynamic genetic algorithm with ant colony binary iterative optimization (DGA-ACBIO) in Table 5 are all less than 5%, indicating the significantly improved optimization ability relative to the other bionic algorithms. Furthermore, the optimal solution of DGA-ACBIO exhibits the highest accuracy of 5131.6 m, while the DGA optimal solution has the worst accuracy of 5847.4 m. The optimal solution of DGA-ACBIO is 414.5 m less than the shortest result of other bionic algorithms, demonstrating the remarkable search accuracy of DGA-ACBIO.

The proposed algorithm also exhibits the shortest search time (2.56 s), while ACBIO has the longest search time (6.23 s). The search times of DGA, ACBIO, artificial fish swarm algorithm (AFSA), and particle swarm optimization (PSO) are 2.43, 1.82, 2.04, and 2.05 times that of DGA-ACBIO, respectively. Thus, DGA-ACBIO has the fastest search speed of the tested algorithms, indicating the successful optimization of the algorithm search speed performance in this study.

DGA-ACBIO presents the least number of iterations (64) and AFSA the most (172). Compared with the other bionic algorithms, DGA-ACBIO on average reduces the number of iterations by 45.75, proving its ability to obtain the optimal solution with fewer iterations.

The analysis indicates the DGA optimal solution to have the worst accuracy and ACBIO to have the longest search time. Despite this, the fusion of these two algorithms to obtain DGA-ACBIO significantly improves the search accuracy and stability, with the highest search accuracy and shortest search time among the tested algorithms.

The mean optimal solutions of DGA-ACBIO are 5153.4, 7603.2, and 21826.2 m for the self-built model Traveling salesman problem, the Berlin52 problem and the kroA100 problem solved by the LIB database, respectively. These values are much smaller than those corresponding to the other four bionic algorithms (Table 3). This is most obvious in the traveling salesman problem solution of kroA100, where the optimal solutions of DGA, ACBIO, AFSA, and PSO are 2.34, 1.69, 2.84, and 2.83 times that of the DGA-ACBIO results, respectively. This indicates the great superiority of DGA-ACBIO in the optimal solution accuracy, and the more complex the target, the more obvious the advantage. Moreover, DGA-ACBIO had the smallest range and coefficient of variation (687.4 and 0.009, respectively), demonstrating the higher credibility of the results. The DGA-ACBIO designed in this study not only has a high optimization accuracy, but also highly stable results, which proves the improved performance of the algorithm optimization.

This is attributed to the initial optimization search via DGA to rapidly obtain the optimized solution followed by the secondary search using ACBIO for the suboptimal solution, thus optimizing the solution. The first step of the DGA-ACBIO solution, namely, the implementation of the DGA, to some extent determines the optimal solution size of the algorithm. Comparing the iteration curves of the DGA and GA algorithms in Figure 7A shows that the improvement of GA in this paper can substantially enhance the efficiency of the algorithm’s preliminary search. More specifically, it can improve the evolutionary efficiency of the algorithm, optimize the overall size of the solution in fewer iterations, and reduce the search time. The iteration curves of the DGA and GA algorithms in Figure 4. reveal the improvement of GA in this paper to substantially enhance the efficiency of the algorithm’s preliminary search, namely. The evolutionary efficiency is increased, the overall size of the solution is optimized in fewer iterations, and the search time is lowered. Although the advantage is not obvious in terms of the search accuracy, an optimized solution set can be obtained in fewer iterations.

Despite its advantage in the search accuracy, it may not be possible to obtain the optimal solution by the arithmetic power of ACBIO alone within a limited maximum number of 200 iterations (Figure 7B). Since the nature of ACBIO is a positive feedback mechanism, the suboptimal solution will hold a greater advantage if it is obtained first, causing the algorithm to focus on the better candidate solution earlier. This mechanism reduces the population diversity and limits the global optimization capability of the algorithm (Chen et al., 2021; Skinderowicz, 2022). As shown in Figure 7A and the left panel of Table 4, GA does not exhibit great improvements in the global optimization capability. Taking the average solution of ACBIO as the reference of the suboptimal solution, the average solution of DGA is different by 10, 15, and 38% to the suboptimal solution, respectively. These gaps indicate that although the DGA can effectively optimize the prior solution, the optimization is not sufficient to reach the improved candidate solution of ACBIO. Moreover, the dynamic crossover and variation probabilities proposed in this study enrich the output population diversity and reserve enough optimization space for ACBIO in the fusion algorithm. Thus, ACBIO is prevented from falling into a local optimum prematurely to some extent. Although ACO is not observed to obviously improve the search speed, it can significantly improve the convergence accuracy and global optimization ability of ACO (Figure 7B). The serial fusion of the two algorithms provides the ACBIO algorithm with enough iterations (under an iteration limit of 200) to take full advantage of the high search accuracy. This not only speeds up the search speed, but also improves the search accuracy to achieve the effect that 1+1 is greater than 2.



Strong stability advantage of dynamic genetic algorithm with ant colony binary iterative optimization search results

The DGA-ACBIO search results do not fluctuate much (right panel of Table 4), which proves that the search performance of the algorithm is more stable. The 20-test simulation results of DGA-ACBIO and DGA in the left panel of Table 4 reveal that DGA-ACBIO overcomes the poor stability of DGA, significantly improving the search result stability. Furthermore, DGA-ACBIO exhibits less fluctuation in the output results than ACBIO when smaller solutions are obtained. The reason behind this is two-fold: (i) the final solution is a double search based on the optimized solution set, limiting the difference in the output results; and (ii) since the nature of ACBIO is to use a positive feedback mechanism, and the difference in the output results is small. Therefore, DGA-ACBIO possesses both the characteristics of high stability of the ACBIO output results and the rapid DGA pre-search.

The left panel in Table 4 shows that there are minimal differences between the simulation results of all algorithms for the solutions of the self-built model Traveling salesman problem and the berlin52 problem. However, when solving the kroA100 problem, the PSO and AFSA, which originally exhibited better output results, performed poorly, with relatively large differences compared to the DGA-ACBIO results. The mechanism of each of these algorithms and the way they are programmed are distinct, and thus may not improve in a limited number of iterations. However, DGA-ACBIO is not affected by the aforementioned problems, and as shown in Tables 4, 5 the differences between DGA-ACBIO and DGA, ACBIO, AFSA, and PSO are significant. This proves that DGA-ACBIO can effectively solve the kroA100 problem within 200 generations, indicating its wider adaptability and strong performance in self-modeling multi-tea fields problems, as well as its ability to quickly obtain the optimal solution of more complex Traveling salesman problem.





Conclusion

In this study, the optimal scheduling route planning problem for UAV operations over multiple tea fields is transformed into a Traveling salesman problem by modeling the multi-tea field environment. The adaptive dynamic genetic algorithm (DGA) is proposed by improving the crossover and variation operators of the genetic algorithm (GA). These operators are dynamically adjusted in real time with individual fitness values to quickly and effectively eliminate poorly adapted individuals and to improve the search efficiency at the early stage of the algorithm. The ant colony binary iterative algorithm (ACBIO) is proposed to improve the search speed and accuracy of the algorithm by introducing the iteration cycle and acting as reinforcement to the pheromone update rule of the ant colony algorithm (ACO). The optimized algorithm is serially fused to obtain the dynamic genetic algorithm with ant colony binary iterative optimization (DGA-ACBIO), optimizing the UAV operation route for activities including the application of fertilizer in multi-tea fields.

The optimization performance tests of GA and ACO reveal the capability of the GA optimization method to significantly improve the search speed, yet advantages in the search accuracy are not clear. The ACBIO optimization approach can significantly improve the search accuracy and performance of ACO, while this is not true for the search speed. Comparisons of the optimization performance of various bionic algorithms prove the proposed DGA-ACBIO to have a significant superiority in the optimization accuracy, speed, number of iterations and adaptability. As the number and complexity of the objectives increase, the superiority of the DGA-ACBIO algorithm performance becomes more obvious, and it can solve more complex Traveling salesman problems in a timely manner. The algorithm can streamline the route and improve the efficiency of plant protection. This research can provide technical support for the multi-area scheduling route planning of multi-tea field UAVs and manned helicopters in hilly mountainous areas, as well as basic theoretical support for the research of aerial precision operation technology, and can also act as a reference for the investigation of the Traveling salesman problem.

Future research on the global task scheduling planning of UAV plant protection will face more challenges. For example, the introduction of more constraints, such as recharging and mission time constraints (Pinto et al., 2020; Lin et al., 2022), or dynamic environmental constraints (Zhang et al., 2020), making the classical optimization algorithm challenging to solve. However, the aforementioned studies typically focus on finding the optimal safe path to a set destination, which differs from the plant protection approach in this paper. The outstanding performance of the proposed DGA-ACBIO in this complex optimization problem is attributed to its excellent global optimization capability and the ability to avoid local minima. Nevertheless, due to the limitation of the battery range of the plant protection UAV, this study did not conduct simulation experiments over a wide range of tea fields. Future work will explore UAV scheduling route planning for multiple tea fields in hilly mountainous regions based on optimal energy recharge areas.
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The stubble crushing caused by the harvester during the first season of ratoon rice harvesting will directly affect the grain yield of the ratoon season. In this work, a harvester path planning method for quadrilateral fields to address the harvester driving path problem of the first season of ratoon rice mechanized harvesting is proposed. This research first analyzes the operational characteristics and requirements of ratoon rice first-season mechanized harvesting, and then models the mechanized harvesting process of ratoon rice in the first season as a capacitated arc routing problem (CARP) considering the fact that the harvester cannot complete the full-coverage harvesting operation at one time due to the limitation of grain bin volume. The genetic algorithm (GA) with strong global search capability is used to solve it, and the selection and variation links of the algorithm are improved. The path planning method proposed in this article can dynamically find the optimal harvester travel route according to the specific conditions of the field and the parameters of harvester implements. The simulation test shows that the CARP method performs better in terms of harvesting path length and crushed area compared to the conventional rectangular detour and foldback reciprocating harvesting paths. The degree of optimization of this method is influenced by various factors such as the width of the cutting table, the turning radius of the harvester, and the size of the grain bin capacity. This research provides a more efficient and flexible path planning method to improve the efficiency of ratoon rice first-season mechanized harvesting operations and optimize the harvester’s operating path, which can well meet the operational requirements.
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1 Introduction

The driving path of the harvester in the traditional harvesting operation is planned by the harvester according to the operator’s experience and combined with the grain transfer location of the field independently, but this is not always the path with the best overall efficiency (Bochtis et al., 2014). In the process of agricultural operations, almost all operations essentially involve the movement of vehicles, of which the agricultural machinery operation path planning that combines the quality, time, and cost of field operations is an important part of future agricultural production intelligence (LI and LI, 2020). Efficient and reasonable path planning can reduce operating costs, improve harvesting efficiency, increase farmers’ trust in new farm equipment, and promote the continued development of new technologies (Yajie et al., 2021). The driving path length of agricultural machinery in the process of operation is divided into the essential path length and non-essential path length, where the non-essential path corresponds to the time that is non-essential working time. Reasonable path planning can effectively reduce the length of the non-essential path during agricultural machinery operations, shorten the operating time (Bakhtiari et al., 2013), and improve the efficiency of field operations (Jensen et al., 2015). Therefore, it is necessary to plan and design the path of travel during the operation of agricultural machinery to ensure satisfactory results of the operation process.

To optimize the path problem for field vehicle operations, researchers have used many different research methods, mainly dealing with the coverage path planning problem and the routing problem. In some studies, these two methods are combined.

In terms of coverage path planning problem research, Bochtis (2008) proposed a B-pattern farm machinery operation model that divides farmland into multiple parallel, equal-width operation rows, transforming it into a travel quotient problem to optimize farm machinery operation paths. In the same year, it was transformed into a binary integer planning problem, and a parallel traversal sequence finding algorithm was proposed, which can reduce the unnecessary operational cost by more than 50% compared to the reciprocate operational paths. Jin and Tang (2010) proposed a geometric representation method with similar properties to the potential field, and combined this method with a path planning algorithm to solve the optimal coverage path by decomposing the farmland into sub-regions and separately determining the direction of farm machinery operations within the sub-regions, and establishing a geometric model of the farmland. Hameed et al. (2011) calculated the optimal operating travel direction of farm machinery based on the geometry of farmland to optimize the operating path of farm machinery. Bakhtiari et al. (2013) proposed the use of an ant colony optimization method to generate a combine harvester field mulching scheme with a non-working distance saving of about 18% to 43% compared to the conventional scheme. Conesa-Muñoz et al. (2016) use simulated annealing algorithms to calculate cover crop trajectories for vehicles with different characteristics. Furthermore, the authors propose to integrate the Mix-opt operator into the algorithm to optimize the travel path of multiple farm machines working together (Conesa-Mu N Oz et al., 2016). Oksanen and Visala (2009) proposed the “trapezoidal decomposition method” and “cell partitioning method” to solve the problem of full coverage of farm machinery operations under complex field boundary conditions, and used the local optimal strategy to solve the problem continuously downward until the entire field was covered. Yao et al. (2019) proposed a conflict-free cooperative operation path optimization algorithm for multiple combine harvesters, which effectively improves the field operation by avoiding conflicts, and improved the simulated annealing algorithm based on Doppler and greedy strategy for large-scale farming operations, which led to some improvement in the solution performance of the algorithm (Jingfa et al., 2020). Utamima et al. (2019) proposed an evolutionary hybrid neighborhood search method to solve the optimal path problem in the field of agricultural machinery.

In the study of routing of path planning problems, Bochtis and Sørensen (2009) defined the agricultural machine operation problem as a vehicle routing problem (VRP). For solving the optimal operation path for agricultural fields, the field coverage is represented as a traversal of the weighted graph, and it is shown that the problem of finding the optimal path is equivalent to finding the shortest traversal in the weighted graph. Reid (2004) proposed a method combining VRP and the least-cost network flow problem in order to determine the optimal coverage path for combines and the feasible location for grain transfer between combines and tractors. The expansion of the VRP problem gives rise to the arc routing problem with capacity constraints (CARP). The goal of the CARP problem is to determine one complete trip of the vehicle from the depot until it returns to the depot, and to incur as little cost as possible for the entire trip. The CARP problem was introduced by Golden et al. (1983), and was shown to be an NP-hard problem by Corberan and Laporte (2015). Regarding the CARP problem, many research scholars have carried out research work; Seyyedhasani et al. (2019) conducted mathematical modeling with the CARP problem for the case of multiple farm machines involved in the operation, and proposed an improved Clark–Wright algorithm and a taboo search algorithm to optimize the operation path of multiple farm machines, resulting in a 32% reduction in operation completion time. Pitakaso and Sethanan (2019) modeled the CARP problem on the sugarcane harvesting problem and used the adaptive large neighborhood search (ALNS) algorithm to solve the problem of maximizing the area of sugarcane harvested under the condition that only a certain number of sugarcane harvesters are available. Numerous metaheuristics such as Genetic algorithm (GA), Taboo search (TS) algorithm, Adaptive large neighborhood search (ALNS) algorithm, and Ant colony optimization (ACO) algorithm can be used to solve the CARP problem (Corberan and Laporte, 2015). In these intelligent algorithms, GA has better stability and constructivity in solving problems with search properties (Ahmed et al., 2022). The efficient solving speed of the metaheuristic algorithm can give high-quality path results quickly, but the characteristics of the solving algorithm vary, and the problem of the structure of the solving algorithm under multi-conditional constraints has to be solved.

Along with the development of social science and technology, agricultural equipment is developing in the direction of intelligence and precision (LI and LI, 2020). Improving grain yield per unit area has become a key element of future research in the field of agriculture. Compared with ordinary rice, ratoon rice has the advantages of saving labor and seeds, and vigorously promoting grain output and rural income, and it is being promoted in the middle and lower reaches of Yangtze River (Fe and Shaobing, 2018). It is different from normal rice in that only one full cover harvest is carried out after maturity. Ratoon rice harvest is divided into the first season and the regenerated season harvest. Regenerated season harvesting of ratoon rice is of the same type as ordinary rice harvesting, and most studies in this direction have been conducted with the driving path length as a single objective. However, the first-season harvesting of ratoon rice is different and needs to meet more complex harvesting requirements. Ratoon rice needs to take into full consideration the crushing damage caused by the harvester driving on the stubble; thus, the crushing area generated by the harvesting operation is also an important evaluation aspect. The path planning of the first harvest of ratoon rice is not only closely related to the yield of the first-season harvest, but also a reliable guarantee of getting high yield in the regenerated season. The travel path obtained by reasonable planning can obtain a lower stubble breaking rate on top of reducing the crushed area, resulting in a significant increase in the regeneration rate of regenerated rice and the yield of the regeneration season.

In order to solve the path problem of the harvester during the harvesting of the first season of ratoon rice, this study integrates the volume of the grain bin of the harvester and the location of the grain unloading point, and introduces the CARP problem, which is adapted to this problem, as an optimization tool to solve the path planning model by improving the GA with good constructivity and faster solution speed to obtain the final driving path. From the results, this research effectively shortens and reduces the driving path length and crushing area of the ratoon rice harvester during operation, improving the overall efficiency of the harvesting operation to help increase the harvest in the regenerated season.

The remainder of the article is organized as follows. Section 2 gives the requirements and characteristics of the first-season machine harvesting operation of ratoon rice and the transformed CARP model with the solution algorithm. Conducting example and simulation tests and investigating the factors that affect the effectiveness of planning are given in Section 3. Finally, conclusion and the future research directions that can be studied in depth are presented in Section 4.



2 Materials and methods


2.1 Requirements and characteristics of ratoon rice first-season harvesting operation

Ratoon rice (Figure 1) has been popularized in the middle and lower reaches of the Yangtze River because of its unique cultivation and management measures that allow the once-harvested stubble to continue to sprout into ears, which meets the requirements of modern agriculture to increase food and income (Xu et al., 2015). The yield of the second season of ratoon rice depends on the crushing of rice stubble by the harvester in the first season. Large crushing area or heavy crushing degree on rice stubble will lead to reduced yields in the second season (Figure 2). Therefore, the main agronomic requirements for the first-season harvest of ratoon rice are less crushed area and lighter crushed degree.




Figure 1 | Ratoon rice.






Figure 2 | Rice stubble after first-season harvest.



With single-transplant rice seedlings, the ratoon rice can be harvested twice in July and November. In terms of yield, the first harvest yields significantly more than that in the regenerated season (Ling, 2022). According to the agronomic requirements of the first-season mechanized harvesting of ratoon rice, if the grain bin capacity of the ratoon rice harvester is huge, the harvester will bring about serious crushing of the rice stubble in the rest of the harvest path after loading a large number of rice ears, resulting in difficulty for the stubble to sprout into ears again, which will have a serious impact on the grain yield of the regenerated season. Therefore, the grain bin capacity of the ratoon rice first-season harvester is generally small. Moreover, if the farmland to be harvested is large, several grain unloading sessions are required during the operation to complete the full-coverage harvest of the field. Combined with minimizing the unnecessary harvest path length during the operation of the harvester and improving the operation efficiency, it undoubtedly presents a new challenge to the harvest path planning of the harvester, which also means that the research on the driving path planning of the harvester for the first harvest of ratoon rice is of great importance.



2.2 Ratoon rice first-season harvester turning mode and distance calculation in field


2.2.1 Dual-channel feed ratoon rice first-season harvester

It is necessary to irrigate the farmland in the middle and lower reaches of Yangtze River frequently. This results in very obvious boundaries between fields and more obstacles that are not easy to pass, such as field ridges, ditches, and slope banks. In order to determine the passing performance of the harvester, a tracked chassis is generally used. For the first-season harvest of ratoon rice, the research team of the authors modeled the milling of crawler chassis during the first-season mechanized harvesting of ratoon rice and analyzed in detail the relationship between each dimensional parameter of the harvester and the crushing rate. The turning radius principle of the harvester is shown in Figure 3. The turning action of the tracked chassis relies on the different winding speed and direction of travel of the tracks on both sides to complete. Assuming that the effects of slip and deflection caused by the soil are not considered, the tracked chassis is divided into left and right turns according to the different travel speeds of the left and right tracks. When V2 > V1 or V2< V1, the tracked chassis will turn to the side with less speed, and the center of rotation O will change with the ratio of track speed on both sides; meanwhile, in order to reduce the crushing rate, the tracked harvester gives priority to a larger turning radius (Lei et al., 2017). When the speed of both tracks is in opposite directions, the center of rotation of the machine falls between the two tracks and the chassis moves in a circle around the center of rotation. In the operation, the harvester generally turns while harvesting, and adopts dynamic variable speeds for turning operation. The size of the turning radius also varies with the forward speed of the tracks on both sides, and the turning radius is affected by the slip rate between the tracks and the soil. Thus, the actual turning radius value is larger than the theoretical turning radius value eventually. In this research, the turning radius is assumed to be a constant value when conducting simulation tests, but multiple sets of different values will be taken for verification.




Figure 3 | Turning radius of tracked chassis.



Based on the existing research foundation of our team, the dual-channel feed ratoon rice first-season harvester (Figure 4) is able to better meet the low crushing rate requirement during the ratoon rice first-season mechanized harvesting, and also has improved field harvesting efficiency compared to the conventional harvester. More importantly, the yield increased by 23.9% in the second crop harvested by the double-channel feeding harvester compared to the conventional harvester (Fu et al., 2020). This article refers to the specific parameters of this model for calculation when testing examples. The parameters related to the dual-channel feed ratoon rice first-season harvester are shown in Table 1.




Figure 4 | Dual-channel rice first-season harvester.




Table 1 | Specific parameters of double-channel feed ratoon rice first-season harvester.





2.2.2 Harvester turning mode

Harvester crushing of field consists of two parts: straight and turning. The straight crush is determined by the track width of the harvester, but the path length can be reduced by planning. What cannot be ignored is the straight-line portion crush of the stubble in the same direction, but the stubble recovers better after being crushed. However, the crush caused by the turn is devastating, causing damage to the stubble from the roots, and the stubble crushed by the turn will hardly sprout into ears again in general. Therefore, one of the goals of path planning is to reduce the number of turns during operations and to make turns with as large a turning radius as possible. When the harvester travels in the harvested area, it should follow the existing crushing track to reduce the crushing damage to the rice stubble.

The types of harvester turns in the field are mainly divided into turns between harvest rows and turns at boundary corners (Zhou and He, 2021). Huang et al. (2014) proposed three common turning strategies for U-shape, Ω-shape, and T-shape (Fishtail type) for the common turning mode in production operation. In order to simplify the operation of agricultural machinery, this research uses both U-shape and Ω-shape turns between harvesting rows. Most importantly, this article proposes a new turning mode that reuses the driving trajectory of the harvester for boundary corners and where vertical turns are required, as shown in Figure 5B. After the harvester travels along the horizontal operation line to the boundary of the vertical operation line, it reverses a distance of one turning radius from the original road, and then performs a turning operation along the arc formed by the turning radius of the harvester, and smoothly transitions to the vertical operation line in the order indicated by the letters shown in the figure: ABCD. This kind of turning strategy can effectively reuse the crushing traces already produced by the harvester in the process of traveling, avoiding new damage to the stubble in the harvested area and reducing the crushing loss. The three types of turns used in the research and the calculation of the turning distances are shown in Figure 5.




Figure 5 | Turning mode (A) U-shape, Ω-shape turning mode (B) Vertical turning mode.



Take rectangular field as an example, after the harvester has finished working from row i to the next row j. The path lengths for U-shape and Ω-shape, respectively, are as follows:

 

 

where   is the Ω-shape turning distance, m;   is the U-shape turning distance, m; W is the width of harvester cutting table, m; R0 is the minimum turning radius of harvester, m; nij is the turning interval between operating rows nij=|j−i|, j ≠i i is the harvester end row number, and j is the harvester entry row number.

Harvester ground head turning distance length determination is as follows:

 

where Lmin (Dij) is the turning distance at the head of the field, m.

The length of the turning path of the harvester at the boundary corners and where vertical turns are required is as follows:

 

where DZ is the distance of vertical turning, m; and α is the angle at which the turn was made.



2.2.3 Construction of turning distance matrix

According to the boundary parameters of the field, the width of the harvester cutting table is used as the fixed width of the harvesting row for operating row division. In order to observe the differences in the number of turns brought by the long and short side branches of the field, this study compared rectangular fields with the same width and different lengths. The values of the long and wide sides of the field were taken from the general statistical rules of the field size parameters in the middle and lower reaches of the Yangtze River. Experimental data are shown in Table 2 (W = 3).


Table 2 | Differences in the number of turns in the long and short side branches of the field.



As Table 2 shows, compared with the longer side of the farmland as the basis for branching, the shorter side branches obtained fewer turns, and the difference in the number of turns became larger as the difference between the long and wide sides became larger. Therefore, this harvest path planning method designed in this research uses the shorter edge of the field as the basis for branching, and then generates the set of crop row codes T:

	

where l is the length of field shorter edge, m.

After obtaining the operation crop row code T, this study assumes that the weight of grain between the operation rows is uniformly distributed at the stacking points at both ends of the operation crop row (Figure 5A). The harvesting of this operation crop row is transformed into the harvester passing through the two grain stacking points of the crop row in turn. Therefore, the set N of stacked point codes can be obtained from the crop row codes:

	

In this research, let the even-numbered stacking points and the odd-numbered stacking points be distributed in pairs, as shown in Figure 5, and the distance traveled by the harvester between different crop rows is equal to the distance between two stacking points on the same side in different operation rows. The distance between stacking points is calculated as shown in Table 3, and the distance matrix between stacking points in the field is obtained as follows:

 


Table 3 | Calculation method of distance between stacking points.



where ann=0 aij=aji Lij=Lji=Li∈Nj∈Ni≠j The distance length value is set to 0 for the case that cannot be achieved by one turn between stacking points (including turns between the same stacking points), where L is the length of the fixed distance (constant) between two stacking points in the crop row.




2.3 Routing planning model based on CARP


2.3.1 Field boundary treatment

Both turning operations during the first-season mechanized harvesting of ratoon rice are unique. Turning at the corner is limited by the shape of the field, which occurs only a limited number of times during the whole operation and has a limited grinding area, while the turning operation between the operation rows is the main reason for the grinding loss during the harvesting of the first season of ratoon rice. In the research on path planning for agricultural mechanized harvesting operations, most of them use manual harvesting of the turning area or harvesters around the field boundaries to obtain the turning area at the head of the field (Bochtis and Sørensen, 2009).

In order to reduce the losses caused by turning between crop rows and improve the overall smoothness of the harvesting operation, this research proposes a method of handling the turning area at the head of the field that combines the turning radius of the harvester with the volume limitation of the grain bin. The operation process is divided into two parts: turning area at the head of the field harvesting and operation row strip harvesting, where the width of the head turn area of the field is calculated as follows:

 

where Wtis the width of field turning circle, m, and R is the turning radius of harvester, m.

The harvesting strategy for the field head turn area is to first determine the maximum path length of the harvester for a single trip based on the relationship between the volume of the harvester’s grain bin and the weight of the grain in the unit area. When the sum of the field boundary length is greater than the maximum path length of the harvester for a single trip, the location of the entered operation crop row is selected according to the field boundary length, and the field boundary and the operation row are used to form the boundary of the sub-region for harvesting (Figure 6). When the sum of the field boundary lengths is less than the maximum path length of the harvester in a single trip, the harvester can harvest around the field boundary and unloads grain at the depot until the turnaround area of the field is completed.




Figure 6 | Field boundary treatment.



The specific method for crop strip harvesting is to model the CARP for the set of unharvested crop rows. An improved GA is used to solve the harvesting sequence of the operating rows and guide the harvester to complete the harvesting operation.



2.3.2 CARP

The capacitated arc routing problem (CARP) is generally described as an undirected graph G (V, E) with weighted connectivity, where V and E are denoted as the set of vertices and the set of arcs, respectively. Each arc (Ei, Ej ) in the graph is a subset of E containing two attributes, demand qij and cost consumption cij from node i to node j. The demand and cost consumption are non-negative value, and the edge where the demand is greater than zero is called the “task edge”. In this research, the demand of arc is set as the sum of the weight of two stacking points in the same operation crop row, and the cost consumption is set as the distance between two stacking points. In the CARP, the location of the depot from which the vehicle departs and arrives is transformed into a grain unloading point (depot) in the field. There is only one depot in each field, and it is located where the harvester enters the field in this research. The maximum carrying capacity of the harvester Q ( Q≥max{qij} , i, j ∈ E ) is the maximum weight that can be loaded in the grain bin of the harvester. CARP is defined in the first season of ratoon rice mechanized harvesting process as the harvester starts from the grain transfer point, harvests as many crop rows as possible before the grain bin is full, and only allows each crop row to be traversed once. Finally, the harvester returns to the depot for unloading operations.

After modeling according to the CARP, the optimization objective of the path planning for the first-season mechanized harvesting of ratoon rice is to find the path with the shortest distance traveled by the harvester after the harvester has traversed all the operating crop rows and satisfies the following constraints:

	(1) Each path of the harvester starts from and eventually returns to the depot.

	(2) Each operating crop row must be met in one and only one harvester travel route.

	(3) The total weight of grain loaded in each route on which the harvester travels cannot exceed the grain bin capacity limit.

	(4) The end of the previous operation line is the starting point of the next operation line during the operation of the harvester.

	(5) Both the number of depots and the number of harvesters in the field to be harvested are assumed to be 1.



The mathematical description of the CARP and the associated functions refer to Golden who first formulated the problem, the objective, and constraint functions as follows (Golden and Wong, 1981):

Objective Function:

 

Constraint Function:

 

where   




2.4 Improved genetic algorithm

As previously mentioned, CARP is an NP-hard problem. In the case of large instances, it is sometimes impossible to obtain the optimal solution in a short time by using exact algorithm, and only the high-quality solution that meets the requirements can be sought in a certain time (Corberan and Laporte, 2015). Therefore, the solution objective of this research is to find the forward route of the harvester with a shorter driving path length in a certain time. Compared with other algorithms, the GA is able to compare multiple individuals at the same time from the group perspective, effectively avoiding the disadvantage of easily falling into dead loop. In addition, the GA has strong stochastic search capability, outstanding scalability, and can be flexibly adjusted according to different problems and conditions.

GA is a meta-heuristic algorithm that simulates the process of inheritance and evolution of organisms in their natural environment. It is essentially a parallel, efficient, global search method that can automatically acquire and accumulate knowledge of the search space during the search process and adaptively control the search process to find the optimal solution. Similar to biological evolution in nature, population evolution follows the principle of “survival of the fittest”. Individual selection, heredity, variation, and other operations will occur in each generation of population. The adaptive individuals will survive, and the unsuitable individuals will be eliminated. Finally, a new population will be generated. Compared to traditional optimization algorithms, GA is a robust search algorithm that can be used to optimize complex systems with the following characteristics:

	a) Convenient manipulation of genetic operators with the encoding of decision variables as arithmetic objects to simulate the genetics and evolution of organisms.

	b) Using the fitness value as the search information, and using the fitness function to narrow the search and improve the search efficiency.

	c) Multi-point parallel search for faster approximation of the global optimal solution.



The flow of GA for optimal solution search is shown in Figure 7, and its process can be mainly described in six steps: encoding, initial population generation, fitness evaluation, selection, crossover, and variation, until the optimal solution is obtained (LIU et al., 2022).




Figure 7 | Genetic algorithm flowchart.



There are two main improvements to GA in this study. Firstly, the optimal individual preservation strategy is used in the selection operation due to the speeding up of the algorithm search, which means that the individual with the largest fitness value in the population directly replaces the individual with the smallest fitness value, and no crossover and variation operations are performed between them. They are directly copied to the next generation and the fitness value is calculated again to prevent the crossover and variation operations from destroying the excellent solutions in the population. Secondly, the inverted variation method is used in the mutation operation, where two genes from the same individual are randomly selected if the current random probability value is less than probability parameters. Then, the middle part of the two is inverted, resulting in a new individual.

The termination condition of the algorithm is to exceed the set number of iterations and output the optimal solution obtained during the iteration.




3 Results and sensitivity analysis

The path planning method proposed in this article is tested with real field, obtained through the area calibration function of Google satellite maps, and the algorithm coded in Matlab R2018b and run on an Intel(R) Core (TM) i7-8550U CPU and 16 GB of RAM to solve the harvesting agricultural operations in the field.

In the traditional harvesting process, the harvesting path method is often adapted to the specific environment and conditions of the field itself, with the regular-shaped field using the rectangular detour harvesting method, while the irregular-shaped field is more popular with adjacent strips of the work “bulb-type” turning method (Nilsson and Zhou, 2020; Chengming et al., 2021). The following simulation tests were conducted to verify the optimization effect of the harvest path planning method proposed in this paper compared with the traditional harvesting method and the factors affecting the path planning effect.


3.1 Comparison of different path planning methods in regular-shaped fields

The location of the rule field was selected as a ratoon rice planting field in Siyumen Village, Wulin Town, Honghu City, Hubei Province, and the outline information of the simulation test plots is shown in Table 4. The ratoon rice variety is Fengliangyouxiang No. 1, with a first-season yield of 10,175.4 kg/hm2 (Fu et al., 2020).


Table 4 | Simulation test regular field plot contour point information.



From the satellite map, we can see the rectangular detour trajectory left by the harvester after the traditional harvesting method is completed, as shown in Figure 8. The area of the field was obtained as 3,520 m2 using the area measurement function of the satellite map, the long side of the field was 80 m, and the wide side was 48 m. The machine parameters were referenced to the dual-channel feed ratoon rice first-season harvester.




Figure 8 | Satellite picture of regular field block.



Based on the above test conditions, the path planning results from the rectangular detour harvesting method are shown in Figure 9A. In the rectangular detour harvesting path, the number of turns in one route gradually increases as the distance from the field boundary increases. Meanwhile, it is more likely for the harvester to be far away from the unloading point of grain storage full situation, finally resulting in greater grain loss in the grain unloading process.




Figure 9 | Path results under different path planning methods within a regular field block (A). Rectangular detour (B). CARP harvesting path harvesting path.



Based on the path planning method proposed in this article, we obtain the set of crop rows T=[0, 1, 2, ⋯, 15] the set of stacking points N=[0, 1, 2, ⋯, 31] the width of the turning area at the head Wt=6 the set of remaining crop rows T1=[2, 3, ⋯, 13] and the set of stacking points N1=[4, 5, ⋯, 27] After the harvesting of the turning area is completed, the CARP problem is solved by establishing the weight of grain between stacking points as the demand and the turning distance between stacking points as the cost consumption. The routing result of the row to be harvested is S1=[13→10→8→11→9→12] S2=[6→3→5→2→4→7] btained after solving using the improved GA, and the visualization result of the driving path is shown in Figure 9B. The number of grains unloading, the number of turns, the length of the harvester travel path, and the crushed area under the two harvesting methods were compared. Results are shown in Table 5.


Table 5 | Comparison of different harvesting methods for regular field.



Analysis of Table 5 shows that the harvest path planning method proposed in this article has better performance in terms of the number of grains unloading, the number of turns in the field, and the length of the path traveled by the harvester and the area crushed. In particular, the number of turns was reduced by 35%, the total length of the harvester’s travel path was reduced by about 23%, and the crushed area of the field was reduced by about 28%.

This harvest path planning method achieves optimization on the total crushed area by reusing the crushed trajectories in the boundary area, which is a very important progress and can effectively improve the yield of ratoon rice in the second season. The harvest path planning method proposed in this research can meet the low crushing requirements for the first harvest of ratoon rice.



3.2 Comparison of different path planning methods in irregular-shaped fields

The irregular field was selected from a farmland in Hongshan District, Wuhan City, Hubei Province; the test plot profile information is shown in Table 6, and the field geometry is shown in Figure 10. The area of the field was obtained by the satellite map measurement function as 2,110 m2, and the side lengths of the field were 58 m, 36 m, 58 m, and 44 m, respectively. The yield of this field was about 8,250.1 kg/hm2 due to different planting conditions, and the traditional harvesting method used in this field was foldback reciprocating harvesting with adjacent strips operating in a “bulb-type” turn. Machine parameters remain consistent with the previous test.


Table 6 | Simulation test irregular field plot contour point information.






Figure 10 | Satellite picture of irregular field block.



The simplified field profile and the location of grain collection points and the foldback reciprocating harvesting route with the “bulb-type” turning strategy are shown in Figure 11A. After using the harvest path planning method proposed in this research, the harvester harvesting path was obtained as shown in Figure 11B. Data results were compared with the conventional foldback reciprocating harvest and are shown in Table 7.




Figure 11 | Path results under different path planning methods within an irregular field block (A). Foldback (B). CARP path planning reciprocating harvesting path.




Table 7 | Comparison of different harvesting methods for irregular field.



Both foldback reciprocating harvesting and the path planning method proposed in this research need to process the turning area at the head of the field. Under the same processing conditions, the differences between the two planning methods are mainly reflected in the scheduling between operating crop rows and the bin-full unloading link during the harvesting process.

According to the analysis in Table 7, it can be seen that the harvest path planning method proposed in this paper has a certain optimization effect on the number of grains unloading, the number of turns, the driving path length, and the crushing area compared with the foldback reciprocating harvest, among which the driving path length and the crushing area are reduced by 6.81% and 11.21% respectively.

The optimization degree of the two is different because compared with the single Ω-type turning strategy in cattle farming reciprocating harvest, the headland turning strategy used in this paper can make more full use of the harvester driving track generated in the headland turning area, effectively reduce the crushing area, and meet the requirements of the harvester driving path for the first harvest of reclaimed rice.

The difference in the degree of optimization between the two is due to the fact that the field-head turning strategy used in this paper makes fuller use of the harvester travel trajectory already generated in the field-head turning area compared to the single Ω-type turning strategy in foldback reciprocating harvesting, which can effectively reduce the crushing area and meet the requirements of the driving path of the harvester for the first-season harvest of ratoon rice.



3.3 Effects of harvester parameters

There are many factors that affect the harvesting of ratoon rice in the first season, including the parameters of the implements and the specific environment of the field. For example, when the width of the cutting table is large enough, once travel can complete the harvest of the entire field, which will undoubtedly bring about smaller crushing losses, but limited by the power of the machine and grain bin capacity and other restrictions, the width of the cutting table can only be increased within the adjustable range. In addition, the grain storage capacity of the grain bin of the harvester and the turning radius also have an impact on the effect of path planning; thus, the effect of these factors is explored using the length of the path travelled by the harvester and the crushed area after harvesting is completed as the measurement index.

For calculation and testing convenience, the simulation tests were conducted in rectangular fields with grain collection points located at the corners of the fields.

The rectangular detour path and the foldback reciprocating path in the traditional harvesting method were used as the control group, and two levels of W = 3 and W = 6 were taken for the width of the cutting table, and three levels were taken for the volume of the grain bin and the turning radius. The test indexes included the number of grains unloading, the number of turns, the length of the driving path, and the crushed area caused by harvesting. The test was conducted in a rectangular field with a side length of 60 × 80 The grain yield was set at 10,500 kg/hm2 and the comparison results are shown in Table 8.


Table 8 | Effect of different machine parameters on path planning results.



The path planning results with different harvester parameters are shown in Table 8. When the width of the cutting table is increased from W = 3 to W = 6, the total driving path length optimization rate of the harvester to complete the harvesting operation ranges from 22.71% to 56.01%, and the crushed area optimization rate ranges from 44.28% to 52.57%. Therefore, the width of the cutting table shows a positive correlation trend to the driving path length and crushing area optimization of the first-season mechanized harvesting of ratoon rice. When the width of the cutting table is large enough, the harvesting path length and the size of the crushed area obtained under different path planning methods are close.

With the same width of cutting table and capacity of grain bin, the driving path length and the resulting crushed area obtained under the three planning methods increase with the larger turning radius. However, the planning results obtained by the path planning method proposed in this article are better than those obtained by the traditional harvesting method, and the optimization margin gradually increases.

When the grain storage capacity of the harvester grain bin increases, the benefit of the paths obtained under the three planning methods increases accordingly. The harvester grain bin volume needs to be controlled within a reasonable range considering the crushing damage of the harvester on the rice stubble, at which time the path planning method proposed in this paper has an obvious optimization effect. For example, when W = 3 and Q=1,200 g, compared with the foldback reciprocating harvesting method, the length of the traveling path and the crushed area obtained by the CARP method are reduced by 18.80% and 6.44% on average under different turning radii.

In summary, the path planning method presented in this research can achieve a better path planning effect when the width of the harvester cutting table is small, the capacity of the grain bin is small, and the turning radius is large.




4 Conclusion

According to the special agronomic requirements of the first harvest of ratoon rice, this paper transformed the harvester operation path problem into the CARP, and used the improved GA in the selection and mutation link to solve it, so as to complete the harvesting path planning of the harvester.

The path planning method proposed in this article aims to divide the field into several operation rows according to the width of the harvester cutting table after processing the field for the head turn area. While assigning track sequence numbers to each operation crop row, the grain crops in the operation crop row are set to be stacked equally on the end points at both ends of the operation crop row. Giving arc constraints to two endpoints within the same operation row transforms the path planning problem of the harvester into a traversal order problem between stacked points. Therefore, the path planning of mechanized harvesting of ratoon rice in the first season converted to a same problem as CARP.

GA has good global search performance and high efficiency; thus, it is improved and used to solve the path planning problem. In order to verify that the path planning method proposed in this article is effective, specific planting plots in two regions were selected separately and compared with the corresponding traditional harvesting methods. The results show that the path planning method proposed in this research is more effective than the traditional harvesting method and can significantly reduce the crushed area during the harvesting process and increase the yield for the second season harvest of ratoon rice.

In the future, there are still many opportunities to carry out research regarding the related operational aspects of ratoon rice, such as localized harvester operation path planning based on the direction of collapse and the distribution of depot locations during the growth of ratoon rice, which, in turn, produces the best harvesting results. In addition, this study can provide a reference for other agricultural crops regarding operation paths. The CARP problem can be extended appropriately and solved by other intelligent algorithms with higher efficiency and better accuracy according to the specific operation types and operation conditions.
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Frequent outbreaks of agricultural pests can reduce crop production severely and restrict agricultural production. Therefore, automatic monitoring and precise recognition of crop pests have a high practical value in the process of agricultural planting. In recent years, pest recognition and detection have been rapidly improved with the development of deep learning-based methods. Although certain progress has been made in the research on pest detection and identification technology based on deep learning, there are still many problems in the production application in a field environment. This work presents a pest detector for multi-category dense and tiny pests named the Pest-YOLO. First, the idea of focal loss is introduced into the loss function using weight distribution to improve the attention of hard samples. In this way, the problems of hard samples arose from the uneven distribution of pest populations in a dataset and low discrimination features of small pests are relieved. Next, a non-Intersection over Union bounding box selection and suppression algorithm, the confluence strategy, is used. The confluence strategy can eliminate the errors and omissions of pest detection caused by occlusion, adhesion and unlabeling among tiny dense pest individuals to the greatest extent. The proposed Pest-YOLO model is verified on a large-scale pest image dataset, the Pest24, which includes more than 20k images with over 190k pests labeled by agricultural experts and categorized into 24 classes. Experimental results show that the Pest-YOLO can obtain 69.59% for mAP and 77.71% for mRecall on the 24-class pest dataset, which is 5.32% and 28.12% higher than the benchmark model YOLOv4. Meanwhile, our proposed model is superior to other several state-of-the-art methods, including the SSD, RetinaNet, Faster RCNN, YOLOv3, YOLOv4, YOLOv5s, YOLOv5m, YOLOX, DETR, TOOD, YOLOv3-W, and AF-RCNN detectors. The code of the proposed algorithm is available at: https://github.com/chr-secrect/Pest-YOLO.




Keywords: YOLOv4, Pest-YOLO, pest detection and counting, dense and tiny pest individuals, deep learning, intelligent phytoprotection



1. Introduction

China is one of the largest agricultural production countries, but pests pose severe threats to agricultural production. Pests are diverse, have a high impact, and often cause outbreaks. The scope and severity of pest occurrence can cause significant losses to China’s national economy, especially agricultural production (Lima et al., 2020). Therefore, early and accurate detection and recognition of pest populations are essential to assess the size of pest populations, understand the occurrence law, and effectively control pests in the field (Høye et al., 2021). However, this is still challenging due to the enormous variety of pests and their different forms.

In the late 1980s, classical machine vision techniques were applied to pest detection and recognition tasks. These techniques can partially solve the problems of high time consumption, massive labor, and a lack of professional technicians for manual monitoring. Classical machine vision techniques have been mainly used to manually select pest features, such as size, shape, color, and texture. The selected features are then input into a pre-designed classifier for pest recognition. In the early stages of the development of machine vision technology, due to the need for a large number of feature extraction work and data set size limitations, mostly for single or few pest detection tasks [Ridgway et al. (2002); Fina et al. (2013); Xia et al. (2015); Espinoza et al. (2016); Ebrahimi et al. (2017); Xuesong et al. (2017)]. For example, Xuesong et al. (2017) first used the Ostu threshold method to segment an aphid image and then the edge detection method to extract the edge information of the aphid and finally identified and counted the aphids according to their characteristics. This method can ensure accurate counting of aphids collected on yellow sticky plates in both greenhouse and outdoor environments. The counting accuracy of aphids in a greenhouse is over 95%, and that of aphids in an outdoor environment is 92.5%. However, this model can identify only one type of pest, aphids, and the scale of the database is also small, so it is difficult to meet the requirements of practical applications. With the development of machine vision technology, more and more feature extraction methods have been proposed, and the size of the data set has gradually become larger, which has improved the types and quantity of pest detection [Solis-Sánchez et al. (2011); Wen and Guyer (2012); Bisgin et al. (2018); Rustia et al. (2020)]. For example, Wen and Guyer (2012) proposed a combined detection model based on the local and global feature models, which can classify eight pests in orchards with an accuracy of 86.6%. However, this model requires a manual design of 54 global features and 100 local features, and a large amount of computation. In summary, classical machine vision methods still require manual intervention in feature design and lack end-to-end adaptive tuning of diverse features with respect to the detected object’s characteristics (Wen et al., 2009; Khan et al., 2016).

With recent improvements in computer hardware performance, a series of excellent deep learning-based object detection models with many advantages in terms of feature extraction ability and detection accuracy has been proposed. In recent years, deep learning has gradually attracted attention in the field of pest detection and recognition. As we all know, deep learning is driven by data, and the detection ability of the model is greatly affected by data. The network trained with data sets with relatively single category and small scale is highly targeted, such as [Selvaraj et al. (2019); Fuentes et al. (2017); Li et al. (2021); Júnior et al. (2022); Wang et al. (2022)]. These methods can achieve excellent detection results on specific pest data sets with single or few categories. For example, Júnior et al. (2022) proposed a system for automatic insect detection from scanned trap images in the lab. This system resizes the anchor frame of the Mask R-CNN and defines two new parameters to adjust the ratio of false positives by classes. In addition, this system enables the enumeration of aphids, and parasitic wasps and their R2 values can reach 0.81 and 0.78, respectively. For the detection tasks using large-scale and multi-class pest datasets, the generalization performance of the model is better, and the practicability in the field of agricultural pest control has also been improved [Wang et al. (2020a); Jiao et al. (2020); Wang et al. (2020b); Wang et al. (2021a); Wang et al. (2021b)]. For example, Jiao et al. (2020) combined an anchor-free convolutional neural network (AF-RCNN) with the Faster R-CNN for pest detection on the Pest24 dataset; the mAP and mRecall of this model were 56.4% and 85.1%, respectively. Wang et al. (2020b) used four detection networks, the YOLOv3, SSD, Faster RCNN, and Cascade RCNN, to detect 24 common pests in fields; the YOLOv3 achieved the highest mAP value of 63.54% in pest detection among all models.

Although deep learning-based methods have achieved some progress in pest detection and recognition, there are still many problems in their applications in field environments. First, the difficulty of sample collection in the field environment can greatly affect the detection and identification performance of deep learning-based models. This is because the distribution of pest classes and numbers observed in different regions, periods, and meteorological conditions is significantly uneven. Also, because the pixels of the pests to be identified are small in size compared to the whole image, the features that can be extracted are limited, which can greatly increase the difficulty of model feature extraction. Therefore pests with smaller number and less feature information in the dataset will become hard samples that affect the model training. In the field of deep learning, Girshick et al. (2014) implemented the Hard Example Mining (HEM) method into the RCNN model to solve this problem. The main idea was to regard false positives with higher scores in the training process as hard negatives and use them for network training, thereby enhancing the network’s ability to discriminate false positives. Shrivastava et al. (2016) proposed the Online Hard Example Mining (OHEM) algorithm based on the HEM method. The OHEM algorithm selects hard negatives according to the class loss and ROI loss of region proposals and enhances the training performance in regions where hard negatives exist. Although the OHEM algorithm increases the weight of hard negative samples, it ignores the easy classification samples, limiting the model’s ability to learn difficult samples. Thus, the hard sample problem in model training remains a challenge. In addition, occlusion and adhesion between pest individuals in the pest dataset can occur, and in some dense pest areas, it is very easy to suppress the candidate boxes of neighboring pests. This poses a great challenge to the candidate boxes screening algorithm of the model.

To address the problems mentioned above, this paper proposes a model for large-scale multi-class dense and tiny pest detection and counting named the Pest-YOLO. First, the YOLOv4 model, which has good extraction performance and speed, is used as the benchmark model of the Pest-YOLO for dense and small objects’ feature extraction in the pest detection task. Second, the focal loss (Lin et al., 2017) is introduced to improve the loss function. Our proposed I-confidece loss (improve confidence loss) reduces the loss assigned to easily classified samples and focuses more on learning hard samples. Finally, a non-IoU bounding box selection and suppression algorithm, the confluence strategy (Shepley et al., 2020), which is superior to the NMS, is introduced. This algorithm uses a meritocratic incentive proximity metric to minimize the problem of false and missed detections caused by occlusion and adhesion between tiny, dense pest individuals during the pest detection and identification process (Shepley et al., 2020).

The main contributions of this paper are as follows:

	A model for large-scale multi-class dense and tiny pest detection and counting named the Pest-YOLO is developed. This work is currently one of the few to be used for pest monitoring in the field production environment. The pest dateset is very challenging due to the small, dense and a large number of missing labels.

	Compared with the YOLOv4 model, our Pest-YOLO proposes two improvements to solve the challenge of the pest dataset. Our proposed I-confidence loss (improve confidence loss) is a focal loss algorithm introduced in confidence loss, which can effectively solve the problem of hard samples. We also introduce a confluence strategy to optimize the selection of candidate boxes for pest detection.

	The network we have developed has achieved impressive results. In terms of detection performance, Pest-YOLO outperforms the current mainstream SOTA detectors such as YOLOv5s, YOLOv5m, YOLOX, DETR and TOOD. Specifically, our network achieves 69.59% and 77.71% for mAP and mRecall, respectively. Also we counted the results of Pest-YOLO for more accurate statistics. We manually labeled and counted 50 images to test the counting ability of the model. The final results show that the RMSE of Pest-YOLO can reach 0.44, which is higher than other comparison models.





2. Materials


2.1 Image data acquisition

During the construction process of the Pest24 dataset, a special automatic pest image acquisition device manufactured by the Institute of Intelligent Machines of the Chinese Academy of Sciences was used to collect pest image data. The pest trapping and image acquisition processes were as follows. First, pests were trapped with multispectral traps using their sensitivity to specific spectral bands, and the wavelength of the light source varied according to their habits. Pests attracted by the light source fell into an insect collection funnel by hitting the baffle and, through the tubing linked to the funnel, ended up at the bottom of the insect collection tray. A high-definition camera was placed above the pest collection tray to capture images at a fixed interval. After this, the pests were periodically removed from the pest collection tray to avoid excessive accumulation and overlap. The device captured images with a resolution of 2095 × 1944 pixels and stored them in JPG format. The acquired pest images were manually screened; abnormal data, such as foreign object occlusion and blurred images, were removed; finally, a total of 25,378 images were collected. The collected images contained 24 types of crop pests required to be monitored by the Chinese Ministry of Agriculture. The dataset was annotated by plant protection specialists and agronomic technicians using the labelImg software. The annotations were generated as XML files according to the PASCAL VOC standard, and annotation information contained the location coordinates and classes of pests. The final annotation types, the number of annotated images, and the number of annotation examples are presented in Table 1 (Wang et al., 2020b).


Table 1 | Number of images and instances of each pest type in the Pest24 dataset.





2.2 Pest dataset characteristics

The characteristics of the pest dataset were analyzed. In the pest dataset, different categories had an uneven distribution of the number of samples, as shown in Table 1. The largest number of annotations in the pest dataset had Category 20, Anomala corpulenta, with 53,347 samples. The least number of annotations in the pest dataset had Category 18, Holotrichia oblita, with only 108 samples. The large gap in the number of images and sample annotations greatly affects the detection and counting performance of the models and methods.

The pests to be recognized were tiny in size compared to the whole image. This study analyzed the relative scale of all labeled pests, which was calculated as a ratio of pixels occupied by pest annotations to the pixels of the whole image. The statistical results are shown in Figure 1, where it can be seen that the number of annotated samples with the largest relative scale of 0.249% appeared 50,829 times. In addition, the numbers of pest annotations with a relative scale of 0.13% and 0.281% were 28,968 and 27,350, respectively. The relative scales of most of the pest types in the dataset were less than 0.4%, which led to a very limited number of pest features that the detection models could extract.




Figure 1 | Relative size and the number of pests in the dataset. Relative scale represents the ratio of the pest pixel size to the whole image size; number represents the number of pests.



As shown in the left image in Figure 2, many pest individuals were identified in a single image, and the individuals were severely obscured and adhered to each other. Due to the difficulty of identification, time consumption, and laborious pest labeling, pest annotations can be missing in an image, as shown in the right image in Figure 2. According to the statistics of the dataset, the average number of pest annotations in a single image was 7.6, which was larger than the average number of annotations (2.5) in a single image of the COCO dataset (Jiao et al., 2020). Also each image is labeled with multiple classes of pests. In summary, it is a very challenging task to perform simultaneous detection and counting of pests in a field environment.




Figure 2 | The left image shows masking and adhesion between pests. The right image shows incomplete image annotation.






3. Large-scale multi-class dense and tiny pest detection and counting model

With the development of object detection, the YOLO series (Redmon et al., 2016; Redmon and Farhadi, 2017; 2018; Bochkovskiy et al., 2020) have experienced a trade-off between the speed and accuracy in real-time applications. They employ the most advanced detection technologies to optimize their implementation. Currently, the YOLOv4 model is one of the most widely used models due to its excellent performance in object detection (Bochkovskiy et al., 2020). However, this model faces great challenges in pest detection, such as imbalanced samples, dense and tiny individuals, and inter-individual adhesion in acquired pest images. These challenges have been causing the main problems in the experiments on the pest dataset. This paper proposes a large-scale multi-class dense and tiny pest detection and counting model named the Pest-YOLO to solve these problems. The Pest-YOLO model is the improved YOLOv4 that uses the original YOLOv4 as the baseline model. The structure diagram of the pest detection and counting task framework proposed in this paper is shown in Figure 3. First, we statistically analyze the acquired and labeled images, based on the statistical results and perform data enhancement for very few of the categories. Next, the image size is resized to 416×416 and input to the backbone network CSPDarknet53 (Cross Stage Partal Darknet53) to perform feature extraction of the image. In which the feature maps extracted from the C5 layer are passed to the Spatial Pyramid Pool (SPP) module to obtain a feature map of size 13×13×1024, with the aim of extracting a fixed size feature vector for the multi-scale features. Then, multi-scale feature fusion is performed using path aggregation network (PAN) for C3 (52 × 52 × 256), C4 (26 × 26 × 512) and C5 (13 × 13 × 1024), and the output yields three feature maps of different sizes for F3(52 × 52 × 255), F4(26 × 26 × 255) and F5(13 × 13 × 255). After that, the loss is calculated on the feature maps of different sizes of F3, F4 and F5 respectively using the loss function, where the I-confidence loss in the loss function is proposed by us introducing the idea of focall loss based on the confidence loss of YOLO-v4 and by improving the optimization parameters. The improved loss function can focus more on the learning of hard samples during the training process. Finally, To address the problem of occlusion and adhesion between pest individuals, the confluence method is introduced in the task of bounding box selection and suppression in object detection. The confluence model uses confidence weighted Manhattan distance-inspired proximity measure to evaluate bounding box coherence to replace the NMS and its variants (Zheng et al., 2020).




Figure 3 | Structure diagram of the pest detection and counting framework based on the Pest-YOLO model.




3.1 Loss function improvement

The class imbalance problem occurs during the training of deep learning networks affects the cross-entropy loss, where easily classifiable negative samples make up the majority of the loss and dominate the direction of the gradient (Lin et al., 2017). Confidence loss in YOLOv4 is the key to determine whether an object is a positive or negative sample, where confidence loss is calculated using cross-entropy to calculate the loss of positive and negative samples (Redmon et al., 2016; Bochkovskiy et al., 2020). However, the cross-entropy loss requires the model to be very confident in its prediction, and when the imbalance between positive and negative samples is large, the loss of easily classified samples accounts for the majority of the overall loss and dominates the gradient, thus ignoring the training of hard samples (Kull et al., 2019).

In the pest detection tasks, hard samples denote one of the main factors contributing to the low efficiency of model learning. Hard samples are caused by an imbalanced number of pest classes and low discrimination of tiny individual features. Considering the problem of hard samples, this study introduces focal loss to improve the confidence loss of the baseline model and uses it as the confidence loss of Pest-YOLO. Therefore, our proposed I-confidece loss (improve confidence loss) reduces the loss assigned to easily classified samples and focuses more on learning hard samples. The focal loss is improved based on the cross-entropy loss, which adds an automatically adjustable modulation factor to the cross-entropy loss. The weight coefficients converge to zero for easily classified samples. In this way, even if the proportion of easy-to-classify samples is large, such as a larger number of annotations and annotated samples with a relatively larger scale, they will not dominate the model training. The focal loss (FL) is defined as follows:



	

where p ∈ [0,1] is the model’s estimated probability for a class y; a ∈ [0,1] is a weighting factor; γ ∈ [0,5] is the focusing parameter, which is used to adjust the rate at which easy samples are down-weighted smoothly; and at and pt are convenient notations for simplifying the focal loss expression.

Considering the advantages of the focal loss in dealing with imbalanced samples, a loss function of the Pest-YOLO model is derived. This loss function is given by Eq. (2), where it can be seen that it includes three parts, namely, the bounding box regression loss Eq. (3), the classification loss Eq. (4), and the confidence loss Eq. (5). The confidence loss function is modified by introducing the focal loss function.









	

In Eqs. (2)–(5), K is the number of grids to be divided, M is the number of anchor boxes of each grid, i represents the ith grid of the feature map, j represents the jth box of the anchor box.   indicates whether there is an object in the ith grid, if there is an object in the jth anchor box of the ith grid, the value of I is one, otherwise, it is zero. wi and hi represent the width and height of ground truth, respectively. LCIOU is the bounding box regression loss function.pi is the probability of a sample i being predicted as a positive class,   is the label of a sample i. Ĉi denotes the desired output, Ci represents the actual output after the activation function. a is the weighting factor used to balance the number of samples, and γ is the tunable focusing parameter, which is used to reduce the weight of easily classified samples. The focusing parameter γ is adjusted smoothly when the weights of simple samples are increased. When γ=0, the focal loss is equal to the cross-entropy loss and the confidence loss does not change; when γ increases, the modulating factor   also increases relatively. The adjustment factor reduces the loss contribution of simple samples and extends the range of simple samples receiving low losses (Lin et al., 2017). For example, with γ=2, a sample with Ĉi = 0.9 will have 100 times lower loss compared to cross-entropy loss, while Ĉi ≈ 0.96 will have 1000 times lower loss. The modulating factor is matched with the weighting factor α Better results can be achieved.

Since a ∈ [0,1] and γ ∈ [1,5], 10 and 5 points were selected in the intervals of a and b, respectively; then, two hyperparameters were permuted and combined to conduct experiments on the test set; finally, 50 experimental results were plotted as line graphs for statistics. The results show that when a=0.1 and γ=0.2, the confidence loss substantially reduces the loss of easy-to-classify samples, and the model that improves the focus on hard samples, while Pest-YOLO obtains the best detection results on the test set. The experimental results are shown in Supplementary Figure 1.



3.2 Optimal prediction box selection

The pest types to be identified in the dataset are numerous and tiny, and there is mutual obscuration and adhesion between them, severely affecting the optimal selection of target candidate boxes in the detection model. For target detection tasks, some of the proposed solutions have optimized the position of prediction boxes using the instance bounding box filtering, such as the NMS, Soft-NMS (Bodla et al., 2017), Softer-NMS (He et al., 2018), and DIoU-NMS (Zheng et al., 2020). All of these works rely on the IoU or maximum confidence scores for screening candidate boxes. However, in the process of pest detection and identification, the NMS and its variants suppress the bounding boxes in dense areas of pests due to mutual occlusion and adhesion between individual pests, which can make the network miss-detect the pests in dense areas. The confluence method is a non-IoU strategy that is superior to the NMS proposed by Shepley et al. (2020). It does not rely on the confidence scores when selecting an optimal bounding box, and it does not rely on the IoU to eliminate false detections. The confluence strategy focuses on selecting optimal bounding boxes by calculating the degree of overlapping between bounding boxes using the Manhattan distance. Therefore, the confluence strategy is used in this work to solve the problem of suppressed prediction boxes caused by the adhesion in the pest dataset and to alleviate the problem of missing annotations in the Pest-YOLO model.

The confluence method is a two-stage algorithm that retains optimal bounding boxes and removes false positives. In the first stage, this method uses the Manhattan distance to evaluate the degree of proximity P between two adjacent bounding boxes, which are used to detect pests, as given in Eq. (6). The value of P indicates whether adjacent boxes are attributable to the same pest or not.



	

	

In Eq. (6),u(x1, y1), v(p1, q1), m(x2, y2), and n(p2, q2) denote the upper left and lower right vertices of the bounding boxes in Figure 4; and MH is the Manhattan distance or L1 norm. Due to the varying sizes of objects and their bounding boxes, a normalization algorithm is used to scale the bounding box coordinates between 0 and 1 to preserve their relationships before calculating the value of P. Meanwhile, this calculation will involve a large number of dense confluent bounding boxes of pests.




Figure 4 | Adjacent block diagram detection; (x, y) and (p, q) are the coordinates of the bounding boxes’ vertices.



In the second stage, the cluster bounding boxes are obtained around the same pest or to one or more high-density pests after the aforementioned calculation process. Therefore, the next step is to select an optimal box from the intra-cluster boxes through the bounding box retention and removal. The criterion for determining the optimal bounding box is obtained by calculating the weighted proximity WP in the same cluster using the confidence score c and the corresponding P values. The weighted proximity WP is calculated as follows:



where c ∈[0.05,1] is a value that provides a bias favorable to high-confidence bounding boxes.

All bounding boxes with confidence values below 0.05 are discarded. In this way, the bounding boxes with large WP values are suppressed, and an optimal box is selected from the boxes with small WP values.



3.3 Model training

The Pest-YOLO was used for the pest detection and counting task. First, all images were resized to 416×416, and data enhancement was performed. Before starting to pass the data into the model for training again, the dataset is pre-trained using the k-mean clustering algorithm, with the aim of obtaining 9 sets of multi-scale anchor boxes. The CSPDarknet53 was used as the backbone network for feature extraction, and the extracted feature maps were input to the Spatial Pyramid Pooling (SPP) to extract multi-scale features with a fixed scale. Second, the PANet was used for the aggregation of feature maps generated by different backbone levels, namely, C3, C4, and C5, and different detector levels. Finally, more accurate bounding boxes were obtained by the convergence strategy. The main steps of the Pest-YOLO are as follows:


Algorithm 1 | Pest-YOLO model.



The detailed network structure of Pest-YOLO shown in Table 2.


Table 2 | Architectures for Pest-YOLO.






4. Experiments


4.1 Experimental setup

There was a severe imbalance in the number of pest types in the dataset. Since there was also a high correlation between the datasets enhanced through geometric transformations, only data of three categories with the least amount of data samples, 17, 18, and 22, were enhanced. Five random combinations were used as enhancements: the horizontal flip, vertical flip, hue transformation, rotation, and affine transformation, as shown in Figure 5. The Pest dataset was randomly divided into training, validation, and test sets, corresponding to 70%, 20%, and 10% of all data.




Figure 5 | Image enhancement examples.



All experiments were run on a Dell T7920 server with two Intel Xeon Silver 4210R @ 2.4 GHz CPU with an Nvidia GeForce RTX 2080Ti. The software environment included Ubuntu18.04, Cuda10.0.130, Cudnn7.3.1, and Python3.7. The Pytorch was used to construct the Pest-YOLO. Considering the GPU memory limitation during training, the batch size was set to 50, and the input image scale was 416×416. The model was trained with 200 epochs to analyze the training process better. The cosine annealing decay was used to change the learning rate to prevent the model from overfitting during training. The original learning rate was set to 0.0001, the minimum learning rate, and the maximum learning rate was set to 0.001. When the learning rate increased linearly to the highest value, the learning rate was kept constant over a period of time. The learning rate decreased by following the trend of the simulated cosine function. The cosine annealing equation is as follows:



where λmax and λmin denote the maximum and minimum values of the learning rate, respectively; Tcur indicates how many epochs have been currently executed; and Ti denotes the total number of epochs trained by the model.



4.2 Network evaluation metrics

In the experiment, the Pest-YOLO performance was evaluated using several indicators. In the following formulas, TP is the number of true positives, the samples that are correctly identified as pests; FN is the number of false negatives, the samples that are incorrectly identified as the background; TN is the number of true negatives, the samples that are correctly identified as the background; and FP is the number of false positives, the samples that are incorrectly identified as pests. The precision measured the classification ability of the model by calculating the ratio of the number of correctly detected targets to the overall number of detected targets, as follows:



Recall is a measure of the model’s detection capability, which is obtained by calculating the ratio of the number of correctly detected targets to the total number of targets, and it is calculated as follows:



AP is the average precision, which measures the detection performance of a model by calculating the area under the Precision-Recall curve, and it is calculated as follows:



F1-Score is a measure of the classification problem; it represents the summed average of precision and recall and is given by:



The 24-class mean of the above indicators was calculated, and the mean average precision (mAP), mean Precision (mPrecision), mean Recall (mRecall), and mean F1-Score (mF1) were obtained.

The R2 and RMSE are defined as shown in Eq. (13), where yi is the true value of the pest,   is the predicted value of the pest, and   is the mean value of the true value of the pest.



	



4.3 Results


4.3.1 Ablation experiments

The performance of the Pest-YOLO was verified by experiments. The loss function was modified by using the I-confidence loss mechanism and optimal bounding box by introducing the confluence strategy. Comparison results of the models obtained in the ablation experiments are shown in Table 3.


Table 3 | Results of the ablation experiments.



As shown in Table 3, compared to the baseline model YOLOv4, the mAP of YOLOv4+ ① with the I-confidece loss increased by 5.09% and the mPrecision increased by 1.98%. The mAP of YOLOv4+ ②, which introduced the confluence strategy, increased by 2.27%, and the mRecall increased by 22.84% compared to the baseline model YOLOv4. Further, compared to the baseline model YOLOv4, the mAP of the Pest-YOLO increased by 5.32%, and the mRecall increased by 28.12%.

To test the effect of the confluence strategy as an optimizing strategy in the bounding box selection and suppression process, four images were randomly selected to compare the results of the bounding box selection with those of the DIOU-NMS. As shown in Figure 6, when the DIoU-NMS was used, there were fewer bounding boxes than regions of pests obtained by the confluence strategy in the images. The red rectangles in Figure 6 denote the pest bounding boxes suppressed by the DIou-NMS mechanism and retained by the confluence strategy.




Figure 6 | YOLOv4 raw output, the DIoU-NMS output, and the confluence strategy output of four images. Blue rectangles represent bounding boxes; red rectangles represent bounding boxes suppressed by the DIou-NMS.



However, as shown in Table 3, which presents the results of the ablation experiment, some of the performance evaluation metrics decreased, such as mPrecision and mF1-score. The validity of the evaluation indicators’ values in Table 3 was further analyzed. There were a large number of unlabeled pests in the dataset, which contributed a large number of FP values in the visualization results of model detection. The expected conclusions were verified through experiments to obtain more reasonable indicators to objectively evaluate the model’s performance. The mPrecision and mF1-score were directly related to the FP values. Therefore they cannot truly reflect the detection performance of the models

To further verify our conclusion, the number of TP and FP were calculated for each pest category using the Pest-YOLO and YOLOv4 models on the test set. As shown in Table 4, the TP value detected by the Pest-YOLO model was closer to the ground truth (annotation pests) than that of the YOLOv4 model. Due to a large number of unlabeled pests, significantly more pests were detected by the Pest-YOLO model than by the YOLOv4 model, which may only be attributed to the large number of FP produced. According to the mPrecision and mF1-score results, it is more reasonable and accurate to use the mRecall to evaluate the detection performance of the Pest-YOLO and YOLOv4 models. In summary, mAP and mRecall are considered the final evaluation metrics, reflecting the detection performance realistically and effectively.


Table 4 | Number of annotations per pest category in the dataset and the numbers of TPs and FPs detected by the YOLOv4 and Pest-YOLO models.



We calculate the AP and Recall values for Pest-YOLO and YOLOv4 on each category with a confidence threshold of 0.5, respectively. The results are shown in Table 5. Among the 24 categories, Pest-YOLO’s AP values were increased on 20 of all categories, and the largest improvement of AP was achieved on category 18, with 16.18%. Meanwhile, the experimental results show that Pest-YOLO’s Recall values improves on 23 pest categories, especially for categories 18 and 13 by 80% and 61.85%. The ablation experiments show that the detection performance of Pest-YOLO is more obviously improved compared to the baseline model, YOLOv4, by introducing I-confidence loss and Confluence mechanisms. Overall Performance of State-of-the-art Detectors.


Table 5 | AP and Recall for each type of pest in ablation experiments.





4.3.2 Overall performance of state-of-the-art detectors

The proposed Pest-YOLO was compared with several state-of-the-art object detectors, including the SSD (Liu et al., 2016), RetinaNet (Lin et al., 2017), YOLOv3, YOLOv4, YOLOv5s, YOLOv5m,YOLOX (Ge et al., 2021), DETR (Carion et al., 2020), TOOD (Feng et al., 2021) and Faster R-CNN, on the test pest dataset. Similar models, namely, the AF-RCNN model proposed by Jiao et al. (2020) and the YOLOv3-W proposed by Wang et al. (2020b), were also compared with the proposed Pest-YOLO model; the results are shown in Table 6.


Table 6 | Comparison results of the proposed model and several state-of-the-art detectors.



The mAP of Pest-YOLO was the highest, at 69.59%, and was 0.71% to 44.53% higher compared to other state-of-the-art detectors. mAP of Pest-YOLO was also 1.23% higher than TOOD, which is considered to be one of the best detectors available. The mRecall of Pest-YOLO is also 2.69% to 66.49% higher compared to other detectors, respectively. And the mRecall of our proposed Pest-YOLO improved by 23.13% and 2.69% over YOLOX and TOOD, respectively.

The detection speed of the improved model was evaluated and compared with those of the SSD, RetinaNet, YOLOv3, YOLOv4, YOLOv5s, YOLOv5m, YOLOX, DETR, TOOD and Faster R-CNN. The detection speed of Pest-YOLO is 46 FPS, which is twice the speed of SSD detection and slightly slower than the detection speed of YOLOv4 and YOLOv3 models. However, compared to YOLOX, although the detection speed of Pest-YOLO was 46 FPS, which was lower than YOLOX, the mAP was improved by 3.96% and the recall rate was increased by 13.45%. Thus, considering the speed and accuracy of detection, the proposed method is the best choice among all tested methods for accuracy and real-time detection of Pest24.

To validate the performance of the Pest-YOLO model and the other comparative detectors on the pest dataset, each pest category’s AP and Recall values were evaluated and compared to those of the state-of-the-art detectors. The experimental results in Table 7 show that categories 17 and 18 denoted difficult tasks for the detector, which had fewer instances in the pest dataset with 168 instances and 108 instances. For category 17, Pest-YOLO achieved an AP of 88.53%, which is the best result among the comparison detectors. Compared to YOLOv5m, YOLOX and TOOD, it was 9.11%, 2.1% and 1.43% higher, respectively. Pest-YOLO achieved a recall rate of 95.15% for category 17, which is much higher than SSD, and compared to the results of YOLOX, DETR and TOOD, the recall rate increased by 22.76%, 3.15% and 17.69%, respectively. For category 18, the AP and recall values of the Pest-YOLO reached 70.86% and 96.00%, which were 2.16% and 5.1% higher than the second-best performances, respectively. Overall, relative to the baseline model YOLOv4, Pest-YOLO achieved an AP dominance category ratio of 83.3% and a recall dominance category ratio of 91.7%. Relative to the YOLOX, the AP dominance category ratio was 54.1% and the recall dominance category ratio was 95.8%. Relative to TOOD, the AP dominance category ratio and recall dominance category ratio were both 58.3%.


Table 7 | Comparison results of the pest categories (unit: %).



The average number of each type of pest in a single image was calculated based on the number of instances of pests and the number of images. The results indicated that categories 20, 1, 7, 19, and 23 were the five most numerous pest categories in a single image, and these categories had the most severe image shading adhesion. Compared with the baseline model YOLOv4, the Pest-YOLO model showed a significant increase in AP of the four pest categories, accounting for 80% of the superior class ratio; the highest increase was achieved for categories 7 and 23, reaching 71.52% and 83.22%, respectively. More importantly, the Pest YOLO showed significant improvements in the recall for these five pest types compared to the baseline model YOLOv4. The average recall per pest type increased by 13.92%, reaching 80% of the superior class ratio; the highest increase in the recall in Table 7 was for categories 20, 19, and 23. The significant improvement in recall in the dense pest detection was because the proposed model used the confluence method to filter bounding boxes, which could effectively prevent pests in dense areas from being missed by the model.

To represent the detection performance of the proposed Pest-YOLO model more intuitively, the results of ten models, namely, the SSD, RetinaNet, Faster R-CNN, YOLOv3, YOLOv4, YOLOv5s, YOLOv5m,YOLOX, DETR, and TOOD were compared with that of the Pest-YOLO. Since the YOLOv3-W (Wang et al., 2020b) and AF-RCNN (Jiao et al., 2020) network codes are not open-source, they were not compared in this experiment. As shown in Figure 7, five images with a relatively dense and large number of pest categories in the test set were selected for detection. In Figure 7, pests missed by a model are marked with a red box. Among the tested models, the Pest-YOLO has the fewest red boxes in the graph of detection results, indicating that this method was less likely to miss-detect the pests. In particular, the Pest-YOLO model is more effective than the other models in detecting pests in dense areas.




Figure 7 | Illustration of the detection results of different detectors. Red boxes represent pests missed by a model.





4.3.3 Counting experiments

To test the counting ability of the models, we selected 50 images with multiclass, dense and obscured attached individuals from the test set for testing the performance of the models in counting pest numbers. In this experiment, we plotted the count regression curves and count errors for each model and calculated the R2 coefficient of determination (R2) values of the regression curves and the root mean square error (RMSE) of the different models for comparison.

We tested the real counting ability of the model in order to avoid the problem of label loss affecting the results of counting experiments. We conducted manual counts on 50 images that were screened out. Our manual count of these 50 images resulted in 3855 pests. A total of 3844, 3823, 3788, 3613, 3836, 3740, 3738, 3717, 3734, 3567, 3604, and 3594 pests were detected by Pest-YOLO, TOOD, DETR, YOLOX, YOLOv5m, YOLOv5s, YOLOv4, YOLOv3, SSD, Faster R-CNN, and RetinaNet, respectively, on the re-labeled 50 images. Among all models, the Pest-YOLO’s detection results were the closest to the number of re-labeled pests, and the counting accuracy could reach 99%. This indicates that the proposed method is more accurate for pest counts than the comparison models.

The counting results of the ten detection models and the proposed Pest-YOLO model were statistically analyzed and visually presented in Figure 8. For each detector, two visualization plots are presented. The left figure in Figure 8 is a plot of the linear regression results between the imaging-derived and manual counts, and the right figure is a histogram of the counting error. The linear regression line of Pest-YOLO counting results (red line) fits better with the true value curve (green line), as seen in the linear regression results graph. When both slopes were 1.00, the intercept of the linear regression equation of the Pest-YOLO was larger than that of the linear regression equation of the baseline model YOLOv4. This indicated that the Pest-YOLO model was less likely to miss pests. The RMSE of the Pest-YOLO was 0.44, which was 2.35 lower compared to that of the benchmark model YOLOv4 and also lower than that of the other detectors. This demonstrates that the Pest-YOLO model had better counting stability than the other models. The histogram of counting error shows that the counting error of the Pest-YOLO model was concentrated in the ±5 interval. The baseline model YOLOv4 is concentrated in the interval of ± 15, YOLOv5m is concentrated in the interval of ± 10, YOLOX is concentrated in the interval of ± 9, and tool is concentrated in the interval of -10 to 7. This indicated that the counting error of the Pest-YOLO model was smaller than those of the other models.




Figure 8 | Plot of the counting test results of the models. The left figure is a plot of the linear regression results between the imaging-derived and manual counts; the red line represents the regression curve predicted by the model, and the green line represents the true number of pests. The right figure is a histogram of the counting error, where the x-axis represents the counting error of the model, and the y-axis represents the number of samples.







5. Discussion

Crop pests and diseases are one of the major agricultural disasters and often cause significant losses to agricultural production. Therefor it is possible to detect pests automatically and quickly and accurately, which is crucial for predicting the scale of pests in the field and for pest control. In this study, we present a large-scale multiclass dense and tiny pest detection and counting model, Pest-YOLO. Although this study has important implications for pest prediction and control, some work needs to be further investigated. The presence of some pests in the dataset that lack labeling information leads to a large number of additional FPs generated by the model during the training process. However, Precision and F1-score are in turn directly influenced by FP, thus leading to abnormal values of the two evaluation indicators and also having some influence on mAP. Although we analyzed this issue in 4.3.1 and did not use Precision and F1-score as evaluation metrics for subsequent experiments. But this can only reduce to some extent the negative impact of the data set on the model. Better algorithms need further research, and scientific development must be spiral. Excellent algorithms can lead to innovation of the whole technology, but there is always a limitation period. We still have many excellent improved models that still need to be tried. In our future work, reducing the impact of missing labels on models for pest datasets will be the next focus of our research, and we intend to try to use semi-supervised training or few-shot learning to further weaken the impact of labels on model training. Currently, this study is only implemented in a server environment. If our model is integrated on a hardware device, this also has stringent requirements on the number of parameters of the model. How to minimize the number of parameters while maintaining the model detection performance is also the focus of the next research direction.



6. Conclusions

This paper proposes the Pest-YOLO-based pest detection method to solve the problem of large-scale multi-class dense and tiny pest detection and counting. The proposed method includes two key parts: the I-confidence loss algorithm and the confluence strategy. We propose the I-confidence loss based on the fused Focal loss and confidence loss, which can effectively solve the problem of hard sample training, arising from the uneven number of pest categories and low discrimination of individual minute features during the training process. The confluence strategy is used to solve the problem of false and missed detections caused by occlusion, adhesion, and unlabeled between tiny dense pest individuals during the pest detection and identification. By adopting the confluence strategy, the proposed model can achieve 69.59% for mAP and 77.71% for Recall. In the subsequent analysis, the counting RMSE was 0.44, and the counting error was concentrated at ±5. Therefore, this study’s findings can significantly help solve the problem of large-scale multi-class intensive and minute pest detection and enumeration and provide a technical reference for agricultural pest prevention and control.
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The morphological changes of leaves under the airflow have a significant effect on the deposition of pesticide droplets on the leaves, but the wind-induced vibration of the leaves is complicated to measure. In this study, an aerodynamic test of the pear leaf was conducted in the wind tunnel, and binocular high-speed photography was used to record the deformation and vibration of the leaves under various airflow velocities. Experiments showed that air velocity (v) had a significant effect on the morphological response of the leaf. As v increased, the leaf was in three states, including static deformation, low-frequency vibration, and reconfiguration of airfoil steady state. The mutation from one state to another occurred at the critical velocity of vcr1and vcr2. By tracking the leaf marker point, various morphological parameters were calculated, including the bending angle of the petiole, the wind deflection angle, and the twist angle of leaves under different air velocities. When vcr1 ≤v ≤vcr2, the parameters changed periodically. When v< vcr1, the petiole and the leaf bent statically, and the bending angle of the petiole and the wind deflection angle of the leaf gradually increased. When v >vcr2, the morphology of the leaf and the petiole was stable. Besides, this study tracked and measured the wind deflection area of leaf, which was consistent with the theoretical calculation results. The measurement of the leaf morphological parameters can reflect the morphological changes of leaves under airflow, thus providing a basis for the decision-making of air-assisted spray airflow.




Keywords: leaf, wind tunnel test, morphological changes, high-speed photography, motion tracking



1 Introduction

Currently, air-assisted sprayer has become an important tool for orchard pest control (Farooq and Salyani, 2008; Yang et al., 2017; Nan et al., 2022). The air-assisted spray is the process of depositing atomized droplets on the surface of leaves under high-speed airflow. On the one hand, the high-speed airflow increases the kinetic energy and the penetration distance of the droplets; on the other hand, it changes the canopy structure and increases the canopy porosity, thus widening the channel for droplets to enter the canopy and promoting the turning of leaves (Bayat and Bozdogan, 2005; Derksen et al., 2007; Llop et al., 2015). In this way, the droplets can be evenly deposited on the both side of the leaves. Under an over-low spray speed, it will be difficult for the canopy leaves to turn over, and the deposition rate of the liquid plant protection product on the back of the leaves will be reduced; under an over-high spray speed, a large number of liquid droplets will deposit to non-target areas outside the canopy, causing environmental pollution and pesticide waste (Endalew et al., 2010; Miranda-Fuentes, et al., 2018). The movement of leaves under spray has a significant effect on the deposition of droplets on leaves (Li et al., 2021). Also, the retention of pesticide droplets is closely related to the inclination of leaves. The adhesion of pesticide droplets to leaves with a small inclination can reduce the transportation and loss of pesticide droplets, and help the pesticide droplets stay on the leaves (Li et al., 2020). Under normal spray conditions, the target leaf vibrates under airflow, and the interaction between the leaves and droplets will directly affect the deposition of the droplets and the final retention of pesticide droplets on the surface of leaves. Therefore, understanding the motion of the leaves under airflow is of great significance to improving the deposition of droplets on leaves.

Previous studies have shown that leaves have different mechanical behaviors under static and dynamic forces (Langre, 2019; Jiang et al., 2021). Vogel (1989) investigated individual leaves and found that when the air velocity (v) reaches a critical level, the leaves turn up on both sides with a U-shaped cross-section; when v increases to a certain level, the leaves are rolled into a cone. Figure 1 shows the morphological changes of leaves under the airflow. Meanwhile, the movement of leaves may also be a superposition of multiple forms of motion. Miller et al. (2012) adopted particle image velocimetry technology to study the leaves of wild ginger and wild violet. The experimental results showed that when v was small, there was a large-scale strong vortex shedding in the leaf wake. As v increased, the leaves deformed, thus reducing the wind deflection area and vortex scale. Also, the increased flexibility of leaves led to increased vibration, vortex shedding, and resistance. Shao et al. (2012) conducted wind tunnel experiments on phoenix leaves. When the motion of the leaves was coupled with the wake, the leaves experienced vortex-induced vibration. After the leaves were reconfigured, a vortex could be observed behind the leaves. The lift generated by the vorticity favored the adjustment of the position and posture of the leaves, thus reducing the leaf deformation and decreasing the resistance and vibration.




Figure 1 | The morphological changes of the leaves in the airflow: (A) static lifting; (B) vertical swing; (C) horizontal swing; (D) torsional vibration; (E) wing steady.



Currently, contact and non-contact measurement methods are commonly used to measure vibration signals of structures. Contact measurement usually uses piezoelectric sensors to convert physical signals to voltage signals, and then converts analog signals into digital signals through data collectors. This method can obtain stable results with high measurement accuracy. However, piezoelectric sensors have obvious “additional mass effect” on light and flexible structures, and are very inconvenient to arrange the sensor on leaves. Non-contact measurement can solve the above problems. Li and Kang (2020) measured the vibration response of a single leaf to the sound. Moulia et al. (1994) investigated the static bending of corn leaves using a two-dimensional digitizing tablet. (Tadrist et al., 2014; Tadrist et al., 2015) measured the twist angle of leaves using a laser rangefinder. Meanwhile, they evaluated the inclination angle of leaves relative to the airflow direction through the motion picture of leaves taken by the monocular camera from the front. Based on this, the influence of v and leaf orientation on leaf flutter was analyzed. The method mentioned above simplifies the leaf motion response and cannot accurately capture the high-frequency aerodynamic response of the leaves in the airflow. With the advent of high-speed photography technology, the aerodynamic characteristics of blades under high-speed airflow can be tracked through images. Bhosale et al. (2020) used two high-speed cameras to track the 3D motion of the leaves and the tiny vibration generated by the leaves when they are hit by droplets. Then, the vibration response was decomposed into single-degree linear modes of bending and torsion.

Currently, most of the studies describe the leaf motion with visual observation or measures a single parameter on a single observation point of the leaf. These studies fail to propose a reliable measurement method for the aerodynamic response of the overall large displacement of the leaves and make an accurate numerical description of the morphological response of the leaves. In this study, the pear leaf was tested in a wind tunnel with a binocular high-speed camera. The multi-target tracking technology was used to synchronously collect the position information of multiple measuring points on the leaf. Based on this, the full-shape and multi-parameter dynamic motion response of the leaves under different air velocities was studied.



2 Materials and methods


2.1 Materials

The pear is a deciduous tree and one of the main fruit crops at home and abroad. In this study, pear (Pyrus spp,’Sucui-I’) leaf samples were collected from Nanjing Forestry University Experimental Base in early Apr 2021. The leaf at the top of the branches was retained, and the rest of the leaves were cut off. The sample was taken from the tree and tested immediately. The collected sample leaves were heart-shaped and with a long petiole. The structure and geometric dimensions of the samples are shown in Figure 2, and the specific parameters are listed in Table 1. The length of the leaf is defined as the distance from leaf base to leaf apex, while the width of the leaf is defined as the widest distance perpendicular to the main vein of the leaf.




Figure 2 | Leaf structure.




Table 1 | Size of the pear leaf.





2.2 Experiment set-up and instrument

This experiment was conducted in the wind tunnel (L = 8 m, W = 1.2 m, H = 1.8 m) at Nanjing Forestry University. The air velocity was uniform and continuously adjustable in the range of 0.2-10 m/s, and the turbulence intensity was less than 0.5%. As shown in Figure 3A, the twig connecting the leaf was fixed with tape on a metal rod with a diameter of 0.5 mm, and it was placed vertically in the middle of the test section. When there was no wind, the leaf drooped naturally, and the surface of the leaf should be as vertical as possible to the wall of the wind tunnel. During the test, the metal rod did not vibrate or deform under the wind tunnel airflow. Meanwhile, v was increased from 0 to 8 m/s by a step of 0.5 m/s. The experiment was finished within 30 min so that the leaf showed no dehydration or wilting, and the flexibility of the petiole did not change over time.




Figure 3 | Test devices and settings : (A) Schematic diagram of the test sample and camera placement in a wind tunnel; (B) Schematic diagram of video measurement; (C) Coordinate calibration; (D) Schematic of the tracking point and different angles.



Two high-speed cameras (M310 and VEO410) from Vision Research in the United States were used to shoot and track the movement of the leaf. The minimum exposure time of M310 is 1 μs, and the maximum resolution is 1600×1200; the minimum exposure time of VEO410 is 1 μs, and the maximum resolution is 1280×800. The Phantom supporting software Pcc was used to obtain the images synchronously with Nikon’s AF Zoom-NIKKOR 24-85 mm f/2.8-4D zoom lens. The high-speed camera was facing the leaf so that the leaf was in the center of the picture, and the focus was adjusted to make the picture clearest. The image resolution of the camera was set to 1280×720, and the shooting rate was 500 fps. A calibration plate was used to calibrate the 3D coordinates before the experiment was conducted. Since the high-speed camera was placed in the wind tunnel, it could affect the airflow stability. To address this issue, the high-speed camera was located 1 m away from the test device. The wind tunnel air velocity was adjusted by the fan speed of the wind tunnel. Besides, a hot wire anemometer was fixed at the installation position of the fan to measure the disturbance of the test device on the air velocity. Under all air velocities, the relative errors of the measuring points were less than 1%, indicating that the disturbance caused by the test device was negligible.



2.3 Camera calibration and marker point tracking

The coordinates of the marker points on the leaf were tracked by TEMA Motion (Image Systems AB, Sweden). TEMA Motion applies the concept of intersection to the analysis in 3D space through two high-speed cameras (Xuan et al., 2020). The target observations (tracked 2D pixel coordinates) and the camera pose were used to calculate the 3D position of the target. Meanwhile, the camera pose was calibrated, and several common points in the camera view were taken as references (3D calibration objects in Figure 3C). Then, the scale was added, and there was no need to add coordinate measuring equipment in the measurement process. Figure 3B shows the schematic diagram of the video measurement. Before the test, the 3D checkerboard calibration object was placed at the measurement position of the leaf, and its placement position should make sure that the calibration grid was located in the two high-speed camera windows, which was used as a coordinate reference for the software to track the marker point. Herein, the target position to be measured was marked with a marker on the leaf. The marker point must always be located in the camera window during the measurement. TEMA Motion can automatically track the 3D coordinates of the target position in the calibration reference system.

To make the reference system consistent with the defined one, a 2D checkerboard square calibration paper was added, and the vertical direction and horizontal direction of the paper were respectively the z-axis and the y-axis of the defined coordinate system. The direction vectors  and  of the z direction and the y direction were respectively determined by two points in the vertical and horizontal directions on the chessboard. The x-direction is the wind tunnel airflow direction, and the direction vector is   By solving the rotation attitude angle of the vector in each direction of the defined coordinate system and the reference coordinate system, the rotation angle in each direction and the rotation matrix were obtained. Then, each tracking point was converted from the calibrated coordinate system to the set coordinate system through the coordinate conversion matrix:



where (xid yid zid) is the coordinate of each point in the custom reference system; (xid yid zid) is the coordinate of each point in the reference coordinate system; Mrotation is the coordinate rotation matrix, and Moffset is the coordinate offset matrix.



2.4 Determination of the spatial location of the leaf

The position and attitude of the leaf in the airflow are important parameters that affect the capture of droplets. The tracking points were marked on the leaf. Specifically, A is the connection between the petiole and the branch; B is the position of leaf base; C is the position of leaf apex; M is the center of the leaf, and P1-P4 are the four points on the plane of the middle position of the leaf. The posture change of the leaf can be determined by spatial vector calculation (Figure 3D).

The bending angle α of the petiole is defined as the angle between the petiole and the vertical direction. Assuming that under low-speed airflow, the leaf does not curl up or bend, and the leaf plane is regarded as a rigid body plane. The coordinate system Mx'y'z' is the leaf follower coordinate system, where x' is opposite to the airflow direction; z' is the vertical direction, and the downward direction is the positive direction.   is the normal vector of the leaf plane obtained by P1-P4,  . The wind deflection angle of the leaf (θ) is defined as the angle between the normal vector of the leaf and the wind direction. The twisting azimuth angle ψ of the leaf is the angle between the projection of the normal vector   on the vertical plane My'z' and the vertical axis Mz', and it is positive in the clockwise direction. When the leaf is bent and curled, the leaf cannot be treated as a plane. In this case, the wind deflection angle of the leaf can be approximated as the angle between the vector   and the airflow direction.



2.5 Wind deflection area of leaf

The wind deflection area is the projected area of the leaf in the direction of the airflow. The image processing method (Prasad and Singh, 2017) can be exploited to capture the changes of the area of the leaf moving in the airflow. Figure 4 shows the image processing flow. First, the RGB format image taken by the high-speed camera was converted to HSV (hue, saturation, value) format, and the HSV color model combined with the OpenCV library was used to segment the image. Then, the checkerboard calibration plate image was segmented to obtain the area represented by the unit pixel. Next, the green threshold interval of the pear leaf in the HSV color model was used to extract the leaf from the background. After that, the image was binarized, and the wind deflection area of the leaf was calculated by the pixel counting method, and the black and white square calibration plate with known size (1cm × 1cm) was used for scaling.




Figure 4 | Image processing to obtain the wind deflection area of the leaf.



The wind deflection area of the leaf can be calculated by Eq. (2):



Where Af is the actual projected area of the leaf (cm2); Slabel is the actual area of the calibration plate (1 cm2); Nlabel and Nplant are the number of pixels in the calibration plate and the projected area of the leaf in the binary image, respectively.




3 Results


3.1 Leaf vibration state under wind

The leaf of the pear tree was hung in the middle of the test section of the wind tunnel, and the deformation of the leaf under the increase of v was observed. Figure 5 shows the vibration and deformation of the pear leaf under different air velocities.




Figure 5 | Deformation and vibration of the leaf under different air velocities. (A) v=0m/s; (B) v =2.0m/s; (C) v =2.5m/s; (D) v =3.0m/s; (E) v =3.5m/s; (F) v =4.0m/s; (G) v =8.0m/s.



The motion response of the leaf under airflow is the same as that listed in Figure 1. As shown in Figure 5A, when v< 2.5 m/s, as v increased, the leaf slowly rose, and the inclination angle of the leaf increased. Also, the leaf kept still under a stable air velocity. As shown in Figure 5C, when v = 2.5 m/s, the leaf started to vibrate at a low frequency, and the petiole was bent and twisted. The velocity that causes the change of leaf motion shape was defined as critical air velocity, and the air velocity at this time is defined as the first critical velocity vcr1. As the vibration amplitude gradually increased, the form of the vibration was up-down and left-right swing, and the petiole was bent and twisted. As shown in Figure 5E, when v = 3.5 m/s, the leaf drove the petiole to have a large torsion and up-down vibration, and the leaf flipped around the connection point of the petiole and the leaf. As shown in Figure 5F, when v = 4 m/s, the leaf stopped swinging, but the petiole continued to bend. The left and right parts of the leaf bent toward the main stem of the leaf to form a “U” shape, and the leaf was twisted. At this time, the leaf changed from a large vibration to a stable state, and the air velocity was defined as the second critical velocity vcr2. As v increased, the bending of the petiole and the leaf increased, and high-frequency vibration occurred at the leaf apex.

The 3D coordinate point of the marker point on the leaf was tracked by TEMA Motion software. A total of 300 frames of photos were tracked, and the 3D coordinates of the marker point were recorded. The joint A of the petiole and the branch was taken as the origin of the coordinates, and no perceptible movement occurred during the test. Figure 6 shows the coordinate changes of leaf base point B and leaf apex C in each direction under different air velocities. According to the analysis of the coordinates of each point, within the range of 0-2 m/s, the leaf coordinates were stable. Also, no vibration occurred, and the leaf was in static deformation. Due to the non-uniform change of the cross-section of the petiole and the initial position relationship between the leaf and the petiole, the static bending directions of the petiole and the leaf were mainly along the airflow direction, and there was also a small displacement in the y-direction. The petiole and the leaf moved in the space to find a static equilibrium position. As v increased, the petiole tended to bend in the airflow direction. Within the range of the critical velocities, both the petiole and the leaf moved periodically.




Figure 6 | The coordinate changes of points B and C in each direction.



The vibration frequencies and amplitudes of points B and C calculated by FFT (Fast Fourier Transform) are listed in Table 2. When the velocity was slow, the vibration frequencies of point B and point C were basically the same, and the vibration frequencies of the two points in the x, y, and z directions were basically the same. When v=3.5m/s, the vibration frequencies of both point B and point C decreased, and there was a great difference in the vibration frequencies of point C in each direction. The vibration frequency in the z direction was significantly higher than that in the x and y directions, and it was consistent with the vibration frequency in the z direction of point B. The vibration frequency of leaf base point B was greater than that of leaf apex point C. As the vibration amplitude increased, the vibration frequency decreased. When v >vcr2, the coordinates of the leaf apex and leaf base were basically unchanged under different air velocities, and the leaf tended to be stable. As v increased, the coordinate changes in each direction were small.


Table 2 | Vibration frequency and amplitude of points B and C at v=3.0m/s and v=3.5m/s.





3.2 Morphological changes of the leaf


3.2.1 Wind deflection angle and twist angle of the leaf

Figure 7 shows the change of the wind deflection angle and twist angle of the leaf under airflow. By definition, the wind deflection angle can be approximately regarded as the bending angle of the leaf in the direction of the airflow (Figure 7A). When v reached the first critical velocity, the wind deflection angle of the leaf changed periodically. Meanwhile, the vibration amplitude increased with the increase of v, and the frequency gradually decreased. When v approached the second critical velocity, although the wind deflection angle changed periodically, its average and amplitude both reached the maximum. When v >vcr2, the wind deflection angle decreased and was relatively stable. Afterwards, as the air velocity increased, the wind deflection angle increased slightly and approached 90°, that is, the leaf tended to bend in the direction of the airflow. This is because the leaf curled up into a cone, which reduced the airflow resistance through the reconstruction of its own shape to alleviate the damage of the airflow to the plant organs. The reconstruction of the leaf reduced the drag force of the airflow on the leaf, and the bending of the leaf did not vary significantly.




Figure 7 | Wind deflection angle and twist angle of the leaf at different air velocities: (A) Wind deflection angle; (B) twist angle.



Figure 7B shows the change of the twist angle of the leaf. Under the test conditions, when v< vcr1, the twist angle was almost 0, and the leaf did not twist. When v= 2.5 m/s, the wind deflection angle of the leaf changed periodically. At this time, the twist angle of the petiole was almost 0, indicating that the torsional and bending vibrations of the leaf did not occur simultaneously. As v gradually increased, the leaf presented torsional vibration. When vcr1≤ v ≤vcr2, the torsion of the leaf intensified with the increase of v, which changed from small amplitude of high frequency to large amplitude of low frequency. Also, the torsional vibration frequency of the leaf was greater than the vertical vibration frequency of the leaf. When v= 3.0 m/s, the amplitudes of the wind deflection angle and twist angle of the leaf were respectively 59.7° and 26.1°, and the vibration was dominated by vertical vibration. When v= 3.5 m/s, the amplitudes of the wind deflection angle and twist angle of the leaf were 68.3°and 146.1°, respectively; at this time, the vibration was dominated by torsional vibration. When v >vcr2, the leaf was bent toward the veins, and the leaf cannot be treated as a flat surface. It was found through experiments that in the range of the test air velocity, when v >vcr2, the leaf hardly twisted, so it can be considered that the twist angle remained unchanged.



3.2.2 Wind deflection area of leaf

By segmenting the high-speed camera facing the leaf in the wind tunnel, the wind deflection area under time-averaged air velocity was calculated. Figure 8 shows the wind deflection area under different air velocities (0-6 m/s).




Figure 8 | Wind deflection areas of pear leaf under different air velocities.



As v increased, the average wind deflection area decreased. At low air velocities, the leaf was in a stable state, and the wind deflection area remained basically constant. When v< 1 m/s, the leaf area was basically unchanged, and the pressure generated by the airflow failed to overcome the inertial force of the leaf itself. When v > 1 m/s, as v increased, the wind deflection area of the leaf gradually decreased. When v< vcr1, the change of the wind deflection area of the leaf was mainly caused by static bending. When vcr1≤ v ≤vcr2, the leaf presented low-frequency vibration, and the leaf area changed periodically; as v increased, the vibration amplitude and period gradually increased. When v = 3.5 m/s, the leaf tended to rotate around the petiole. Under v = 3 and 3.5 m/s, the leaf area changed periodically with a period of 0.19 and 0.42 s, respectively. When v = 4 m/s, the wind deflection area decreased sharply to 27% of the initial leaf area, and the leaf area fluctuated slightly. As v increased, the leaf gradually lifted, and the leaf area decreased.




3.3 Petiole bending

Under time-averaged force, petiole presented bending deformation. The vertical angle changes under each air velocity were calculated through the coordinates (see Figure 9). As v increased, the angle between the petiole and the vertical direction gradually increased. When vcr1≤ v ≤vcr2, the bending of the petiole changed periodically; as v increased, the variation amplitude increased but the variation frequency decreased. By comparing the bending angle of the petiole (α) with the wind deflection angle of the leaf (θ), it can be seen that θ changes more than α in the case of static bending because the bending strength of the leaf was lower than that of the petiole. When v = vcr1, the petiole’s bending was stable, and the leaf swung before the petiole around the base position. When vcr1≤ v ≤vcr2, the change amplitude of the petiole’s bending gradually increased, and the change frequency decreased. The changes in the bending angle of the petiole and the wind deflection angle of the leaf were asynchronous, and the peak value of the wind deflection angle of the leaf was always greater than that of the bending angle of the petiole.




Figure 9 | Petiole bending angle.






4 Discussion

The leaf morphology was measured by high-speed photography, and there was a correlation between the leaf morphology parameters. The validity of the measurement method and the authenticity of the test results were verified by discussing the relationship between the morphological parameters.


4.1 Leaf critical velocity and morphology changes

To verify the universality of the test phenomenon, a wind tunnel test was performed on 30 leaves in the same period. The 30 experimental leaves were selected randomly from the pear trees in the experimental park. The leaves were tested in the wind tunnel according to the method described in this paper. The test results showed that the first critical air velocity of pear trees was 2.5-3.5m/s, and the second critical air velocity was 3.0-5.0m/s. (Shao et al., 2012; Shao et al., 2017) studied sycamore leaves and tulip tree leaves. The values of vcr1 were 2.0 and 3.7 m/s, and the values of vcr2 were 3.4 and 5.6 m/s, which were different from the critical air velocities of the pear leaf investigated in this study. The critical air velocities of leaves of different tree species are quite different, which is related to the physiological characteristics of the leave. The critical velocity of different leaves of the same trees species will also be different, but the critical air velocity of the leaves of the same species changes within a small range.

Meanwhile, the air velocity range of some leaves from static deformation to airfoil steady state was only 0.5 m/s, and the state change was extremely rapid. The factors that affect the critical air velocity of the leaf include the shape and size of the leaf and the petiole and the material properties, which are not discussed in this paper. Among the 30 leaves under test, 30% of the leaves experienced all the morphological changes shown in Figure 5, the other 70% presented large torsional vibration instead of significant vertical vibration (Figure 5D). This may be attributed to the over-large change interval of the air velocity.



4.2 Wind deflection area and deflection angle

The wind deflection area under airflow satisfies Af = A0 cos θ at v< vcr1. For the case where the leaf movement varied greatly (v = 3.0 and 3.5 m/s), the changes of the calculated value and the measured value are shown in Figure 10. For the calculated value, the leaf area under the two air velocities was negative, indicating that the windward side of the leaf changed from the front to the back, and the front and the back became windward alternately. When v = 3.0 m/s, the front as the windward side accounted for 82% of the cycle; When v = 3.5 m/s, the front as the windward side accounted for 20% of the cycle. The results showed that calculating the wind deflection area of the leaf by image processing has limitations and cannot distinguish the windward surface of the leaf. By contrast, the wind deflection area of the leaf solved by the wind deflection angle can reflect the windward surface of the leaf well. The correspondence between the calculated and the measured wind deflection areas demonstrates the reliability of the binocular video measurement method in measuring the leaf motion shape.




Figure 10 | Predicted and measured values of leaf area change: (A) v = 3.0m/s; (B) v = 3.5m/s; Vp is the predicted value calculated by the wind deflection angle; Vm is the actual measured value; |Vp| is the absolute value of the predicted value.





4.3 Static bending of petiole

As shown in Figure 11, under time-averaged force, the petiole presented bending deformation, and the aerodynamic force received by the leaf can be divided into flow force Fdrag, vertical upward lift force Flift, and lateral force Fy. Since the lateral force is small, it can be ignored. Ignoring the mass force of the leaf, the forces acting on the free end of the petiole can be expressed as Fx = Fdrag and Fz = Flift, and the lateral force can also be ignored. The leaf was also subject to the moments in three directions. Due to the large moment My of Fdrag in the horizontal direction on the y-axis, the petiole mainly bent in the xoz plane, and the moments in other directions were small and can be ignored. The petiole can be simplified as a cantilever beam, where one end is fixed to the wall, and the other end is free and subject to concentrated forces and moments.




Figure 11 | Analysis of leaf force. (A), position of the petiole base; (B), position of leaf base; (C), the position of leaf apex.



During static deformation, the bending angle α of the petiole at a certain point on the xz plane can be described by the following equation (Luan and Yu, 1991; Shao and Zhu, 2017):



where α is the bending angle of the petiole; s is the arc length (0≤s≤Lp) ; x and z are the dimensionless rectangular coordinates of the point; xm, zm are the coordinate values of the end of the petiole; Fx and Fz are the component forces of the aerodynamic force acting on the petiole in x and z directions, respectively; E is the elastic modulus of the petiole, MPa. Following the measurement method in (Shah, Reynolds and Ramage, 2017), the measured elastic modulus of the leaf is E=125 MPa;   is the inertia moment of the cross-section of the petiole, and the cross-section is elliptical. To simplify the calculation, the diameter of the petiole was replaced by the average diameter, D=2.13mm.

The resistance of the leaf can be expressed as  , where Cd is the resistance coefficient of the leaf. According to the literature (Stanford and Tanner, 1985), Cd≈1.2; ρ is the air density, and ρ=1.293kg/m3 ; v is the air velocity in the wind tunnel, and Af is the windward area of the leaf.

The lift acting on the leaf can be expressed as  , where Cl is the lift coefficient, and   (Jiang et al., 2011).

Assuming that the acting point of the aerodynamic force on the leaf is close to the position of the middle length of the leaf, we have



where Ll is the leaf length, and θ is the angle between the leaf and the yoz plane, i.e., the wind deflection angle. Taking the derivative of s at both ends of the equation, according to the relationship between the derivative of x and z with respect to s, the following equation can be obtained:



where  .

The numerical solution of the above ordinary differential Eq. (5) was solved, and the petiole curve under each air velocity was obtained according to the petiole geometric relationship (Figure 12A). When 0< v< vcr1, the petiole’s bending changed rapidly; when v >vcr2, the petiole’s bending decreased, and the bending changed slowly with the increase of v, which was consistent with the experimental observation.




Figure 12 | Petiole bending vs. v: (A) Change of a petiole bending with air velocities; (B) The theoretical and measured values of petiole’s bending under each air velocity.



The theoretically calculated value was compared with the actual measured value of the petiole’s end bending. As shown in Figure 12B, at low air velocities, the theoretical value of the petiole’s static bending was more consistent with the actual value. When vcr1≤ v ≤vcr2, although the bending angle changed periodically, the average in the period had a good correlation with the theoretical value. When v = 3.5 m/s, the theoretical value deviated significantly from the actual value because the torsional vibration of the leaf increased the complexity of the leaf-stalk system. When v >vcr2, the leaf curled into a wing with curvature, and the airflow passed through the wing to form a circulation. Thus, the measured values were less than the theoretical values.




5 Conclusions

In this study, an aerodynamic test of apear leaf was conducted in a wind tunnel, and binocular high-speed photography was used to record the deformation and vibration of the leaf. The test showed that when the front of the leaf was windward, the leaf experienced static deformation under low-speed airflow, and the leaf rose slowly; when the air velocity reached the first critical air velocity vcr1, the leaf presented up-down flapping vibration at a low frequency and a large amplitude. As v increased, the leaf presented torsional vibration around the junction of the leaf and the petiole. When the air velocity reached the second critical velocity, the leaf was curled up, and it stopped vibration to be in a stable state.

As the air velocity increased, the wind deflection area of the leaf gradually decreased. When vcr1≤ v ≤vcr2, the wind deflection area of the leaf changed periodically. During the vibration period, the front and back of the leaf became the windward side alternately, which increased the probability of the deposition of droplets on the front and back sides of the leaf. The change of the wind deflection area of the leaf tended to be slow and finally stabilized at the minimum when v >vcr2.

By tracking the characteristic points on the pear leaf, the vector analysis method was adopted to calculate the bending angle of the petiole and the wind deflection angle, and the twist angle of the leaf under airflow. When v< vcr1, the petiole experienced static bending, and the leaf was lifted. When vcr1≤ v ≤vcr2, the bending angle of the petiole and the wind deflection angle of the leaf changed periodically, and the change amplitude and average increased with the increase of v. Meanwhile, the leaf exhibited periodic torsional vibration. During the vibration period, the wind deflection angle was greater than 90°, and the front and back of the leaf became the windward side alternately. When v >vcr2, the bending angle of the petiole and the wind deflection angle of the leaf were relatively stable, and they increased slightly with the increase of v. The leaf eventually tended to be in the direction of airflow. Regarding the petiole as the cantilever beam model, this study converted the aerodynamic forces into concentrated loads and bending moments, and the bending deformation of the petiole under airflow was derived theoretically. When v< vcr2, the petiole’s bending changed fast. When v >vcr2, the petiole’s bending decreased, and the change tended to be slow.

In this paper, we proposed a method for measuring the motion response of leaves under the action of airflow, and given the test results. In addition to airflow, leaf parameters such as the leaf elastic modulus, shape and size, maturity, etc. have important impact on leaf movement response. Subsequent research can be carried out on the influence of the physiological parameters of pear leaves on their movement response.
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In order to explore the influencing factors and laws of ultrasonic sensor detecting wheat canopy height, designed an ultrasonic sensor detection height test platform with speed adjustable function. Taking step surface, bare soil and wheat canopy as the research objects, a canopy height calculation method based on K-mean clustering is proposed, and the response characteristics of ultrasonic detection to three media under different operating speeds are explored. Firstly, the step detection test results show that the average detection error of ultrasonic sensor is 1.35%. When the sensor detection distance is switched at the step, with the increase of detection distance, the actual offset at the step increases first and then tends to be stable, and the maximum offset is 10.4cm. The test results of bare soil slope show that the relative error between the detection distance and the manual measurement distance is 1.4% under quasi-static conditions. The leading or lagging of detection under moving conditions is affected by multiple factors such as terrain undulation, speed and detection range. The detection test results of wheat canopy showed that the detection distance was larger than the manual measurement distance, and the smaller the canopy density, the greater the detection error and error variance. When the moving speed is 0.3m/s-1.2m/s, the average detection deviation of the ultrasonic sensor for five kinds of wheat canopy density is 0.14m, and the maximum variance of the detection deviation is 0.07cm2. In this paper, the research on the response characteristics of ultrasonic to the detection of bare soil and sparse canopy in wheat field can provide technical support for the detection of crop canopy in the field.




Keywords: boom height control, wheat canopy detection, ultrasonic detection, boom sprayer, precision agriculture



1 Introduction

With the moderate promotion of agriculture on a large scale in China, large-scale farmland is gradually being formed. Boom sprayer, with its advantages of wide spraying width and high operational efficiency, is being used more and more widely in production (Zheng and Xu, 2021). When working in the field, localized unevenness in the plot can cause large undulations at the end of the spray boom (Drocas et al., 2009; Tahmasebi et al., 2012). For sprayers with larger spray boom, even a small tilt may result in one end of the spray boom being high above the ground or crop canopy (Jeon et al., 2004) (as shown in Figure 1), with serious droplet drift. The other end of the spray boom is closer to the ground or crop canopy, and in severe cases the end of the spray boom can touch the ground or vegetation canopy, causing damage to the spray boom or vegetation. It is therefore essential to achieve a reasonable and stable spray height between the nozzle and the spray target, with the spray boom in a parallel attitude to the ground (Gil et al., 2015; Herbst et al., 2015). Spray boom self-balance control technology is an important way of maintaining a stable attitude of the spray boom relative to the ground, and spray boom tilt monitoring is a prerequisite for spray boom self-regulation (Wei et al., 2015; Cui et al., 2017).




Figure 1 | Field crop canopy detection based on ultrasound. For a large spray boom, even a small tilt may result in one end of the spray boom coming very close to the ground or crop canopy.



The height of the spray boom at different lateral positions, as an important indicator parameter of the spray boom attitude, is the main influencing factor on the quality of the spray distribution (Ramon and Baerdemaeker, 1997; Ramon et al., 1997a; Ooms et al., 2003). The accuracy of the spray boom height detection directly affects the response characteristics of the spray boom height control system (Dou et al. 2021a). Researchers at domestic and international level have conducted research on different sensing detection methods for detecting spray boom tilt heights and have also made considerable progress. Different detection methods have their own advantages and disadvantages, and adapt to different application scenarios (Andrade et al., 2014; Barker et al., 2016). The sensors used in the detection methods mainly include tilt sensor, acceleration sensor, laser sensor, contact sensor, ultrasonic sensor, etc. Their advantages and disadvantages are as follows:

	Inclinometer, which converts the monitored displacement information of the spray bar into angle information (Cui et al., 2019a; Cui et al., 2019b). To ensure the test accuracy, it is necessary to calibrate the linear relationship between the A/D value of the test system and the input Angle θ, and the installation and calibration accuracy are required to be high.

	Acceleration sensor, through the analysis of the signal time-domain waveform, obtain the change curves of the excitation signal and response signal with the excitation time, mainly to solve the problem that the vibration of the spray bar of the traditional spray bar sprayer affects the spray quality (Herbst et al., 2015; Wang et al., 2019).

	Laser sensor, in the horizontal installation mode, the laser sensor emits light to a fixed laser receiving plate, and the displacement change of the spray boom in the field movement process is measured by marking the position of the laser point on the receiving plate (Ooms, 2002). Laser scatterability is poor, and it is difficult to provide sufficient data for cases like wheat with low canopy density and irregular surface structure (Ehlert et al., 2009).

	Contact sensor, the height of the spray boom is detected through by elastic deformation of the contact rod of the sensor. Although the detection method is simple and convenient, it has the risk of damaging crops, which limits its application scope.

	    Ultrasonic sensors, Ultrasonic detection is one of the most mature distance measurement technology at present (Llorens et al., 2021). Ultrasonic has the advantages of high frequency, good directivity and high accuracy, and is widely used in the agricultural field. They are cheap, simple in information processing, convenient in installation, and economical and applicable, so they are commonly used as a ranging method in agriculture.



pUltrasonic detection of canopy distance and density information was applied to fruit tree canopy detection (Brown et al., 2008; Maghsoudi et al, 2015; Liu et al., 2016) to detect the presence of canopy for the purpose of target application. In field production, crop height, cover and biomass density are very important parameters for assessing crop stands. Ultrasonic distance sensors were already used by numerous researchers to measure plant height (Chang et al., 2017). Sui used ultrasonic sensors for estimating cotton height (Sui et al., 2012a; Sui et al., 2012b; Sharma and Ritchie, 2015). Chang developed a system for measuring the height of wild blueberry plants based on ultrasonic (Chang et al., 2017). The findings provide a basis for height detection in field crops, but it is difficult to extend to other crops due to the differences in canopy structure between crops. Those spray boom height detection systems performed relatively well on flat bare ground (Dou et al. 2021b), with larger leaf canopies (cotton, maize). The suitability and effectiveness of detection for sparse canopies in wheat is unclear. The data detected in sparse environments may be on the surface of the wheat canopy, on the ground, on the leaves at any height of the plant, or even anomalous data. Therefore, these signals need to be separated from the canopy surface signals, otherwise the distance value data extracted to the canopy is less accurate. Ultrasonic sensors are susceptible to jumps in the process of detecting canopy height due to interference from external factors, which affects detection accuracy. The applications of ultrasonic sensors in field crop characterization have all focused on studies comparing manual estimates, other sensors and results obtained using ultrasonic sensors (Llorens et al., 2011; Zhou et al., 2021). Information on the interaction between sound waves and the canopy and how it interferes with ultrasonic sensor estimates has not been mentioned. The aim of this study was to explore the response characteristics of ultrasonic waves to the detection of bare soil in the field and sparse canopy of wheat fields under different operating speeds so as to evaluate the detection performance of ultrasonic sensors. Based on ultrasonic sensing detection technology, a spray boom height detection platform was designed to simulate field movement of spray booms. Furthermore, the dynamic detection characteristics of the ultrasonic sensors for different detection targets were investigated using regular steps, the field surface and the wheat canopy as detection targets, providing a technical basis for the research of spray boom height detection methods and spray boom autonomous balance control systems.

The research is divided into five parts as follows: The first section introduces the previous work and the purpose of the research. The second section gives the design of the ultrasonic sensing detection platform and the experiments on the detection performance of the LIDAR sensor. The third section presents the results of the detection field tests. The fourth section discusses the test results. The fifth section provides conclusions.



2 Materials and methods


2.1 Design of test platform

In order to explore the performance of the canopy height detection method based on ultrasonic sensing technology, an ultrasonic sensor with adjustable speed function was built to detect the height of the spray rod. The platform mainly includes a sliding table unit and an ultrasonic sensing detection unit. The timing belt sliding table unit mainly includes stepper motors, drives, controllers, and safety limit switches. The operating speed is set by the controller, and the speed of the stepper motor is adjusted, and the slide is moved at the set speed to achieve the simulated spray pole field movement scene. The safety limit switch protects the slider from hitting both ends of the sliding track. The laser alignment correction unit includes a laser emitter and a retro reflection correction plate to correct the linear motion of the slide and provide a stable test system basis for further detection tests. The ultrasonic sensing detection unit mainly includes ultrasonic sensors, signal collectors, and spray rod height detection systems to realize the real-time acquisition and preservation of ultrasonic detection information. The detection block diagram of the test bench is shown in Figure 2.




Figure 2 | Block diagram of boom height probing platform. The test platform for ultrasonic sensor to detect the height of spray boom mainly includes sliding table unit and ultrasonic sensor detection unit, which can meet the static and dynamic ultrasonic detection test requirements.




2.1.1 Design of movable mechanism

The effective length of the sliding platform track of the design is 6.0 m, as shown in Figure 3. The sliding track is bridge-mounted, with a removable slider block measuring 0.3 m long for mounting the fixed sensor mounting rod. The stepper motor is selected from the 86HB250-80B stepper motor produced by Shantou Hongbaoda Electromechanical Co., Ltd., with a rated voltage of 24V and a torque of 8.5N· M, the maximum acceleration of the movable sliding table is 13.2 m/s2. The stepper motor driver communicates with the controller via the RS485 serial port (KH-01 Shenzhen Yixing Technology Co., Ltd.) and is supplied with AC220 V. There are 4 limit switches at both ends of the sliding track (CZ-7166Detu Instrument (Shenzhen) Co., Ltd.). Among them, the two outer limit switches are used as safety limit switches to prevent the slider from hitting both ends of the sliding track, and the two inner limit switches are used as position limit switches, limiting the motion distance of the slide to 5.0 m as the moving stroke of the sensor.




Figure 3 | Structural diagram of boom height probing platform based on laser/ultrasonic sensor. The designed effective length of sliding platform track is 6.0 m, which can realize the test under different speed conditions.



Spray rod height ultrasonic sensor (WUB2000-30GM75-1-V15, Guangzhou Weiheng Electronics Corporation, China) detection range 0.2-2m, blind zone 0-0.1m, acquisition frequency 30Hz, 4-20mA current output, supply voltage of 12 V, resolution 0.52mm, with temperature compensation function, temperature drift %1.5%. The laser sensor for slider position determination (ALM80201 Shenzhen Shenpu Electric Co., Ltd.) has a ranging range of 80.0 m and outputs a current signal of 4-20 mA. The data acquisition card (analog acquisition module 4-20mA current, Bominte Chengdu Technology Co., Ltd.) simultaneously collects the measurement data of the ultrasonic sensor and the laser sensor, communicates with the host computer through the 485 serial port, and stores the collected test data into the database. The host computer software adopts independent design to develop a universal acquisition system for analog signals, realizes the communication between the computer and the data acquisition card, and controls the acquisition and storage of test data.



2.1.2 Software design of test platform

The interface of the spray rod height detection test system based on ultrasonic sensing is shown in Figure 4, which mainly includes the real-time display of ultrasonic sensors, laser ranging sensors, working status monitoring display, test control, data saving and setting functions. Access database is used, the database header information includes serial number, time, ultrasonic sensing detection height information, laser measurement distance information. The parameter setting mainly includes the movement speed and distance of the sliding platform. When working, first create a new test, open the communication port, and then click start button system to start working, slide the table according to the set speed and distance to drive the ultrasonic sensor movement, the height information obtained and the distance information of the current movement are saved to the database in real time, and the saving interval is 0.5s.




Figure 4 | Ultrasonic detection system control interface. The spray boom height detection and test system based on ultrasonic sensor can realize test control, real-time information display and data storage.






2.2 Calibration of ultrasonic sensor

The information on the detection distance is given as an output in the form of an electrical analogue signal. In order to obtain a relationship between the ultrasonic sensor output current and the actual detection distance, a detection distance calibration was performed as shown in Figure 5. The standard plate (100mm* 100mm) being detected was placed in the direction of the vertical beam emission. The actual distance between the transducer and the reflector plate was determined by means of a tape measure and the data acquisition card collected the current signal from the ultrasonic transducer. The output current value was read directly from the display on the acquisition card and was repeated three times for each distance, averaged and recorded. The output current of the transducer was taken as the horizontal coordinate and the actual distance of the transducer was taken as the vertical coordinate and the detection data was linearly fitted.




Figure 5 | Schematic diagram of ultrasonic sensor beam width calibration. Place the standard reflector plate perpendicular to the ultrasonic emission direction, and then move it vertically from the center to both sides. Calibrate the detection range through the test. (A) Range calibration (B) Beam width calibration.



Ultrasonic sensors are capable of performing reliable measurements in a specific area based on ultrasound. The detection range of an ultrasonic sensor can be divided into the working detection range, the limit detection range and the blind zone. The size of the acoustic cone angle is indicated in the specifications of the ultrasonic transducer, which makes it simple to determine the range of the transducer’s acoustic cone. However, due to the irregular distribution of the acoustic cone, it is difficult to obtain an accurate and effective working detection range of the transducer from the cone angle alone and the working detection range needs to be calibrated by test. The standard reflector plate is placed perpendicular to the direction of ultrasonic emission and then moved in a vertical direction from the center to the sides, observing the current signal output from the transducer on the acquisition card in real time during the movement. When the reflector plate moves to a position where it cannot be detected, the distance between the edge of the reflector plate and the center line of the sensor is measured, and the distance is the unilateral sound cone width of the ultrasonic sensor. The cone width calibration test selects a calibration detection distance at 0.1-1.9m intervals within a detection distance of 0.1m. 19 calibration detection distances are selected, and each calibration detection distance is repeated three times for the average and the data is recorded to obtain the left and right cone widths of the ultrasonic transducer respectively. The left and right cone widths were summed to obtain the exact cone width at each calibration distance.



2.3 Clustering algorithm

The detection data of the wheat canopy by ultrasonic sensors need to be further processed to separate the canopy data and non-canopy data. Before clustering the data, the abnormal burr data are screened by sliding window filtering (Lou et al., 2020). Commonly used clustering algorithms are K-means (MacQueen, 1967) and its improved algorithms, fuzzy C-means algorithms, etc. Compared with other clustering methods (Li et al., 2020), K-means clustering algorithm has simple processing algorithms and fast operation speeds for datasets with large data volumes, and the data characteristics between different classes are significantly different, and the clustering effect is better. The K-means clustering algorithm first randomly selects some sets of ultrasound data points, initializes their respective center points, and sets the input sample set D={x1,x2,… xm}, cluster tree k for clustering, maximum number of iterations N. Wheat canopy detection data only need to distinguish between canopy data and non-canopy data, so the number of cluster center points k in the K-means clustering algorithm is set to 2. Suppose the cluster is divided into C={C1,C2,… Ck}, then our goal is to minimize the squared error E, the expression of which is (1):

 

where μi is the mean vector of clusters Ci, the center of mass. The expression is (2):

 

The distance from each data point to the centroid is calculated and the data point is classified into whichever class is closest to the centroid. The centroids in each class are used as the new centroids. The above steps are repeated until the center of each class does not change much after each iteration. The center distance of the two classes is compared with the actual height of the spray boom. When the center distance of the two classes is less than 75% of the actual height of the spray boom, it is considered as one class; otherwise, it is considered as two classes.

The flow of the canopy height calculation based on the K-means algorithm is shown in Figure 6. During operation, the ultrasonic sensor detection system reads the real-time ultrasonic sensor signal and saves it to the first-in-first-out queue Q[]. First, whether the detection signal is abnormal data is judged. If it is abnormal data, the system removes the data from the queue. When the amount of data in Q[] is less than 30, it is directly judged as crown or non-crown based on the set value. When the amount of data in Q[] is greater than 30, the standard deviation σ is obtained for Q[], and if the standard deviation is less than the threshold T, no clustering is required. When the standard deviation is greater than the threshold T, the K-means clustering algorithm is called to pre-process the collected height detection data, determine canopy and non-canopy, and obtain the current canopy height by taking the mean value of the clustered canopy data.




Figure 6 | Calculation flow of canopy height based on K-means algorithm. The overall idea of the canopy height calculation process based on K-means algorithm is to first judge whether the detection signal is abnormal data according to the real-time signal of the ultrasonic sensor, and then cluster.





2.4 Method of lag distance calculation

A related study (Zhai et al., 2011) showed that ultrasonic distance measurement sensors have hysteresis. In order to obtain accurate ultrasonic detection hysteresis response characteristics under different speed conditions, the sensor movement speed was set to 0.05m/s, which was considered to be hysteresis-free. The sliding speed of the slider was adjusted to 0.3, 0.6, 0.9 and 1.2 m/s by means of a stepper motor so as to capture the detection distance of the ultrasonic sensor on the step surface under different moving speed conditions. To further obtain a relationship between the velocity of movement and the hysteresis of the ultrasound detection of the target profile, the data points obtained at different velocities were first connected by dash lines and then discrete by sampling intervals for each dash line. From the approximation a more dense profile was obtained and finally the data obtained at no speed of motion was compared with the data at 0.05m/s, as shown in Figure 7. The hysteresis amounts were calculated separately.




Figure 7 | Location diagram of dynamic detection and static detection results. In order to further obtain the relationship between motion speed and ultrasonic detection lag, the detection data obtained at different motion speeds are standard discretized, and the data obtained at no motion speed is compared with 0.05m/s data.



At a speed of 0.05 m/s, the dense profile data was stored in the array Aq. At dynamic time, the dense profile data was stored in the array Av. The data items of the Ad plants were moved forward by j cells, subtracted from the digits in Aq and then squared as shown in equation (3).

 

where Av is a dense array of shape data obtained when the speed is v; Aq is an array of dense profile data obtained for stationary detection; N is the number of data items stored in each array; Cj is the result of the sum of the differences between Av and Aq after moving forward j lattices. For array Av, the distance of j cells corresponding to the smallest Cj is the hysteresis.



2.5 Test design of sensing given-size object

Sound waves propagating in the medium, with the increase in propagation distance, the energy gradually decay. The degree of attenuation and sound wave diffusion, scattering and absorption and other factors are closely related. The sound pressure and sound intensity of the decay law for:

 

Where Px, Ix is sound pressure and intensity at x from the sound source;x is the distance between the sound wave and the sound source, m;A is decay coefficient in Np/m (Nepe/m).

Crop head, local lodging or sudden change of crop canopy height. In order to analyze the relationship between different detection distances and detection values in the moving state, and achieve accurate detection of different detection target heights in the moving process, a regular step detection test was designed, including quasi-static tests and dynamic tests. The test object is an 11-step detection surface consisting of 72 stacked cartons, each measuring 0.30 x 0.20 x 0.10 m. The area of the resulting step surface is larger than the area of a standard plate, and the steps are numbered as shown in Figure 8A. The ultrasonic sensor is located directly above the step surface to be measured and the sliding table track is parallel to the step to be measured to ensure that the sensor is always directly above the step when moving with the sliding block. By setting the position of the position limit switch, the travel distance of the sensor to detect the test is limited to 5.0m.




Figure 8 | Regular step detection test by ultrasonic sensor. In order to find out the influencing factors and rules of real-time detection by ultrasonic sensors, experiments were conducted under three scenarios, namely, regular steps, bare soil and wheat canopy. (A) Regular step detection test by ultrasonic sensor; (B) Field ground detection test by ultrasonic sensor; (C) Wheat canopy detection test by ultrasonic sensor.



For accurate detection of the height of the sensor from the step surface, the quasi-static test was arranged with reference to (Zhai et al., 2013), where a lower movement speed was selected and the sensor movement speed was set to 0.05 m/s. A tape measure was used to measure the distance of the sensor from the ground and each step surface, and the corresponding measurement data was recorded as the actual distance. The ratio of the absolute value of the difference between the measured data and the detection data to the measured value was taken as the quasi-static height detection error. In the dynamic test, the sliding speed of the sliding block was adjusted to 0.3, 0.6, 0.9 and 1.2 m/s by means of a stepper motor, and the detection distances of the step faces were taken for the going (step up) and returning (step down) ultrasonic sensors at different moving speeds.



2.6 Test design of detecting bare field

The detection characteristics of ultrasonic sensors on the ground in the field were investigated for pre- and post-sowing wheat application needs. To simulate a field spray boom detection scenario on undulating ground, bare ground in the field was selected as the detection object so that there were undulations in the terrain during the sensor movement detection. The test setup and set-up was the same as the regular step detection test, divided into static and quasi-static tests, as shown in Figure 8B, with a detection ground length of 5.0 m. For the static test, the slider on the push slide table was set to move the sensor forward. A tape measure was applied to measure and record the distance between the ultrasonic sensor and the ground being detected once for every 0.1 m of forward movement of the sensor, with a total of 51 measurement points recorded as the actual distance. The average of the sensor’s detection data within this range for each test was taken as the sensor’s detection distance to the measurement point, using the position of the manual measurement point as the center and a range of 0.1m in front and behind the measurement point. The relative error was calculated from the detection distance and the measurement distance. In the dynamic test, the movement speed of the sensor was adjusted to 0.3, 0.6, 0.9 and 1.2 m/s to collect the detection distance of the ultrasonic sensor on the ground in the field under different movement speed conditions.



2.7 Test design of detecting wheat field

In order to investigate the detection characteristics of ultrasonic sensors on wheat canopy, a wheat canopy spray boom height detection experiment was designed using winter wheat before the pulling stage. An area with a length of 5.0m and a width of 4 rows was randomly selected in the direction of the wheat rows. The test platform was positioned so that the area to be measured was parallel to the crop rows and the ultrasonic sensor was positioned directly above the selected area, as shown in Figure 8C.

Once the test platform was in place, the slider on the sliding table was manually pushed to move the sensor forward. A tape measure was employed to measure and record the distance between the ultrasonic sensor and the wheat canopy plane at the corresponding position for every 0.1m of forward movement of the sensor. During the quasi-static test, in order to achieve the comparison of detection results of wheat with different canopy densities, this paper conducts manual random pruning of the original growth wheat, with a height of 5cm above the ground, randomly and evenly prune some wheat plants, weigh and record the quality of the pruned wheat for a total of four times. Different wheat canopy densities were obtained by different levels of pruning. The wheat canopy density was expressed as the percentage of the wheat weight after pruning to the original weight. The original growth density of wheat was defined as 100%. Set the target of 4 cuts to be about 25%, 20%, 15% and 10% of the current density as show in Figure 9. The amount of 4 times of cutting and the weight of the remaining weight after cutting are shown in Table 1.




Figure 9 | Field ground detection test by ultrasonic sensor. The canopy with different density was formed by randomly and evenly cutting the original wheat four times. (A) 100% (B)75.56% (C) 47.35% (D) 31.05 (E) 19.89.




Table 1 | Statistics of four pruning of wheat canopy.



The sensor movement speed was also set to 0.3, 0.6, 0.9 and 1.2 m/s for the wheat canopy detection trials at different canopy densities, with three replications of each trial.




3 Results


3.1 Ultrasonic sensor calibration

The relationship between the ultrasonic sensor current and the measurement distance is shown in Figure 10, where the sensor current increases with increasing measurement distance. The sensor output currents at detection distances of 0.2m and 2.0 were 4mA and 19.90mA respectively. A linear fit to the detection data gives the mathematical equation y=9.19x2+1.66, where R2 = 0.999, it shows that there is a high linear relationship between variables x and y, and the linear correlation is large and the fitting accuracy is high. However, at detection distances of 0.2-0.3m, the linearity of the sensor output signal values is relatively poor. If the sensor detects the height of the spray boom in this detection range, large detection errors may be generated. When used, this detection range shall be avoided.




Figure 10 | Wheat canopy detection test by ultrasonic sensor. The sensor current increases with the increase of measuring distance, with good linear correlation, and the correlation coefficient reaches 0.99. Symbol “*” represent distance detection values corresponding to different voltages.



The range of the ultrasonic transducer’s sound cone is shown in Figure 11, the sound cone is “spindle” shaped. In the range of 0.3-1.3m, the cone width increases linearly with the detection distance as a whole. At a detection distance of 1.3-1.7m, the cone width varies more dramatically. At a detection distance of 1.6m, the cone width is at its maximum, with a maximum cone width of 45.8cm and a maximum effective detection distance of 2.0m.




Figure 11 | Wheat with different canopy density. The range of the acoustic cone of the ultrasonic sensor is “spindle”, and the width of the acoustic cone increases linearly with the increase of the detection distance.





3.2 Test result of detecting given-size object


3.2.1 Detection results under quasi-static conditions

The sounding height data obtained at a sounding speed of 0.05m/s are shown in the Table 2.


Table 2 | Detection height data at.05m/s velocity.



The forward high detection error is 1.3%, the backhaul detection error is 1.4%, and the average detection error is 1.35%. It shows that the ultrasonic sensor has high accuracy in detecting the distance of the step surface under quasi-static conditions. The pairing of the probe value with the actual value is shown in Figure 12.




Figure 12 | Calibration curve of ultrasonic sensor. The comparison between the detection value of the ultrasonic sensor and the actual value in the quasi-static condition shows that the detection has high accuracy.



The detection of the sensor at the change of the step surface is ahead of the actual position of the step, mainly attributed to the fact that the ultrasonic sensor has a certain width of the acoustic cone. In the direction of movement of the sensor, the height of the step increases in steps (the distance of the sensor from the step surface decreases in steps). Because of the width of the sensor beam, higher step surfaces can still be detected when the sensor is at a lower step position. This phenomenon, although the ultrasonic sensor detection results in position error (in the actual distance of the larger feedback distance signal), but in the spray boom height detection in time to effectively detect the spray boom closer to the obstacle. The spray boom control system should raise the height of the spray boom in time to avoid a collision with the spray boom.

The quasi-static test allows the effect of velocity to be ignored, so it is considered to be due to the change in detection area caused by the change in detection distance, with different amounts of overtopping caused by the detection area. As the distance of the ultrasound transducer from the step face gradually decreases during the go-round, the detection area formed by the ultrasound transducer at the step face gradually decreases, as can be seen from the obtained acoustic cone range of the ultrasound transducer. By the 9th step, a detection blind zone appears due to the close distance between the transducer and the step surface, exhibiting an overlap of detection distances at the 8th and 9th steps. As depicted in Figure 13, the detection area is greater at position 1 than at position 2. When the sensor is in the step position, the smaller the detection area the smaller the amount of overrun caused. Detection position 1 forms an area A’ at the step surface that is larger than the detection area B’ formed at the step surface at detection position 2. Therefore, at larger detection distances, the more pronounced the vibration or jitter of the sensor due to movement, the more unstable the detection area and the greater the fluctuation of the detection data.




Figure 13 | Ultrasonic cone. The quasi-static test ignores the influence of velocity and the detection area changes due to the change of detection distance, and the detection area affects the measured value at the step transformation.



As can be seen from the Table 2, with the increase in detection distance, the detection radius of the ultrasonic sensor gradually increases, the detection distance at the step to produce a switch in the area of B is gradually increased, When the detection distance is switched, the actual offset between the sensor and the step gradually increases and then tends to be stable, with an offset of 10.4cm. It can be concluded that when the detection distance is 0.271-1.027m, the smaller the detection distance, the smaller the detection range, the concentration of acoustic energy, B area smaller than the target plate area can produce sufficient reflected wave energy.

When the detection distance gradually increases, a larger B area is required before the reflected wave energy reaches the detection distance switching threshold, so the B/A keeps increasing when the detection distance is switched.



3.2.2 Detection results under different speed conditions

The detection results of the ultrasonic sensor on the step surface under different moving speed conditions are shown in Figure 14.




Figure 14 | Detection results of regular steps by ultrasonic sensor under quasi-static conditions. The number of sampling points is different at different speeds, and the fluctuation of detection offset increases gradually with the increase of speed (A) 0.3 m/s (B) 0.6m/s (C) 0.9m/s (D) 1.2m/s.



The detection results in motion conditions are less offset relative to the actual position of the step than in quasi-static conditions. On the one hand, the ultrasonic sensor receives the return wave during the emission cycle during motion, and the distance generated by the motion causes a certain hysteresis. However, due to the high ultrasonic wave transmission speed and the relatively short detection distance, the amount of position offset caused is negligible. On the other hand, the position offset is related to the acquisition frequency of the ultrasonic sensor, the shorter the acquisition period the smaller the hysteresis. As shown in Figure 14C, the number of acquisitions at a speed of 0.03m/s is significantly higher than at 1.2m/s. The sampling frequency of the sensor is 10Hz, and the sampling time point and the relative position of the step also affect the actual hysteresis. However, as the speed increases, the offset relative to the quasi-static condition becomes greater.

The average of the detection data (with the burr signal removed) over the range of the step at different speeds is taken as the sensor’s detection distance to the step and the statistics are shown in Figure 15.




Figure 15 | Detection range of step surfaces with different heights. The average value of the detection data at different speeds within the range of the step is the statistical result of the detection distance.



As can be seen from the figure, the detection values at different speeds are larger than the measured values at the 10th step. The relative error rates of the detection distances at 0.05, 0.3, 0.6, 0.9 and 1.2 m/s are 63.54%, 56.21%, 56.33%, 56.46% and 56.27% respectively, which is a large detection error. The main reason for this is attributed to the fact that the ultrasonic sensors have a certain detection blind spot. The sensor used in the study has a detection blind spot of 0.20 m. As can be found in Table 3, the actual distance of the ultrasonic sensor from the step surface at the 10th step is 0.161 m, which is already in the sensor’s detection blind spot. In order to eliminate the large errors in this condition, it is necessary to study the characteristics of spray boom height variation in the field based on the ultrasonic sensor for spray boom height detection. The range of spray boom height variation in the field needs to be estimated and the sensor installed at a suitable position on the spray boom so that the detection distance of the spray boom height is always within the effective detection range of the sensor. The results at steps 1-9 indicate that the detection distance is not significantly affected by speed in the range 0.3-1.2 m/s, with a mean detection distance deviation of 4.1 cm. The sensor has a relatively large detection error at 1.2 m/s for larger detection distances. In particular, at the 5th step, the relative error rate of the detection distance is as high as 15.48%. The detection error is mainly due to the hysteresis of the ultrasonic sensor signal feedback (Zhai et al., 2011).


Table 3 | Switching of detection values at steps for different detection heights.





3.2.3 Detect process anomaly data

As can be seen from Figure 14, the ultrasonic sensor detects the step surface with erroneous data (glitch signal). The percentage of the total detection data by counting the number of glitch signals that occur at each movement speed of the sensor, the signal glitch rate when detecting the regular step surface as an ultrasonic sensor, as shown in the Table 4 (the total data of the 3 repeat tests is counted in the table). The signal glitch rate of the ultrasonic sensor when detecting regular steps is up to 0.22%. The incidence of this signal burr is low in the spray rod height detection and is acceptable.


Table 4 | Signal glitch rate of ultrasonic sensors for detecting regular step.






3.3 Test result of detecting bare field

The results of the height detection of the field surface under manual and quasi-static conditions are shown in Figure 16. By counting and averaging the errors at each measurement point, the relative error between the detection distance and the measurement distance was obtained as 1.4%. The ultrasound sensor did not show any over-estimation of the detection results relative to the actual position of the field surface, mainly because the terrain of the target field surface changes gently, which significantly reduces the influence of the ultrasound sensor beam width on the detection results.




Figure 16 | Detection distance of ultrasonic sensors on regular step at different speeds. The height detection results of the field ground under manual measurement and quasi-static conditions show that, due to the flat terrain, the detection results of the ultrasonic sensor on the field ground do not lead or lag behind the actual position.



The results of the ultrasonic sensor’s detection distance to the field surface at four speeds of 0.3, 0.6, 0.9 and 1.2 m/s for different moving speed conditions are shown in Figure 17. The detection distance of the ultrasonic sensor on the field surface is more accurate and there is no significant lag in the detection results relative to the actual quasi-static position in the regular step detection test at the four operating speeds. It is mainly due to the gentle terrain changes in the ground. The ground surface in the field generally increased gradually along the direction of sensor movement (the distance of the sensor from the ground decreased step by step), while the ground surface changed gently and there were almost no dramatically changing ground. However, when comparing the detection distance between the two speeds of 0.3m/s and 1.2m/s, the detection distance error of 1.2m/s is relatively large. The detection distance error is mainly caused by the detection lag, which is the distance travelled in the interval between samples. Therefore, the lagging distance gradually increases with the increase of speed.




Figure 17 | Detection distance of ultrasonic sensor for the regular steps. During the detection of bare soil, there is no obvious lag of the relative quasi-static actual position 0.3m/s, 06 m/s, 0.9 m/s, 1.2 m/s.



The detection distance of the ultrasonic sensor nearest to the 51 measurement points was counted, and the difference between this detection distance and the measured distance of the 51 measurement points was taken as the relative error, and the statistical results are shown in Figure 18. The average value of the relative error of the detection distance is less than 5% when the ultrasonic sensor is moving at a speed not exceeding 0.9 m/s. At a moving speed of 1.2 m/s, the relative error of the ultrasonic sensor detection distance is large, with a maximum relative error of 14.79%. The relative error at 30 sampling points is significant and the phenomenon is mainly caused by the relatively large ground variation.




Figure 18 | Detection results of ultrasonic sensors on field ground. When the moving speed of the ultrasonic sensor is lower than 0.9 m/s, the average relative error of the detection distance is lower than 5%, and when the moving speed is 1.2 m/s, the maximum relative error is up to 14.79%.



It can be observed that slope and velocity together affect the accuracy of the detection distance during the detection tests on bare ground. When the overall slope of the soil slope is low, the advance distance is not increased as the detection range increases. Comparative step experiments show that the advance distance is mainly influenced by the slope. When the slope is low, the detection range has no effect on the advance distance and the terrain on the field surface changes gently. Therefore, the detection overrun or lag due to the detection range can be ignored.

Under sloping ground slope conditions, the effect of velocity on the ultrasonic sensor is not significant and the detection distance error is mainly caused by the lagging distance. When the speed is 1.2 m/s, the mean value of the relative detection distance error increases sharply. It follows that the sprayer should move at a speed of less than 1.2 m/s when performing ultrasonic sensor-based spray boom height detection.

Burr data also existed for the detection of the ground in the field by the ultrasonic sensor, and the burr rate of the detection signal at different movement speeds of the sensor is shown in Table 5 (the statistics in the table are for the total data from three replicate trials). The maximum burr signal incidence was 2.15%. This signal burr incidence is also low in the spray boom height detection due to the large total number of detection signals, which can be removed by filtering in the signal processing.


Table 5 | Signal glitch rate of ultrasonic sensors on field ground.





3.4 Test result of detecting wheat field


3.4.1 Quasi-static wheat height detection results

The results of the wheat canopy detection under quasi-static conditions are shown in Figure 19.




Figure 19 | Detection distance of ultrasonic sensors on field ground at different speeds. The detection data of wheat canopy by ultrasonic sensor are discrete.



As can be seen from Figure 20, the ultrasonic sensor can distinguish the area before and after the wheat band, but the detection data of the wheat canopy is more discrete, because the detection object of the wheat belt is the sparse and uneven wheat canopy. Part of the probe data is the feedback of the ultrasonic beam to the wheat canopy, while the other part of the data may be the feedback of the beam to the non-canopy object of the wheat gap.




Figure 20 | Detection distance relative error of ultrasonic sensor on field ground. The K-means clustering algorithm is used to cluster the data under five density conditions, realizing the segmentation of canopy and non canopy detection data. (A) Distance detected by the ultrasonic sensor to the 100% wheat canopy; (B) Distance detected by the ultrasonic sensor to the 75.56% wheat canopy; (C) Distance detected by the ultrasonic sensor to the 47.35% wheat canopy; (D) Distance detected by the ultrasonic sensor to the 31.05% wheat canopy; (E) Distance detected by the ultrasonic sensor to the 19.89% wheat canopy.



The K-means clustering algorithm is used to cluster the data under five density conditions, as shown in Figure 21. Through the clustering algorithm, the segmentation of canopy and non-canopy detection data is realized, and the wheat canopy data is obtained.




Figure 21 | Comparison of wheat canopy and non-canopy with different density. The detection speed has no obvious influence on the detection value.



The mean value of the manual measurement for wheat was 0.52 m. Overall, the detection distance was large relative to the manual measurement distance. The results of the ultrasonic sensors on the wheat canopy are influenced by the density of the wheat and the detection bias tends to increase as the density of the wheat decreases. Because the wheat canopy does not have a regular beam reflection plane, the ultrasound beam can detect the plant stalks and branches below the canopy, and even the pulses are more likely to miss the crop and reflect back from the ground during wheat canopy detection. In addition, the spatial characteristics of plant leaves are related to their height and growth stage. As the wheat was in the pre-gestation stage, the leaves of the wheat were still in the growth process and the leaves were mostly slope shaped, with very few being parabolic. The results for different canopy densities are shown in Figure 22.




Figure 22 | Detection results of ultrasonic sensors on wheat canopy. The thinner the canopy, the greater the detection error.



The sparser the canopy, the greater the detection error (up to 0.22m), and the error tends to increase (up to 0.07cm2). The smaller the wheat density, the more obvious the dispersion of detection results. When the density of wheat is small, the ultrasonic sensor detects the wheat leaves, but it is difficult to form a relatively stable echo, the received echoes may be reflected between the leaves and stems, or reflected back to the sensor from multiple leaf surfaces, resulting in the detection of wheat height fluctuations (Aziz et al., 2004). The lower the wheat density, the more the sensor detects non-canopy results, which are mainly wheat leaves near the ground or at ground level, resulting in greater fluctuations in height information.



3.4.2 Detection height results of wheat under moving conditions

According to the clustering algorithm given above, the detection data obtained by each experiment is extracted to extract the feedback data of the ultrasonic sensor beam to the wheat canopy. The average of the distance detected by the ultrasonic sensor to the wheat canopy is then calculated, as shown in the Figure 21.

From the detection distance data for the same density of wheat, it can be seen that there is no correlation between detection error and velocity. However, the detection errors for velocities of 0.3m/s-1.2m/s were all smaller than the detection errors in quasi-static conditions. It indicates that the average height of the reflective surface of the wheat canopy increases when the sensor detects the canopy at a certain speed. In other words, the continuous measurement method reduces the interference caused by irregular reflective surfaces under static conditions. The continuous measurement method outperformed the quasi-static measurement method and achieved better results (Pittman et al., 2015). The mean value of the detection results varied little between different movement speeds, with the maximum difference being 0.062 m at Density5 and the minimum difference being 0.022 m at Density1, i.e. there was no significant effect of detection speed on the detection values.

Generally, the sensor showed an increasing trend for each movement speed detection with decreasing wheat density. It indicates that the smaller the canopy density, the less ultrasonic waves are reflected from the canopy and the more ultrasonic waves are reflected by the stems and leaves below the canopy. When moving at a speed of 0.3m/s-1.2m/s, the range of deviation of the ultrasonic sensors for D1, D2, D3, D4 and D5 wheat canopies was 0.10-0.12 m, 0.09-0.12 m, 0.11-0.16 m, 0.13-0.18 m and 0.19-0.20 m, respectively. The average detection deviation was 0.14 m. The results were compared with the work of Kataoka et al. (2002), who used ultrasonic sensors to measure the height of soybeans and maize, achieving accuracies of 0.03 and 0.10 m, respectively. It was concluded by the authors that as soybean is a broadleaf crop the leaf surface is horizontal, i.e. perpendicular to the ultrasonic sensor, whereas in maize the leaves grow at an angle to the vertical. Similar to maize wheat provides a smaller target for the ultrasonic pulses and a relatively larger detection bias.

To obtain more accurate canopy distances, wheat canopy detection bias needs to be corrected appropriately, and different height percentiles can also be used. According to a previous study by Scotford and Miller, the 90% percentile of each data set provided the best estimate of wheat plant height (Scotford and Miller, 2004), but the size of the percentile was related to the leaf area, leaf angle, number of non-leaf parts, etc. of the crop (Shibayama et al., 1985). Bronson suggested using the 75% ultrasound measured plant height data as it provides a more accurate estimate of cotton height than the mean or median (Bronson et al., 2020). For the wheat growing period in this study, the percentile size used was determined as Table 6, based on different densities of sounding height versus manual measurement data and a field ultrasound to ground distance of 0.94m.


Table 6 | Selection of height percentile for different canopy densities.



However, the standard deviation of the detection distance tends to increase with decreasing density. It indicates that as the density of the canopy decreases, the canopy information detected becomes more unstable, which is consistent with the detection results under quasi-static conditions.





4 Discussion

The height monitoring and real-time attitude adjustment of the spray boom of the pesticide spraying machine are important ways for accurate and precise spraying, it is very important to maintain a reasonable and stable spray height between the nozzle and the spray target, and the parallel attitude between the spray rod and the ground. The automatic balance control technology of the boom is an important way to keep the relative attitude between the boom and the ground stable, and the monitoring of the boom tilt is the premise of the boom self adjustment. Ultrasonic sensor detection is an important way to obtain the height of the spray boom. In order to find out the influencing factors and laws of the real-time detection of the ultrasonic sensor, the detection experiments of steps, bare soil and wheat canopy were carried out. The influence of detection speed and distance on detection accuracy, the rule of burr signal in detection, and the influence of canopy sparsity on detection are analyzed.


4.1 Influence of detection distance and motion speed on detection accuracy

Ultrasound detection distance accuracy for regular step surfaces is high, with an average error of 1.35%. However, due to the influence of the detection range, the phenomenon of detecting two different distances of steps at the same time occurs at the steps. The height value of the detection is related to the ultrasonic intensity returned from the two step surfaces, so the detection range can cause detection advance or lag phenomenon. In the process of motion detection, there is a lag in the detection distance due to the existence of a certain period of the detection signal. The lagging distance is proportional to the velocity, the greater the velocity, the more pronounced the lag. The velocity factor also affects the hysteresis of the detection distance under bare ground, but at a lower slope of the bare ground. In other words, when the slope is small, the velocity-induced detection distance hysteresis is not significant, and when the detection distance fluctuates more, the velocity-induced detection distance hysteresis is significant. The phenomenon suggests that the factors influencing the detection distance lag are speed and slope, and that there is a coupling between the two. When the slope is gentle, the amount of advance or lag caused by the detection range is negligible. The same phenomenon exists for the detection of wheat canopy, i.e. the flat canopy in wheat fields is not affected by the delayed distance, but at the junction between the wheat canopy and the bare ground, a detection distance bias occurs. This conclusion is in common with the detection performance of LiDAR sensing (Dou et al. 2021a). A further improvement in control accuracy can be achieved by using this detection distance bias as a compensation for the delay time of the spray boom height system.



4.2 Regularity of burr signal

Regular step detection tests showed that a small amount of burr signal was present in the ultrasonic sensor for regular step detection. The maximum burr signal rate occurred in the quasi-static test at 0.05m/s with a burr rate of 0.22%. Burr signals were present in the field ground detection tests with a maximum burr signal rate of 2.15%. During the propagation of ultrasound, the surface of the obstacle encountered is rough, and the incident sound wave generates reflections in all directions, forming a scattering phenomenon. The scattering of sound waves is related to the shape of the obstacle. The soil slope is rough relative to the cardboard step surface and the sound waves are scattered on the surface of different blocks, resulting in instability and burr in the obtained ultrasound signal. Different leaf attitudes (spatial postures) result in different canopy structures. In the process of measuring the canopy using ultrasound, different echo signal waveforms were generated (Chen et al., 2020). During the detection process, the shaking of the wheat due to natural wind or mechanical influences causes the generation of the echo signal, which also produces a burr signal. However, the sparse nature of the acoustic waves as they propagate through the wheat canopy causes greater attenuation. In this study it was difficult to distinguish the burr signal from the non-canopy signal in the wheat canopy detection. In practice, oversized burr signals are clustered by Kmeans and no longer have an effect on the detection results, and then the appropriate height percentile is selected according to the different wheat sparsity levels as the basis for the spray boom height adjustment of the sprayer.



4.3 Influence of canopy sparsity on results

Wheat canopy detection tests showed that the detection bias of ultrasonic sensing became greater with decreasing wheat density. The wheat canopy is formed mainly by the natural curvature of the clumped leaves at the top to reflect acoustic waves. Therefore, wheat detection differs from other crops, such as blueberry detection systems where a minimum target of 12.5 mm is sufficient to detect the radial 19 mm radius radial foliage of wild blueberries. However, wheat plants typically have narrow leaves, thin spikes and a canopy where there is not enough density to reflect echoes, and ultrasonic sensors may not perceive weak echoes as valid signals (Yuan et al., 2019). Therefore, it is difficult for ultrasonic sensors to consistently detect effective signals reflected from wheat canopies. When the density is low, the returning ultrasonic echoes from the stems and leaves below the plant canopy result in a lower density of wheat. When the sound waves propagate beneath the wheat canopy, the irregular shape and distribution of the leaves causes some of the sound energy not to be reflected back, leading to scattering and absorption, resulting in unstable detection distances. The sparser the canopy the greater the detection error and the greater the error variance.




5 Conclusions

	(1) A test platform with speed-adjustable ultrasonic sensors to detect the height of the spray boom was designed and a detection control system was built. Real-time detection height data acquisition and recording functions were implemented to provide a hardware basis for testing at different speeds and different detection targets.

	(2) Ultrasonic sensor detection range calibration test results indicate that the sound cone is “spindle” type. In the range of 0.1-1.3m, the cone width increases linearly with increasing detection distance. In the detection distance of 1.3-1.7m range, the width of the sound cone changes more drastically and is not suitable for detection. The maximum cone width is 45.8cm and the maximum effective detection distance is 2.0m.

	(3) Ultrasonic sensor has high accuracy in detecting the distance to the step surface under quasi-static conditions, and the average value of the detection error is 1.35%. With the increase of detection distance, affected by the detection radius and ultrasonic echo intensity, when the sensor detection distance is switched at the step, the actual offset from the step increases first and then tends to be stable with the increase of detection distance, and the maximum offset is 10.4cm. Because the sound cone of the ultrasonic sensor has a certain width, under the moving conditions, when the step surface changes or the ground slope is large, the speed is the main reason why the detection result of the sensor is ahead or behind the actual position of the step. When the terrain changes gently, the detection lead or lag caused by the detection range and speed can be ignored.

	(4) Wheat canopy height detection test results suggest that, because the wheat canopy does not have a regular beam reflection plane, in the small strip of wheat canopy detection, the ultrasonic beam may detect the plant stalks and branches below the canopy, resulting in detection results are larger than the actual distance. The detection bias tends to increase as the density of wheat decreases, indicating that the lower the density of the canopy, the less ultrasound is reflected from the canopy and the more ultrasound is reflected from the stems and leaves below the canopy. The mean detection deviation of the ultrasonic sensors for the five wheat canopy densities was 0.14 m, and the maximum variance of the detection deviation was 0.07 cm2 when moving at a speed 0.3m/s-1.2 m/s. Therefore, K-means can be used as a clustering method for wheat canopy height data.
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Introduction

Development of weed and crop detection algorithms provides theoretical support for weed control and becomes an effective tool for the site-specific weed management. For weed and crop object detection tasks in the field, there is often a large difference between the number of weed and crop, resulting in an unbalanced distribution of samples and further posing difficulties for the detection task. In addition, most developed models tend to miss the small weed objects, leading to unsatisfied detection results. To overcome these issues, we proposed a pixel-level synthesization data augmentation method and a TIA-YOLOv5 network for weed and crop detection in the complex field environment.



Methods

The pixel-level synthesization data augmentation method generated synthetic images by pasting weed pixels into original images. In the TIA-YOLOv5, a transformer encoder block was added to the backbone to improve the sensitivity of the model to weeds, a channel feature fusion with involution (CFFI) strategy was proposed for channel feature fusion while reducing information loss, and adaptive spatial feature fusion (ASFF) was introduced for feature fusion of different scales in the prediction head.



Results

Test results with a publicly available sugarbeet dataset showed that the proposed TIA-YOLOv5 network yielded an F1-scoreweed, APweed and mAP@0.5 of 70.0%, 80.8% and 90.0%, respectively, which was 11.8%, 11.3% and 5.9% higher than the baseline YOLOv5 model. And the detection speed reached 20.8 FPS.



Discussion

In this paper, a fast and accurate workflow including a pixel-level synthesization data augmentation method and a TIA-YOLOv5 network was proposed for real-time weed and crop detection in the field. The proposed method improved the detection accuracy and speed, providing very promising detection results.





Keywords: weed detection, deep learning, object detection, YOLO, precision agriculture, site-specific weed management




1 Introduction

During the process of crop growth, weeds appear randomly in the field and compete with crops for water, nutrients and sunlight, leading to a negative effect on crop yield and quality (Zhang, 2003; Lee et al., 2010). Research shows that weed competition may cause crop yield loss as high as 34% (McCarthy et al., 2010; Gao et al., 2018). Weed control has become one of the most important tasks in modern agricultural. Chemical and mechanical weeding campaigns are the two main means adopted at present. However, the overuse of herbicides by chemical weeding operations has resulted in serious environmental pollution problems. Mechanical weeding operations by tillage or cultivation of soil have been widely used for crops planted in rows, but they could hardly remove intra-row weed without assistance from a target detection module and may cause severe crop damage. In order to solve these problems, the concept of site-specific weed management (SSWM) was introduced, which could provide accurate target information for both the herbicide spraying system and mechanical weeding equipment (Lottes et al., 2018).

The key of SSWM is the rapid and accurate detection of target. For chemical weeding, the detection target is weeds, while for mechanical weeding, the detection target is crops for reducing crop damage rate. Therefore, rapid and accurate detection of both crops and weeds is very important for SSWM operations. At present, visible-near infrared (Vis-NIR) spectroscopy and machine vision are two main techniques used for crop and weed detection in the field. The Vis-NIR spectroscopy technique shows absolute advantage in detection speed, but it could hardly distinguish the weak spectral difference between crops and weeds in complicated outdoor environment. In addition, the detection region of Vis-NIR detector is limited, making this technique not suitable for crop and weed discrimination in the field (Wang et al., 2019). Compared with the Vis-NIR spectroscopy, machine vision could acquire information in a large area and provide accurate location information in the field of view. The image processing methods for machine vision can be grouped into conventional hand-crafted feature-based method and deep learning-based method. The conventional image processing method trains machine learning models based on color, texture, shape and other hand-crafted features. It has a simple model training process, but the model generalization ability and adaptability are low, hindering its practical applications under different circumstances. Moreover, the image preprocessing of the conventional method is cumbersome (Wang et al., 2022c). In recent years, with the rapid development of convolutional neural network (CNN) for image and video processing, deep learning-based image processing method has been widely studied and applied in the field of agricultural engineering (Wang et al., 2020a; Hasan et al., 2021). Deep learning-based object detector shows great advantages in target recognition, positioning and category determination. Jiang et al. (2020) established a grap convolutional network (GCN) map by extracting weed feature map and Euclidean distance through a CNN network, and enriched image features by using the GCN map. The recognition accuracy of GCN-ResNet-101 model on four weed datasets reached 97.80%, 99.37%, 98.93% and 96.51%, respectively, but the model convergence process was slow, and the model training was difficult. Furthermore, the network structure cannot be set too deep due to the limitation of the GCN network, otherwise it would cause the vanishing gradient problem. Kim and Park (2022) trained a multi-task semantic segmentation-convolutional neural network (MTS-CNN) model based on U-Net for the semantic segmentation of weeds and crops. Considering the large difference in the loss function between crops and weeds, they designed the cross-entropy loss and dice loss models between weeds, crops and both (weeds and crops) in the loss function stage to increase the stability of the network. The mean intersection over union (MIoU) trained on three public datasets was 91.61%, 83.72% and 82.60%, respectively. However, the model improvement was not based on the characteristics of specific objects (crops and weeds), resulting in poor generalization of the model. Peng et al. (2022) proposed an improved RetinaNet model to detect weeds among rice crops. The convolution structure was modified to reduce the loss of semantic information, the Efficient Retina Head (Lin et al., 2017) was designed in the head network to reduce memory consumption and inference time, and the regression loss function was designed by combining the Smooth loss (Girshick, 2015) and generalized intersection over union (GIoU) loss (Rezatofighi et al., 2019). Results showed that the average weed recognition accuracy of the model was 94.1%, which was 5.5% and 9.9% higher than the average recognition accuracy of the baseline network RetinaNet and YOLOv3, respectively. Although the model had some improvements in the prediction head, it did not make full use of the rich semantic information extracted from the backbone network, which cut the correlation between the feature maps. As a result, it was unfavorable for the practical application of the model.

Therefore, the overall objective of this work was to develop a fast and accurate model for weed and crop object detection in the field. Specifically, a pixel-level synthesization data augmentation method was proposed to deal with the problem of unbalanced sample distribution of weed and crop. An improved YOLOv5 network named the TIA-YOLOv5 was proposed, in which a transformer encoder block was added to the backbone to improve the sensitivity of the model to weeds, a channel feature fusion with involution (CFFI) strategy was proposed for channel feature fusion while reducing information loss, and adaptive spatial feature fusion (ASFF) was introduced for feature fusion of different scales in the prediction head. Lastly, the effectiveness of the proposed pixel-level synthesization data augmentation method and TIA-YOLOv5 network was tested with a publicly available sugarbeet dataset for sugarbeet and weed detection.



2 Materials and methods


2.1 Proposed method

YOLO series networks have been widely used in the field of agriculture for object detection (Wang et al., 2022b; Wang et al., 2022e). By now, the YOLO series models have developed into the seventh version, in which YOLOv5 is the most widely used for object detection. YOLOv5 is mainly composed of a (Cross-stage-Partial-connections) CSP-Darknet53 (Bochkovskiy et al., 2020) as the backbone, a path aggregation network (PANet) as the neck and a YOLO as the prediction head (Glenn, 2020). To improve the detection accuracy of crop and weed in the field, the YOLOv5s was selected as the baseline network in this work. The YOLOv5s is a light object detector with high performance, making it suitable for real-time object detection and easy to deploy on an edge computing platform in the field.

The architecture of the proposed TIA-YOLOv5 model is depicted in 
Figure 1
. The model includes a backbone, a neck and a prediction head. To deal with the problems caused by occlusion, high density and sharp scale change in the current weed object detection scenario, the TIA-YOLOv5 network has three improvements compared with the baseline YOLOv5 model. Firstly, a transformer encoder block (Zhu et al., 2021) was added into the backbone to increase the feature extraction capability of the backbone network. Secondly, a channel feature fusion with involution (Li et al., 2021a) (CFFI) module was designed to reduce the loss of semantic information caused by convolution operations in the feature fusion stage and make full use of the rich information of the feature map at the end of the backbone. And thirdly, adaptively spatial feature fusion (Liu et al., 2019) (ASFF) was introduced to enhance the sensitivity of the prediction head to crops and weeds.




Figure 1 | 
Architecture of the proposed TIA-YOLOv5 network. (* means multiply).





2.1.1 Transformer encoder

As the backbone of YOLOv5s, the CSP-Darknet53 is mainly composed of CSP bottleneck blocks, which is based on residual mechanism. The combination of transformer (Dosovitskiy et al., 2020) and CSP module is getting more attention by researchers recently due to its strong feature extraction capability. In the backbone, the transformer encoder block was deployed to replace the bottleneck of CSP-Darknet53. The transformer encoder block can get small target information better in the global information through self-attention mechanism, and has better detection performance in high-density crop images. The structure of the transformer encoder block is shown in 
Figure 2
. It is mainly composed of a multi-head attention sub-layer and a multilayer perceptron (MLP) feed-forward neural network sub-layer with residual connections between them. In this work, the transformer encoder block was placed at the backend of the backbone, because the output of the backbone network is a low-resolution feature map, which will reduce the computational load of the transformer encoder block (Zhu et al., 2021).




Figure 2 | 
Structure of transformer encoder block (Zhu et al., 2021).






2.1.2 Channel feature fusion with involution (CFFI)

Path aggregation network (PANet) (Liu et al., 2018), which pools features from pyramid levels and fuses features of different scales, is widely used in object detection networks including YOLOv5. As the high-level feature map of the backbone, feature {C5} contains rich semantic information. To integrate with the mapping of the feature {C4} in the backbone, 1 × 1 convolution layers were adopted to reduce the channel number of feature {C5}, through which the calculation efficiency was significantly improved. However, the reduction of channel number would inevitably result in serious information loss (Luo et al., 2022). To reduce this information loss, the CFFI was added between the backbone and feature pyramid, which enabled the semantic information to be fully utilized. Based on this concept, in order to take full advantage of the rich features in the high-level channels of the backbone and improve the performance of the PANet, involution operation (Li et al., 2021a) was adopted. Involution is characterized by light weight, high efficiency and flexibility, and has achieved good results in various visual tasks. Different from convolution operation, involution has channel invariance and spatial specificity, enabling it to overcome the difficulty of modeling long-range interactions (Li et al., 2021a). The formula of the involution kernel is ℋ

i,j
∈ℝ

K×K×1 , where ℋ

i,j
 generates according to the function Φ at a pixel (i, j), K is the kernel size of involution. The structure of involution is shown in 
Figure 3
. In involution, the size of the input feature map directly determines the size of involution kernel, therefore the size of the kernel and the input feature map automatically aligns in the spatial dimension. The advantage of this is that the involution kernel can adaptively allocate the weights over different positions (Li et al., 2021a).




Figure 3 | 
Schematic illustration of involution (Li et al., 2021a).




It was observed that the channel number of the feature map {C5} can maximize the performance of involution. Therefore, the CFFI was introduced to directly reuse the rich semantical information of the feature {C5} (Luo et al., 2022). Firstly, a 1 × 1 convolution with channel number of 768 was used to reduce the channel number of the feature {C5}. Then an involution with kernel size of 1 × 1 and channel number of 768 was used to aggregate spatial information. Finally, a concat operation was conducted to connect the resulted feature maps of convolution and involution, as shown in 
Figure 4
. Through these operations of CFFI, the channel number of feature maps was reduced, as well as the loss of semantic information caused by direct convolution. Therefore, the CFFI functioned as a bridge between the backbone and neck, which enhanced the representation ability of the feature pyramid.




Figure 4 | 
Channel feature fusion with involution.






2.1.3 Multiscale feature fusion

YOLOv5 is a single-stage detector. The main problem of YOLOv5 is the inconsistency between feature maps of different scales (Liu et al., 2019). For weed detection task, there are large scale differences between crops and weeds, resulting in inaccurate positioning and identification of objects. In order to make full use of the multi-layer features output from the neck, the adaptively spatial feature fusion (ASFF) (Liu et al., 2019) was introduced. Unlike the bi-directional cross-scale connections and weighted feature fusion (BIFPN) and learning scalable feature pyramid architecture (NAS-FPN) that use cascaded multi-level feature fusion, features of different scales were rescaled and adaptively fused in ASFF to filter out the inconsistency during training. The structure of the ASFF is shown in 
Figure 5
.




Figure 5 | 
Schematic diagram of adaptively spatial feature fusion (ASFF).




There are three resolutions of feature maps in YOLOv5, P2, P3, and P4. For feature map of Pi(i∈{2, 3, 4}) , the resolution of other Pn(n≠i) feature maps was adjusted so that all feature maps have the same size. The ASFF modifies the upsampling and downsampling strategies for the three feature maps. For up-sampling, the 1 × 1 convolution was used to reduce the channel number of feature maps, then interpolation was conducted to improve the resolution of feature maps. Two downsampling strategies were used; For the feature map of 1/2 scale, the 3 × 3 convolution with a stride of 2 was used to modify the channel size and resolution simultaneously, and for the feature map of 1/4 scale, the maximum pooling with a stride of 2 was added before the convolution layers with a stride of 2. The last step of ASFF was to adaptively learn the spatial weights of feature map fusion under multiple scales for adaptive fusion (Liu et al., 2019). The formula of ASFF is as Eq. (1).



Where   is the (i,j)-th vetor of the output feature map y

l
 between channels, and   represents the feature vector at the position (i, j) on the feature map adjusted from the n level to the level.  ,  ,  , are the spatial weights corresponding to the three levels of feature maps, which were obtained by network adaptive learning.  ,   and   are subjected to the Eq. (2).

	



	

By adopting this strategy, adaptive fusion was carried out on each feature scale, which greatly reduced the instability of the model caused by the scale changes between crops and weeds.




2.2 Dataset preparation


2.2.1 Image dataset

In this work, a publicly available sugarbeet image dataset (Chebrolu et al., 2017) was used. The images were captured with a readily available agricultural robotic platform, BoniRob, on a sugar beet farm near Bonn in Germany in spring 2016. All images are in RGB format and the resolution is 1296 pixel × 966 pixel. The dataset includes images of sugar beet at seedling and growth stages as well as weeds in the field (Chebrolu et al., 2017). In this study, a total of 4500 images were selected as our raw dataset. LabelImg (https://github.com/tzutalin/labelImg) was used to label crop and weeds in the images and provide corresponding label files for model training.



2.2.2 Image preprocessing

The balance of samples determines the robustness of the trained models. During the process of labeling the sample data, it was found that the sample number of weeds and sugarbeet in the public image dataset was seriously unbalanced, with the ratio of sugarbeet to weeds was about 17:3. To increase the number of weed samples, a pixel-level synthesization data augmentation method was designed. Six kinds of weeds with different sizes and shapes were extracted from original images, then these weed pixels were inserted randomly into images to synthesize new images containing more weed objects. The data augmentation process is shown in 
Figure 6
. Sub-images (
Figure 6A
) that only contained weeds and background were cropped from the original images. The background and weeds in the sub-image were then segmented using the region growth method (Angelina et al., 2012). The extracted weed pixels are shown in 
Figure 6B
. These extracted weed pixels were merged into original images randomly to obtain new images (
Figure 6C
) containing more weed objects. After data augmentation, the number of total images reached 5536, and the sample ratio of sugarbeet to weeds was 17:9.




Figure 6 | 
Image augmentation process for increasing the number of weed objects. (A) Sub-image containing only weeds and background, (B) Extracted weed pixels, (C) Synthetic new images containing more weed objects.




The enhanced dataset containing 4100 original images and 1436 synthetic images was divided into a training set, a validation set and a test set with a ratio of 8:1:1. Since the pixel-level synthesization data enhancement method is a process of data expansion based on the original images, to avoid the repetition of weeds and crops in the training set and test set, the obtained synthetic images and corresponding original images that were used for date augmentation were only used for model training. As a result, the resulting training, validation and test set contained 4395, 500 and 641 images, respectively.




2.3 Experiment design

The model training and testing tasks in this work were conducted on a PC equipped with a 11th Gen Intel i9-11900K CPU and a NVIDIA GTX3080Ti GPU. Pytorch 1.10.2 framework was used to build the networks. For parameter settings, the pretrained weights of YOLOv5s on the COCO dataset was loaded as initial weights. The input image size was 1296 × 966, the training epochs was set to 100, and the batch size was set to 8. To verify the effect of the data augmentation method on the proposed TIA-YOLOv5, conventional data augmentation method including random translation, rotation and scaling was also used for comparison. Six groups of ablation experiments were conducted to analyze the effects of each module of the TIA-YOLOv5 network. Finally, the TIA-YOLOv5 were also compared with state-of-the-art object detection models including SSD (Liu et al., 2016), Faster RCNN (Girshick, 2015), YOLOv3 (Redmon and Farhadi, 2018), YOLOv4 and YOLOv7 (Wang et al., 2022a) networks.



2.4 Evaluation metrics

Precision, recall, average precision (AP), mean average recognition accuracy (mAP@0.5 and mAP@0.5:0.95), F1-score and processing speed in terms of frame per second (FPS) were used to evaluate the model performance. The mAP is the average of the AP calculated for all the classes, where N is the number of categories. The mAP@0.5 means that the mAP calculated at intersection over union (IoU) threshold of 0.5. The mAP@0.5:0.95 means the average mAP over IoU thresholds from 0.5 to 0.95 with an interval of 0.05. The formulas for precision, recall, F1-score, AP and mAP are as follows.














3 Results and discussion


3.1 Performance of dataset augmentation

To evaluate the performance of the proposed pixel-level synthesization dataset augmentation method, commonly used conventional dataset augmentation methods including random translation, rotation and scaling were used for comparison. The number of samples in the training, validation and test set for each method was set the same. The results are shown in 
Figure 7
. Because the precision, recall, F1-score, and AP values for detecting sugarbeet were all above 90% for all models, they were not listed and discussed as performance indicators. The YOLOv5 model without data augmentation performed slightly better than the ‘YOLOv5+conventional augmentation method’ model. This is because the ‘YOLOv5+conventional augmentation method’ replaced 1436 original images with corresponding processed images by the conventional data augmentation method to keep the same number of samples in the training set. The proposed pixel-level synthesization method were superior to the conventional method in terms of all the six indicators. The conventional data augmentation method could enhance the dataset to some extent, however, the lack of weed samples that results in the unbalanced data distribution is the key problem in this work, which cannot be solved by the conventional augmentation method. The pixel-level synthesization method was designed to increase the number of weed samples in the dataset, further to alleviate the unbalanced phenomenon of data distribution. From 
Figure 7
 it can be observed that the F1-scoreweed, APweed and mAP@0.5 were improved to 61.0%, 77.7% and 88.4%, with 4.7%, 14.3% and 5.0% absolute increase compared with the conventional data augmentation method, respectively, validating the effect of the pixel-level synthesization method.




Figure 7 | 
Performance of data augmentation methods.






3.2 Ablation study

Ablation study was conducted to evaluate the effect of different modules of the proposed TIA-YOLOv5 network. The results of ablation study are shown in 
Table 1
, from which it can be seen that the Recallweed, F1-scoreweed, APweed, mAP@0.5 and mAP@0.5:0.95 of the ‘YOLOv5+Transformer’ model increased by 11.3%, 3.6%, 8.3%, 4.4% and 5.9%, respectively, compared with the baseline YOLOv5 network. These improvements indicate that the transformer encoder block could improve the sensing ability of the YOLOv5 network for weeds, making it easier to capture the weed objects from the complicated context information. In addition, the calculation cost of the transformer encoder block was less than that of the original bottleneck module of the YOLOv5 network, which improved the FPS of the model. The combination of the pixel-level synthesization augmentation method and transformer encoder block reduced the additional computer resource consumption caused by the increase of samples. Although adding the CFFI module alone cannot improve the model performance on identifying crops and weeds significantly, the Recallweed, F1-scoreweed, APweed and mAP@0.5 of the ‘YOLOv5+Transformer+CFFI’ model reached 86.0%, 62.5%, 79.8% and 89.4%, with an absolute increase of 10.3%, 4.3%, 10.3% and 5.3% compared with the baseline network, when combining the transformer encoder block with the CFFI module. This is because the CFFI module could make full use of the rich context information captured by the transformer encoder block, realizing the reuse of the information extracted from the backbone network and further providing rich front-end information for feature fusion layers in the neck (Zhu et al., 2021). The ASFF module could further optimize the network by applying multi-scale feature fusion in the prediction head. In this work, the feature maps of were fused to reduce the instability of the model caused by the scale difference of feature maps (Liu et al., 2019). With the combination of the transformer encoder block, CFFI and ASFF modules, the proposed TIA-YOLOv5 provided the best performance among the compared networks, with the Recallweed, F1-scoreweed, APweed and mAP@0.5 of 90.0%, 70.0%, 80.8% and 90.0%, respectively. Comparing the TIA-YOLOv5 with the baseline network, the improvement of mAP values is not very evident. This is because the mAP is determined by the detection accuracy of both crop and weed, and the APcrop is already 99.2% for the baseline network. With respect to the F1-scoreweed, APweed, the absolute improvement by the TIA-YOLOv5 is 11.8% and 11.3% compared with the baseline network, which is a promising result for weed object detection in the field. In general, the TIA-YOLOv5 network could provide higher weed detection accuracy and remain comparable processing speed relative to the YOLOv5 network.


Table 1 | 
Ablation study on the effect of different modules of the proposed TIA-YOLOv5 network.






3.3.  Comparison with other object detection networks.

The proposed TIA-YOLOv5 was compared with the SSD, Faster RCNN, YOLOv3, YOLOv4 and YOLOv7 networks in terms of Recallweed, Precisionweed, F1-scoreweed, mAP@0.5 and FPS to verify its effectiveness. The results are shown in 
Table 2
. The Faster RCNN is a two-stage object detector that consists of a region of interest (ROI) generation step and a feature extraction step. It has been applied in agriculture for object detection tasks (Li et al., 2021b; Zhao et al., 2022). For the weed and crop detection task in this work, the Faster RCNN yielded an F1-scoreweed of 60.7%, an mAP of 86.6% and an FPS of 5.8. The detection accuracy is competitive, however, the detection speed is too slow, which should be caused by the separated regression and classification networks of the Faster RCNN (Wang and Liu, 2021), making this model hardly to be used in the field for real-time weed detection. The SSD is a one-stage object detector, and is significantly faster than the Faster RCNN in FPS. However, the SSD did not perform well for small target detection, with the F1-scoreweed 14% and the mAP 8.6% lower than the TIA-YOLOv5, because it tended to use the low-level feature maps for small target detection. The YOLOv3 (Redmon and Farhadi, 2018) is the most classical network in the YOLO series, and the baseline YOLOv5 in this work was developed from YOLOv3. The YOLOv3 with squeeze-and-excitation networks (SE-YOLOv3) (Hu et al., 2018) uses feature pyramid networks (FPN) to fuse feature maps of different levels. The FPN has a relatively simple architecture and does not need much computing resource, enabling the SE-YOLOv3 has an absolute superiority in detection speed while maintaining acceptable detection accuracy (Wang et al., 2020b). With the appearance of PANet, the combination of the FPN and PANet has significantly improved the model performance on the cross-scale fusion (Wang et al., 2022d). The YOLOv4 network also uses this strategy. Compared with the SE-YOLOv3 and YOLOv4 models, although our proposed TIA-YOLOv5 network performed slightly inferior in FPS, the mAP@0.5 increased by 6.4% and 3.7%, respectively. The newly emerged YOLOv7 network adopts the extended efficient layer aggregation networks (E-ELAN), yielding an F1-scoreweed of 60.4% and an mAP of 87.2%. It was superior to all the compared networks expect the TIA-YOLOv5. With respect to processing speed, when deployed on a Jetson NX (NVIDIA, US) computing platform, the TIA-YOLOv5 model could yield an FPS of about 70 after optimization by the TensorRT SDK (https://github.com/NVIDIA/TensorRT) provided by NVIDIA, which can meet the requirement of real-time application in the field. Overall, our proposed TIA-YOLOv5 provided the best performance for sugarbeet and weed detection among the five compared models.


Table 2 | 
Performance comparison of five networks for sugarbeet and weed detection.




Several images were selected from the test set for visualizing the detection performance of the TIA-YOLOv5 network, as shown in 
Figure 8
. The yellow boxes in 
Figures 8
 a1 and a2 are the weeds that were missed by the baseline YOLOv5 network but detected by our TIA-YOLOv5. The yellow box in 
Figure 8
 a3 is the region where weed was detected repeatedly by the YOLOv5 while the TIA-YOLOv5 detected them correctly. From this visualization comparison between the YOLOv5 and TIA-YOLOv5, it can be observed that the detection of small object is a challenging task and the YOLOv5 tends to miss these small objects. By adding the transformer encoder block, CFFI and ASFF, the TIA-YOLOv5 has stronger ability for sensing small objects and could effectively avoid problems such as missed, false and repeated detection, making this model suitable for real-time detection of weeds and crops in the field.




Figure 8 | 
Visualization of YOLO5 (Figures a) and TIA-YOLOv5 (Figures b) for detecting sugarbeet and weed.







4 Conclusion

In this work, a fast and accurate workflow was proposed for weed and crop object detection in the field. Specifically, a pixel-level synthesization data augmentation method that generated synthetic images by pasting weed pixels into original images was proposed to deal with the problem of unbalanced data distribution of weed and crop. An improved YOLOv5 network named the TIA-YOLOv5 was developed for weed and crop objection detection. In the backbone of the TIA-YOLOv5, a transformer encoder block was used to improve the sensitivity to small weed objects. In the neck, the CFFI was proposed for channel feature fusion and reducing information loss. In the prediction head, the ASFF was introduced for feature fusion of different scales. Test results with a publicly available sugarbeet dataset showed that the proposed TIA-YOLOv5 network yielded an F1-scoreweed, APweed and mAP@0.5 of 70.0% 80.8% and 90.0%, respectively, which was 11.8%, 11.3% and 5.9% higher than the baseline YOLOv5 model. And the detection speed reached 20.8 FPS. When deployed on a Jetson NX computing platform, the TIA-YOLOv5 model could yield an FPS of about 70 after optimization by the TensorRT SDK, which is very promising for real-time weed and crop detection in the field. Future work will be focused on developing an SSWM system incorporating the trained weed detection model.
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Accurate identification of crop diseases can effectively improve crop yield. Most current crop diseases present small targets, dense numbers, occlusions and similar appearance of different diseases, and the current target detection algorithms are not effective in identifying similar crop diseases. Therefore, in this paper, an improved model based on YOLOv5s was proposed to improve the detection of crop diseases. First, the CSP structure of the original model in the feature fusion stage was improved, and a lightweight structure was used in the improved CSP structure to reduce the model parameters, while the feature information of different layers was extracted in the form of multiple branches. A structure named CAM was proposed, which can extract global and local features of each network layer separately, and the CAM structure can better fuse semantic and scale inconsistent features to enhance the extraction of global information of the network. In order to increase the number of positive samples in the model training process, one more grid was added to the original model with three grids to predict the target, and the formula for the prediction frame centroid offset was modified to obtain the better prediction frame centroid offset when the target centroid falled on the special point of the grid. To solve the problem of the prediction frame being scaled incorrectly during model training, an improved DIoU loss function was used to replace the GIoU loss function used in the original YOLOv5s. Finally, the improved model was trained using transfer learning, the results showed that the improved model had the best mean average precision (mAP) performance compared to the Faster R-CNN, SSD, YOLOv3, YOLOv4, YOLOv4-tiny, and YOLOv5s models, and the mAP, F1 score, and recall of the improved model were 95.92%, 0.91, and 87.89%, respectively. Compared with YOLOv5s, they improved by 4.58%, 5%, and 4.78%, respectively. The detection speed of the improved model was 40.01 FPS, which can meet the requirement of real-time detection. The results showed that the improved model outperformed the original model in several aspects, had stronger robustness and higher accuracy, and can provide better detection for crop diseases.




Keywords: diseases detection, YOLOv5S, CSP structure, CAM structure, loss function




1 Introduction

Crop diseases have always been a major concern for farmers, and they can seriously affect the yield of crops. For crop disease and pest problems, manual methods were used in the past for pest removal, which have great limitations, such as being time-consuming and labor-intensive, as well as inaccurate grasp of the type, location and number of diseases at different times. Therefore, it is necessary to study a model that can detect crop diseases quickly and accurately. For the various diseases that exist in crops, scholars have been improving and innovating artificial intelligence techniques applied in agriculture, expecting to study an efficient and accurate model. In the field of computer vision includes several tasks such as image classification, target detection, instance segmentation, semantic segmentation, etc., and target detection is the most basic task among them. When convolutional neural networks were not yet developed, most target detection research used traditional algorithms, such as decision trees, Bayesian classification, Adaboost and support vector machines. Some scholars have compared the performance of both migration learning methods and deep feature plus SVM on 11 models, and the results showed that the latter had better results (Sethy et al., 2020). A combined fractional-order Zernike moments (FZM) and SVM approach was proposed to identify grape leaf diseases (Kaur et al., 2019). Two different methods based on traditional and deep learning were compared for extracting pepper pest and disease features and it was concluded that the deep learning based method has better performance (Ahmad Loti et al., 2021). A CNNs model called LeafNet was built using different sizes of feature extraction filters that were used to detect tea tree disease types and the average classification accuracy of this model was improved by 29.54% and 19.39% when compared with the SVM algorithm and MLP algorithm respectively (D.Pujari et al., 2016). Healthy and undesirable leaves of citrus were compared using the LIBS technique and classified using both quadratic discriminant analysis and SVM models in order to provide an effective nutritional evaluation method for citrus orchards (Sankaran et al., 2015).

After that, due to the rise of convolutional neural networks, target detection entered the period of using deep learning algorithms, where the development of target detection went through a process from second-order to first-order algorithms, first-order algorithms include SSD (Liu et al., 2016) and YOLO (Redmon et al., 2016; Redmon and Farhadi, 2017; Redmon and Farhadi, 2018; Bochkovskiy et al., 2020) family of algorithms, and second-order algorithms include R-CNN (Girshick et al., 2014), Fast R-CNN (Girshick, 2015), and Faster R-CNN (Ren et al., 2015) algorithms. From second-order algorithms to first-order algorithms, there are many scholars who have done various different studies. An improved Faster R-CNN method was proposed to detect four common diseases of tomato, and the improved method has improved the recognition accuracy by 2.71% over Faster R-CNN (Zhang et al., 2020). By combining the CBAM attention mechanism, HRNet network and ASPP structure to improve the R-CNN network, a detection algorithm was proposed to extract small target pests at different scales in citrus with an average recognition rate of 88.78% (Dai et al., 2021a). A fusion of FCM-KM and Faster R-CNN was proposed to detect rice diseases (Zhou et al., 2019). By comparing the Faster R-CNN models of eight different pre-trained networks to detect potato shoots, the experimental results showed that the average accuracy of the improved Faster R-CNN improved by 5.98% over the original Faster R-CNN (Xi et al., 2020). An algorithm called MFaster R-CNN was implemented by constructing a hybrid loss function using a central cost function and using four different pre-training structures, which can improve the detection of maize diseases in real environments (He et al., 2022). Using the Faster R-CNN algorithm to detect diseases associated with rice leaves, the detection accuracies of three diseases, rice blast, brown spot and hispa, were 98.09%, 98.85% and 99.17% (Bari et al., 2021). Compared with the second-order target detection algorithm, the first-order algorithm has higher detection accuracy and detection efficiency. Some scholars have provided technical support for robotic intelligent citrus picking by pruning the backbone network of YOLOv4 algorithm and proposing a two-way pyramidal network (Bi-PANet) (Zheng et al., 2021). An efficient network for detecting grape leaf pests was constructed by combining Inception structure, depth-separable convolution and dense connectivity structure, the accuracy of the model could reach 97.22% (Liu et al., 2020). Improved detection of tomato pests and diseases by improving the residual unit in YOLOv3 algorithm with 92.39% accuracy of the improved algorithm (Liu and Wang, 2020). An improved Faster DR-IACNN method for detecting common foliar diseases of grapes was proposed, which achieved 81.1% mAP and 15.01 FPS detection speed (Xie et al., 2020). An improved YOLOv4 method was proposed to detect plums of different maturity in orchards for their small shape and dense growth (Wang et al., 2022). An improved YOLO-Dense method (Wang and Liu, 2021b) and an improved YOLOv3-Tiny model (Wang et al., 2021) were proposed to detect tomato anomalies in complex natural environments. A multi-scale parallel algorithm MP-YOLOv3 was proposed to improve the detection of tomato gray mold based on the MobileNetv2-YOLOv3 model (Wang and Liu, 2021a), and the experimental results showed that the improved model has strong robustness in real natural environments. An algorithm based on super-resolution image enhancement (Zhu et al., 2021) and an algorithm combining Inception and an improved Softmax classifier are proposed to detect grape and apple diseases, respectively (Li et al., 2022). Enhancing feature extraction by incorporating DenseNet interlayer density in the YOLOv4 model (Gai et al., 2021). To improve the yield of carrots, a lightweight and improved YOLOv4 model was proposed, which uses a variety of lightweight structures to greatly reduce the number of parameters and the computational effort of the network (Ying et al., 2021). A class loss function based on AP-Loss (Average Precision loss) is proposed to deal with the positive and negative sample imbalance problem during training. The final experimental results show that the mAP of the improved algorithm is 97.13% (Chen et al., 2021). An improved YOLOv5 model was proposed to improve the detection of kiwi defects by adding a small target layer, introducing SE attention mechanism and CIoU loss function, and the mAP of the improved model was improved by nearly 9% compared with the original model (Yao et al., 2021). An improved YOLOv5 model incorporating the involution bottleneck module and the SE module was proposed (Chen et al., 2022), as well as a lightweight YOLOv5-CS model that improves the generalization capability of the model using image rotation coding to achieve accurate counting of citrus by deploying it into an AI edge system (Lyu et al., 2022).

As mentioned above, in the field of target detection, many scholars have proposed very good ideas and methods, which have been applied to agriculture with good results, but there is room for further improvement for certain agricultural disease problems, such as for the problem of small, dense and overlapping disease targets, many methods have high accuracy for disease detection but also high model computation, or the opposite of both. And in non-agricultural aspects also scholars have made research for small target datasets, such as one proposed an attention feature fusion structure to fuse semantic and scale inconsistent features (Dai et al., 2021b). Then a combination of MobileNetv2, YOLOv4 and attentional feature fusion structure has been proposed for the detection of underwater small targets and target aggregation to improve the accuracy by improving the attentional feature fusion structure to better fuse features of different scales (Zhang et al., 2021b). The detection accuracy of small aircraft and ship targets is improved by adding an additional detection layer and introducing union-non-maximum suppression (NMS) to the YOLOv5 model (Tan et al., 2021). In order to enhance the utilization of shallow convolutional features, a three-layer pyramidal network structure based on horizontal connection fusion is established, which can improve the detection of small targets (Lu et al., 2020). In this paper, we hope to propose a model with low number of parameters and high accuracy. Although the above methods are not applied in agriculture, they are also for some small and dense data sets, so we can get inspiration in them. In this paper, we consider extracting feature information of disease targets from different angles, obtaining different feature information from different structures of different branches, and improving the detection of disease targets by fusing feature structures containing different semantic In this paper, we consider extracting feature information of disease targets from different angles, obtaining different feature information through different structures of different branches, and improving the detection effect of targets by fusing feature structures containing different semantics information, and the improved model can achieve the expected effect through continuous comparison experiments.



2 Materials and methods


2.1 Materials


2.1.1 Image and data accquisition

The images used in this paper were taken from the PlantVillage (Hughes and Salathé, 2015) public dataset. Five crops with eight disease types were taken from the PlantVillage dataset and manually annotated using the LableImg image annotation tool, and a total of 1319 images were annotated. In order to prevent the problem of overfitting and non-convergence due to too little training data, random image enhancement processes, including Gaussian blurring, horizontal flip, random rotation, and random brightness adjustment, were applied to the annotated 1319 images to expand the dataset to 4079 images. The expanded images were divided into the training set, validation set and test set, where the ratio of the training set to the test set is 9:1, and 10% of the training set is used as the validation set. The categories and numbers of diseases in the labeled dataset are shown in 
Table 1
.


Table 1 | 
Type and number of diseases in the labeled datasets.






2.1.2 Image enhancement

In this paper, we used two data enhancement methods in the training process, one is the common data enhancement method, such as image flipping, scaling, length and width distortion, and color gamut transformation, and the other is the mosaic data enhancement method. The mosaic data enhancement method is proposed in the YOLOv4 paper, and the main idea was to crop four images randomly and then stitch them onto one image as training data. Although the mosaic data augmentation method can expand the diversity of data samples and enhance the feature extraction ability of the network, it will be detached from the real distribution of natural images, so this paper used the mosaic data augmentation method in the first 40% of training rounds and the normal data augmentation method in the next 60% of rounds, so as to improve the training effect of the network. The mAP values obtained using different ratios of mosaic data augmentation methods for the improved model are shown in 
Figure 1
. From the figure, it can be seen that the optimal results are obtained when using 40% of the mosaic data enhancement method.




Figure 1 | 
Different rates of mosaic data enhancement methods.







2.2 Methods


2.2.1 Improvement of the CSP structure

Compared with the YOLOv4 model, the YOLOv5 model used two different CSP structures in the backbone part and neck part. In this paper, the CSP structure of the neck part of the YOLOv5s model is improved, and the improved CSP structure is shown in 
Figure 2
. The original CSP structure divides the feature mapping of the input layer into two parts, and then combines them after a series of convolution operations, which can reduce the computational effort and ensure the accuracy at the same time. In this paper, this design idea was retained in the improved CSP structure, and two lightweight structures were used to extract feature information. One is the Ghost module (Han et al., 2020), which not only generates more feature maps instead of normal convolution, but also has lower computational effort. The other is the inverted residual structure, which is proposed in the MobileNet (Howard et al., 2017; Sandler et al., 2018; Howard et al., 2019) family of networks and contains the main structures of deep convolution and point convolution. The modified CSP structure divided the upper layer input into two parts, each of which is passed through a convolutional layer to adjust the channel dimension, after which the output of one of the branches is passed through the Ghost module to replace the two normal convolutional layers in the original CSP structure, which is able to reduce the computational effort of the model while ensuring its accuracy, and then the output of this part was divided into two parts, one of which is passed through an inverse residual The structure of this part was divided into two parts, one was through a structure of inverted residuals, which first makes the number of input and output channels of deep convolution more by raising the dimensionality of one convolutional layer, so as to extract more information. The core of deep convolution is the number of input and output feature matrix channels is equal to the number of convolutional kernels, which can greatly reduce the model computation and the number of parameters. The other part was through a global average pooling layer to extract global information and enhance the ability of global information extraction. These two parts was able to extract different feature information from the input layer separately, avoiding the data redundancy caused by repeatedly extracting the same features. Finally, the outputs of these three parts were stitched into the channel dimension, and then the final number of output channels was adjusted by a convolution layer. The improved CSP structure was more complex than the original CSP structure, but the computational effort was not significantly increased because some lightweight structures were used, but the improved CSP structure can extract more feature information and enhance the detection effect of the model.




Figure 2 | 
Improvement of the CSP Structure.






2.2.2 The proposed CAM structure

This paper also proposed a module called CAM, which used a plug-and-play efficient multiscale channel attention mechanism that improves the channel attention mechanism, namely the EPSA module (Zhang et al., 2021a), and the structure of the CAM module is shown in 
Figure 3
. The input of both deep and shallow networks was divided into two branches, where one branch of the deep network extracted the global features of the network through the global average pooling layer, and the other branch extracted the spatial information of the multi-scale feature map through the inverse residual structure and EPSA module. Finally, the two branches were fused for better feature fusion of different feature information. The shallow network’s input is divided into two branches, unlike the deep network, because one branch of the shallow network extracted the local features through the global maximum pooling layer, and the rest of the network was also enhanced by the inverse residual structure and EPSA module to extract the multi-scale feature maps. Global average pooling and global maximum pooling produce different effects in different layers. In the shallow network, the abstraction of the image is not yet very high, when the image contained more texture feature information, while as the network deepens, the resulting feature maps become more and more abstract, when the image contained more semantic and contextual information. Therefore, the input of the accepted shallow network in the CAM structure was passed through the global maximum pooling layer, through which some invalid information was removed to make the obtained feature maps more sensitive to detailed information. The input from the deeper network was accepted through a global average pooling layer to integrate global spatial information and obtain global contextual information. Secondly, the CAM module also fused the feature information of the two upper layer inputs, preserving the feature information of the original input and supplementing the feature information lost after the pooling operation. The CAM module can realize the feature fusion of global and local features, which can better fuse the features with inconsistent semantics and scales, thus enhancing the extraction capability of the global information of the network and improving the accuracy of the network model.




Figure 3 | 
CAM structure.






2.2.3 Improvement of the bounding box prediction method

In the YOLOv5s network model, the centroids of the preset anchor values all fall in the upper left corner of the prediction grid, and then are gradually shifted toward the target centroids by the formula. The real frame is mapped onto the feature map, and the target is predicted by the grid when the centroid of the real frame falls in a grid. The YOLOv5s network selects two additional grids adjacent to the grid in addition to the grid where the centroid of the real frame is located to predict the target, so as to increase the number of positive samples for model training. The improved YOLOv5s network added a neighboring grid to the original network to predict the target, and the prediction grid used when the center point fell at different locations is shown in 
Figure 4
, where the green box is the real box, the black dot is the center point of the real box, the blue box is the prediction grid used in the original network, and the red box is an additional prediction grid added in this paper. The additional grid can further increase the number of positive samples and improve the accuracy of model predictions. The Formula of the original network for grid prediction offsets is:




Figure 4 | 
The prediction grid corresponding to the different positions of the real box.












In this paper, the above Formula (1) and (2) are improved as:
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 denote the locations of the predicted target centroid and height and width, respectively. σ is a Sigmoid function that aims to limit the predicted offset to between 0 and 1. t
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 denote the offset of the x and y coordinates of the target center predicted by the network relative to the upper left corner of the grid, respectively, and c
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 denote the x and y coordinates of the corresponding upper left corner of the grid. When the real target centroid falls at the center of the grid, the YOLOv5s model predicts the target by the grid where the centroid is located and the grid above and to the right of the grid where the centroid is located. When using the previous grid of the grid where the center point of the real target is located to predict the target, a value of σ(t

y
) of 1 is required according to the grid prediction offset formula, i.e., t

y
 needs to tend to positive infinity. When the target is predicted using the grid to the right of the grid where the center point of the real target is located, the value of σ(t

x
) needs to be 0 according to the grid prediction offset formula, i.e., t

x
 needs to tend to negative infinity. For these two cases, the original model formula is difficult to take these two values, so this paper improved the original formula by first increasing the range of values of the original formula to include all the required values, and then limiting the range of values so that it did not exceed the maximum value required for the grid prediction offset, and finally the formula obtained does not need to converge to infinity to take the required values.



2.2.4 Improvement of the loss function

The loss of the YOLOv5s model consists of three components, including classification loss, confidence loss, and bounding box loss. Among them, BCE loss is used for classification loss and confidence loss, and GIoU loss is used for localization loss. The BCE loss and GIoU loss are calculated as follows:



Where y

n
 denotes the true category, which generally takes the value of 0 or 1, x

n
 denotes the prediction confidence or target probability obtained by the Sigmoid function, and N is the number of positive and negative samples.



Where IoU is the intersection ratio of the area of the real frame and the prediction frame, A

c
 is the minimum outer rectangle of the real frame and the prediction frame, and u is the area of the concatenated set of the real frame and the prediction frame. The GIoU loss function solves the problem that the loss is zero when the prediction frame and the real frame do not overlap in the IoU loss function, but the GIoU loss function also has some problems, such as when the real frame and the prediction frame have the inclusion phenomenon The GIoU loss function degenerates into the IoU loss function when the real frame and the predicted frame intersect, and the slow convergence in the horizontal and vertical directions. The DIoU loss function solves the problems encountered by the GIoU loss function by introducing the overlap area and the distance of the centroids, and speeds up the convergence of the model by directly minimizing the distance between the two target frames.The Formula of the DIoU loss function is shown as follows:





Where ρ
2(b,b

gt
) is the square of the Euclidean distance from the centroid of the real frame to the centroid of the predicted frame, and c is the diagonal distance between the closed region of the two target frames. Although the performance of the DIoU loss function is higher than that of the GIoU loss function, the DIoU loss function also has some problems, for example, when the distance between the two target frames is constant, the longer the distance of c is, the smaller the value of the DIoU loss function is, which indicates that the DIoU loss function may achieve the purpose of reducing the loss function by enlarging the prediction frame, In order to solve this problem, this paper improved the DIoU loss function by adding the denominator of the original formula by the square of the Euclidean distance between the real frame and the upper left corner of the prediction frame to reduce the size of the change in the DIoU value when the edge length of the prediction frame changes, thus speeding up the convergence of the model. At the same time, this paper obtained the formula   based on parabolic reasoning, which introduces the ratio of the width of the prediction frame and the real frame. When the side lengths of the prediction frame and the real frame are the same, the ratio of   will be 1, while when the side lengths of the prediction frame and the real frame are not the same, the ratio of   will be greater than 1 or less than 1. Therefore, only when the prediction frame and the real frame The formula can solve the problem that the loss value decreases when the edge length of the prediction frame expands or shrinks. The improved DIoU loss function is given by





where ρ
2(l,l

gt
) denotes the square of the Euclidean distance between the upper left corner of the real frame and the prediction frame, and w

gt
 and w denote the width of the real frame and the prediction frame, respectively. In this paper, five cases are exemplified to demonstrate the effectiveness of the improved loss function, as shown in 
Figure 5
, in which the green box on the left represents the real frame, the blue box on the right represents the prediction frame, the black line is the center distance of the two target frames, and the orange line is the diagonal distance of the closed region of the two target frames. 
Figure 5A
 represents the best match between the real frame and the predicted frame, where the side lengths of both the real frame and the predicted frame are w and the distance between the two frame centroids is 2w. 
Figures 5B–E
 show the cases where the side lengths of the predicted frame change by keeping the side lengths of the real frame and the centroid distances of the two frames constant. Using the original DIoU loss function formula, we calculate the DIoU values of -0.4, -0.47, -0.25, -0.19, and -0.3 for the five figures in 
Figure 5
. It can be seen that when the edge length of the prediction frame is enlarged, the DIoU value becomes larger, and thus the loss value decreases, so that the model converges in this direction and the prediction frame is wrongly enlarged, thus reducing the detection accuracy for small-scale samples. The DIoU values of the five images in 
Figure 5
 are -0.29, -0.37, -0.43, -0.33, and -0.54 using the improved DIoU loss function, which shows that the loss value increases when the edge length of the prediction frame is enlarged or reduced, so that the prediction frame trained by the model gradually matches the size of the real frame.




Figure 5 | 
(A–E) Are the real box and prediction box matching diagram when the size of the prediction box is changed.






2.2.5 Improvement of the YOLOv5s model

There are four versions of the YOLOv5 model, s, m, l, and x. With the gradual expansion of depth and width, their parameters and calculation volume are also gradually increasing, and the number of parameters and computation of the four versions of the YOLOv5 model are shown in 
Table 2
. YOLOv5s is one of the most lightweight models, and also has relatively low accuracy, while the various structures and formulas improved in this paper can improve the The YOLOv5s network model mainly consists of a backbone, a neck and a head. the backbone part includes the Focus module, the CSPdarknet53 structure and the SPP structure. Two CSP structures are designed in the YOLOv5s model, and different CSP structures are used for the backbone part and neck part. The improved YOLOv5s model in this paper is shown in 
Figure 6
. The structural improvement was divided into two parts, one was to use the improved CSP structure instead of the original CSP structure in the neck of the YOLOv5s model, as shown in the red border in 
Figure 6
. The improved model in this paper did not perform the splicing operation after the up-sampling operation, but used a CAM module, and the output of the shallow network of the backbone and the output of the up-sampling operation were used as the input of the CAM module respectively. The improvements in formulas and parameters were also divided into two parts, one was the improvement of the formula for predicting the coordinate offset of the target centroid and adding one more prediction grid to increase the number of positive samples, and the other was the improvement of the loss function formula. In addition to the above improvements, the pre-defined anchor values were also adjusted in this paper.


Table 2 | 
Comparison of different versions of YOLOv5 model.







Figure 6 | 
Improved YOLOv5s model.




The anchor values used in the original algorithm were obtained based on the COCO dataset, and the original preset anchor values were too large relative to the dataset used in this study. A suitable anchor value could improve the accuracy of model detection and speed up model convergence, so this study used the IOU value as an indicator to determine the distance between samples, with the following Formula:



The box is the target bounding box, centroid is the bounding box selected as the center in the clustering, and IOU is the intersection ratio between the target bounding box and the center box of the clustering. Larger IOU values and smaller distances indicate better anchor values are obtained. Nine sets of suitable anchor values were obtained by re-clustering the used dataset using the k-means algorithm, and the new anchor values were (13, 10), (13, 14), (29, 32), (42, 39), (47, 54), (61, 46), (74, 70), (140, 115), and (106, 365). Three sets of smaller anchor values were used to predict larger targets, three sets of medium anchor values were used to predict medium targets, and three sets of larger anchor values were used to predict smaller targets. All the above improvement parts together form the final network model in this paper.

This paper used the lightest of the four versions of the YOLOv5 model, and in order to achieve a lighter model, we compared the effect of using the lighter network MobileNetv3 as the backbone of the model on the experimental results based on the improved model. Also, there were many widely used loss functions in the field of target detection, and this paper compares several of them with the improved loss function in this paper to demonstrate the advantages of the improved loss function in this paper.





3 Experimental operation environment and model training

The experiment was performed on a windows workstation equipped with two Intel Xeon Silver 4210 10Core @ 2.20GHz CPUs with 128GB of RAM and NVIDIA RTX 2080ti with 11GB of video memory for the GPU. The experiment was also performed with Python 3.8, pytorch 2.6, and CUDA 10.0 training environments.

In this paper, the SGD optimizer was used in the model training process, and the momentum parameter used inside the optimizer was set to 0.937. Since this paper used the SGD optimizer, if the initial learning rate of the model was set too small, it would lead to too slow convergence, so the initial learning rate was set to 0.01, and in order to find the optimal solution faster in the later stage of the model training, the learning rate was adjusted in a stepwise manner. The size of the training image input was 640×640, the number of training epochs is 400, and the early stop mechanism was introduced in the training process, which stops the model when the loss value of the validation set does not drop more than 20 times. The early stop mechanism was introduced in the training process to stop the model when the loss value of the validation set does not drop more than 20 times, so as to avoid overfitting on the training dataset. In order to accelerate the model convergence, this paper used migration learning for training, and the batch size was 16.



4 Experimental results and comparative analysis


4.1 Model evaluation indicators

To obtain accurate model detection results, the trained models were evaluated using the evaluation metrics of mAP, precision (P), recall (R), average precision (AP), harmonic average F1 value (F1), number of network parameters, calculation volume and detection speed. The threshold value of IOU was set at 0.5, and the formulas for P, R, AP, F1 and mAP are shown in formula (16-20).











Where TP denotes the number of correctly detected diseases, FP denotes the number of incorrectly detected diseases, and FN denotes the number of undetected diseases. P denotes the proportion of all targets predicted by the model that are correctly predicted, and R denotes the proportion of all real targets that are correctly predicted by the model. For each disease, a P-R curve can be drawn based on the values of Precision and Precision, and AP represents the area under the P-R curve, and the closer the area is to 1, the better the performance. In general, Precision and Recall are negatively correlated, and Recall tends to be low when Precision is high, so in order to balance these two indicators, F1 value is proposed, which represents the weighted summed average of Precision and Recall. mAP is the average of multiple categories of AP, which is the most commonly used evaluation index in target detection, where mAP Q in the formula represents the number of categories in the data set. FPS is used to evaluate the speed of target detection, i.e., the number of images that can be processed per second; the larger the FPS, the faster the model detection speed.



4.2 Comparative experiments of each improvement part

The algorithm proposed in this paper was based on the improved YOLOv5s model. The improved aspects included the improvement of the neck CSP structure of the YOLOv5s model, a proposed CAM structure that enables better multi-scale fusion, the re-clustering of the anchor values, the improvement of the bounding box prediction method, and the improvement of the loss function. The expanded dataset was used as the training, validation, and testing samples, and the improved model in this paper was trained using the optimized nine sets of anchor values and the improved loss function. The results are shown in 
Figure 7
 for each improved part compared with the original model.




Figure 7 | 
Comparison results of each improved part of the model.




In the figure, A indicates the use of the improved CSP structure in the neck of the YOLOv5s model, B indicates the use of the proposed CAM structure in the YOLOv5s model, C indicates the optimization of the bounding box prediction method of the YOLOv5s model, and Improved is the final improved model that combines the above three improved parts. It can be found that the improved mAP values for each part of the original model in this paper are higher than the original model, and the final improved model is obtained by combining each improved part together, and the final improved model can get the highest mAP value.

There are eight disease types in the dataset used in this paper, and the results of comparing the AP values obtained from training in the improved model and the original model for each disease type are shown in 
Table 3
. From the table, it can be seen that the final improved model has the best detection results for various diseases, and the AP values are higher than the original model.


Table 3 | 
Comparative results of 8 disease types.






4.3 Comparative experiments of different target detection models

In order to make the detection results more convincing, the improved model is compared with some commonly used target detection algorithms, such as Faster R-CNN, SSD, YOLOv3, YOLOv4, YOLOv4-tiny, and YOLOv5s, and the obtained experimental results are shown in 
Table 4
. From the table, it can be seen that the number of parameters and computation of the YOLOv4-tiny model are substantially reduced compared with the YOLOv4 model, because the YOLOv4-tiny model deletes part of the structure of the YOLOv4 model, which makes the YOLOv4-tiny model structure more lightweight, but because the YOLOv4-tiny model structure is simpler and Faster R-CNN, as the main representative of the second-order target detection algorithm, uses RPN to generate candidate frames and projects the RPN-generated candidate frames onto the feature map to obtain the corresponding feature matrix, while the first-order target detection algorithm does not need to generate the candidate region stage and can directly generate The class probability and location information of the object, so the detection speed and computation of the Faster R-CNN algorithm is much higher compared to the first-order target detection algorithm. The improved model in this paper can achieve the highest accuracy with a small increase in the number of parameters and computation. The mAP value, F1 score, recall rate and accuracy of the improved model were improved by 4.58%, 5%, 4.78% and 4.5%, respectively, compared with the original model.


Table 4 | 
Comprehensive performance comparison.




In order to better illustrate the effectiveness of the improved model in crop disease detection, several disease detection images were selected, as shown in 
Figure 8
. From the figure, it can be seen that the improved model in this paper can correctly detect the disease locations, and also effectively avoid the problems of missed and false detection for small and multiple targets. Meanwhile, the results of the heat map visualization of the three diseases in the dataset are shown in 
Figure 9
, which shows that the improved model in this paper can focus on more disease areas. In summary, the improved YOLOv5s model proposed in this paper has the best detection effect.




Figure 8 | 
Pictures of the detection effect of apple black rot with different target detection models. (A–G) represent different target detection models.







Figure 9 | 
Pictures of the heat map detection of diseased leaves under different target detection models. (A) Grape Leaf Blight; (B) Grape Black Measles; (C) Peach Bacterial Spot.






4.4 Comparative experiments of different backbone network models

MobileNetv3 network was a lightweight convolutional neural network based on MobileNetv1 and MobileNetv2, which could significantly reduce the number of parameters and computation of the model compared with other classical networks in the direction of image classification. In order to compare the effect of using a lighter network as the backbone of the model on the experimental results, this paper compares the results after replacing the backbone of the improved model from CSPDarknet53 to MobileNetv3, as shown in 
Table 5
. Except for replacing the backbone network with MobileNetv3, the rest of the model structures were consistent with the improved model proposed in this paper. Improved-MobileNetv3 was the backbone network of the improved model proposed in this paper replaced with MobileNetv3, and Improved-YOLOv5s was the improved model proposed in this paper, as can be seen from the table. Improved-MobileNetv3 model has a significant decrease in the number of parameters and computation, which is 10.45% and 20.19% lower than the original model. mAP value of the Improved-MobileNetv3 model is 2.92% higher than the original model, but it is lower compared with the backbone network which is CSPDarknet53. YOLOv5s-MobileNetv3 was the replacement of the backbone network of the original model in this paper with MobileNetv3. From the table, we can see that the YOLOv5s-MobileNetv3 model has the lowest number of parameters and computation, as well as the fastest detection speed, but also the lowest mAP value of 83.52%.


Table 5 | 
Comparison results of different backbone models.




The pictures of the detection effect of this paper for apple black rot under different backbone networks are shown in 
Figure 10
, from which it can be seen that the YOLOv5s-MobileNetv3 model can detect the least number of diseases correctly although it has the lowest number of parameters, while the Improved-MobileNetv3 model can detect most of the disease locations, and the detection effect is second only to the Improved-YOLOv5s model. The results of the heat map display for the three disease types for different backbone network models are also shown in 
Figure 11
, which shows that both Improved-MobileNetv3 and Improved-YOLOv5s models were able to focus on more disease areas, and the color degree for the disease areas was also deeper, with Improved-YOLOv5s model being able to The Improved-YOLOv5s model can achieve the best detection effect. In summary, among the improved models, the model obtained using CSPDarknet53 as the backbone network has the most comprehensive performance, while using MobileNetv3 network as the backbone network can reduce the number of parameters, but at the same time, the detection effect will be reduced.




Figure 10 | 
Pictures of the detection effect of apple black rot under different backbone networks. (A) YOLOv5s model; (B) YOLOv5s-MobileNetv3 model; (C) Improved-MobileNetv3 model; (D) Improved-YOLOv5s model.







Figure 11 | 
Pictures of the heat map detection of diseased leaves under different backbone networks. (A) Grape Leaf Blight; (B) Grape Black Measles; (C) Peach Bacterial Spot.






4.5 Comparative experiments of different loss function

In this paper, the performance of the improved loss function was verified by using several loss functions commonly used in current target detection in the improved model to compare with the improved loss function, and the obtained experimental results are shown in 
Figure 12
. The results in the figure show that the highest mAP value can be achieved by using the improved loss function in this paper, and the higher accuracy is obtained by introducing the ratio of the Euclidean distance between the upper left corner of the real frame and the prediction frame and the width of the two target frames based on the DIoU loss function to suppress the enlargement or reduction of the prediction frame errors.




Figure 12 | 
Comparison results of different loss function.







5 Discussion

In this paper, we used some common data enhancement methods and mosaic data enhancement methods to process the training data. In this paper, we found that if we simply used common data enhancement methods or mosaic data enhancement methods, we couldn’t obtain the best results. The data enhancement method could improve the generalization ability of the model and improve the robustness of the model, and the mosaic data enhancement method could greatly enrich the background of the detected objects, but the method will cause the training images to be out of the real distribution of the natural images, so the mixture of the normal data enhancement method at a certain ratio could make the model get better detection results. This paper improves the CSP structure used in the neck of the original YOLOv5s model. The original CSP structure divided the input into two branches, and then spliced the outputs of the two branches together, which could enhance the fusion ability of the network features. The experimental results showed that the mAP value of the model was only slightly improved because the number of small targets in the dataset used in this paper was the majority. For the design of the CAM structure, the ability to extract both global and local information from the feature map was considered. In the initial design, only one input from the deep network was considered, and the input was allowed to perform global average pooling and global maximum pooling operations respectively, but the results were not satisfactory. The later designed CAM structure then contains two parts of the input, the shallow network had a low abstraction level and contains more detailed information, while the deep network contained more semantic information. The CAM structure integrates the feature information of the shallow network and the deep network well and enhanced the global information extraction ability of the network. The Tanh function converges faster than the Sigmoid function, and this paper was more efficient in predicting the The Tanh function was used instead of the Sigmoid function in the formula involved in predicting the coordinate offset of the target centroid, while adjusting the value domain of the Tanh function, but it did not achieve better results. The reason was that the Tanh function was more sensitive to the value of function value change between (-1,1), which tends to level off earlier than the Sigmoid function, and the Sigmoid function converges more smoothly than the gradient of the Tanh function. So finally, this paper improved the formula of Sigmoid function, by limiting the range of values of the formula to get the value needed in this paper. In the process of improving the loss function, we tested many formulas, some of which could solve the problem of the prediction frame being wrongly enlarged, but would lead to the problem of the prediction frame shrinking and the loss value decreasing, and the model converging in the wrong direction. There were also many other scholars who have improved the YOLOv5 model and applied it to different datasets, for example, some scholars had detected the presence of powdery mildew and anthracnose in rubber trees based on the improved YOLOv5 model, and the results showed that the improved model has an average accuracy of 70%. We trained this improved model on the dataset we used and obtained an average accuracy of 92.58%, and our improved model gave better results compared to our own model. Other scholars detected tomato disease images based on the improved YOLOv5 model and could get 94.10% mAP. Currently, most scholars was detecting on single or few plant diseases, while our improved model can detect on eight plant diseases and achieve 95.92% mAP. In comparison, our improved model not only obtained higher average accuracy but also was able to detect more types of diseases. In the future, we would continue to research lighter and more effective models to detect more types of crop diseases, and we would study the deployment of lightweight models to robots for real-time detection.



6 Conclusion

An improved YOLOv5s model was proposed for detecting several common crop diseases with small, dense and overlapping crop disease targets. First, eight diseases in the PlantVillage dataset were manually labeled to obtain the dataset for training. Second, the Ghost module and the inverted residual block were incorporated into the CSP structure of the YOLOv5s neck to construct a lightweight CSP structure, and the improved CSP structure was able to extract more feature information. Meanwhile, a CAM module was constructed in which the inverse residual block and ESPA module was fused, and feature fusion of different scale feature maps was also achieved by extracting global and local information from different layer networks. Then, the number of positive samples for model training was increased by adding one more prediction grid, while the formula of grid prediction offset was modified so that the offset of the center point of the prediction frame could be taken more easily to the value under the particular point. The problem of slow convergence of the model training and the problem of obtaining smaller loss values by wrongly enlarging and shrinking the prediction frame during the model training was solved by improving the formula of the loss function. Finally, the K-menas algorithm was used to re-cluster the dataset used in this paper to obtain the appropriate anchor values to go for training. The experimental results showed that the improved YOLOv5s model had stronger global information extraction capability, better accuracy and robustness for crop disease detection, and better identification of smaller disease targets, while the improved model had less number of parameters and computational effort also lays the foundation for deploying the model to embedded or mobile devices.



Data availability statement

The original contributions presented in the study are included in the article/supplementary material. Further inquiries can be directed to the corresponding author.



Author contributions

YZ and YY designed the research and performed the experiments and data analysis, and wrote the manuscript. XX revised the manuscript, CS collected material data. All authors contributed to the article and approved the submitted version.




Funding

This work was supported by National Key Research and Development Program of China (2019YFE0126100); the Key Research and Development Program in Zhejiang Province of China (2019C54005); National Natural Science Foundation of China (61605173) and (61403346); Natural Science Foundation of Zhejiang Province (LY16C130003).



Acknowledgments

Appreciations are given to the editors and reviewers of the Journal.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



References

 Ahmad Loti, N. N., Mohd Noor, M. R., and Chang, S. W. (2021). Integrated analysis of machine learning and deep learning in chili pest and disease identification. J. Sci. Food Agric. 101 (9), 3582–3594. doi: 10.1002/jsfa.10987


 Bari, B. S., Islam, M. N., Rashid, M., Hasan, M. J., Razman, M. A. M., Musa, R. M., et al. (2021). A real-time approach of diagnosing rice leaf disease using deep learning-based faster r-CNN framework. PeerJ Comput. Sci. 7, e432. doi: 10.7717/peerj-cs.432


 Bochkovskiy, A., Wang, C.-Y., and Liao, H.-Y. (2020). Yolov4: Optimal speed and accuracy of object detection. arXiv: Computer Vision and Pattern Recognition, 2004, 10934.


 Chen, Z., Wu, R., Lin, Y., Li, C., Chen, S., Yuan, Z., et al. (2022). Plant disease recognition model based on improved YOLOv5. Agronomy 12 (2), 365. doi: 10.3390/agronomy12020365


 Chen, W., Zhang, J., Guo, B., Wei, Q., Zhu, Z., and Tang, Y. (2021). An apple detection method based on des-YOLO v4 algorithm for harvesting robots in complex environment. Math. Problems Eng. 2021, 1–12. doi: 10.1155/2021/7351470


 Dai, Y., Gieseke, F., Oehmcke, S., Wu, Y., and Barnard, K. (2021b). “Attentional feature fusion”, in Proceedings of the IEEE/CVF winter conference on applications of computer vision (WACV), 3560–3569. doi: 10.1109/WACV48630.2021.00360


 Dai, F., Wang, F., Yang, D., Lin, S., Chen, X., Lan, Y., et al. (2021a). Detection method of citrus psyllids with field high-definition camera based on improved cascade region-based convolution neural networks. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.816272


 D.Pujari, J., Yakkundimath, R., and Byadgi, A. S. (2016). SVM and ANN based classification of plant diseases using feature reduction technique. Int. J. Interactive Multimedia Artif. Intell. 3 (7), 6–14. doi: 10.9781/ijimai.2016.371


 Gai, R., Chen, N., and Yuan, H. (2021). A detection algorithm for cherry fruits based on the improved YOLO-v4 model. Neural Computing Applications. doi: 10.1007/s00521-021-06029-z.


 Girshick, R. (2015). "Fast r-cnn", in Proceedings of the IEEE international conference on computer vision (ICCV), 1440–1448. doi: 10.1109/ICCV.2015.169


 Girshick, R., Donahue, J., Darrell, T., and Malik, J. (2014). "Rich feature hierarchies for accurate object detection and semantic segmentation", in Proceedings of the IEEE conference on computer vision and pattern recognition, 580–587. doi: 10.1109/CVPR.2014.81.


 Han, K., Wang, Y., Tian, Q., Guo, J., Xu, C., and Xu, C. (2020). "Ghostnet: More features from cheap operations", in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (CVPR), 1577–1586. doi: 10.1109/CVPR42600.2020.00165


 He, J., Liu, T., Li, L., Hu, Y., and Zhou, G. (2022). MFaster r-CNN for maize leaf diseases detection based on machine vision. Arabian J. Sci. Engineer. doi: 10.1007/s13369-022-06851-0


 Howard, A., Sandler, M., Chu, G., Chen, L.-C., Chen, B., Tan, M., et al. (2019). "Searching for mobilenetv3", in Proceedings of the IEEE/CVF international conference on computer vision (ICCV), 1314–1324. doi: 10.1109/ICCV.2019.00140


 Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang, W., Weyand, T., et al. (2017). Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv: Computer Vision and Pattern Recognition, 1704.04861.


 Hughes, D., and Salathé, M. (2015). An open access repository of images on plant health to enable the development of mobile disease diagnostics. arXiv: Computers and Society, 1511.08060



 Kaur, P., Pannu, H. S., and Malhi, A. K. (2019). Plant disease recognition using fractional-order zernike moments and SVM classifier. Neural Computing Appl. 31 (12), 8749–8768. doi: 10.1007/s00521-018-3939-6


 Li, P., Jing, R., and Shi, X. (2022). Apple disease recognition based on convolutional neural networks with modified softmax. Front. Plant Sci. 13. doi: 10.3389/fpls.2022.820146


 Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu, C.-Y., et al. (2016). "Ssd: Single shot multibox detector", in European Conference on computer vision (Cham: Springer), 21–37. doi: 10.1007/978-3-319-46448-0_2


 Liu, B., Ding, Z., Tian, L., He, D., Li, S., and Wang, H. (2020). Grape leaf disease identification using improved deep convolutional neural networks. Front. Plant Sci. 11 1082. doi: 10.3389/fpls.2020.01082


 Liu, J., and Wang, X. (2020). Tomato diseases and pests detection based on improved yolo V3 convolutional neural network. Front. Plant Sci. 11. doi: 10.3389/fpls.2020.00898


 Lu, L., Li, H., Ding, Z., and Guo, Q. (2020). An improved target detection method based on multiscale features fusion. Microwave Optical Technol. Lett. 62 (9), 3051–3059. doi: 10.1002/mop.32409


 Lyu, S., Li, R., Zhao, Y., Li, Z., Fan, R., and Liu, S. (2022). Green citrus detection and counting in orchards based on YOLOv5-CS and AI edge system. Sensors (Basel) 22 (2), 576. doi: 10.3390/s22020576


 Redmon, J., Divvala, S., Girshick, R., and Farhadi, A. (2016). "You only look once: Unified, real-time object detection", in Proceedings of the IEEE conference on computer vision and pattern recognition (ICCV), 779–788. doi: 10.1109/CVPR.2016.91


 Redmon, J., and Farhadi, A. (2017). "YOLO9000: better, faster, stronger", in Proceedings of the IEEE conference on computer vision and pattern recognition (CVPR), 6517–6525. doi: 10.1109/CVPR.2017.690


 Redmon, J., and Farhadi, A. (2018). Yolov3: An incremental improvement. arXiv: Computer Vision and Pattern Recognition, 1804.02767



 Ren, S., He, K., Girshick, R., and Sun, J. (2017). Faster r-cnn: Towards real-time object detection with region proposal networks. IEEE Trans Pattern Anal Mach Intell 39 (6), 1137–1149. doi: 10.1109/TPAMI.2016.2577031


 Sandler, M., Howard, A., Zhu, M., Zhmoginov, A., and Chen, L.-C. (2018). "Mobilenetv2: Inverted residuals and linear bottlenecks", in Proceedings of the IEEE conference on computer vision and pattern recognition, 4510–4520. doi: 10.1109/CVPR.2018.00474


 Sankaran, S., Ehsani, R., and Morgan, K. T. (2015). Detection of anomalies in citrus leaves using laser-induced breakdown spectroscopy (LIBS). Appl. Spectrosc 69 (8), 913–919. doi: 10.1366/14-07767


 Sethy, P. K., Barpanda, N. K., Rath, A. K., and Behera, S. K. (2020). Deep feature based rice leaf disease identification using support vector machine. Comput. Electron. Agric. 175, 105527. doi: 10.1016/j.compag.2020.105527


 Tan, S., Yan, J., Jiang, Z., and Huang, L. (2021). Approach for improving YOLOv5 network with application to remote sensing target detection. J. Appl. Remote Sens. 15 (03), 036512. doi: 10.1117/1.Jrs.15.036512


 Wang, X., and Liu, J. (2021a). Multiscale parallel algorithm for early detection of tomato Gray mold in a complex natural environment. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.620273


 Wang, X., and Liu, J. (2021b). Tomato anomalies detection in greenhouse scenarios based on YOLO-dense. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.634103


 Wang, X., Liu, J., and Liu, G. (2021). Diseases detection of occlusion and overlapping tomato leaves based on deep learning. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.792244


 Wang, L., Zhao, Y., Liu, S., Li, Y., Chen, S., and Lan, Y. (2022). Precision detection of dense plums in orchards using the improved YOLOv4 model. Front. Plant Sci. 13. doi: 10.3389/fpls.2022.839269


 Xie, X., Ma, Y., Liu, B., He, J., Li, S., and Wang, H. (2020). A deep-Learning-Based real-time detector for grape leaf diseases using improved convolutional neural networks. Front. Plant Sci. 11. doi: 10.3389/fpls.2020.00751


 Xi, R., Hou, J., and Lou, W. (2020). Potato bud detection with improved faster r-CNN. Trans. ASABE 63 (3), 557–569. doi: 10.13031/trans.13628


 Yao, J., Qi, J., Zhang, J., Shao, H., Yang, J., and Li, X. (2021). A real-time detection algorithm for kiwifruit defects based on YOLOv5. Electronics 10 (14), 1711. doi: 10.3390/electronics10141711


 Ying, B., Xu, Y., Zhang, S., Shi, Y., and Liu, L. (2021). Weed detection in images of carrot fields based on improved YOLO v4. Traitement du Signal 38 (2), 341–348. doi: 10.18280/ts.380211


 Zhang, Y., Song, C., and Zhang, D. (2020). Deep learning-based object detection improvement for tomato disease. IEEE Access 8, 56607–56614. doi: 10.1109/access.2020.2982456


 Zhang, M., Xu, S., Song, W., He, Q., and Wei, Q. (2021b). Lightweight underwater object detection based on YOLO v4 and multi-scale attentional feature fusion. Remote Sens. 13 (22), 4706. doi: 10.3390/rs13224706


 Zhang, H., Zu, K., Lu, J., Zou, Y., and Meng, D.-p. (2021a). EPSANet: An efficient pyramid squeeze attention block on convolutional neural network. arXiv: 2105.14447.


 Zheng, Z., Xiong, J., Lin, H., Han, Y., Sun, B., Xie, Z., et al. (2021). A method of green citrus detection in natural environments using a deep convolutional neural network. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.705737


 Zhou, G., Zhang, W., Chen, A., He, M., and Ma, X. (2019). Rapid detection of rice disease based on FCM-KM and faster r-CNN fusion. IEEE Access 7, 143190–143206. doi: 10.1109/access.2019.2943454


 Zhu, J., Cheng, M., Wang, Q., Yuan, H., and Cai, Z. (2021). Grape leaf black rot detection based on super-resolution image enhancement and deep learning. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.695749



Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Zhao, Yang, Xu and Sun. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.





ORIGINAL RESEARCH

published: 10 January 2023

doi: 10.3389/fpls.2022.1042769

[image: image2]


Low-volume precision spray for plant pest control using profile variable rate spraying and ultrasonic detection


Yulong Nan 1,2, Huichun Zhang 1,3*, Jiaqiang Zheng 1, Kunqi Yang 1 and Yufeng Ge 4


1 College of Mechanical and Electronic Engineering, Nanjing Forestry University, Nanjing, China, 2 School of Mechanical Engineering, Yancheng Institute of Technology, Yancheng, China, 3 Co-Innovation Center of Efficient Processing and Utilization of Forest Resources, Nanjing Forestry University, Nanjing, China, 4 Department of Biological Systems Engineering, University of Nebraska-Lincoln, Lincoln, NE, United States




Edited by: 

Jun Ni, Nanjing Agricultural University, China

Reviewed by: 

Ru Li, Yunnan Agricultural University, China

Gabriele Cola, University of Milan, Italy

*Correspondence: 

Huichun Zhang
 njzhanghc@hotmail.com

Specialty section: 
 This article was submitted to Sustainable and Intelligent Phytoprotection, a section of the journal Frontiers in Plant Science


Received: 13 September 2022

Accepted: 31 October 2022

Published: 10 January 2023

Citation:
Nan Y, Zhang H, Zheng J, Yang K and Ge Y (2022) Low-volume precision spray for plant pest control using profile variable rate spraying and ultrasonic detection. Front. Plant Sci. 13:1042769. doi: 10.3389/fpls.2022.1042769



Spraying chemical pesticides is one of the important means to control plant pest, and the profile variable spraying is an important technology to achieve precise pesticide application. A profiling tracking control method and an improved algorithm based on CMAC-PID (Cerebellar Model Articulation Controller- Potential Induced Degradation) were proposed in the paper. The test results of the sprayer profiling tracking of the tree canopies showed that the profiling control system using the improved algorithm had significantly better dynamic tracking performance, and the overall mean tracking error was reduced by 35.0%, compared with the traditional CMAC-PID. A spray flow calculation method based on tree canopy volume and leaf area density was proposed. Outdoor testing of the profile variable spraying and conventional spraying was carried out. There was no significant difference between the two spraying methods in terms of droplet coverage, VMD (Volume Median Diameter), NMD (Number Median Diameter), spray quality parameter and relative span coefficient, as well as droplet deposition density. The spray coefficient of variation was reduced by 25.9% and 21.9% inside and outside the tree canopy, respectively. The mean value of the ground deposition coverage of the profile variable spraying and the traditional spray was 13.0% and 33.2%, respectively, indicating a significant impact on the ground droplet deposition coverage by the two spraying methods. The spray flow rate of the profile variable spraying could be decreased by 32.1% compared to the conventional spraying. Profile variable spraying would reduce the cost associated with pesticide use and environmental pollution.




Keywords: profile variable rate spraying, ultrasonic sensor, profiling control, precise pesticide application, sprayer



1 Introduction

Plant pest brought huge economic losses to the planting industry, and spraying chemical pesticides was one of the important means to control plant pest. Excessive use of pesticides posed potential risks to the environment, food safety and human health (Pan et al., 2020; Villette et al., 2021). In the prevention and control of traditional agricultural and forestry diseases and insect pests, continuous spraying of pesticides cause pesticide drift and pesticide overuse, causing environmental pollution, and pesticide residues in agricultural and forestry products, as well as soils and waterways (Wen et al., 2019; Dai et al., 2020; Salcedo et al., 2020). Traditional chemical application is known as uniform rate and has been practiced for decades in forest pests and diseases management. It gives no consideration to population density, canopy traits and differences between each individual plant and causes lots of problems, such as large investments, chemical over-prescriptions and pollutions (Zhang et al., 2022). Pesticides for crop disease control have limited future potential, and European countries have initiated green agreements to reduce the use of chemical pesticides for plant disease control (Dietz-Pfeilstetter et al., 2021). Low-volume precision spray was an important way to solve the above problems, but also could achieve the purpose of cleaner production.

Precision forestry means applying the right amount of pesticides in the right place at the right time. If the chemicals could be more efficiently applied, less chemical would be used and the pesticide runoff and leaching would be reduced (Zhang et al., 2017; Ye et al., 2022). The importance of proper selection of spray application methods is being increasingly recognized in precision agricultural and forestry management. With the growing awareness of environmental conservation and public health, pesticide application requires accurate, efficient, scientific, and reasonable operation according to the actual conditions and circumstances (Fang et al., 2021; Li et al., 2021). Effective agricultural and forestry diseases and insect pests control means not only maximizing the effectiveness of the pesticide application, but also minimizing the unintended effects (health hazard and environmental pollution).

The profile variable spraying was one of the main ways to achieve precise pesticide application (Osterman et al., 2013). The profile variable spraying was to adjust the nozzle group to reach the ideal spray distance according to the tree canopy characteristics of agricultural and forestry plants, and change the spray parameters (spray volume and air flow, etc.) in real time to obtain the optimal spray effect (Song et al., 2015; Nan et al., 2019). Ultrasonic (Jordi et al., 2011; Li et al., 2016), LIDAR (Light Detection and Ranging) (Chakraborty et al., 2019; Berk et al., 2020), and imaging (Kise & Zhang, 2008; Mora et al., 2016) were the smart approaches to canopy quantification (Rosell & Sanz, 2012).

The osmanthus tree is a plant of the lignum vitae family and is susceptible to pests and diseases during growth, causing the leaves to wither and fall off. The ultrasonic detection system was used, in real time, to detect the height, width, volume and leaf area index of the tree canopy characteristics (Jeon et al., 2011), estimate the desired application amount, and adjust the spray parameters of the application system (Jeon & Zhu, 2012; Gangadharan et al., 2019). The tree canopy height and width information measured by the ultrasonic sensor was used as the input of a multilayer perceptron neural network to reliably estimate the canopy volume, which was used to change the flow parameters of the spray system, and the pesticide usage was reduced by about 34.5% (Maghsoudi et al., 2015). A profile sprayer based on RGB imaging was developed, whose spraying system adjusted the pesticide spray flow according to the tree canopy image information, and the mean pesticide saving was 23.53% (Hočevar et al., 2010). A sprayer integrated with the Kinect system detected the distance to the tree canopy and the LWA (Leaf Wall Area) density, adjusted the spray flow rate, and improved the efficiency of pesticide spraying (Xiao et al., 2017; Zhang et al., 2019). LiDAR sensor measured the canopy calculation volume in real time, and was applied to variable sprayer to adjust spray flow (Cai et al., 2017; Zeng et al., 2020).

Therefore, a prototype profile sprayer would be developed in this paper, which consisted of three main parts: (a) a description of the prototype sprayer and its electronic system; (b) proposing the profiling control algorithm of the sprayer mechanism and a method to calculation the flow rate; (c) comparing conventional spraying with profile variable spraying to evaluate the performance of profile variable spraying. The purpose of this study was to detect the feature information of the tree canopy through the ultrasonic sensors installed on the sprayer, and to automatically adjust the spray mechanisms to fit the contour of the tree canopy, so as to realize the profile variable spraying. The use of profile variable spraying to achieve on-demand application of pesticides, reasonably reduce the amount of pesticides used, and reduce environmental pollution.



2 Materials and methods


2.1 Profiling tracking control method


2.1.1 Calculating the tracking profiling target angle of profile sprayer

An 8-channel ultrasonic sensors array as the detection module detected the fruit tree canopy, and directly obtained the distances from ultrasonic sensors to the tree canopy, as shown in Figure 1B. The ultrasonic sensor array measured the distance between the sensors and the tree canopy and obtained D as:

 




Figure 1 | Schematic diagram of single-sided fruit tree profile sprayer profiling and its array ultrasonic detection canopy distance information (A) Schematic diagram of single-sided fruit tree profile sprayer profiling (B) Schematic diagram of array ultrasound detection of canopy distance information 1. Profiling mechanism module A_up 2. Profiling mechanism module B 3. Profiling mechanism module A_down 4. Lifting slide module 5. Bracket module 6. Liquid supply system 7. Flow and air volume control box 8. Profiling Mechanism profiling control box 9. Canopy phenotyping traits detection control box 10. 8-channel array ultrasonic detection module 11.Fruit tree canopy.



In the formula, d1~d8 were the distance values obtained by the ultrasonic sensors array along the tree canopy from top to bottom.

The profiling modules A_up, B, and A_down were the sprayer arm modules, and their mounting positions were shown in Figure 1A. Equations to calculate profile angles α1、α2、α3 , corresponding to the profiling module A_up, B, and A_down, respectively, were:

 

 

 

where, C0 is the distance from the ultrasonic sensor array on the sprayer to the center of the tree row (m); dus is the spacing between the ultrasonic sensors (m); α1_L1、α2_L1、α3_L1 was the previous measurement value of the profiling angle α1、α2、α3 (°).

Because the shape of the actual tree canopy changed randomly, when the tree canopy was detected by ultrasonic sensors, the profiling angle value of a single calculation varied greatly. This large variation was not conducive to the actual profiling tracking control using the sprayer. Therefore, we used the mean of 4 adjacent angle values as the actual profiling angle value Pαi of this position, namely:

 

where, αi_L1、αi_L2、αi_L3 was the profiling angle of the first 3 measurements, respectively.

The 8-channel ultrasonic sensor array was placed 1m in front of the profile variable sprayer. When the profile sprayer continued to move 1m forward, the actual profiling angle calculation result was extracted as the target angles, which was sent to the profiling control system to drive the three sprayer sets (A_up, B, A_down) to the desired angles.



2.1.2 Electronic circuit system of controlled profile mechanism

The electronic control system of the profile variable sprayer was shown in Figure 2. The GPIOC6~9 ports of the STM32F1 (STM32F103ZET6, STMicroelectronics Group) control board were connected to the pulse ports (Pul-) of the four-way stepper motor driver (DQ-2HD542, Xinghua Oubang Electric Technology Co., Ltd.) through the level conversion module to control the ON/OFF of the four-way stepper. GPIOG2~5 were connected to the direction port (Dir-) of the four-way stepper motor driver through the level conversion module to control the direction of the four stepper push rods.




Figure 2 | Profiling control circuit system of fruit tree profile variable sprayer 1. Button LED module 2. DIP switch 3.2.4G wireless serial port module 4. STM32F1 control board 5. Stepper motor drivers 6. Pull-up circuit module one 7. Terminal block one 8.24V power supply 9.4-channel stepper motor lines, limit Bit lines and wire slot 10. Encoder wiring and wire slot 11. Terminal block two 12. Pull-up circuit module two 13. Level conversion board 14. Booster module 15. 5V power supply 16. Power adapter board 17. NRF24L01 Module 18. USB extender 19. ST-LINK V2 debugger.



The 4 encoders were connected to the corresponding IO ports of the STM32F1 control board through the pull-up circuit module two, and respectively detect the real-time rotation angles of the profiling mechanism modules A_up, B and A_down, and the position of the lifting and sliding module, and feedback to STM32F103ZET6 microprocessor. The limit control lines of the four stepping push rods were connected to the corresponding IO ports of the STM32F1 control board through the pull-up circuit module one to ensure the safe operation of the four stepping push rod. The 2.4G wireless serial port module (Si24R1 type, Nanjing Zhongke Microelectronics Co., Ltd.) was connected to the serial port of the STM32F1 control board, which was used to receive the target value of the profiling angle.



2.1.3 The control algorithm improvement of the profiling mechanism control system

The control system of profiling mechanism module A or B adopted the compound control algorithm of CMAC (Cerebellar Model Articulation Controller) neural network and PID (Proportional Integral Derivative), which was as follows (Albus, 1975):

 

 

where, ai was the binary selection vector, c was the CMAC network normalization parameter, un(k) was the output of the CMAC network, up(k) was the output of the conventional PID controller, and u(k) was the calculated output value of the CMAC and PID composite controller. The actual mapping method and adjustment index of CMAC can be found in the literature (Albus, 1975).

For the actual stepping push rod control, when the instantaneous control amount u(k) was too large, the stepping motor in the stepping push rod would be blocked. In order to avoid the occurrence of stepper motor blocking, the traditional solution was to limit u(k) to a fixed safety threshold. But this would also lead to a decrease in the real-time tracking performance of the system. Therefore, this article proposed a piecewise function fseg limit u(k):

 

 

 

 

where,φ was the direction value controlled by the current stepper motor, φ0 was the direction value controlled by the previous stepper motor, sign was a sign function, and f0 was a fixed safety threshold frequency (Hz). f1 was the upper limit of the control frequency under load (Hz), t0,t1 was the start time of the linear increase of the first and second stage frequencies, respectively (ms),t2 was the end time of frequency increase (ms). In this experiment, f0 =2500Hz, f1 =8500Hz, t0 =60ms, t1 =80ms, t2 =108ms.

Then the actual control value u(k) of the stepping putter was:

 




2.2 Spray flow calculation

Figure 3 was a schematic diagram of how the ultrasonic sensors array was used to measure the tree canopy features. The canopy unit volumes Vnm were calculated by the distances between the tree and the ultrasonic sensor array (Zaman & Schumann, 2005):




Figure 3 | Schematic diagram of ultrasonic sensor detecting tree canopy feature information.



 

where, dnm was the ultrasonic measurement distance of the canopy unit at position[n,m], (m); Δh was the distance between ultrasonic sensors, (m); v was the travel speed of the sprayer (m/s), Δt is the reciprocal of the measuring frequency of the ultrasonic sensors, (s); D0 is the distance from the sprayer to the center of the tree row, (m).

The leaf area density was estimated by the mean value of ultrasonic echo (Nan et al., 2019):

 

where, ρsnm was the leaf area density of the canopy unit at the position[n,m], (g/m3); ρnm was the density of the canopy unit at the position [n,m], (m2/m3); ynm was the mean value of ultrasonic echo at the position [n,m] of the canopy unit.

The canopy volume parameter was considered when calculating the actual spray application rate. The required pesticide application amount PV(L) in the volume of tree canopy unit was:

 

where, Punit was the application rate per unit volume, (L/m3); Punit =0.1L/m3 (Li et al., 2017). kLA was the canopy leaf area density coefficient, Smax was the theoretical maximum leaf area density of the tree canopy, Smax=5.3m2m−3 。

Then, the spray flow rate Q (mL/s) was:

 



2.3 Calculation of spray air volume

For air-driven sprayers, the appropriate air volume could not only improve the penetration and deposition of droplets in the tree canopy, but also reduce the amount of pesticide drift. At present, the calculation method of air volume was mainly based on the principle of replacement and the principle of final velocity. Using Nb independent fans, the air volume of each fan was adjusted according to the volume and density of the tree canopy, so as to realize the adjustment of the air volume of different spray units.

According to the displacement principle, the air volume required by a single spray unit was:

 

where, H1 was the height of the air outlet (m), H2 was the height of the spray unit (m), v was the speed of the sprayer (m/s), D0 was the distance from sprayer to center of tree row (m), km was the canopy quality factor, ks was air volume loss factor.

 

where, Δh was the distance between adjacent ultrasonic sensors, Nz was the number of canopy cells in the z-direction corresponding to a single nozzle spray.

 

where, ρmax was the theoretical maximum density value of the tree canopy (m2/m3).



2.4 Evaluation method

Figure 4 was a field diagram of an outdoor spray test. Six Osmanthus trees on the campus of Nanjing Forestry University (geographical location: north Latitude 32°4ʹ52ʺN, Longitude 118°48ʹ37ʺE) were selected and named as tree T1~T6. The profile variable spraying and conventional spraying tests were carried out on trees T1~T6, and the sprayer moving speed was 1m/s. Outdoor temperature was 18°C~30°C, humidity was 50%~60%, wind speed was 0.1~0.3m/s. The distances among trees T1~T6 were 5m. The test site was a flat surface for easy installation of the mobile rails. The sprayer used in the test was mounted on a linear rail, which allowed the speed of the sprayer to be precisely controlled, while also allowing the sprayer to travel parallel to the tree rows. Conventional spraying meant that the sprayer arm was kept vertical and the spray volume and air volume are always kept at a set constant amount. Profiling spraying meant that the spraying machine held the arm to match the canopy profile at all times, and the spray volume and air volume were adjusted to the canopy characteristics. The control algorithm for profiling spraying was more difficult than for conventional spraying, and the cost of using the machine was almost the same.




Figure 4 | Outdoor spray test scene (A) profile variable spraying (B) conventional spraying 1.Osmanthus tree 2. Computer 3. Ground rail mobile control cabinet 4. Sprayer 5. Mobile rail carrying platform 6. Mobile rail.



According to the recently formulated ISO FDIS 22522 standard: “Crop Protection Equipment-Field Measurement of the Spray Distribution of Trees and Shrubs”, the spray tests were carried out following the chemical spraying procedure of the trees. According to the height of the tree, three areas (upper, middle, and lower) were divided, and three areas were divided according to the width of the tree (left, middle, and right). The radial depth was divided into 2 areas (inner layer, outer layer), which formed 18 spray sampling areas. 3 pieces of water-sensitive paper were placed in the center of each sampling area, and after spraying, they were stored in a plastic bag. Therefore, a total of 324 (3 repetitions x 3 heights x 3 widths x 2 depths x 6 trees) spray samples were obtained under each spray configuration condition. In order to evaluate the spray deposition on the ground, the ground where each tree was located was divided into 3 areas (left, middle, and right), and 3 sheets of water sensitive paper were arranged in each area, and the collection width was 3m, that was, the side of each tree was 1.5m.

After each test, the water-sensitive papers were collected, and the Imagepy software (Chongqing Liuliushanxia Plant Protection Technology Co., Ltd.) was used to analyze the image of the water-sensitive paper, and the parameters were extracted from the water-sensitive paper. These parameters include: droplet deposition density, coverage percentage, coefficient of variation (CV), volume median diameter (VMD), number median diameter (NMD), spray quality parameter (Qs) and relative span factor (Δ).

The calculation method of spray quality parameter (Qs) was:

 

The calculation method of the relative span factor (Δ) was:

 

where, D0.1, D0.9 was droplet diameter than which 10%, 90% of the total volumes of the liquid droplets have smaller diameter, respectively.

One-way ANOVA statistical analysis was used to analyze the significant effect of spraying method (conventional spray vs. profiling spray) on different spray parameters. The one-way ANOVA was calculated (citation) as the equations (19-23) and the significance was determined by checking the table according to the F-value.

 

 

 

 

 

where X was the sample data, nr was the number of levels, r was the number of groups, Mtotal is the overall sample mean, Mlevel was the water mean, SSR is the sum of squared deviations between groups, and SSE was the sum of squared deviations within groups.




3 Results and analysis


3.1 The results of the sprayer profiling tracking tree canopies

The tracking curves of the sprayer profiling up, middle and down layer of the tree canopy with different control algorithms as shown in Figure 5. The sprayer profiling up, middle and down layer of the tree canopy is the parts of the canopy sprayed by the profiling mechanism A_up, B and A_down, respectively. In different layers of the tree canopy, compared with CMAC-PID, the profiling tracking curves of the sprayer using the improved algorithm were closer to the target angle curves, indicating that the profiling control system using the improved algorithm has significantly better dynamic tracking performance. This was because the improved algorithm hierarchically limited the threshold value of the u(k), and under the premise of preventing blocking, the dynamic speed of the stepping push rod was maximized. Compared with CMAC-PID, when the sprayer profiling control system used the improved algorithm to profile the tree canopy, the mean tracking error was reduced by 33.6%, 34.6%, and 36.7%, respectively, and the overall mean tracking error was reduced by 35.0%.




Figure 5 | The tracking curves of the sprayer profiling up, middle and down layer of the tree canopy with different control algorithms.





3.2 The results and analysis of outdoor spray

The comparison results of the droplet deposition density obtained with each spray method (profile variable spraying and conventional spraying) are shown in Table 1. Compared with the conventional spraying, the droplet deposition density obtained by the profile variable spraying was increased by 44.3% and 69.8% in the inner and outer layers of the tree canopy, respectively. On the whole, the results of one-way analysis of variance showed that the spraying method had a significant effect on the droplet deposition density at the 5% significance level.


Table 1 | Droplet deposition density data for different tree zones using the profile variable spraying and conventional spraying.



When the profile variable spraying configuration was adopted, the nozzle groups adapted to the shape of the tree canopy contour, the spray distance was reduced, the spray direction was approximately perpendicular to the tangent of the tree canopy contour in the spray area, and the probability of droplets hitting the leaves was significantly increased. This is the main reason for the obvious increase in the mean droplet deposition density in the outer layer areas of the tree canopy.

Meanwhile, when the nozzle groups adapted to the shape of the tree canopy contour, the distance between the air outlet and the tree canopy of the spray area was reduced, and the direction of the air outlet was approximately perpendicular to the tangent of the tree canopy contour of the spray area, which enhanced the ability of the air to penetrate the tree canopy. At this time, the turbulence of the airflow increased the transport capacity of the droplets inside the tree canopy, which was the reason for the obvious increase in the mean droplet deposition density in the inner area of the tree canopy (Hong et al., 2018).

The results of the spray coefficient of variation were shown in Table 2. When the sprayer adopted the profile variable spraying method for ultra-low-volume spray, the spray coefficient of variations in different areas of the tree canopy was less than 0.7, which met the standard requirements of NY/T 650-2013 “Sprayer (Apparatus) Operation Quality”. However, when the sprayer adopted the conventional spraying method, only the spray coefficient of variation in the middle zone of the tree canopy in outer layer met the standard requirements. For profile variable spraying method, the spray coefficient of variation in the inner and outer layers zones of the tree canopy was reduced by 25.9% and 21.9%, respectively, indicating that the overall spray uniformity has been significantly improved. The reasons for the above results were as follows. When the sprayer is in the profile variable spraying mode, the sprayer profiled the canopy, and it has the following two advantages: (a) The spray distance was reduced, and the spray direction was approximately perpendicular to the tangent of the canopy contour of the spray area; (b) The distance between the air outlet and the canopy of the spray area was reduced, and the direction of the air outlet was approximately perpendicular to the tangent of the canopy contour of the spray area. With the interaction of the two advantages, the turbulence of the airflow has a stronger ability to disturb the leaves of the tree canopy in the outer and inner layers, and the ability of the airflow to transport the droplets was significantly enhanced in the canopy.


Table 2 | spray coefficient of variation .



The droplet coverage results of the artificial targets with each spray method (profile variable spraying and conventional spraying) were indicated in Table 3. Compared with conventional spraying, the mean value of the droplet coverage obtained by the profile variable spraying increased by 6.8% and 32.8% in the inner and outer layers of the tree canopy, respectively. On the whole the results of the one-way analysis of variance showed that the spray method (profile variable spraying and conventional spraying) had no significant effect on the droplet coverage on the water-sensitive paper. This showed that the profile variable spraying has no obvious irregularities, and the spray performed by the profile variable spraying was acceptable. Taking into account the droplet coverage rate on the tree canopy, Table 3 showed that the profile variable spraying used less pesticide spray, and overall it could achieve the same or better droplet coverage with conventional spraying.


Table 3 | Droplet coverage results using the profile variable spraying and conventional spraying.



Spray quality results of profile variable spraying, and conventional spraying were indicated in Table 4. In each case, the results of the one-way analysis of variance showed that the spray method had no significant effect on VMD, NMD, and spray quality (Qs).


Table 4 | Spray quality results of profile variable spraying and conventional spraying.



Relative span coefficient results of profile variable spraying, and conventional spraying were indicated in Table 5. In each case, the results of the one-way analysis of variance showed that the spray mode had no significant effect on D0.1, D0.9 and the relative span coefficient (Δ).


Table 5 | Relative span coefficient results of profile variable spray and traditional spray.



The droplet coverage results of water-sensitive paper on the ground were shown in Table 6. From Table 6, it could be seen that the mean droplet coverage on the water-sensitive papers of the conventional spraying at different positions was significantly higher than that of the profile variable spraying. On the whole, the mean droplet coverage on the ground water-sensitive papers of conventional spraying and profile variable spray was 16.5% and 50.9%, respectively. Compared with conventional spraying, there were two main reasons for reducing of droplet coverage on the surface water-sensitive paper using the profile variable spraying. On one hand, profile variable spraying sprayed on demand according to the characteristics of the tree canopy parameters, reducing the spray amount. On the other hand, when the sprayer adopted profile variable spraying, the nozzles were facing the contour of the tree canopy in the spray area, the probability of droplets hitting the canopy was greatly increased, reducing the droplet drift on the ground. The results of one-way analysis of variance showed that the spraying method had a significant impact on the droplet coverage at 3 different locations on the ground.


Table 6 | Droplet coverage on ground water sensitive paper (3 positions) in profile variable spraying and conventional spraying.



One of the goals of this study was to estimate the spray saving of the profile variable spraying compared to the conventional spraying. In terms of sustainability, this was one of the most important achievement of the tool: more efficient on canopy and more spray saving. According to the tree canopy information obtained by the ultrasonic sensors detecting the tree canopy, the spray flow rate was calculated to control the duty ratio of the solenoid valve, so that the pesticide could be applied to each tree as needed. Figure 6 showed the spray flow rate of the sprayer to the tree T1~6 canopies, respectively using the profile variable spraying and the conventional spraying.




Figure 6 | Spray flow rate in different spray methods for Tree T1~T6 canopy.



In Figure 6, the blue horizontal line was the conventional spraying flow rate, the red curve was the profile variable spraying flow rate change rate, and the difference between the blue horizontal line and the red curve represents the saved spray volume. The important thing was that the profile variable spraying could better arrange the spray flow according to the canopy volume and leaf area density information. Compared with conventional spraying, the sprayer used profile variable spraying to spray trees T1~T6, and the spray flow was saved by 33.7%, 29.5%, 35.0%, 32.2%, 31.2% and 30.9%, respectively, and the mean spray flow was saved by 32.1%.




4 Discussion

A more promising way proves to be variable rate spraying based chemical application technology that fully utilizes spatial technology. The key idea of variable rate spraying is “applying the right amount of chemical in the right place at the right time”. In forestry settings, however, there are some facts which make variable rate spraying system less preferred. The main reason is lack of methods to quickly measure trees properties. The pesticide saving based on canopy phenotypic characteristics was not only related to canopy morphology, but also related to complex factors. This meant that the profiling spray should comprehensively consider the canopy morphology, canopy density, tree species, volume and other factors, so as to achieve the purpose of effectively saving pesticides. The sprayer arms were manually adjusted to match the canopy shape, and pesticide spray flow was changed in real time based on the canopy shape captured by RGB camera, with 23% savings of pesticides (Hočevar et al., 2010). Therefore, the percentage of pesticide savings in this study has obvious advantage. At the same time, when the amount of pesticides used was significantly reduced, there was no significant difference in pesticide spray deposition and distribution, which could ensure good pest control. In the variable application of the vineyard, the pesticide saving rate reached 58% (Gil, Escolà, Rosell, Planas, & Val, 2007), which was better than that in this study. This was due to the difference in the morphology of the tree species. Using a retrievable sprayer to apply pesticides in the vineyard, the pesticide recovery rate was 16.28%, which could achieve pesticide savings and reduce pesticide drift, and give a new way to save pesticides (Shenzhong et al., 2021).

The effect of accurate application still needs to be verified in production practice, more works are needed to be done to extend the system for practical applications and more points, such as how to install the system on a carrier (for instance a sprayer) and how to test the control effect under different running speeds, should be taken into account. However, as the system running speed increased, some problems may exist which affected the system’s stability and reliability. The existing accurate pesticide application test platforms and spray control systems were different, but these studies could bring inspiration to future research. Real-time positioning algorithm for orchard sprayer was proposed, in order to automatically adjusted the sprayer arms to match the canopy shape and expected the same or better drift reduction, but no spray test verification was carried out (Osterman, Godeša, Hočevar, Širok, & Stopar, 2013). However, array ultrasonic sensors was used to obtain the tree canopy shape in this paper, and the sprayer arms were automatically adjusted to match the tree canopy shape, and a spray test was carried out to verify the spray effects. In future research, the existing profile variable sprayer would be installed on the driving car, and spraying tests of trees in a row would be carried out to further verify the spray performance of the profile variable sprayer. In addition, the method of accurate application based on multi-sensor fusion to extract the comprehensive phenotypic characteristics of trees will be the focus of our further research.



5 Conclusions

Presently the infestation of agricultural and forestry diseases and insect pests causes severe problems while the chemical treatment, as the major solution, is of very low efficiency. So, developing precise chemical application methods based on profile characteristics of the tree canopy is urgent and necessary, which bears the promises of low cost and high efficiency of chemical application in diseases and insects treatment and moreover, will protect the ecological environment, shield the operators from the dangerous concoction. This study investigated the use of prototype profile sprayer to realize smart chemical application. Compared with CMAC-PID, the profiling tracking curves of the sprayer using the improved algorithm were closer to the target angle curves, indicating that the profiling control system using the improved algorithm has significantly better dynamic tracking performance, and the overall mean tracking error was reduced by 35.0%.

There was no significant difference between the profile variable spraying and the traditional spray in the spray indicators such as droplet deposition density, droplet coverage, VMD, NMD, spray quality Qs, D0.1, D0.9, and relative span coefficient Δ, but there was significant difference in droplet density. The spray coefficient of variation was reduced by 25.9% and 21.9% in the inner and outer tree canopy respectively. The mean value of the ground deposition coverage of the profile variable spraying and the traditional spray was 13.0% and 33.2%, respectively. The spray method has a significant impact on the ground droplet deposition coverage. The spray flow rate of the profile variable spraying can be saved by 32.1% on average than that of conventional spraying.



Data availability statement

The original contributions presented in the study are included in the article/supplementary material. Further inquiries can be directed to the corresponding author.



Author contributions

Research idea and manuscript writing: YN, HZ and JZ; data analysis: YN, HZ, and KY; experiments: KY and YN; funding acquisition and resources: HZ and JZ; writing-review and editing: YN, HZ, YG and JZ. All authors contributed to the article and approved the submitted version.



Funding

This work is supported by National Natural Science Foundation of China (NSFC 32171790), Jiangsu Province Modern Agricultural Machinery Equipment and Technology Demonstration Promotion Project (NJ2020-18), Funding for school-level research projects of Yancheng Institute of Technology (xjr2021012), Six Talent Peaks Project in Jiangsu Province (Grant No. NY-058), Qinglan Project Foundation of Jiangsu Province (Grant No. 20161520193) and 333 Project of Jiangsu Province (Grant No. 20186).



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



References

 Albus, J. S. (1975). Data storage in the cerebellar model articulation controller (cmac). Transaction Asme J. Dynamical Syst. Measurement Controls 97 (3):228–233. doi: 10.1115/1.3426923

 Berk, P., Stajnko, D., Belsak, A., and Hocevar, M. (2020). Digital evaluation of leaf area of an individual tree canopy in the apple orchard using the lidar measurement system. Comput. Electron. Agric. 169, 105158. doi: 10.1016/j.compag.2019.105158

 Cai, J., Wang, X., Song, J., Wang, S., Yang, S., and Zhao, C. (2017). Z development of real-time laser-scanning system to detect tree canopy characteristics for variable-rate pesticide application. Int. J. OF Agric. AND Biol. Eng. 10 (6), 155–163. doi: 10.25165/j.ijabe.20171006.3140

 Chakraborty, M., Khot, L. R., Sankaran, S., and Jacoby, P. W. (2019). Evaluation of mobile 3d light detection and ranging based canopy mapping system for tree fruit crops. Comput. Electron. Agric. 158, 284–293. doi: 10.1016/j.compag.2019.02.012

 Dai, X., Xu, Y., Zheng, J., Ma, L., and Song, H. (2020). Comparison of image-based methods for determining the inline mixing uniformity of pesticides in direct nozzle injection systems. Biosyst. Eng. 190, 157–175. doi: 10.1016/j.biosystemseng.2019.12.007

 Dietz-Pfeilstetter, A., Mendelsohn, M., Gathmann, A., and Klinkenbuß, D. (2021). Considerations and regulatory approaches in the usa and in the eu for dsrna-based externally applied pesticides for plant protection. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.682387

 Fang, S., Ru, Y., Liu, Y., Hu, C., Chen, X., and Liu, B. (2021). Route planning of helicopters spraying operations in multiple forest areas. Forests 12 (12), 1658. doi: 10.3390/f12121658

 Gangadharan, S., Burks, T. F., and Schueller, J. K. (2019). A comparison of approaches for citrus canopy profile generation using ultrasonic and leddar® sensors. Comput. Electron. Agric. 156, 71–83. doi: 10.1016/j.compag.2018.10.041

 Hočevar, M., Širok, B., Jejčič, V., Godeša, T., Lešnika, M., and Stajnko, D. (2010). Design and testing of an automated system for targeted spraying in orchards. J. Plant Dis. Prot. 117 (2), 71–79. doi: 10.1007/BF03356338

 Hong, S., Zhao, L., and Zhu, H. (2018). Cfd simulation of pesticide spray from air-assisted sprayers in an apple orchard: tree deposition and off-target losses. Atmospheric Environ. 175, 109–119. doi: 10.1016/j.atmosenv.2017.12.001

 Jeon, H. Y., and Zhu, H. (2012). Development of a variable-rate sprayer for nursery liner applications. Trans. ASABE 55 (1), 303–312. doi: 10.13031/2013.41240

 Jeon, H. Y., Zhu, H., Derksen, R. C., Ozkan, H. E., Krause, C. R., and Fox, R. D. (2011). Performance evaluation of a newly developed variable-rate sprayer for nursery liner applications. Trans. ASABE 54 (6), 1997–2007. doi: 10.13031/2013.40648

 Jordi, L., Emilio, G., Jordi, L., and Alexandre, E. (2011). Ultrasonic and lidar sensors for electronic canopy characterization in vineyards: advances to improve pesticide application methods. Sensors 11 (2), 2177. doi: 10.3390/s110202177

 Kise, M., and Zhang, Q. (2008). Development of a stereovision sensing system for 3d crop row structure mapping and tractor guidance. Biosyst. Eng. 101 (2), 191–198. doi: 10.1016/j.biosystemseng.2008.08.001

 Li, L., He, X., Song, J., Wang, X., Jia, X., and Liu, C. (2017). Design and experiment of automatic profiling orchard sprayer based on variable air volume and flow rate. Nongye Gongcheng Xuebao/Transactions Chin. Soc. Agric. Eng. 33 (1), 70–76. doi: 10.11975/j.issn.1002-6819.2017.01.009

 Li, Q. J., Yuan, P. C., Lin, Y. S., Tong, Y. K., and Liu, X. (2021). Pointwise classification of mobile laser scanning point clouds of urban scenes using raw data. J. Applied Remote Sensing.  15 (2). doi: 10.1117/1.JRS.15.024523

 Li, H., Zhai, C., Weckler, P., Wang, N., Yang, S., and Zhang, B. (2016). A canopy density model for planar orchard target detection based on ultrasonic sensors. Sensors 17 (1), 31. doi: 10.3390/s17010031

 Maghsoudi, H., Minaei, S., Ghobadian, B., and Masoudi, H. (2015). Ultrasonic sensing of pistachio canopy for low-volume precision spraying. Comput. Electron. Agric. 112 (SI), 149–160. doi: 10.1016/j.compag.2014.12.015

 Mora, M., Avila, F., Carrasco-Benavides, M., Maldonado, G., Olguín-Cáceres, J., and Fuentes, S. (2016). Automated computation of leaf area index from fruit trees using improved image processing algorithms applied to canopy cover digital photograpies. Comput. Electron. Agric. 123, 195–202. doi: 10.1016/j.compag.2016.02.011

 Nan, Y., Zhang, H., Zheng, J., Bian, L., Li, Y., Yang, Y., et al. (2019). Estimating leaf area density of osmanthus trees using ultrasonic sensing. Biosyst. Eng. 186, 60–70. doi: 10.1016/j.biosystemseng.2019.06.020

 Osterman, A., Godeša, T., Hočevar, M., Širok, B., and Stopar, M. (2013). Real-time positioning algorithm for variable-geometry air-assisted orchard sprayer. Comput. Electron. Agric. 98 (Supplement C), 175–182. doi: 10.1016/j.compag.2013.08.013

 Pan, D., He, M., and Kong, F. (2020). Risk attitude, risk perception, and farmers' pesticide application behavior in china: a moderation and mediation model. J. Cleaner Production 276, 124241. doi: 10.1016/j.jclepro.2020.124241

 Rosell, J. R., and Sanz, R. (2012). A review of methods and applications of the geometric characterization of tree crops in agricultural activities. Comput. Electron. Agric. 81 (4), 124–141. doi: 10.1016/j.compag.2011.09.007

 Salcedo, R., Zhu, H., Zhang, Z., Wei, Z., Chen, L., Ozkan, E., et al. (2020). Foliar deposition and coverage on young apple trees with pwm-controlled spray systems. Comput. Electron. Agric. 178, 105794. doi: 10.1016/j.compag.2020.105794

 Shenzhong, D., Wei, Q., Changjie, H., Jie, G., and Good, P. (2021). Experimental study on the liquid recovery system of vineyard sprayer. J. Agric. Mechanization Res. 43 (09), 180–185. doi: 10.13427/j.cnki.njyi.2021.09.033

 Song, Y., Sun, H., Li, M., and Zhang, Q. (2015). Technology application of smart spray in agriculture: a review. Intelligent Automation Soft Computing 21 (3), 319–333. doi: 10.1080/10798587.2015.1015781

 Villette, S., Maillot, T., Guillemin, J. P., and Douzals, J. P. (2021). Simulation-aided study of herbicide patch spraying: influence of spraying features and weed spatial distributions. Comput. Electron. Agric. 182, 105981. doi: 10.1016/j.compag.2020.105981

 Wen, S., Han, J., Ning, Z., Lan, Y., Yin, X., Zhang, J., et al. (2019). Numerical analysis and validation of spray distributions disturbed by quad-rotor drone wake at different flight speeds. Comput. Electron. Agric. 166, 105036. doi: 10.1016/j.compag.2019.105036

 Xiao, K., Ma, Y., and Gao, G. (2017). An intelligent precision orchard pesticide spray technique based on the depth-of-field extraction algorithm. Comput. Electron. Agric. 133 (Supplement C), 30–36. doi: 10.1016/j.compag.2016.12.002

 Ye, Z., Guo, Q., Wei, J., Zhang, J., Zhang, H., Bian, L., et al. (2022). Recognition of terminal buds of densely-planted chinese fir seedlings using improved yolov5 by integrating attention mechanism. Front. Plant Sci. 13. doi: 10.3389/fpls.2022.991929

 Zaman, Q., and Schumann, A. W. (2005). Performance of an ultrasonic tree volume measurement system in commercial citrus groves. Precis. Agric. 6 (5), 467–480. doi: 10.1007/s11119-005-4243-x

 Zeng, L., Feng, J., and He, L. (2020). Semantic segmentation of sparse 3d point cloud based on geometrical features for trellis-structured apple orchard. Biosyst. Eng. 196, 46–55. doi: 10.1016/j.biosystemseng.2020.05.015

 Zhang, X., Fu, L., Karkee, M., D. Whiting, M., and Zhang, Q. (2019). Canopy segmentation using resnet for mechanical harvesting of apples. IFAC-PapersOnLine 52 (30), 300–305. doi: 10.1016/j.ifacol.2019.12.550

 Zhang, H., Zheng, J., Zhou, H., and DORR, G. J. (2017). Droplet deposition distribution and off-target drift during pesticide spraying operation. Trans. Chin. Soc. Agric. Machinery 48 (8), 114–122. doi: 10.6041/j.issn.1000-1298.2017.08.012

 Zhang, C., Zhou, H., Xu, L., Ru, Y., Ju, H., and Chen, Q. (2022). Wind tunnel study of the changes in drag and morphology of three fruit tree species during air-assisted spraying. Biosyst. Eng. 218, 153–162. doi: 10.1016/j.biosystemseng.2022.04.003



Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Nan, Zhang, Zheng, Yang and Ge. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 19 January 2023

doi: 10.3389/fpls.2022.1018711

[image: image2]



The phototactic rhythm of pests for the Solar Insecticidal Lamp: A review



Heyang Yao 1, Lei Shu 2,3*, Fan Yang 4, Yinghao Jin 2 and Yuli Yang 3


1 College of Engineering, Nanjing Agricultural University, Nanjing, China, 2 College of Artificial intelligence, Nanjing Agricultural University, Nanjing, China, 3 School of Engineering, University of Lincoln, Lincoln, United Kingdom, 4 School of Mathematics and Statistics, Jiangsu Normal University, Xuzhou, China




Edited by: 

Yubin Lan, Shandong University of Technology, China

Reviewed by: 

Saeed Hamood Alsamhi, Ibb University, Yemen

Xin Lv, Shihezi University, China

Gambella Filippo, University of Sassari, Italy

*Correspondence: 

Lei Shu
 lei.shu@njau.edu.cn

Specialty section: 
 
This article was submitted to Sustainable and Intelligent Phytoprotection, a section of the journal Frontiers in Plant Science


Received: 13 August 2022

Accepted: 20 December 2022

Published: 19 January 2023

Citation:
Yao H, Shu L, Yang F, Jin Y and Yang Y (2023) The phototactic rhythm of pests for the Solar Insecticidal Lamp: A review. Front. Plant Sci. 13:1018711. doi: 10.3389/fpls.2022.1018711



Pest management has been a great challenge since the beginning of human agricultural activities. Since the 1930s, chemical pesticide control has been a major control technology that can solve some of the pest problems in agricultural production. Still, it is harmful to food safety and the ecological environment. Meanwhile, the extensive use of chemical pesticides may lead to the rapid development of pest resistance. Because of the advantages of low cost, eco-friendly advantage, and low side effects, Solar Insecticidal Lamp (SIL) as the main physical control technology has been widely used for pest management in agricultural production in China. Owing to the phototaxis of pests, they have a phototropic rhythm during the nighttime. We can adjust the SIL insecticidal time according to the phototropic rhythm of pests. The purpose of this paper is to provide a comprehensive review of the pest phototactic rhythm in a selection of 24 pest species. It is the first comprehensive survey on the phototactic rhythm of pests and the time segments of this survey are accurate to the hour. The phototactic rhythm of pests are investigated in two different varieties of crops: 1) food crops and 2) economic crops. We also discuss and analyze the various factors (e.g., meteorological conditions, insecticidal devices, physiological states and others) that affect the changing phototactic rhythm of pests. Finally, we highlight some open research challenge issues and future directions.




Keywords: phototactic pest, phototaxis behavior, solar insecticidal lamp (SIL), phototactic rhythm of pests, intelligent pest management 

  1 Introduction

Throughout the history of human agriculture, pest outbreak not only cause a disastrous impact on agricultural production but also lead to social instability. Pest management has become a major challenge issue (Affrin et al., 2017; Kim et al., 2018; Isman, 2019). As early as the 20th century, (Zhao, 1992) had proposed that eco-friendly methods (including Physical methods) for pest management are a vital direction for future development. Among them, solar insecticidal lamp (SIL) as a physical method plays an important role in pest management because of non-polluting characteristics (Yang et al., 2020; Wang et al., 2020). Currently, SILs are widely adopted for pest management in agricultural fields (Lin, 2015). During the daytime, SIL harvests solar energy through solar panels and stores the energy. During the nighttime, phototropic pests are attracted to the SIL and contact the high-voltage mesh, which kills them by releasing a high-voltage pulse current. Although there are many advantages of SIL, there are also shortcomings. The current traditional SIL mainly adopts the remote time method to control the SIL’s insecticide working time, lacking intelligent energy management.

With the development of integration technologies and communication technologies, the Internet of Things (IoTs) are widely used in smart cities, and smart agriculture (Alsamhi et al., 2019a; Alsamhi et al., 2019b). The integration of SIL and IoTs technology easily forms a new type of agricultural IoT technology - Solar Insecticide Lamp Internet of Things (SIL-IoTs) (Li et al., 2019). SIL-IoTs transmit the high-voltage discharge pulse and status information of the SIL’s current location to the terminal in real time via a wireless communication module. The terminal estimates the density of pests in the region at different time slots based on the number of high-voltage pulses released by the SIL. The pests exhibit different phototropic rhythms due to the different times of nighttime outbreaks. When SIL is turned on for a long time, time slots with high pest density consume more energy. The main energy consumption of SIL includes three main aspects: 1) Lamp energy consumption, 2) Insecticide energy consumption and 3) WSN energy consumption. For the same time slots of insecticide work with SIL turned on, the energy utilization is higher for time slots with high pest density and lower for time slots with lower pest density. Therefore, when the pest density is low or even no pests, SILs with the same duration of lamp turn-on will result in low energy utilization. When the density of pests is high, the SIL will miss the best time to kill pests due to the lack of energy. When SIL energy is insufficient and pest density is low, the energy consumption of SIL can be reduced by turning off the lamp early to stop the insecticidal task. Since the pest densities in different time slots can lead to different forms of pest phototropic rhythms. To improve the energy utilization of SIL, it is necessary to adjust the insecticidal work time of SIL according to the pest phototropic rhythm.

Although some progress has been achieved in the study of pest phototropic rhythms, a detailed and systematic summary of the latest research results in this field has not been carried out. Hence, a comprehensive summary of the phototropic rhythm of pests in different crops is necessary to improve the energy utilization rate and insecticidal effect of SIL.

 1.1 Motivation

The three motivations for this paper are as follows:

 	 To summarize the phototactic rhythm of pests in different crops (e.g., food crops and economic crops). 

	 To explore the various factors that affect the phototactic rhythm of pests in different crops (e.g., meteorological conditions, insecticidal devices, physiological states and others). 

	 To develop technical support for future research and development of pest management equipment. 




 1.2 Contribution

In this paper, we present a comprehensive survey of the motivations, research progress, and applications aimed at achieving the phototactic rhythm of pests. The main contributions of this paper are summarized as follows:

 	 We present background knowledge on pest phototactic rhythm from the pest management perspective and the current state of research on pest phototactic rhythm as summarized in our work. The application and benefits of pest phototropic rhythms in pest management are discussed in the pest’s characteristics and the smart agriculture challenge issues. 

	 To deeply understand the phototactic rhythm of pests in different crops, a comprehensive research outline on the phototactic rhythm of pests is summarized. Among them, crops are divided into two main varieties: food crops (e.g., rice, soybean, and maize) and economic crops (e.g., cotton, vegetable, orchards, tea). 

	 The key factors of pest phototropic rhythms are analyzed to provide data support for the agricultural planters. The key factors include the following four main aspects: meteorological conditions (e.g., temperature, humidity, precipitation, light intensity), insecticidal devices(e.g., wavelength and height of insecticidal devices), physiological states (e.g., sex, age, and dark adaptation), and others (e.g., crop varieties and natural enemies). 

	 Finally, some research challenges about the pests phototactic rhythm are discussed. 



The rest of this paper is organized as follows: In Section II, we analyze the factors that influence the phototactic rhythm of pests. The phototactic rhythm of different crop pests is summarized in Section III. Research challenges and future directions are discussed in Section IV. Finally, we conclude in Section V.



 2 Related works

To investigate related works about the phototactic rhythm of pests, we search four digital databases: 1) IEEE Xplore (IEEE), 2) Web of Science (WoS), 3) Science Direct (SD), and 4) China National Knowledge Infrastructure (CKNI). As a result, a total of 187 survey papers were found at the initial sample stage by searching keywords, such as ‘phototactic rhythm of pests’, ‘phototaxis behavior’, ‘pest’s response to the light trap’, and ‘behavioral mechanism of phototactic pests’. However, the majority of those studies are mainly about biological sciences. Thus, 16 papers (including five survey papers) highly relevant to phototropic rhythms are selected in  Figure 1 .

 

Figure 1 | The number of articles among the corresponding reviews. 



As depicted in  Table 1 , only (Anat and Byers, 2021) and (Yang et al., 2020) discussed the phototactic rhythm of pests, while other researchers (Saunders and Bertossa, 2011; Deguine et al., 2015; Gottlieb, 2019) mainly explored the factors affecting pests. Although (Anat and Byers, 2021) and (Yang et al., 2020) described the phototropic rhythm, they did not detail the hourly phototropic rhythm of pests throughout the night. Thus, the comprehensive research on the phototropic rhythm of pests is essential.

 Table 1 | Investigation and comparison of the phototactic rhythm of pests. 



The application of SILs to trap and kill pests has become an important part of pest management. Currently, there are mainly three types of devices (trap lamps, SILs, and pest monitoring lamps) for pest management, as shown in  Figure 2 . Generally speaking, trap lamps are one of the most common insecticide devices to attract pests. Insecticide lamps can effectively attract and kill pests based on their phototactic characteristics. The price of an insecticidal lamp varies with its function.  Table 2  shows that the price of lamp devices fluctuates between 2.8 and 20891.4 dollars. Compared with the above two lamps, the pest monitoring lamp is a practical new tool that uses photoelectric technology to achieve automatic trapping, and monitoring. Although pest monitoring lamps have the advantages of high accuracy and intelligence, they are expensive.

 

Figure 2 | Three types of pest monitoring devices. (A) Trap lamp, (B) Insecticidal lamp, (C) Pest monitoring lamp. 



 Table 2 | Price range of different products. 



Therefore, major researches have been conducted with cheaper SILs and trap lamps for experiments, as 103 shown in  Table 3 .

 Table 3 | Summary of research papers on the phototactic rhythm of pests in China. 



Since there are few studies on the phototactic rhythm of pests abroad, our paper mainly reviews research papers on the phototactic rhythm of different pests in China. Above researches (Zhao, 1992; Gu et al., 2004; Wan et al., 2008; Qi et al., 2014; Cai et al., 2016; Ma, 2016; Tu et al., 2016; Tu et al., 2018; Yang et al., 2020) have studied the phototactic rhythm of single crop pests. However, only (Yang et al., 2012; Zhang et al., 2017) had investigated the phototropic rhythm of pests in more than two crops. (Yang et al., 2012; Qi et al., 2014) studied the phototropic rhythm of rice pests precisely to one time slot per hour. In addition, (Gu et al., 2004; Wan et al., 2008; Cai et al., 2016; Tu et al., 2016; Tu et al., 2018) also studied the phototropic rhythm of single crop (vegetable, cotton, maize, vineyard, tea garden) pests in hourly time slots, and the phototropic rhythm of pests in these crops showed different forms. Thus, crop varieties have a strong influence on the phototropic rhythm of pests.


 3 Factors affecting the phototactic rhythm of pests

The phototactic rhythm of pests are influenced by some factors, such as meteorological conditions (e.g., temperature, humidity, precipitation, light intensity), insecticidal devices(e.g., wavelength and height of insecticidal devices), physiological states (e.g., sex, age, and dark adaptation), and others(e.g., crop varieties, and natural enemies) (Steinbauer et al., 2012; Van et al., 2014; Carayon et al., 2014; Affrin et al., 2017; Owens and Lewis, 2018).

 3.1 Meteorological conditions

Meteorological conditions have a great influence on pest phototropic rhythms, such as temperature, humidity, precipitation, and light intensity.

 	  Temperature  The phototactic rhythm of the pest varies with the ambient temperature due to its poor ability to maintain and regulate body temperature. Therefore, the temperature has a strong influence on pest growth and phototropic rhythm (Nordstrom and Warrant, 2000). In general, the higher the temperature, the stronger the phototactic rhythm of pests (Saunders, 2014). The temperature can affect the pupil of the pest’s eye, and when the temperature is lower than 20°C, the pest loses the attraction to light. Therefore, low temperatures may reduce the phototactic rhythm of pests (Dang and Chen, 2012). However, the temperature rises, the mortality rate of Ostrinia Furnacalis may decreases (Dong, 2016). Hence, the local temperature and humidity have an impact on the growth of Ostrinia Furnacalis. 

	  Humidity and Precipitation  In general, precipitation as a non-biological factor affects the environmental temperature and humidity. Since temperature and humidity tend to cause changes in pest behavior, precipitation has a definite effect on pest phototropic rhythms (Chang et al., 2008), precipitation has a huge impact on the phototropic rhythm of pests. Pests are forced to land when it rains. It is until the rain stops that they take off and fly to the light source. 

	  Light intensity  Light intensity affects the phototactic rhythm of pests, as the take-off time of the pest is influenced by the duration of the light cycle (a period of day and night) (Saunders, 2013). Phototropic pests prefer the brightness of light intensity (Yu, 2011; Kim et al., 2020). There are differences in the phototropism of pests under different light intensities, and some pests even show opposite phototactic rhythm due to the light intensity variations (Hai et al., 2016). For example, the phototactic rhythm of adult pests increased linearly with the increase of light intensity. However, there was no absence of phototropic behavior in adult pests under low light (Zhang et al., 2009). Generally, the optimum light intensity for the Helicoverpa Armigera activity is 0.1 - 0.001 lux, especially under 0.001 lux (Hou et al., 1997). As the light intensity increased, the phototactic rhythm of the pests also increased, but not in proportion. 




 3.2 Types of insecticidal devices

The light source wavelength and height of the insecticidal devices also affect the pest phototactic rhythm in terms of the type of insecticidal device.

 	  Light source Wavelength of the insecticidal devices  The human eye can perceive wavelengths from 390 to 750 nm. Unlike humans, the sensitive spectrum of pests is mainly concentrated in the 253 - 700 nm (Pan et al., 2021). Thus, pests can perceive different light source wavelengths (Liu et al., 2018). Currently, there are various studies on the phototropism of pests at different wavelengths. For example, the single black lamp has the strongest attraction to Holotrichia parallela, while the black lamp and white lamp are stronger than a single black lamp for the Helicoverpa Armigera, Ostrinia Furnacalis, Mythimna Sepera, Chilo Suppressalis, and Cnaphalocrocis Medinalis. Black lamp and green lamp are the most attractive to Anomala Corpulenta Motschulsky. However, Aphidoidea and Agromyzidae pests have a strong phototropism to yellow and green lamp (Yee, 2015), while silver-gray has a strong repellent effect on the leafminers (Chen et al., 2015). The results think that the phototactic rhythm of pests are the result of the long-term evolution of multiple factors. 

	  Height of the insecticidal devices  From the perspective of the insecticidal devices, the insecticidal device height also has an effect on the phototactic rhythm of pests. The height of the insecticide device should be determined by the height of the crop. In the major crop areas, the height of the insecticidal lamp should exceed the top of the crop (Zhang et al., 2008). Therefore, the height of insecticidal lamps should be set at 0.7 - 0.8 meters for low crop areas (Wan et al., 2008). 




 3.3 Physiological states of pests

Pests have evolved different visual structures in complex environments. Different wavelengths and other external environments may produce more complex physiological responses to pests, resulting in different forms of their phototropic rhythm of pests. Pests’ physiological state may be determined by their sex, age, and dark adaptation. Therefore, the phototactic rhythm of pests are significantly influenced by their physiological status (Cheng et al., 2011; Kim et al., 2018). Moreover, the physiological state of pests changes with seasons and environment, so the determination of the phototactic rhythm of pests in different seasons may have different results (Andersen, 2006; Do et al., 2012).

 	  Sex and age  Pests have different phototropism at different developmental stages and phototactic rhythm changes with sex and age. For example, on the first day of the pest’s emergence, females are more phototropic than males. But on the second, fourth, sixth, and twelfth days, the phototactic rhythm of males was about twice as high as that of females (Keil et al., 2001). The phototactic rhythm of Tortricidae was highest on the twelfth day of age for females and on the fourth day of age for males in the familyTortoiseidae. In general, the phototactic rhythm of turtle pests is most pronounced at dusk (Keil et al., 2001). In addition, pests of different ages respond differently to the same wavelength (Zhang et al., 2016). The light sensitivity of 1 - 5 day old adult of Spodoptera Litura is higher (Xu et al., 2014). 

	  Dark adaptation  The retinal cells of the pest’s eyes contract in a light-dark environment, which tends to cause the pest to take some time to turn to the dark environment. Therefore, the pest’s dark adaptation time is related to the time required for the pest’s eyes to turn to dark adaptation. At night, the phototactic rhythm of pests are also closely related to the pest’s dark adaptation because the phototropism of fully dark-adapted pests is higher than that of other pests (Kim et al., 2019). 




 3.4 In other ways

 	  Crop varieties  As some pests feed on twigs, flowers and other nutritional organs for long periods of time, they evolve over time to be phototropic to the pigments in these crops. Therefore, pests are attracted to different crop varieties (Hajong and Varman, 2002). In summary, the phototactic rhythm of pests are influenced not only by different wavelengths of light but also by crop varieties. Different crops attract different types of pests, as shown in  Figure 3 , the pests of food crops and economic crops. 

	  Natural enemies  Biological control is a method which utilize natural enemies of pests for control. Natural enemies and pests have the characteristics of interdependence and mutual control. The introduction of natural enemies can be beneficial to controlling the population density of pests and achieving effective control. Therefore, the number of natural enemies has a greater impact on the phototactic rhythm of pests. 



 

Figure 3 | The pictures of pest species. (A) Mythimna Seperata, (B) Proxenus Lepigone, (C) Ostrinia Furnacalis, (D) Cifuna Locuples Walker, (E) Loxostege Sticticalis, (F) Holotrichia Perllela, (G) Cnaphalocrocis Medinalis, (H) Sogatella Furcifera, (I) Nilaparvata Lugens Stal, (J) Naranga Aenescens, (K) Chilo Suppressalis, (L) Helicoverpa Armigera, (N) Ectropis Obliqua Hypulina Wehrli, (M) Empoasca Pirisuga Matumura, (O) Euproctis Pseudoconspersa Strand, (P) Anomala Corpulenta Motschulsky, (Q) Plutella Xylostella, (R) Spodoptera Exigua, (S) Spoladea Recurvalis, (T) Gryllotalpa Orientalis Burmeister, (U) Spodoptera Litura, (V) Apolygus Lucorum, (W) Paranthrene Regalis Butler, (X) Laodelphax Striatellus (The pictures come from Image Database for Agricultural Diseases and Pests Research (IDADP). 



The above analysis shows that pest phototropic rhythm is a physiological behavior influenced by the synergistic effect of many factors.



 4 Study on the phototactic rhythm of pests

Crops are mainly divided into food crops and economic crops. Generally, the various pests have a different phototactic rhythm which is affected by meteorological, insecticidal devices, physiological status, and other factors.  Table 4  shows that the phototactic rhythm of pests have been studied in different research.

 Table 4 | The phototactic rhythm of main pests in different crops. 



 4.1 Phototactic rhythm of pests in food crops

 4.1.1 Phototactic rhythm of pests in maize

Maize, one of the major food crops in China, plays an important role in Chinese daily life. However, outbreaks of pests such as Mythimna Seperata, Proxenus Lepigone, and Ostrinia Furnacalis have caused serious economic losses to the yield and quality. Ostrinia Furnacalis has become the greatest dangerous pest in maize cultivation. Consequently, the research on the phototropic rhythm of Ostrinia Furnacalis is beneficial for improving SIL pest management in maize.

  Figure 4A  shows that Mythimna Separata take off within half an hour of sunset and reached their highest numbers after midnight. It confirms the Mythimna Separata are more active in the morning (Zhang et al., 2017). On the contrary, the phototactic rhythm of Proxenus Lepigone and Ostrinia Furnacalis are mainly concentrated before midnight. Specifically,  Figure 4B  shows that the phototactic rhythm of Mythimna Separata mainly take place at 1:00 - 4:00 and 1:00 - 5:00 in 2014 and 2015, respectively. Mythimna Separata has the same phototropic rhythm in 2014 and 2015, and are both more active after midnight. In addition, The time differences in sunset have an effect on the phototactic rhythm of pests (Zhang et al., 2013). In general, the phototactic rhythm of pests vary with sunset time. For example, the sunset in July is delayed than that in May, so the phototactic rhythm of Proxenus Lepigone took place at 20:00 - 22:00 (Proxenus Lepigone-A) and 21:00 - 00:00 (Proxenus Lepigone-B) in May and July, respectively. The phototactic rhythm of Ostrinia Furnacalis is relatively consistent, which is concentrated in the middle night (20:00 - 00:00), as shown in  Figure 4B .

 

Figure 4 | The phototactic rhythm of maize pests. (A) The phototactic rhythm of maize pests during the same period, (B) The cumulative phototactic rhythm of maize pests in different periods. (Mythimna Seperata A - 2014, Mythimna Seperata B - 2015, Proxenus Lepigone A - 2011.5.9, Proxenus Lepigone B - 2012.7.20, Ostrinia Furnacalis A - 2012.8.14, Ostrinia Furnacalis B - 2012.8.16). 




 4.1.2 Phototactic rhythm of pests in rice

Rice plays an important part in Chinese food crops. Rice is affected by many pests, mainly including Cnaphalocrocis Medinalis, Nilaparvata Lugens Stal, and Chilo Suppressalis, etc. The phototactic rhythm of rice pests are influenced by all kinds of factors in nature.

  Figure 5A  shows that the phototactic rhythm of rice pests is more active throughout the night. The Cnaphalocrocis Medinalis began to take off after sunset (Gu et al., 2004; Qi et al., 2014), and then the peaked phototactic rhythm of hCnaphalocrocis Medinalis mainly concentrates during the 19:00 - 21:00. The flight distance of Cnaphalocrocis Medinalis is affected by its physical strength and the external environment. (Yang et al., 2012; Yang, 2014) found that the adult of Sogatella Furcifera and Nilaparvata Lugens Stal can reach the peak value in the morning and night. The phototactic rhythm of Naranga Aenescens and Chilo Suppressalis mainly occurred before midnight (Gu et al., 2004; Zhou, 2007), as shown in  Figure 5B . Those studies (Gu et al., 2004; Qi et al., 2014; He, 2019) have shown that Cnaphalocrocis Medinalis mainly took place before midnight. However, the phototropic rhythm of the Cnaphalocrocis Medinalis changed with the change of location. as shown in  Figure 5C , the Cnaphalocrocis Medinalis in Guangxi in 2011 peaked at midnight (Yang et al., 2012). Therefore, the phototactic rhythm of pests are affected by various time and location.

 

Figure 5 | The phototactic rhythm of rice pests. (A) The phototactic rhythm of Cnaphalocrocis Medinalis, Sogatella Furcifera, Nilaparvata Lugens Stal, Naranga Aenescens, Chilo Suppressalis in rice crops, (B) The bar chart of Rhythm for Cnaphalocrocis Medinalis, Sogatella Furcifera, Nilaparvata Lugens Stal, Naranga Aenescens, Chilo Suppressalis in rice crops, (C) The phototactic rhythm of Cnaphalocrocis Medinalis in different regions and years, (D) The effects of Precipitation on rice pests, (a) The effect of precipitation on Sogatella Furcifera on June 15, (b) The effect of precipitation on Sogatella Furcifera on June 16, (c) The effect of precipitation on Nilaparvata Lugens Stal on June 24, (d) The effect of precipitation on Nilaparvata Lugens Stal on June 28 (Yang, 2014). 



(Yang, 2014) studied the effect of the precipitation on the take-off behavior of Sogatella Furcifera and Nilaparvata Lugens Stal.  Figure 5D  shows that the Sogatella Furcifera and Nilaparvata Lugens Stal of phototactic rhythm mainly is morning-dusk bimodal rhythm. In addition, on the nights without precipitation, the amount of pest outbreaks at dusk is higher than in the morning. The rainfall nights, the phototactic rhythm of Sogatella Furcifera and Nilaparvata Lugens Stal often is a multi-peaked curve. Thus, the precipitation at night can promote the take-off of Sogatella Furcifera and Nilaparvata Lugens Stal.  Figure 5a , and  Figure 5b , show that the precipitation has less effect on Sogatella Furcifera. However, The data of  Figure 5c , and  Figure 5d , show that the precipitation has a greater effect on Nilaparvata Lugens Stal than Sogatella Furcifera.



 4.2 The phototactic rhythm of pest in economic crops

At present, China has formed a high-quality and efficient production technology system for economic crops such as cotton, tea, vegetable gardens, and orchards (Wu et al., 2021). However, frequent outbreaks of pests reduce crop yields and limit the sustainability of green agricultural crops. Therefore, it is necessary to study the phototactic rhythm of pests in different economic crops (Yang et al., 2014).

 4.2.1 Phototactic rhythm of pests in cotton

Generally, Helicoverpa Armigeras often migrant at sunset and massively land at sunrise. Moreover, the migration speed and landing direction of Helicoverpa Armigera may have been influenced by the different climatic conditions (such as rain, airflow, etc.),. Helicoverpa Armigera was forced to fall and formed pest outbreak areas due to precipitation. At the same time, the area pointed by the wind direction may become the hazard area of Helicoverpa Armigera (Dingle and Drake, 2007). Due to the different lamps types, Helicoverpa Armigera may form a different phototactic rhythm, such as trap lamps in Jiangsu province, searchlights in Shandong and Beijing (Gu et al., 2004; Zhang, 2013; Zhang et al., 2017). As shown in  Figure 6A , the phototactic rhythm of Helicoverpa Armigera mainly concentrated after midnight in the year 2012, Beijing, in addition to two rhythm peaks in June (The main peak of Helicoverpa Armigera was before midnight and the second peak was after midnight). However, the data in  Figure 6B  shows that the phototactic rhythm of the Helicoverpa Armigera happen after midnight.  Figure 6C  shows that the phototactic rhythm of Helicoverpa Armigera inJiangsu province was a bimodal form in August 2003, and the main peak and the secondary peak were mainly at 18:00 - 21:00 and 1:00 - 4:00, respectively.  Figure 6D  indicates that the Helicoverpa Armigera phototactic rhythm in other areas is mainly concentrated before midnight. It belonged to the type of single-peak phototactic rhythm. The main peak is mainly at 2:00 - 4:00 after midnight.

 

Figure 6 | The phototactic rhythm of cotton pests. (A) The phototactic rhythm of Helicoverpa Armigera in Beijing from June to September 2012, (B) The cumulative phototactic rhythm of Helicoverpa Armigera in Beijing from June to September 2012, (C) The phototactic rhythm of Helicoverpa Armigera from June to September in different regions and years, (D) The cumulative phototactic rhythm of Helicoverpa Armigera from June to September in different regions and years. (2012.6 - Beijing, 2015.6 - Shandong, 2012.7 - Beijing, 2003.8 - Jiangsu, 2012.8 - Beijing, 2012.9 - Beijing, 2014.9 - Shandong) (E) The phototactic rhythm of Holotrichia Perllela, Cifuna Locuples Walker, Loxostege Sticticalis in cotton crops, (F) The bar chart of Rhythm for Holotrichia Perllela, Cifuna Locuples Walker, Loxostege Sticticalis in cotton crops. 



In addition to Helicoverpa Armigera, there are Holotrichia Perllela, Cifuna Locuples Walker, Loxostege Sticticalis can impact the yield of the cotton crop. As shown in  Figure 6E , the phototactic rhythm of cotton pests is acted all night, whose peak mainly occurred before midnight.  Figure 6F  shows that the Holotrichia Perllela is mainly active between 19:00 and 21:00. The Cifunalocuples have two peak values, which the main peak is mainly between 20:00 and 21:00, and the secondary peak is relatively gentle during 4:00 - 5:00(the next day). In contrast, the phototactic rhythm of Loxostege Sticticalis mainly concentrated at midnight (22:00 - 1:00 (the next day)). Thus, the SIL in cotton crops needs to be turned on all night because the pests in crops are phototactic all night.


 4.2.2 Phototactic rhythm of pests in tea garden

With the rapid improvement of people’s living standards, drinking tea has become a part of leisure and entertainment in Chinese daily life. So, the demanding quality and quantity of tea are also increasing. Tea production is improved by using chemical pesticide methods to protect tea plantations from pest invasion. But chemical pesticide methods can cause serious environmental pollution and lower the tea quality (Lou et al., 2021). Therefore, it is urgent to adopt Physical methods to kill pests and improve the quality of tea leaves. Currently, SIL is the most widely used Physical method. The insecticidal working time of the SIL can be controlled according to the phototactic rhythm of pests in the tea garden, which is conducive to killing pests when there are many pests without producing pollution.

The main pests in tea garden include Ectropis Obliqua Hypulina Wehrli, Empoasca Pirisuga Matumura, Anomala Corpulenta Motschulsky, etc (Tu et al., 2018). The phototactic rhythm of the 20 - days tea garden pests are recorded by (Tu et al., 2018). The insecticidal working time of the SIL was 18:00 - 24:00 and 5:00 - 7:30. As shown in  Figure 7 , some pest adult (Ectropis Obliqua Hypulina Wehrli, Euproctis Pseudoconspersa Strand and Anomala Corpulenta Motschulsky) become active one hour after sunset and their phototactic rhythm mainly concentrate before midnight. However, the adult of Empoasca Pirisuga Matumura has two peak values. The phototactic rhythm of Empoasca Pirisuga Matumura adults was mainly around the evening (18:00 - 20:00) and 2 hours in the morning (5:00 - 7:00). Since the SILs in this investigation did not perform insecticidal work between 00:00 and 5:00, the above conclusions have some limitations and further experimental studies are needed.

 

Figure 7 | The phototactic rhythm of tea garden pests. (A) The phototactic rhythm of Ectropis Obliqua Hypulina Wehrli, Empoasca Pirisuga Matumura, Euproctis Pseudoconspersa Strand, Anomala Corpulenta Motschulsky in the tea garden, (B) The Cumulative chart of Rhythm for different pests in tea garden. 



  Table 5  shows that the amount of pests is influenced by different wavelengths in tea gardens (Tu et al., 2018). For example, the phototaxis wavelength of Empoasca Pirisuga Matumura was between 410 and 455 nm. However, the phototaxis wavelength of tea garden pest (Ectropis Obliqua Hypulina Wehrli and Euproctis Pseudoconspersa Strand) is 365 - 410 nm. The phototaxis wavelength of Anomala Corpulenta Motschulsky is 365 - 455 nm. Therefore, ultraviolet [(380 ± 20) nm] and blue light [(420 ± 20) nm] are better lamps to be used for pest management in the tea garden. In addition, SIL with different wavelengths and insecticidal working hours are selected to kill pests in tea gardens. It is beneficial to control pests and improve crop yield.

 Table 5 | Effect of wavelength on the phototactic rhythm of main pests in tea garden. 




 4.2.3 Phototactic rhythm of pests in vegetable garden

  Figure 8  shows that the major pests in the vegetable garden (mainly growing green leafy vegetables such as brussels sprouts, amaranth, spinach, and cabbage) are most active before midnight (Wan et al., 2008). Among them, Plutella Xylostella mainly have two peaks between 22:00 - 3:00 (the next day) and 20:00 – 21:00, respectively (Yang et al., 2012). (Xu et al., 2014) thought that the peak of Hymenia Recurvalis and Anomala Corpulenta were between 19:00- 21:00 and 20:00 - 23:00 respectively. In addition, the investigations (Wan et al., 2008) showed that there were differences in the phototactic rhythm of the natural and the artificial light of the pests. Moreover, the insecticidal effect of thelamp height of 0.8 meters is better than that of 1.3 meters.

 

Figure 8 | The phototactic rhythm of vegetable garden pests. The left label is the phototactic rhythm of vegetable pests, and the right label is the phototactic rhythm of SILs with different heights. 




 4.2.4 Phototactic rhythm of pests in orchard

The main pests in Chinese southern vineyards are Agrotis Ypsilon, Gryllotalpa Orientalis Burmeister, Spodoptera Litura, Anomala Corpulenta Motschulsky, and Paranthrene Regalis Butler, etc. The adoption of Physical methods in vineyards not only controls pests but also reduces the use of chemical pesticides, which is beneficial for ecological agriculture and economic benefits.

As shown in  Figure 9A , the vineyard pests acted all night, and the phototactic rhythm of the main peak mainly concentrated before midnight.  Figure 9B  shows that the phototactic rhythm of Agrotis Ypsilon and Spodoptera Litura between 19:00 and 22:00 were the highest, Anomala Corpulenta Motschulsky and Empoasca Flavescens are the most active between 20:00 and 23:00, and Gryllotalpa Orientalis Burmeister and Apolygus Lucorum are most active between 19:00 and 23:00. However, the phototactic rhythm of Paranthrene Regalis Butler have two peaks, which were mainly between 19:00 - 21:00 and 1:00 - 2:00.

 

Figure 9 | The phototactic rhythm of vineyard pests. (A) The phototactic rhythm of Agrotis Ypsilon, Gryllotalpa Orientalis Burmeister, Spodoptera Litura, Anomala Corpulenta Motschulsky, Empoasca Flavescens, Oriental Mole Crickets, Spodoptera Litura, Apolygus Lucorum and Paranthrene Regalis Butler in vineyard, (B) The bar chart of Rhythm for Agrotis Ypsilon, Gryllotalpa Orientalis Burmeister, Spodoptera Litura, Anomala Corpulenta Motschulsky, Empoasca Flavescens, Oriental Mole Crickets, Spodoptera Litura, Apolygus Lucorum and Paranthrene Regalis Butler in vineyard. 



The phototactic rhythm of different pests varies greatly (Yang et al., 2012). The Coleoptera pests are 321 sensitive to 400 nm wavelength. The wavelength of 360 nm and 520 nm have the best trapping effect on 322 Lepidoptera pests and Hemiptera pests (Tu et al., 2016). As shown in  Table 6 , most vineyard pests (such as Agrotis Ypsilon, Gryllotalpa Orientalis Burmeister and Paranthrene Regalis Butler, etc.) are greatly influenced by the wavelength of 330 - 400 nm, except for the phototaxis of Apolygus Lucorum on the mixed light source of 550 - 590 nm. Anomala Corpulenta Motschulsky, Empoasca Flavescens, Oriental Mole Crickets, Spodoptera Litura, Paranthrene Regalis Butler, etc.) are greatly influenced by the wavelength of 330 - 400 nm. It is conducive to efficiently killing pests and protecting natural enemies by selecting different wavelengths of SIL.

 Table 6 | Effect of wavelength on the phototactic rhythm of main pests in vineyard. 






 5 Challenge issues and future directions

Every year crop production is getting damaged due to pest infestation. Although the phototactic rhythm of pests has been applied for SILs, it still faces many challenges.

 5.1 The standard for green pest management

After more than a decade of research, the pest phototropic rhythms have a common pattern. Due to the differences in the crop growth environment and geographical regions, their phototropic rhythms may show minor errors. To improve the data quality, the pest phototactic rhythm data can be created into a new public database for access by research scholars. Thus, a uniform standard for green pest management needs to be established. Meanwhile, the research on physiological mechanism differences between pests and natural enemies at different wavelengths will be conducive to reducing the rate of killing natural enemies. The phototactic rhythm of different pests to specific wavelengths contributes to the intelligent monitoring and control of agricultural pests by SILs.


 5.2 Intelligent system of SILs

At present, the research on the phototactic rhythm of pests are based on manual counting (Zhang et al., 2017), which is time-consumed and less intelligent. In addition, the majority SILs adopt remote techniques to regulate the SIL kill durations. The long insecticide working time of SILs may cause low energy utilization. Based on the above analysis, the low efficiency and energy waste of SILs can be solved by improving the intelligent system of SILs.


 5.3 New technologies and devices

Currently, the methods of pest monitoring mainly include sound signals, radar, remote sensing technology, pest monitoring, trap lamp with various sensors and Unmanned Aerial Vehicles (UAVs) with remote sensing. Although these methods have achieved excellent results, they are expensive and not suitable for large-scale deployment. Therefore, it is necessary to cooperate with radar and pest monitoring lamps to manage pests and reduce costs. Building a low-cost, wide-range, flexible and controllable green management system and monitoring device is essential.



 6 Conclusion

In this paper, we present a comprehensive survey on the phototactic rhythm of pests in smart agriculture and phytoprotection. The research on pest habits is investigated and the distribution of pests at different time periods is outlined. Then, the current challenge issues of green pest management are analyzed in the context of pest phototactic rhythm. Finally, future research directions are envisioned. This paper benefits agricultural researchers with a comprehensive understanding of the photosynthetic rhythm of pests. In addition, the application of pest phototactic rhythm for SILs still faces great challenges and issues of intelligence and precision. Future research directions should include addressing these challenges and exploring them in conjunction with emerging technologies.
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Introduction

Soil pollution by heavy metals and climate change pose substantial threats to the habitat suitability of cash crops. Discussing the suitability of cash crops in this context is necessary for the conservation and management of species. We developed a comprehensive evaluation system that is universally applicable to all plants stressed by heavy metal pollution.



Methods

The MaxEnt model was used to simulate the spatial distribution of Ligusticum chuanxiong Hort within the study area (Sichuan, Shaanxi, and Chongqing) based on current and future climate conditions (RCP2.6, RCP4.5, RCP6.0, and RCP8.5 scenarios). We established the current Cd pollution status in the study area using kriging interpolation and kernel density. Additionally, the three scenarios were used in prediction models to simulate future Cd pollution conditions based on current Cd pollution data. The current and future priority planting areas for L. chuanxiong were determined by overlay analysis, and two levels of results were obtained.



Results

The results revealed that the current first- and secondary-priority planting areas for L. chuanxiong were 2.06 ×103 km2 and 1.64 ×104 km2, respectively. Of these areas, the seven primary and twelve secondary counties for current L. chuanxiong cultivation should be given higher priority; these areas include Meishan, Qionglai, Pujiang, and other regions. Furthermore, all the priority zones based on the current and future scenarios were mainly concentrated on the Chengdu Plain, southeastern Sichuan and northern Chongqing. Future planning results indicated that Renshou, Pingwu, Meishan, Qionglai, Pengshan, and other regions are very important for L. chuanxiong planting, and a pessimistic scenario will negatively impact this potential planting. The spatial dynamics of priority areas in 2050 and 2070 clearly fluctuated under different prediction scenarios and were mainly distributed in northern Sichuan and western Chongqing.



Discussion

Given these results, taking reasonable measures to replan and manage these areas is necessary. This study provides. not only a useful reference for the protection and cultivation of L. chuanxiong, but also a framework for analyzing other cash crops.






Keywords: niche model, soil cadmium pollution, scenario simulation model, Ligusticum chuanxiong Hort, priority conservation area



1 Introduction

Soil pollution by heavy metals is pervasive worldwide, posing a threat to agricultural, livestock and fishery productivity and further jeopardizing food safety and human health since metals are not biodegradable (Li et al., 2014; Yang et al., 2018; Li M. et al., 2020). Every year, over 6,000 tons of Cr and 1.6×105 tons of Pb accumulate in the soil environment globally, resulting in serious soil metal pollution (Chen et al., 2016). In China, approximately 10 million hectares of arable land and 12 million tons of grain are polluted each year by heavy metals (Qin et al., 2021; Zhao et al., 2015). In addition, heavy metals have been continually reported as the primary metal substances polluting agricultural land in developed countries such as the United States, Britain, and Japan (Nicholson et al., 2003; Arao et al., 2010; Olawoyin et al., 2012; Cho et al., 2019). Cd is one of the five most toxic heavy metals in polluted soil and has a biological half-life of 10 to 30 years; it has been listed as the first of eight major heavy metals polluting soil (Qin et al., 2021b). In China, the Cd overlimit rate was 16.1% of the total soil, leading to the contamination of approximately 1.3×104 ha of land by Cd every year (Gu and Zhou, 2002; Zou et al., 2021). The contamination of land with toxic elements poses a considerable threat to the spatial distribution of plants, especially cash crops, thereby affecting agricultural yield and economic income (Rocco et al., 2016; Zwolak et al., 2019). In many countries, especially developed countries, strict land management measures have been implemented in response to different pollution levels (WHO, 2004; Fayiga and Saha, 2016; Li et al., 2019). The Ministry of Ecology and Environment of the People’s Republic of China has clearly stipulated that no green crops should be grown on heavily polluted land, further reducing the possible planting area of cash crops (MEP and MLR, 2014; Zhao et al., 2015; Huang et al., 2019). Although the climate environmental conditions are highly suitable for cash crops, the living space and geographical distribution of the plants will shrink significantly owing to soil pollution by heavy metals (Yang and Li, 2000; Lin and Ho, 2003; Chen, 2007). Therefore, it is particularly important for cash crop cultivation to determine the zones in the suitable distribution region where the concentration of pollutants is at safe levels. Identifying these priority areas not only secures crop yields, but also protects them from the threat of soil contamination.

Additionally, the content of toxic heavy metal elements in the pedosphere varies over time, depending, on the one hand, on the self-purification ability of the soil and on the degree of heavy metal pollution on the other hand (Su, 2014; Hanfi et al., 2020). The self-purification capacity of soil and the accumulation of heavy metal elements in soil are, in effect, dynamic processes, and whether soil pollution by heavy metals will continue to decrease depends on whether this dynamic process is disrupted (Moolenaar and Lexmond, 1998; Zhang et al., 2013). The area of polluted land varies greatly over time because the anthropogenic and natural sources of pollution are different across periods (Zhang and Wang, 2020). For instance, the land use pattern in the Xiangxi River watershed fluctuated substantially over 15 years due to varying degrees of human activities in this region (Wang et al., 2018). Therefore, on a certain temporal and spatial scale, understanding how land polluted by heavy metals will change and how these changes will impact the distribution of suitable areas for cash crops is an important challenge. Given that some changes will occur in polluted areas after a few years, the question is: how should the priority suitable planting zones of cash crops be divided? The identification of priority suitable planting regions of cash crops in the future depends on the results obtained by evaluating the future habitat suitability of the species.

In our study, first, a simulation model for soil pollution by heavy metals was established to predict future pollution conditions within the study zones (Wu, 2008; He et al., 2020; Hou et al., 2022). Soil heavy metal accumulation prediction models are based on the law of mass conservation, and the accumulation and purification of heavy metal pollutants in the soil are in a dynamic equilibrium when potentially toxic elements enter the soil (He et al., 2020; Zhang J. et al., 2016). To quantify the change dynamics of soil Cd pollution, simulations based on three scenario prediction models (optimistic, default, and pessimistic, representing three states of economic development) was performed to estimate the content of soil Cd at some time in the future (Wu, 2008; Yin et al., 2018; He et al., 2020). In recent years, this modeling approach has been widely used in heavy metal risk evaluation due to its substantial advantages, such as simple operation, short run time, and uncomplicated basic data input (Wu, 2008; Xiong, 2011; Yan, 2016). Habitat suitability assessments of species in the future must consider the impact of climate change on species habitats (Zhang et al., 2020; del Río et al., 2021). In a few decades, habitat suitability will vary widely because the climate is changing at an unprecedented rate, leading to extremely unstable surrounding environmental conditions (Troia et al., 2019). The global temperature is currently rising by 0.2 ± 0.1°C every ten years, and the average temperature of Earth may increase by 0.3 to 4.5°C by 2100 (Stocker et al., 2013). Climate change has already substantially altered the spatial ranges of species, continuously altering the suitability of habitats for plants and animals (Hansen et al., 2001; Davis et al., 2005). In 80 years later, more than half of species will be threatened, and European plants may face a greater risk of extinction than organisms in other regions (Thuiller et al., 2005). To accurately evaluate the spatial distribution of species based climate change, various species distribution models (SDMs), such as the genetic algorithm for rule set production (GARP), random forest (RF), and maximum entropy (MaxEnt), have been used for decades (Townsend Peterson et al., 2007; Evans et al., 2011; Wang W. et al., 2021). Recently, MaxEnt has been widely used in a variety of disciplines because of its important advantages: ease of operation, good performance, and short run time (Phillips et al., 2017; Srivastava et al., 2018). For instance, by establishing a climate distribution model for giant pandas with four climate change scenarios, researchers found that isolated, fragmented giant panda populations will be more vulnerable to extinction risk than other populations (Kong et al., 2021). In addition, MaxEnt modeling has yielded excellent suitability distribution maps and driving factors for some significantly endangered plants and animals (Preau et et al., 2018; Li et al., 2019; He et al., 2021). Thus, we used this modeling approach to simulate the current and future spatial distributions of a critical cash crop (Ligusticum chuanxiong Hort), based on current and future climates.

L. chuanxiong is a traditional Chinese cash crop which was first recorded in the Classic of Mountains and Rivers as approximately 4000 years old, but first appeared in the Divine Husbandman’s Classic of the Materia Medica as a valuable medical plant, with the functions of promoting blood and qi circulation, expelling wind, and alleviating pain (Li et al., 2012; Yuan et al., 2020). The main production areas for L. chuanxiong, are centered in Sichuan Province, include Pengzhou, Dujiangyan, Pengshan, Xinjin District, and other regions; Shaanxi Province and Chongqing are also distribution zones (Zhou et al., 2014; Ning et al., 2015; Xuan et al., 2019). These regions produce approximately 90% of the world’s medicinal L. chuanxiong (Ren et al., 2016). It is a plant easily rich in Cd. Excessive accumulation of Cd in L. chuanxiong affects photosynthesis and the growth of L. chuanxiong, inhibiting the formation of secondary metabolites such as ferulic acid and ligustrazine (Han et al., 2008). In recent years, L. chuanxiong has been severely threatened by soil Cd pollution in these regions, resulting in the destruction or return of a plethora of L. chuanxiong that had been exported (Zeng et al., 2020; Lv et al., 2021), which is the critical reason why L. chuanxiong was chosen as the indicator crop. From 2004 to 2017, many studies showed that L. chuanxiong is seriously threatened by Cd pollution, and approximately 87.99% of L. chuanxiong experienced Cd pollution incidents (Han et al., 2008; Zhang et al., 2019; Zhou et al., 2021; Yao et al., 2022). As a Cd enrichment plant, the enrichment capacity of Cd and Pb in the underground rhizomes of L. chuanxiong was 1351 times that of Cr (chromium), 320 times that of lead, 417 times that of As (arsenic), and 18.5 times that of Hg (mercury) (Yi and Peng, 2007). Additionally, the serious threat posed to L. chuanxiong by Cd pollution has also caused economic difficulties for local farmers, which has, in turn, introduced great obstacles to the development of the rural economy (Zhang et al., 2019). Therefore, to establish a comprehensive evaluation and planning system for important cash crops, we chose L. chuanxiong as an illustrative case and determined its priority planting areas based on current and future conditions.

Here, we develop current and future climatic niche models of L. chuanxiong and a spatiotemporal scenario prediction model for soil Cd pollution to identify suitable cultivation regions and areas protected from soil pollution threats. The objectives of this study include the following: (1) establishing a comprehensive evaluation framework for soil pollution by heavy metals and cash crops; (2) planning the priority planting area for L. chuanxiong based on current conditions; and (3) simulating the spatial dynamics of the planned regions and determining future priority planting areas for L. chuanxiong.



2 Materials and methods


2.1 Data source


2.1.1 Collection of spatial data

L. chuanxiong, a significant economic plant and medicinal crop in Chinese, medicine is mainly distributed in western and southwestern China and is especially concentrated in Sichuan Province and Chongqing city (Fang et al., 2020; Ni et al., 2021). After comprehensive consideration, three provinces (Sichuan, Shaanxi, and Chongqing) were selected to constitute the study area; we conducted an extensive literature search and accessed a large number of online databases, such as the Plant Photo Bank of China (http://ppbc.iplant.cn/), the Global Biodiversity Information Facility (https://www.gbif.org/), the Specimen Resources Sharing Platform for Education (http://mnh.scu.edu.cn/), and the Chinese Virtual Herbarium database (http://www.cvh.ac.cn/), to obtain more accurate distribution data for L. chuanxiong. We collected 30 years (1990-2020) of spatial distribution data for L. chuanxiong. For this part, spatial occurrence data without accurate location information were removed, and if the exact geocoordinates of the occurrence records were not available, Google Earth (http://ditu.google.cn/) was used based on geographical location descriptions to identify latitude and longitude (Wei et al., 2018). In this study, due to the similar ecological characteristics in areas of 1 km2, ArcGIS 10.3 was used to filter duplicate occurrence data in each grid cell (1 km × 1 km), and only one point was retained (Khanum et al., 2013). Finally, a total of 103 spatial distribution data points were ultimately obtained (Figure 1A) and saved in “CSV” format in accordance with the requirements of the MaxEnt model, which is the most widely used niche model. This model has abundant advantages, such as a short run time, operational ease, good performance, and high precision (Elith et al., 2011; Radosavljevic & Anderson, 2014).




Figure 1 | Distribution records of L. chuanxiong, minerals, and soil Cd pollution data in the study area. (A) The occurrence of L. chuanxiong and elevation in the study area; (B) The minerals are the latitude and longitude distribution points of the mining area, including Cd, Pb and Zn mines; the soil Cd pollution represents the sampling point of the soil Cd content collected from the literature.






2.1.2 Environmental parameters

To accurately construct a climate niche model and predict the current spatial geographical distribution of L. chuanxiong, the habitat characteristics of the species were comprehensively considered. The final environmental parameters were from four categories (bioclimate, soil, topography, and others), and a total of 46 variables affecting the growth and distribution of L. chuanxiong were considered (Table 1). According to the source of the data, 19 bioclimatic variables, 3 terrain variables, 1 vapor pressure variable, 1 wind variable, and 1 solar radiation variable were obtained from the World Climate Database (www.worldclim.org), and 2 terrain variables were extracted from elevation data, including slope and aspect. Furthermore, 19 soil variables were obtained from the Harmonized World Soil Database (https://webarchive.iiasa.ac.at/Research/LUC/External-World-soil-database/), including 14 surface soil parameters and 5 soil quality factors. Land cover and population density data were collected from the Socioeconomic Data and Applications Center (https://sedac.ciesin.columbia.edu/).


Table 1 | Basic information for the current environmental variables.



Since the resolution, projection, and range of all environmental variables were mostly consistent, the resolution of all environmental factors was adjusted to 1 km (approximately 30 s), the projection was GCS_WGS_1984, and the raster layer range of the environmental factors was clipped to the size of the study area (Phillips and Dudík, 2008). To avoid overfitting due to strong correlations between environmental variables in the final modeling results, the 19 bioclimate factors were filtered using Pearson’s correlations in SPSS; in each step, a factor that was highly significantly related to the distribution of L. chuanxiong was retained and a factor with a correlation coefficient ≥ 0.8 was eliminated (Yang et al., 2013; Cao et al., 2016). Ultimately, 35 environmental variables that influence the distribution of L. chuanxiong, including 8 bioclimate variables and 19 soil factors (Table 1), were derived to perform spatial niche modeling in combination with occurrence point data. The details of the categories, names, and units of all the environmental parameter data are presented in Table 1.

For the future climate scenarios, all environmental parameters used to construct the niche model were consistent with the current values except for the bioclimate factors, which reflected four representative concentration pathways (RCPs) in the Coupled Model Intercomparison Project Phase 6 (CMIP6) (Liu et al., 2019; Anibaba et al., 2022). These four RCPs (RCP2.6, RCP4.5, RCP6, and RCP8.5) represent different climate change states (from the lowest emission scenario to the highest emission scenario) and can be applied to research on sustainable development and biodiversity changes (Meinshausen et al., 2011; Chong-Hai and Ying, 2012; Legg, 2021). Specifically, two time periods (2041-2060 and 2081-2100) were considered in our study, and four RCPs indicated total radioactive forcing values of +2.6, +4.5, +6.0 and +8.5 W/m2 in 2100 (IPCC, 2014; Zhang Y. et al., 2016). We collected bioclimatic prediction data from the World Climate Database (www.worldclim.org) under 8 climate change scenarios (2050-RCP2.6, 2050-RCP4.5, 2050-RCP6.0, 2050-RCP8.5, 2070-RCP2.6, 2070-RCP4.5, 2070-RCP6.0, and 2070-RCP8.5). Then, we acquired 8 bioclimatic parameters for each climate scenario (Bio1, Bio2, Bio4, Bio7, Bio12, Bio13, Bio14, and Bio15) using ArcGIS 10.3, and the remaining 27 variables (soil, topography, etc.) were unchanged. In short, we obtained 8 climate change datasets through elaborate processing for future climate niche predictions combined with occurrence point data. The detailed information regarding future climate scenario factors was consistent with current information.



2.1.3 Soil Cd pollution and mineral distribution data

Planning the priority planting area is conducive not only to expanding the distribution of L. chuanxiong but also to avoiding the threat of soil Cd pollution. By consulting many documents, 432 soil Cd pollution data points in the study area were collected (Figure 1B), including accurate spatial geographic coordinates and soil Cd content values. The spatial interpolation method was used to calculate the soil Cd pollution status based on the interpolation of Cd content values at known points in space to evaluate the spatial characteristics of soil Cd pollution in the study zones (Ma et al., 2018; Sheng et al., 2021). Studies found that because the associated minerals of Pb and Zn ore contain Cd ore and a large amount of Cd pollution occurs in the soil surface of regions with Pb and Zn ore, Pb and Zn ore are also considered when selecting mineral data (Xiao et al., 2017; Tepanosyan et al., 2018; Qiao et al., 2019). The mineral data were obtained from the National Geological Archives (http://www.ngac.org.cn/), including 997 longitude and latitude points for Cd, Pb and Zn mines (Figure 1B). In this study, the impact of mining areas on the surrounding soil environment was assessed by using nuclear density analysis (Xiao and Fu, 2020; Hou and Zheng, 2021; Zou et al., 2022).



2.2 Methods


2.2.1 Methodology overview

In this study, the MaxEnt model was used to fit the spatial distribution of L. chuanxiong using environmental parameters and geographical occurrence data. Then, we used geographic information technology, including the spatial interpolation method and nuclear density analysis, to perform spatial interpolation and mine impact analysis (Zhao et al., 2016; Sun et al., 2023). By coupling the results of the niche model, soil Cd pollution, and mine impact analysis, the priority areas for L. chuanxiong were identified to infer the best areas for L. chuanxiong under current climate conditions. To further explore the spatial dynamic changes in priority zones for L. chuanxiong caused by a series of processes, we developed a climate niche model and a spatiotemporal scenario prediction model for soil heavy metals to simulate this change (Wu, 2008; He et al., 2020; Tang et al., 2021; Hou et al., 2022). The specific methods included the following steps: (1) performing MaxEnt modeling to evaluate habitat suitability for L. chuanxiong; (2) planning priority areas of L. chuanxiong on the basis of the MaxEnt model, soil Cd pollution, and mine impact analysis; and (3) analyzing the changes in planned areas using climate niche and spatiotemporal scenario prediction models (Figure 2)




Figure 2 | Research framework.





2.2.2 Habitat suitability evaluation

Human activities and other factors, such as logging, livestock grazing, natural disasters, and interspecific interactions, were assumed to have no influence. Incorporating these assumptions, MaxEnt 3.4.0 software (Phillips, 2005) was used to project the spatial geographic distribution of L. chuanxiong using the species occurrence data and environmental factors. We hypothesized that the bioclimatic variables would have excellent performance due to their indispensable roles in the metabolic processes and distributions of vegetation (Gao et al., 2018). We compared various modeling results by adjusting the parameters of the model to enhance model robustness, including the maximum number of iterations, random test ratios, maximum number of background points, and convergence threshold. Finally, the parameter settings of the MaxEnt program executed in this study were as follows: the maximum number of iterations was set to 1000, 30% of the location point data of L. chuanxiong were randomly selected as the test set, the remaining data comprised the training set, the convergence threshold was set to 10–5, the maximum number of background points was equal to 10,000, and the average results of 10 replicates were considered the final outcome. The output format was set as “ASC”, a logistic output format, and the other formats were set to the software defaults (Remya et al., 2015). The jackknife method was utilized in our study to determine the significance of different variables, and corresponding response curves were created to obtain the suitable distribution range for L. chuanxiong (He et al., 2021).

The accuracy of MaxEnt modeling was evaluated using the area under the receiver operating characteristic (ROC) curve (AUC) (Phillips and Dudík, 2008; Venne and Currie, 2021). In general, an AUC value > 0.9 indicates excellent performance, values between 0.8 and 0.9 indicate good model performance, values between 0.7 and 0.8 indicate average performance, and values below 0.7 indicate poor performance (Du, 2018). The output results were visualized, and habitats suitable for L. chuanxiong were mapped using the reclassify tool in ArcGIS 10.3. The potential suitable habitats of L. chuanxiong were divided into four categories: highly suitable (0.6–1), moderately suitable (0.4–0.6), minimally suitable (0.2–0.4), and not suitable (0–0.2) (Moreno et al., 2011; Ma and Sun, 2018).



2.2.3 Planning the priority planting areas for L. chuanxiong

To further identify ecological cultivation areas of L. chuanxiong without the influence of soil Cd pollution, we fully considered the suitable niche of the species and coupled it with the background values of soil Cd and the impact of mining areas to determine high-quality planting regions. Generally, kriging interpolation is a spatial method for unbiased optimal estimation of regional variables based on variogram theory and structural analysis, including simple kriging (SK), universal kriging (UK), synergistic kriging (CK), and ordinary kriging (OK) (Oliver and Webster, 1990; Van Beers and Kleijnen, 2004). In this study, OK was used to spatially interpolate soil Cd content values, which is conducive to simulating the spatial and geographic variation trends of Cd pollution (Gia Pham et al., 2019; Munyati and Sinthumule, 2021). The specific formula is as follows:

 

Where Z*(X0) represents the estimated value of the soil Cd content at a certain point, λi is the weighting coefficient, which represents the weight of sites included in the interpolation on the estimated soil Cd content, and xi Z(xi) represent the location of the measured site and the value of the soil Cd content at the site, respectively. Incorporating the results of soil Cd interpolation, the Reclassify tool of ArcGIS 10.3 was used for processing, and the corresponding raster layer was extracted in accordance with the first level of national standards (0<Cd ≤ 0.2 mg·kg-1) and second level of national standards (0.2 mg·kg-1<Cd ≤ 0.3 mg·kg-1) (Zheng, 2003; Ministry of Environmental Protection and Ministry of Land and Resources of China, 2014).

Kernel density estimation, a nonparametric spatial analysis method for calculating the density of spatial features in their surrounding neighborhoods, is widely used to simulate the kernel density distribution in space (Silverman, 1981; Zambom and Ronaldo, 2013). This method can accurately reflect the spatial aggregation degree and changing trend of research elements; the closer to the center these factors are, the greater the impact will be, and vice versa (Okabe et al., 2009). The specific formula is as follows:

 

where n is the number of sample points, k is the weight kernel function, h represents the threshold of the range, and x–xi represents the distance from the preestimated point of x to the sample point of xi.

Accordingly, highly and moderately suitable areas were extracted on the basis of the results of niche modeling and overlaid with the first and second levels of national standards for soil Cd pollution, respectively. The final priority planting areas were identified by excluding areas with high mining influence from the resulting region.



2.2.4 Spatial dynamic changes in priority planting areas of L. chuanxiong

Identifying the future priority planting zones for L. chuanxiong under climate change is a prerequisite for simulating the dynamic spatial changes in priority planting areas of this species. First, MaxEnt modeling projections were obtained for eight future climate change scenarios to predict the potential habitat distribution of L. chuanxiong in the future (Kumar, 2012). Highly and moderately suitable areas were selected using the same classification method as the current conditions to classify suitability levels.

Then, we utilized a scenario simulation model of soil heavy metals to simulate the prediction value in the study region (Zhang J. et al., 2016). From the perspective of dynamic equilibrium, the temporal prediction of soil pollution by heavy metals must be based on their dynamic changes at known temporal scales, and the input and output of heavy metals are two key parameters in the model (Wu, 2008). Therefore, the scenario simulation model used in this study is very suitable for predicting changes in soil Cd pollution in 2050 and 2070 based on the current data. In this case, the future concentration of soil Cd is:

 

where Qt is the content of Cd in the soil after t years (mg/kg), Q0 is the initial content of Cd in the soil (mg/kg), Q is the annual content of Cd in the soil (mg/kg), K is the annual residual rate of soil Cd (0.96) (Lin, 2009), and t represents the years of prediction (year).

To quantify the change dynamics of soil Cd pollution, we utilized three scenario prediction models to calculate the content of soil Cd at some time in the future, including the optimistic scenario, default scenario, and pessimistic scenario (Wu, 2008; He et al., 2020). In the optimistic scenario, for an extended period, no heavy metal ions will enter the pedosphere after the discharge of heavy metal emissions from factories, businesses, transportation, and residential sewage has been processed. In the default scenario, factories and businesses responsible for heavy metal emissions follow usual production, and discharges such as those from transportation and residential sewage remain unchanged according to the current situation. In the pessimistic scenario, the population grows, urbanization accelerates, and the number of businesses and factories responsible for heavy metal emissions increases, ultimately leading to a continuation of heavy metal ions entering the soil. The specific formulas are as follows.

Optimistic scenario:

 

Default scenario:

 

Pessimistic scenario:

 

where Qb is the background value of soil Cd in the study zone (0.85 mg/kg). Since the soil Cd background values of the three provinces are different, we obtained the background value Cd content by calculating the mean and retained two decimal places.

In addition, we referred to the average publication years of the papers presenting the data on soil Cd pollution that were collected in this study based on a literature review, regarding soil Cd content in 2018 as the initial value. For Q, the annual content of Cd in the soil was assigned according to the first year of “zero pollution”, and the first year was selected in accordance with the economic development of the study area (Wu, 2008). Since China underwent reform and opened up, the southwest region has experienced vigorous industrial and agricultural development, resulting in increasingly serious environmental problems (Yan, 2016). Before 1978, there were no significant reports of soil contamination incidents in the study zone (Yan, 2016). Therefore, 1978 was set as the first year of soil Cd pollution to calculate the annual content of Cd in the soil over a period spanning 40 years. After obtaining the value of the soil Cd content for every geographical coordinate in the study area in 2050 and 2070, OK interpolation was performed to simulate the spatial and geographic variation trends of Cd pollution. Finally, we used a similar method to determine the regions meeting the first level and the second level of national standards. In this study, the influence of the kernel density estimate for minerals was assumed to be unchanged. The future priority planting areas for L. chuanxiong were determined in a similar way.





3 Results


3.1 Spatial niche model


3.1.1 Contribution of environmental variables

In this study, a spatial niche model for L. chuanxiong based on species distribution data and environmental parameters was developed, and habitat suitability maps were obtained by using ArcGIS 10.3. Overall, the AUC training values for L. chuanxiong indicate that the model performed quite well when current and future niche modeling was conducted (Figures S1-S3).

Key environmental parameters, an important part of niche modeling, are drivers of the current distribution pattern of L. chuanxiong and are fundamental for predicting the changes in future distribution patterns. The average contribution rates of every environmental factor were determined by the current spatial niche model to obtain the critical environmental parameters. Overall, the results revealed that the dominant factors for L. chuanxiong were solar radiation (Srad, 55.4%), topsoil cec-clay (Soil4, 19.9%), temperature annual range (Bio7, 4.8%), altitude (4%), and wind (3.8%), together explaining 87.9% of the variation. These different environmental parameters belong to various categories and indicate the comprehensive influence of variables on L. chuanxiong, including its spatial geographical distribution and growth. The optimal ranges for L. chuanxiong were determined by using the response curves of important environmental variables. According to the corresponding response curves, the average daily solar radiation was not higher than 12028.92 kJ·m-2, topsoil cec-clay ranged from 0.95 cmol/kg to 1.12 cmol/kg, the annual temperature range was between 25.98 and 29.23°C, the altitude ranged from 930.31 to 974.54 m, and the most suitable range for wind was 1.09~1.55 m/s (Figure 3).




Figure 3 | Critical environmental parameters included in the current MaxEnt model. Srad, Soil4, and Bio7 represent the solar radiation, topsoil cec clay, and annual temperature range, respectively.





3.1.2 Spatial distribution of L. chuanxiong

In general, the current suitable habitat areas for L. chuanxiong were mainly distributed in central and eastern Sichuan, southern Shaanxi, and parts of Chongqing, with an area of approximately 3.28×105 km2. The results of MaxEnt modeling indicated that habitat suitability was too broad, the coverage area was very large, and the areas of high and moderate suitability were mainly concentrated in Chengdu, gradually decreasing from north to south (Figure 4). The highly suitable areas were concentrated on the Chengdu Plain, extending to the junction of Ya’an and Xichang in the south and Guangyuan in the north and covering Chengdu, Meishan, Deyang, and Ya’an. Additionally, there was a sporadic distribution in Leshan, Mianyang, Xichang, Guangyuan, Hechuan, Wulong, and other regions, with an area of 0.37×105 km2, corresponding to 4.72% of the study area. The moderately suitable areas accounted for 11.28% of these habitats and are approximately 0.87×105 km2 in total area, including portions of Guanyuan, Hechuan, Wulong, and Leshan.




Figure 4 | Current potential distribution of L. chuanxiong.



For different climate scenarios, in this study, the Reclassify tool was used to process the output results of the climate niche model with the same division criteria. Figure 5 and Table 2 show the spatial distribution variation trends and specific values for suitable regions. According to future predictions, the suitable area for L. chuanxiong was mainly distributed in central and eastern Sichuan, southern Shaanxi, and Chongqing; some areas, such as Suining and Nanchong, fluctuate greatly. The model results suggest that highly and moderately suitable habitat regions have similar distributions, and the change trend is the same as that under current climate conditions. In 2050, the largest and smallest distribution areas of L. chuanxiong were observed for the RCP8.5 climate scenario (4.35×105 km2) and RCP8.5 climate scenario (3.34×105 km2), respectively. For highly and moderately suitable areas, the largest distribution occurred assuming the RCP8.5 climate scenario, followed by the RCP6.0, RCP4.5, and RCP2.6 climate scenarios. In 2070, the largest distribution areas were observed for high and moderate suitability under the RCP 6.0 climate change scenario, followed by the RCP 8.5 climate scenario.




Figure 5 | Future potential distribution of L. chuanxiong; (A, B) represent 2050 and 2070, respectively.




Table 2 | Distribution of L. chuanxiong suitable areas 486 under current and future conditions.






3.2 Current priority planting sites for L. chuanxiong

The results of OK interpolation of the soil Cd content showed that the areas including Meishan, Guangyuan, southern Chengdu, western Yibin, and northern Leshan all met the national first-level standard for soil Cd pollution (Figure 6). Simultaneously, some areas, such as Hanzhong, Guangyuan, and Xichang, also have extremely low soil Cd pollution. The areas that meet the national secondary standard for soil Cd pollution were mainly concentrated in Ziyang, Neijiang, Zigong, Yibin, Luzhou, and other places. Additionally, the soil Cd pollution in Dujiangyan, Chongzhou, Pixian, Wenjiang, Pingwu, Jiangyou, and other regions was extremely insignificant. Panzhihua city, Xichang city, and other regions examined in our study in southern Sichuan were less affected by soil Cd pollution and met the national standards, which is beneficial for the cultivation of L. chuanxiong.




Figure 6 | Current soil Cd pollution and mineral nuclear density influence.



To further evaluate the influence of minerals in the study zone, Cd, Pb and Zn mines were included in the kernel density estimation; a darker color indicates a stronger degree of influence for the mineral (Figure 6). The distribution of minerals in Xichang, Ya’an, and Leshan was relatively dense, and more planning or conservation measures should be taken when planting L. chuanxiong in these regions because of the greater impact of minerals. Sichuan, Tianquan, Hanyuan, Hongya, Danling, and other counties were within the zone of relatively high mineral influence, while Pengshan and Renshou Counties were less affected. In Shaanxi, most regions were safe, except for a slight influence of soil Cd pollution in Hanzhong, Shangzhou, Ankang, Xi’an, and Shiyan.

Ultimately, the priority planting zones for L. chuanxiong were obtained by superimposing the highly and moderately suitable areas with the first and secondary soil Cd pollution levels, respectively, under the context of mineral influence (Figure 7). More specifically, the first-priority planting area for L. chuanxiong originated from a combination of highly suitable zones determined by the MaxEnt model and the first standard soil Cd pollution areas; secondary-priority planting areas were also identified by these methods. As such, the first-priority planting zones are the most suitable areas for the distribution and growth of L. chuanxiong, while the division of secondary-priority planting areas ensures the yield of cash crops, thereby contributing to artificial cultivation planning and management for relevant leaders. Based on the current climate scenario, the first-priority areas are mainly distributed in southern Chengdu and northern Meishan, including Meishan, Pujiang, Qionglai, Pengshan, Xinjin, Renshou, and other counties. In total, the spatial distribution areas for first and secondary planting are 2.06 ×103 km2 and 1.64 ×104 km2, respectively. According to the results of the distribution areas for priority cultivation zones, the areas of Meishan County (0.58 ×103 km2), Qionglai County (0.33 ×103 km2), Pujiang County (0.25 ×103 km2), Pengshan County (0.18 ×103 km2), Xinjin County (0.15 ×103 km2), Renshou County (0.14 ×103 km2), and Dayi County (0.11 ×103 km2) exceeded 100 km2 (Table 3). In the secondary-priority planting zone, a total of twelve counties were planned, with areas exceeding 400 km2. Among them, Pingwu County was found to be the best region in the secondary-priority planting zone, accounting for 6.84% of the total area, followed by Lu County (0.98 ×103 km2, 5.71%) and Hechuan County (0.88 ×103 km2, 5.14%). Other counties, such as Jiange, Longchang, Zizhong, and Fushun, are now also recognized as excellent cultivation regions, which is conducive to increasing the production of L. chuanxiong (Table 3). The complete priority planting area can be viewed in Tables S2 and S3.




Figure 7 | Current priority planting area for L. chuanxiong.




Table 3 | Current priority planting area for L. chuanxiong, including the seven first-priority counties and twelve secondary-priority counties.





3.3 Future priority planting sites for L. chuanxiong

To obtain the first- and secondary-priority planting areas, we utilized three scenario prediction models and OK interpolation to simulate the spatial dynamics of soil Cd pollution in 2050 and 2070. Overall, a background map of soil Cd pollution in the study area was generated using the analysis and mapping tool of the geographic information system in accordance with the result of OK interpolation (Figure 8). The soil Cd pollution areas with the greatest changes were mainly concentrated in central and northeastern Sichuan, including Chengdu, Deyang, Meishan, Leshan, Guangyuan, and Nanchong. Based on three soil Cd pollution scenarios, the soil Cd pollution within the study area in 2050 and 2070 varied widely, which explains the difference in economic development status in the future. Soil Cd pollution continually improved under the optimistic scenario, but the changes were not obvious, and soil Cd pollution may worsen under the default scenario. Under the pessimistic scenario, the distribution zones for the first and secondary standards of soil Cd pollution gradually decreased and were mainly distributed in areas east of Chengdu. In addition, from now into the future, the distribution areas that meet the national standards for soil Cd pollution will change from expanding to shrinking under the optimistic and default scenarios but will gradually shrink under the pessimistic scenario. These results indicate that the soil Cd pollution in the study zone will worsen and then improve over time under the optimistic and default scenarios, while continual worsening will occur under the pessimistic scenario, especially in Sichuan Province. In both 2050 and 2070, the soil Cd pollution in the study area showed different distributions assuming the three scenario predictions, with the optimistic scenario showing the best results, followed by the default scenario and pessimistic scenario. Significantly, many counties in Meishan and Chengdu will face a severe situation under both the pessimistic and default scenarios; the regions of first-grade soil Cd pollution will further shrink, and secondary areas will be extremely unstable (Figure 8). In Shaanxi and Chongqing, the distribution will be relatively stable from 2050 to 2070, with a weak influence, and most zones will still be affected by soil pollution, leading to a very low dominant position for L. chuanxiong cultivation.




Figure 8 | Future soil pollution in the study area obtained by the scenario simulation model; (A, B) represent 2050 and 2070, respectively.



After obtaining the results for the first and secondary standards of soil Cd pollution in 2050 and 2070, we applied a similar method to determine the priority suitable zones for L. chuanxiong under eight climate change scenarios. Figures 9–12 show that the distribution of priority cultivation areas under the optimistic scenario, including first- and secondary-priority planting zones, is the largest, followed by those under the default scenario and pessimistic scenario. Although the priority planning areas were different, the most stable regions based various climate change and soil Cd pollution scenarios were Chengdu and Meishan, which was highly consistent. Under different time, climate change, and soil Cd pollution scenarios, the first-priority planting regions for L. chuanxiong will be centered on Chengdu and Meishan, extending north to the junction of southern Hanzhong and Guangyuan, south to Leshan, west to Barkam and Ya’an, and east to Hechuan, Dazu, Yongchuan, and Jiangjin. For secondary-priority planting zones, the distribution areas showed two main centers, with Meishan, Leshan, Yibin, and Neijiang being particularly important for the future cultivation of L. chuanxiong. Guangyuan city will also be the main distribution area in the secondary-priority zone, and some counties, such as Cangxi and Wangcang, will have a relatively stable distribution. In addition, the distribution of secondary-class priority zones for L. chuanxiong will be relatively scattered compared with that of the first-class priority areas, and there will be greater uncertainty except in the core regions.




Figure 9 | Priority planting area for L. chuanxiong under RCP2.6 and RCP4.5 in 2050.






Figure 10 | Priority planting area for L. chuanxiong under RCP6.0 and RCP8.5 in 2050.






Figure 11 | Priority planting area for L. chuanxiong under RCP2.6 and RCP4.5 in 2070.






Figure 12 | Priority planting area for L. chuanxiong under RCP 6.0 and RCP 8.5 in 2070.



Specifically, the results obtained from statistics for the areas of priority planting regions for L. chuanxiong revealed the substantial dominance of different counties. We selected the top ten counties in accordance with the priority areas of L. chuanxiong for each climate change and soil pollution scenario to conduct a comparative analysis. Then, the number of occurrences of every county under different soil Cd pollution levels in 2050 or 2070 was counted, and the counties with more than four occurrences among the eight different scenarios were identified (Table S1). For instance, under the optimistic scenario of 2050, six counties, Pingwu, Chongzhou, Guangyuan, Shizhu, Pengshui, and Wulong, were identified with four occurrences, leading them to have the same priority in the future site selection of L. chuanxiong. For the default scenario of 2050, Renshou County showed eight, the highest number of occurrences, and other counties, such as Meishan, Qionglai, Pujiang, Pengshan, Shuangliu, Jiange, Rong, and Pingwu, were also very suitable for L. chuanxiong cultivation. In the pessimistic scenario of 2050, only five counties were identified, with Guangyuan showing seven occurrences, followed by Cangxi, Renshou, and other regions. For 2070, a total of sixteen counties received relative priority during this evaluation under the optimistic scenario of soil Cd pollution. Ziyang and Chongqing are regarded as the most suitable regions for cultivation if the soil Cd pollution in the future is in the default state, followed by Zizhong and Changshou Counties. In the pessimistic scenario of 2070, Yanyuan County appears frequently under various climate change scenarios, and Yanbian and Wangcang Counties will play an important role in the future. As such, different measures of planning, management, and conservation will need to be taken according to the various results reported here, which will be conducive to resource conservation and cash crop improvement.




4 Discussion


4.1 Ecological characteristics and selection of priority planting areas for L. chuanxiong

L. chuanxiong is an important cash crop that, according to previous studies (Kim et al., 2020), depends largely on temperature and precipitation; however, different results were obtained in this study. We found that the distribution and growth of L. chuanxiong were closely associated with solar radiation, topsoil cec-clay, annual temperature range, altitude, and wind, all of which influenced plant growth. By receiving solar energy in regular daily and seasonal pulses, the earth stores a large amount of energy, while natural ecosystems are the most efficient energy dissipaters (Tsoutsos et al., 2005). Biocenosis and individual species in natural ecosystems continuously convert this absorbed energy via succession and evolution, resulting in continuous survival and reproduction (Coscieme et al., 2011; Bassam, 2013; Kiryushin, 2018). Through photosynthesis, solar radiation can be accumulated by living organisms and in biomass, and through the transpiration of water, energy can also be converted into latent heat (Monteith, 1972; Ruimy et al., 1995; Cao, 2018). However, the cation exchange capacity of the surface clay is a critical parameter to consider, as it reflects the cations that can be exchanged with each other in the soil (Chapman, 1965; Khaledian et al., 2017). Previous studies have revealed that sites with deep, neutral sandy soil and rich organic matter are ideal cultivation sites for L. chuanxiong, which is consistent with our findings (Kim et al., 2020). Temperature, altitude, and wind also affect the formation of species distribution patterns and affect the quality or production of crops to a certain extent.

Driven by these environmental parameters, the priority planting areas were obtained and combined with occurrence point data, soil Cd pollution, and other factors. In general, the priority planting areas identified using this method were particularly useful because the time period covered by the underlying data was lengthy and did not rely on anthropogenic disturbance. Seven first-priority cultivation counties under the current conditions selected in our study of L. chuanxiong (namely, Meishan, Qionglai, Pujiang, Pengshan, Xinjin, Renshou, and Dayi) will be scientifically beneficial for Chinese medicine enterprises and local economic development based on current climate conditions. Our results indicate that if L. chuanxiong is grown in these regions, not only will high yields be obtained, but there will also be no threat of soil Cd pollution. Twelve counties, including Pingwu, Hechuan, Jiange, and Fushun, will further improve the production of L. chuanxiong; there is great value in expanding the cultivation range and scale of the species. Our findings were consistent with those of previous studies, especially regarding the first-priority planting zones, and they were consistent with the traditional primary production areas under cultivation for thousands of years (Ni et al., 2021; He et al., 2022). In terms of secondary areas, southeastern Sichuan and northwestern Chongqing have greater advantages because of the concentrated distribution of planting areas. Reasonable management should be employed to achieve the desired effect when cultivating L. chuanxiong.



4.2 Effects of time on priority planting area

In the future, soil Cd pollution will exhibit various changes owing to natural factors and human interference (Li N. et al., 2020; Wang et al., 2020), while the location of the minerals will remain stable over time. Therefore, the priority areas planned for L. chuanxiong planting will continuously change in response to the threat of soil Cd pollution and climate change. In general, the results of the default scenario will be more like those in the current situation, while the results of the pessimistic scenario suggest more pressure for L. chuanxiong in 2050 and 2070. If a series of energy-saving and emission reduction measures are taken, the future situation of soil Cd pollution will be further improved (Zhang et al., 2015; Rizwan et al., 2016; Zhao et al., 2018). Our results suggested that the suitable habitat of L. chuanxiong will also change greatly in the future, and the greatest changes are to the highly suitable and moderately suitable areas. The centroid migration trend in the highly and moderately suitable areas represents the habitat change of L. chuanxiong, which is caused by different climate change scenarios (Figure S4). As such, we considered these comprehensive factors to identify multiple priority regions for cultivating L. chuanxiong under different soil Cd pollution levels in the future; these counties will have high consistency with current counties, including Renshou, Meishan, Qionglai, and other regions (Ren et al., 2015; Peng et al., 2020). Additionally, some counties, including Zhong, Xiaojin, and Yanbian, which are not currently dominant areas for L. chuanxiong planting, were identified in this evaluation (Chen et al., 2011). The habitats of these regions should be conserved due to their potential priority and should be considered in future site selection for L. chuanxiong planting. To achieve efficient conservation, receive significant financial rewards, and avoid investing resources and possible extinction, future planting management of L. chuanxiong should rely more on the results of future planning to make more reasonable decisions.



4.3 Planning and management recommendations

Overall, the results indicated that current priority cultivation areas will change greatly owing to the influence of soil Cd pollution and climate change, especially under the pessimistic scenario and RCP2.6. Regarding priority planting, the traditional areas for L. chuanxiong planned in this study, including Renshou, Meishan, Qionglai, and other regions, should be protected by adopting conservation methods, such as in situ conservation, ex situ conservation, and germplasm conservation (Volis & Blecher, 2010; Braverman, 2014). Dujiangyan and other traditional planting regions beyond the scope of our assessment should be restored by adopting a series of control measures, including physical control, chemical control, and biological control (Posthumus et al., 2015; Seutloali & Beckedahl, 2015; Molla & Sisheber, 2017). For the counties that are not currently the main cultivation areas of L. chuanxiong but were identified in this study, appropriate introduction and cultivation should be conducted by decision-makers. The government should formulate relevant policies and cooperate with businesses to encourage farmers to expand planting zones, and at the same time, new crop varieties and planting technologies should be introduced to conduct large-scale cultivation in a scientific and standardized manner (Tester & Langridge, 2010; Zhang X. et al., 2016; Zeng et al., 2020).

In addition, the first seven and twelve secondary-priority counties under current conditions and the number of counties selected in 2050 and 2070 should be recognized as critical areas to develop. However, more factors, such as solar radiation, topsoil cec-clay, annual temperature range, altitude, and wind, should be considered to achieve more efficient protection. Modern agriculture should incorporate the daily demand for growth to carry out corresponding manual intervention according to the range of suitable thresholds of critical environmental parameters (Ferdushi et al., 2013; Cho et al., 2020). For example, the average daily solar radiation should not exceed 12028.92 kJ·m-2, the annual temperature range should be between 25.98 and 29.23 °C, and the most suitable range for wind is 1.09 to 1.55 m/s. If these parameters are incorporated into the planting process of L. chuanxiong, the yield will be maximized.



4.4 Important implications and future outlook

Considering the issues of soil pollution by heavy metals and climate change, understanding the state of species distribution and heavy metal pollution is fundamental in planting and conservation, yet different cash crops have different spatial distributions and are exposed to different types and degrees of soil pollution by heavy metals (Ciarkowska, 2018; Vareda et al., 2019). Consequently, we developed a new synthetic evaluation system with L. chuanxiong and soil Cd pollution as an example to plan priority suitable cultivation zones. Our findings are informative for the conservation of L. chuanxiong, as well as the current and future management of L. chuanxiong. This study was performed in a context without strong human interference and interspecies interactions, which can lead to bias in the results (Haegeman and Loreau, 2011; Yackulic et al., 2015; Martínez-Blancas et al., 2022). We simulated the current and future potential spatial distributions of L. chuanxiong in Sichuan, Shaanxi, and Chongqing using the MaxEnt model. Similarly, we simulated the spatial distribution of soil Cd pollution and the influence of minerals through geographic information technology. By coupling these findings with the MaxEnt model results, soil Cd pollution, and the effects of minerals, we created priority planting maps for L. chuanxiong. Additionally, in our study, we explored soil Cd pollution in 2050 and 2070 using three scenario prediction models of soil Cd pollution. Then, we utilized the same planning method to determine the priority planting zones in 2050 and 2070 based on different climate change scenarios. Finally, cultivation planning strategies were proposed based on the results of the determined priority suitable zones, ecological characteristics, and spatial dynamic changes, and these strategies will help improve the ecological and economic value of the crop if implemented properly.

Hence, it is necessary to plan and manage planting areas based on a diversified approach under soil pollution by heavy metals and climate change (Bytnerowicz et al., 2007; Sverdrup et al., 2007; Badrzadeh et al., 2022). The sources of soil pollution by heavy metals are diverse, and the soil remediation process is long; this affects the distribution of cash crops and further affect agricultural income and the planting of crops (Dong et al., 2001; Dach and Starmans, 2005; Nabulo et al., 2010; Lu, 2019). We must obtain priority areas for cash crops to meet market demands while ensuring the health and safety of food, while formulating environmental conservation planning strategies (Chen et al., 2014; Qin et al., 2021). The distribution suitability of cash crops is the basis for selecting priority cultivation areas, and then the risk of heavy metal pollution in this region must be evaluated to identify safe areas for use, which will facilitate the reasonable allocation of resources; the restoration of remaining contaminated land should proceed quickly (Alloway, 2001; Delang, 2017; Munishi et al., 2021). Our integrated evaluation system, established based on a spatial niche model, scenario simulation model, and geographic information system, will provide a reference for the planting of all contamination-threatened cash crops. Obtaining an in-depth understanding of the impact of climate change on cash crops and revealing the dynamic process of soil pollution by heavy metals may become major research goals in the future. Thus, planning planting areas for cash crops may require experts in multiple fields, which will greatly contribute to the conservation and management of crops (Munishi et al., 2021). This study had some limitations, including the selection of environmental parameters and niche models, the precise prediction of future soil pollution by heavy metals, and the succession of vegetation caused by climate change. In addition, the soil pollution by heavy metals affecting different cash crops, such as rice and potatoes, may differ (Wang et al., 2003; Cheraghi et al., 2013; Tumanyan et al., 2019). The dynamic change and weight analysis of soil pollution by heavy metals are also difficult problems to address. Our future work will focus on overcoming these technical challenges to obtain more accurate planning results.




5 Conclusions

In this study, we successfully established a comprehensive evaluation system for cash crops with L. chuanxiong and soil Cd pollution as examples, and priority planting areas under current and future conditions were identified. We developed this evaluation system from an ecological and geographic perspective, using plant and soil pollution by heavy metals as an example. Ultimately, our results indicated that the seven first and twelve secondary counties for current L. chuanxiong cultivation should be given higher priority. The spatial dynamics of priority areas in 2050 and 2070 clearly fluctuated based on different prediction scenarios, and critical environmental parameters, such as solar radiation and the annual temperature range, should be considered when planning cultivation. We hope that this evaluation system can be applied to other crops threatened by soil pollution by heavy metals, with the aims of increasing yield and ensuring food safety. Throughout the process of establishing an evaluation system, from the preparation of basic data to the establishment of the model and the interpretation of the results, planning and planting suggestions for economic crops were ultimately proposed. All results can be utilized in the selection and planning management of priority planting areas under the process of current and future cultivation.
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Introduction

Canopy stomatal conductance (Sc) indicates the strength of photosynthesis and transpiration of plants. In addition, Sc is a physiological indicator that is widely employed to detect crop water stress. Unfortunately, existing methods for measuring canopy Sc are time-consuming, laborious, and poorly representative.



Methods

To solve these problems, in this study, we combined multispectral vegetation index (VI) and texture features to predict the Sc values and used citrus trees in the fruit growth period as the research object. To achieve this, VI and texture feature data of the experimental area were obtained using a multispectral camera. The H (Hue), S (Saturation) and V (Value) segmentation algorithm and the determined threshold of VI were used to obtain the canopy area images, and the accuracy of the extraction results was evaluated. Subsequently, the gray level co-occurrence matrix (GLCM) was used to calculate the eight texture features of the image, and then the full subset filter was used to obtain the sensitive image texture features and VI. Support vector regression, random forest regression, and k-nearest neighbor regression (KNR) Sc prediction models were constructed, which were based on single and combined variables.



Results

The analysis revealed the following: 1) the accuracy of the HSV segmentation algorithm was the highest, achieving more than 80%. The accuracy of the VI threshold algorithm using excess green was approximately 80%, which achieved accurate segmentation. 2) The citrus tree photosynthetic parameters were all affected by different water supply treatments. The greater the degree of water stress, the lower the net photosynthetic rate (Pn), transpiration rate (Tr), and Sc of the leaves. 3) In the three Sc prediction models, The KNR model, which was constructed by combining image texture features and VI had the optimum prediction effect (training set: R2 = 0.91076, RMSE = 0.00070; validation set; R2 = 0.77937, RMSE = 0.00165). Compared with the KNR model, which was only based on VI or image texture features, the R2 of the validation set of the KNR model based on combined variables was improved respectively by 6.97% and 28.42%.



Discussion

This study provides a reference for large-scale remote sensing monitoring of citrus Sc by multispectral technology. Moreover, it can be used to monitor the dynamic changes of Sc and provide a new technique for gaining a better understanding of the growth status and water stress of citrus crops.





Keywords: stomatal conductance, threshold segmentation, VI, GLCM, machine learning



1 Introduction

Citrus fruits are some of the most important fruits in the world and are mainly distributed between the latitudes of approximately 30° N and 30° S (Liu et al., 2022). Citrus fruits are mainly grown in China, the United States, and India (Zhang et al., 2021b). Since 2007, China’s citrus planting area and output have been ranked first in the world. According to the National Bureau of Statistics of China, the area of citrus cultivation in China increased from 1,061,200 hm2 in 1990 to 2,617,300 hm2 in 2019. Moreover, the total output has increased almost tenfold, from 4,854,900 T in 1990 to 45,845,400 T in 2019 (Wan et al., 2021). However, problems such as uneven quality and the unstable yield of citrus fruits are becoming increasingly serious, which affects the sustainable development and export levels of the Chinese citrus industry (Tu et al., 2021). Therefore, how to judge and improve the quality of citrus fruits is the key to industrial development. Climate change, desertification, and the overexploitation of water resources due to overpopulation and agricultural intensification will challenge the survival, growth, and yield of agricultural commodities. Especially in citrus crops, water scarcity can negatively affect cell metabolism, overall tree growth, and fruit quality. Moreover, drought stress can affect the postharvest treatment of citrus fruits, rendering them more vulnerable to damage during handling and transportation (Carr, 2012). The leaves of citrus fruits are the most sensitive organ to water stress. After more than 4 hours of water stress, leaf rolling is evident. In addition, when the root is short of water, the outer epidermis is damaged and the cell shape changes. Other effects of a lack of water are a cessation of shoot growth and early maturity. Severe water shortages can produce irreversible damage to growth and development, even death (Miranda et al., 2022; Xie et al., 2022). Traditionally, crop water stress has been determined by in situ plant measurements, soil water content, and meteorological variables (Brewer et al., 2022).

Ahumada-Orellana et al. (Ahumada-Orellana et al., 2019) revealed that when the water supply to the soil of olive trees decreased, the leaves would gradually close their stomata to reduce water loss caused by transpiration. Simultaneously, this stomatal closure would also reduce carbon dioxide diffusion into the leaves, affecting the photosynthesis of crops. Zhou et al. (Zhou et al., 2021a) revealed that the stomatal conductance (Sc) of winter wheat changed under different water treatments and the magnitude of stomatal conductance was negatively correlated with the degree of water stress. However, traditional methods for measuring the Sc of citrus are time-consuming, laborious, and poorly representative. Moreover, the results of fixed-point determination do not always reflect the actual situation of citrus crops in the whole region (Huang et al., 2021; Weng et al., 2021). The use of unmanned aerial vehicle (UAV) has proved to be an effective method for detecting crop water stress and remote sensing to retrieve crop Sc measurements, which can avoid the problems of low efficiency, high costs, and difficult field operation (Ezenne et al., 2019).

Currently, the research and application of multi-spectral imaging for monitoring crop growth information are gradually increasing (Gallardo-Salazar and Pompa-García, 2020; Landi et al., 2020; Rossiter et al., 2020). Zhou et al. (Zhou et al., 2021a) used the vegetation index(VI) and image texture features to analyze the water stress of winter wheat and constructed an Sc prediction model of winter wheat under such stress. Singhal et al. (Singhal et al., 2019) combined spectral data and true surface chlorophyll to simulate chlorophyll estimation and used different machine learning algorithms for comparative analyses. Chea et al. (Chea et al., 2020) used multispectral images to calculate sugarcane canopy reflectance and constructed a sugarcane growth prediction model. Reisi Gahrouei et al. (Reisi Gahrouei et al., 2020) used multispectral data and machine learning methods to estimate the biomass and leaf area index (LAI) of cash crops. Hussain et al. (Hussain et al., 2020) used spectral VI at different resolutions to conduct quantitative analyses of rapeseed in different periods and constructed a non-destructive testing model for rapeseed canopy variables. Qi et al. (Qi et al., 2020; Qi et al., 2021) retrieved the LAI and chlorophyll content of peanuts by using the multispectral VI of peanuts with different planting densities. The results indicated that UAV multispectral VI could quickly obtain field information by relying on high-precision prediction models.

Although the accuracy of the results from these studies was acceptable, an increase in variety of input of variables could improve the accuracy of the models further (Khaliq et al., 2018; Fu et al., 2020; Zhou et al., 2020). Cheng et al. (Cheng et al., 2020) determined the LAI of maize based on VI, crop models, and data assimilation methods, achieving improved accuracy compared to any single method. Shu et al. (Meiyan et al., 2022) constructed a prediction model for the aboveground biomass of maize in multiple growth periods by combining multispectral and UAV digital images with maize LAI and plant height. To realize the prediction of soil water content, Gu et al. (Gu et al., 2021) used multispectral and thermal infrared images to determine soil water content and then constructed a temperature vegetation dryness index by combining the obtained canopy temperature and VI. Liu et al. (Liu et al., 2019) combined VI and texture features to determine the aboveground biomass of winter rape, allowing the analysis of which input features were the most important and successful predictions of the aboveground biomass for the next year.

The reliability and popularity of using spectral imaging technology for crop nutrition diagnosis are limited because the spectral reflection features of the plant canopy are affected by many factors, such as canopy geometry, soil cover, and weather conditions. Therefore, eliminating such disturbances as soil and weeds is key to establishing a universal and high-precision plant nutrition diagnosis method (Mo et al., 2021; Zhou et al., 2021b). Tang et al. (Tang et al., 2022) proposed a dark channel filtering method for 25 channels of the developed equipment to effectively eliminate the scattered light interference of the wheat canopy in spectral images. The results indicated that background segmentation could effectively eliminate background interference. Cao et al. (Cao et al., 2021) proposed a wheat lodging extraction method based on the watershed algorithm combined with the adaptive threshold segmentation hybrid algorithm. This method reduced the influence of noise and achieved an extraction accuracy of 93.58%, providing a new concept for the efficient acquisition of crop lodging resistance data. The previously mentioned methods were mainly focused on field crops (such as wheat and corn), and there are few studies on mountain orchard crops (such as citrus fruits) in southern China. Therefore, based on previous studies, we further explore the relationship between citrus fruit leaf growth information and spectral features and establish an prediction model in this paper.

In this study, citrus crops (during the rapid fruit expansion period and fructescence) under different water treatments in South China were selected as the research objects. The main research content was as follows: 1. use UAV multispectral images to judge the water stress of citrus crops; 2. determine citrus leaf image segmentation and conduct comparisons; 3. evaluate the role of VI and texture features for monitoring the Sc of citrus crops; 4. use machine learning methods, including support vector regression (SVR), random forest (RF), and k-nearest neighbor regression (KNR), to establish the citrus Sc prediction model.

The remainder of the paper comprises four sections. In Section 2, we describe the materials and methods, followed by a presentation of the results of each experiment in Section 3. In Section 4, we discuss the advantages and shortcomings of the study, followed by the conclusions and prospects in Section 5.



2 Materials and methods


2.1 Experimental location and conditions

The experiment was carried out in the Citrus Experimental Garden (113° 35’ E, 23° 16’ N) of the College of Engineering, South China Agricultural University, Guangzhou, Guangdong Province from October to December 2021. As shown in Figure 1, this region is located in the south of China with a subtropical monsoon climate, adequate solar conditions, and hot resources. The average annual sunshine is 1668.4 h and the average annual precipitation is 1793.8 mm. The experimental citrus variety was eight-year-old Citrus oleocarpa Tanaka, which was planted in pots with good growing conditions. Specimens with a similar growth status were selected as the experimental objects, and their average height was 1.73 m. The soil in the basin is sandy loam, which contains 74% sand, 19% silt, and 7% clay. The upper diameter of the basin is 0.66 m and its height is 0.36 m.




Figure 1 | Study area: (A) location of South China Agricultural University in Guangzhou; (B) top view of the study area taken from DJI Air 2S.



The experimental samples were divided into 4 groups labeled T1, T2, T3 and T4, with each group representing a specific water treatment. The citrus tree in T1 was supplied with sufficient water to maintain a moisture content close to field capacity (FC). While Groups T2, T3, and T4 accounted for 80%, 65%, and 50% of FC, respectively. Irrigation was performed every 2–3 days, and the amount of irrigation was 3 l, 2 l, 1 l, and 0.5 l for Groups T1–T4, respectively. The pH value of the soil layer was 6.0. To ensure uniformity of the irrigation water, regular quantitative sprinkler irrigation was used. In addition, each pot was fitted with a soil moisture sensor (JXBS-J001-EC-RS, JINGXUN, China) for real-time measurements.



2.2 Data collection and processing


2.2.1 Multispectral camera

The multispectral camera used in the experiment was a K4 Airborne multispectral imager (hereafter, K4), which could be combined freely and was triggered remotely. This camera can be used by various small- and medium-sized multi-rotor or fixed-wing UAVs to achieve the purpose of photographing target objects on the ground. Moreover, K4 has 26 kinds of spectral filters (including 450, 560, 650, 725, 808, and 940 nm), although only 560, 650, 725, and 808 nm were used in this test. A grayscale plate was used for radiometric calibration prior to data collection.



2.2.2 Multispectral data acquisition and processing

The acquisition period for the multispectral image data was from October to December 2021, which included two periods of rapid fruit expansion and fructescence. The images were collected between 11:00 and 13:00 on windless clear days when the solar irradiance was strong. The K4 camera was placed 4–5 m above the crop canopy using a support, and images were taken perpendicular to the ground to obtain an orthophoto map.

The reference plates of the experimental crops were arranged to calibrate the obtained multispectral images. The multispectral remote sensing images were then extracted, registered, and synthesized using MAPIR software, which is compatible with the K4 camera. Finally, TIFF format 4-band remote sensing images were derived, which were then imported into ENVI5.3 software for interpretation. To eliminate soil interference and shadow background values, the gray values of the citrus canopy and reference plate were extracted to calculate the 4-band reflectance of the citrus canopy. The digital quantization value (DN) of the image part 1/3 decimeter away from the outer edge of the gray plate was taken, and the formula for converting the multispectral DN value of the citrus canopy into reflectivity was as follows:

 

where 6 R1 is the reflectance of the target ground object, DN1 is the digital quantization value of the target ground object, DN2 is the digital quantization value of the grayscale plate, and R2 is the reflectance of the grayscale plate.



2.2.3 Determination of photosynthetic parameters of the citrus canopy

The photosynthetic parameters of the citrus canopy were measured immediately after collection of the multispectral images. Three areas were selected for each citrus tree, and five healthy canopy leaves with good growth and no insect pests were selected for each area. The photosynthetic parameters of the citrus canopy leaves (including net photosynthetic rate (Pn), transpiration rate (Tr), Sc, and so on) were measured using an SYS-GH30D photosynthesis analyzer. The measurement range was 0–3000 µmol·m−2·s−1 with an accuracy level of 3 µmol·m−2·s−1. The average value of five leaves was used as the final determination result. Figure 2 displays the data acquisition system. The meteorological station collected meteorological data every 30 min, 48 times a day, and the average was the average of the meteorological data during that day. The meteorological conditions during the test are displayed in Table 1.




Figure 2 | Data acquisition system.




Table 1 | Meteorological data of the test area during the test.



Table 2 presents the sample sizes of the modeling and validation sets used to construct the machine learning model and lists the statistical characteristics of the sample Sc.


Table 2 | Stomatal conductance Sc sample data.





2.2.4 Image segmentation algorithm of citrus canopy leaves

To realize the segmentation of citrus canopy leaves with a background of soil and pots, the effects of a global threshold segmentation algorithm and a HSV variable threshold segmentation algorithm on citrus canopy leaf image segmentation were compared. The global threshold adaptive segmentation algorithm based on maximum between-class variance (Otsu) (Xu et al., 2011) was applied to determine the gray level of the segmentation threshold by calculating the between-class variance of the background and crop objects. Subsequently, corresponding binary images were obtained. The original images were processed by different vegetation indices and compared the effect of Otsu’s algorithm on visible light VI images processed by different vegetation indices. The HSV variable threshold segmentation method was then used to segment the whole target citrus group. The values of H (Hue), S (Saturation) and V (Value) were adjusted respectively and the segmentation effect changed accordingly.

To verify the segmentation effectiveness of the algorithm, the evaluation method was based on pixels. By calculating the number of pixels of the leaf region in the manually segmented images and the number of pixels of the leaf region of the image obtained by the two segmentation algorithms, the accuracy (ACC) and Matthews’s correlation coefficient (MCC) were used to verify the segmentation accuracy of the segmentation algorithm (Al-antari et al., 2018). Here, ACC is defined as

 

where f0 represents the intersection between the leaf pixel region obtained by the segmentation algorithm and the leaf pixel reference region obtained by manual segmentation, and f represents the leaf pixel reference region obtained by manual segmentation. In addition, MCC is defined as

 

where TP represents the true positive, which is the number of overlapping pixels in the reference area of the blade obtained by manual segmentation and the foreground area of the blade obtained by the algorithm. Term TN represents the true negative, which is the number of overlapping pixels in the background reference area of the image obtained by manual segmentation and the background area of the image obtained by the proposed algorithm. Term FN represents the false negative, which is the reference area of the leaf foreground marked by manual segmentation. However, the number of pixels in the background area of the image is marked by the algorithm in this paper. Term FP represents the false positive, which is the reference area of the image background marked by manual segmentation. However, the number of pixels in the foreground area of the leaf is marked by the algorithm in this paper. The value of MCC was in the range {−1,1}, and the larger the value, the more accurate the segmentation.



2.2.5 Vegetation index selection

The VI is a dimensionless index parameter formed by a linear or nonlinear combination of the reflectance of different bands of spectral images according to the spectral absorption characteristics of vegetation (Pei et al., 2021). The VI can reflect the difference between the reflection of vegetation in visible and near-infrared bands and the soil background, which is a relatively simple and effective empirical measure of the surface vegetation condition. Seven vegetation indices were used in this study, and different spectral indices were selected to evaluate the effect of bands on the retrieval of photosynthetic parameters. Combined with previous research results, the VI selected in this study is shown in Table 3.


Table 3 | Calculation formula for the vegetation index.





2.2.6 Texture feature extraction

According to the gray level co-occurrence matrix (GLCM) (Gadelmawla, 2004), eight image texture features were selected to evaluate the correlation between texture features and the photosynthetic parameters of citrus canopy leaves: mean (MEA), variance (VAR), homogeneity (HOM), contrast (CON), dissimilarity (DIS), entropy (ENT), second moment (SEC), and correlation (COR). The calculation formulae are as follows:

 

 

 

 

 

 

 

 

Here, p (i, j) is the value of the (i, j)th entry in the gray level cooccurrence matrix; Ng is the number of distinct gray levels in the quantized image; μx and σx are the mean and standard deviation of x rows in the matrix calculation, respectively; and μy and σy are the mean and standard deviation of y rows in the matrix calculation, respectively.



2.2.7 Selection of image texture features and vegetation index

The subset screening method used the whole subset regression analysis to fit and model all possible combinations of different independent variables with the least square method, and ultimately, to select an optimal monitoring model (Love, 2005). Specifically, m is the number of independent variables, and least squares fitting was performed on the x variables (x = 1, 2,…, m) in m and the dependent variables. Among all the fitting models, the best model was selected based on the full subset screening results. The evaluation criteria for selecting the optimal model were as follows: ① maximize the likelihood function; and ② minimize the unknown parameters of the model, meaning search for the best balance between model fit accuracy and model complexity. Similar to the Akaike information criterion (AIC), the Bayesian information criterion (BIC) is often used as an evaluation criterion in model selection. However, the BIC is more effective at avoiding the problem of over-complex models caused by high model accuracy. When the dimensionality is too large and the number of samples is relatively small, the BIC can also effectively avoid too many selected variables. Therefore, the principle of the smallest BIC value was observed in the selection of variables, and the leaps package of R3.5.1 software was used to conduct the full subset selection analysis. The calculation formula of BIC is as follows:

 

where k is the number of model parameters, n is the number of samples, and L is the likelihood function. The results of the variable screening are displayed in Table 4.


Table 4 | Variable screening statistics based on full subset selection.






2.3 Prediction model


2.3.1 Experimental flow

A multispectral camera was used to collect data in different growth and development stages (fruit rapid expansion and fruit ripening) of the citrus trees, after which the images were processed. The experimental data were collected by relevant sensors and meteorological stations, mainly including citrus photosynthetic parameters, chlorophyll values, and meteorological data. In this study, mathematical statistics were used to conduct the statistical modeling, including machine learning methods (SVR, RF, and KNR). Finally, multispectral data were used to predict the photosynthetic parameters in the growing period of the citrus trees. The research flow chart is presented in Figure 3.




Figure 3 | Experimental study flow chart.





2.3.2 Machine learning methods

Machine learning methods include SVR, RF and KNR, which are implemented through sklearn package in python3.7. When running regressions, the penalty factor C of SVR is 1, the radial basis function (RBF) is selected for the kernel function, and gamma is 2. The n_estimators for the number of trees in RF is 50. Other parameters are default. The KNR parameter is the default value.



2.3.3 Model evaluation metrics

To evaluate the accuracy of the prediction model, the coefficient of determination (R2) and root mean square error (RMSE) were used to evaluate the model, where R2 reflects the fitting degree of the model to the measured values. The closer R2 is to 1, the better the fit. The RMSE is a commonly used evaluation index for regression models and reflects the dispersion degree of measured values near the regression line. The smaller the value of RMSE, the higher the model accuracy. The calculation formula is as follows:

 

 

where yi represents the measured value of the sample,   represents the mean value, and m represents the number of samples.





3 Results


3.1 Segmentation algorithm results

The test results are listed in Table 5. For the complex citrus canopy leaf images in this study, the ACC and MCC levels of the HSV variable threshold segmentation method reached more than 80.0%, achieving accurate and effective segmentation. For the canopy images segmented by Otsu’s algorithm after visible light VI preprocessing, the segmentation effect varied with the VI. Although the ACC of VI IPCA was 96.27%, MCC was only 52.2%, which indicated that the segmentation effect of VI IPCA needed to be improved and that there was over-segmentation. Among the seven selected visible light VIs, EXG VI had the best segmentation effect, with ACC and MCC reaching nearly 80%. This is because the citrus canopy reflected the green band strongly, while the soil weakly reflected the green band. Moreover, EXG VI could distinguish the canopy and soil information more effectively, meaning that the segmentation effect of EXG VI was optimum in visible light VI (Senthilnath et al., 2017). It can be observed from Table 5 that VIs with greater correlation with the green band exhibited relatively good segmentation effects, such as BGRI and EXGR. The partial segmentation results after VI treatment and HSV threshold calculation results are shown in Figure 4. The intersection over union (IOU) score is a standard performance measure for object class segmentation problems.


Table 5 | ACC and MCC results of the segmentation algorithm.






Figure 4 | Partial segmentation effect diagrams (A is the original image; B is manually segmented image; C is HSV threshold segmentation image; D is EXG index OTSU segmentation; E is BGRI index OTSU segmentation; F is EXGR index OTSU segmentation).



It can be seen from Figure 4 that the four segmentation algorithms managed to divide the citrus canopy and soil background. According to the evaluation indicators of ACC and MCC, we adopted the HSV variable threshold segmentation method in this paper to segment the citrus canopy leaves, generate a vector file containing the pixel contour features of the citrus canopy, and then mask the multispectral images to obtain the canopy spectral data. About 100 multispectral images were used for analysis.



3.2 Effects of water stress on photosynthetic parameters of citrus trees

Relevant studies (García-Tejero et al., 2012) suggested that T2 water treatment was the most suitable water gradient for citrus fruit growth, while T3 and T4 would produce water stress. The error bars in Figure 5 represents the mean +/- standard deviation. It can be seen from Figure 5 that water stress would affect the spectral reflectance of the citrus canopy, although it had almost no effect on the reflectance of the green (560 nm) and red (650 nm) bands. However, it had a significant effect on the reflectance of the red-edge (725 nm) and near-infrared (808 nm) bands. In the red-edge band (725 nm), the reflectance of T1 and T2 was low and the reflectance of T3 and T4 was high. In the near-infrared band (808 nm), the reflectance of T4 was significantly higher than that of T1, T2, and T3. Therefore, it is possible to identify whether citrus trees are in the water stress stage by judging the difference between the red-edge and near-infrared bands in the spectral reflectance of citrus canopy leaves.




Figure 5 | Reflectance curve of citrus canopy leaves.



Figure 6 displays the distribution characteristics of Pn, Tr, and Sc under different water treatments. It can be seen from Figure 6 that the Pn of leaves treated with T1 and T2 was higher than that of leaves treated with T3 and T4, indicating that water stress will have an impact on the Pn of citrus canopy leaves. This effect was positively correlated, with the higher the water stress degree, the lower the Pn. The Pn of the T1 treatment was not significantly different from that of the T2 treatment, indicating that the Pn of citrus canopy leaves would not change significantly under irrigation with sufficient water. The changes in transpiration rate and stomatal conductance of citrus canopy leaves under water stress were consistent. The Tr and Sc of leaves treated with T1 and T2 were higher than those treated with T3 and T4, which was consistent with the rule that water stress would affect the Tr and Sc of leaves. The higher the water stress, the lower the Tr and Sc.




Figure 6 | Distribution characteristics of Pn, Tr, and Sc under different water treatments.





3.3 Prediction model of citrus Sc based on vegetation index

Figure 7A displays the Pearson correlation coefficients between band reflectance and Sc, and between VIs and Sc. The VIs were positively correlated with Sc, while most citrus canopy reflectances were weakly and negatively correlated with Sc. Because most VIs and the band reflectance were correlated with Sc, full subset selection was used to screen all spectral band reflectance and VIs. The optimal index combination was selected as the independent variable (B808, CVI, NDGI, and NDRE), and Sc was taken as the dependent variable to construct the citrus Sc prediction model based on SVR, RF, and KNR. The modeling and validation sets of the Sc prediction model established by the SVR, RF, and KNR methods are depicted in Figure 8. Simultaneously, the prediction accuracy of the model (R2, RMSE) was verified by comparing the correlation between the predicted and measured Sc values of the model. The results indicate that the RF model achieved the lowest prediction accuracy (modeling set R2 = 0.62764, validation set R2 = 0.59274), and the KNR model has the highest prediction accuracy (modeling set R2 = 0.92867, validation set R2 = 0.72859). However, the RF model modeling set was closest to the validation set R2, meaning it had the highest stability. In the model based on SVR, RF, and KNR, the predicted Sc was high if the measured Sc was low, suggesting that when the measured Sc was low, the model accuracy would be correspondingly low.




Figure 7 | Pearson correlation coefficients.(A) Pearson correlation coefficient between vegatation index and Sc (B) Pearson correlation coefficient between image texture feature and Sc.






Figure 8 | Comparison of Sc models for SVR, RF, and KNR prediction based on VI (A, C, E are modeling set; B, D, F are validation set).





3.4 Prediction model of citrus Sc based on texture features

Figure 7B displays the Pearson correlation coefficient between multispectral image texture features and Sc. Different colors and lengths in the histogram represent the different types of image texture features of the different bands (MEA, VAR, HOM, CON, DIS, ENT, SEM, and COR). The results indicate that the texture features of the four bands were correlated with Sc. Although the correlation between Sc and texture features of most bands was weak, the correlation between Sc and 808 nm texture features was high. Figure 7B shows that Sc was positively correlated with the 808 nm image texture feature (COR) and negatively correlated with other texture features in the four bands of the multispectral camera. Through the correlation analysis of image textures and Sc in different bands, it was evident that the image texture feature at 808 nm had the most significant correlation with Sc, while the image texture feature at other bands had a low correlation with Sc. The use of non-obvious image texture features would result in an increase in the RMSE of the model, which would reduce the prediction ability of the model.

In this study, full subset selection was employed to screen the texture features of the 808 nm images. The optimal index combination was selected as the independent variable (VAR, CON, SEC, and COR), and Sc was taken as the dependent variable to construct the citrus Sc prediction model based on SVR, RF, and KNR. The predicted value was then compared with the measured value. The modeling and validation sets of the Sc prediction model established by the SVR, RF, and KNR methods are depicted in Figure 9. The results indicate that the Sc prediction model based on SVR, RF, and KNR methods and texture features was feasible. Succinctly, the accuracy of the three models was similar, and the Sc prediction model of the RF model achieved the highest accuracy (modeling set R2 = 0.61539, validation set R2 = 0.61424). However, the modeling set R2 (0.90042) of the KNR model was significantly larger than the validation set R2 (0.60689), indicating serious overfitting between the predicted and measured Sc. When the Sc of the citrus canopy was low, the Sc of the RF model was relatively high, which was similar to the results of the Sc prediction model based on VI and band reflectance. The accuracy of the Sc prediction model based only on texture features was lower than that based only on VI and band reflectance. This could either be because the accuracy of texture features is positively correlated with image resolution (affecting the extraction of texture features), or because the leaves of the citrus trees are relatively dense and the extraction of texture features is not obvious. Therefore, it is necessary to further study the combination of image texture features, VI, and band reflectance to construct the citrus Sc prediction model.




Figure 9 | Comparison of Sc models for SVR, RF, and KNR prediction based on texture features (A, C, E are modeling set; B, D, F are validation set).





3.5 Prediction model of citrus Sc based on vegetation index and texture features

In this study, the full subset selection method was used to screen the image texture features at 808 nm, the band reflectance, and VI to generate the best combination of image texture features, band reflectance, and VI. The optimum combination was selected as the independent variables (NDRE, RVI, VAR, SEC, and COR), and Sc was taken as the dependent variable to construct the citrus Sc prediction model based on SVR, RF, and KNR. Figure 10 shows the relationship between the predicted and measured Sc values. The results suggest that KNR model achieved the highest accuracy in Sc prediction (modeling set R2 = 0.91076, RMSE = 0.00070, validation set R2 = 0.77937, RMSE = 0.00165). In addition, the Sc prediction model based on image texture features, VI, and band reflectance could solve the problem of large data prediction values when the Sc measurement values are small. It is evident from Figure 10 that the R2 of the prediction models based on the SVR and KNR methods were both >0.7, and the accuracy was higher than that of the models based on VI or texture features. This suggests that the combination of VI and texture features can effectively improve the accuracy of prediction models. Therefore, the machine learning model based on image texture features, VI, and band reflectance can achieve higher accuracy than the machine learning model based on VI or texture features, and the Sc value of prediction is more accurate. The Sc of citrus decreases under water stress, and the Sc is different under different water treatments. However, the accuracy of multispectral prediction of Sc could reach 0.78, which can better predict Sc value. Therefore, whether crops are in a state of water stress could be judged by the value of Sc, so as to carry out corresponding irrigation treatment.




Figure 10 | Comparison of Sc models for SVR, RF, and KNR prediction based on VI and texture features (A, C, E are modeling set; B, D, F are validation set).






4 Discussion and conclusions

In this study, different water stress treatments were set for citrus trees, and Sc was measured during fruit growth and fruit maturity. Simultaneously, citrus Sc was predicted based on multispectral and machine learning methods. To reduce errors caused by the soil background, the threshold segmentation method was used to segment the citrus canopy leaves. In addition, differences between the SVR, RF, and KNR regression models were compared. The main conclusions are as follows:

	1) In this study, the threshold segmentation method was used to process the citrus canopy, which could realize segmentation between the citrus canopy and the soil background. The ACC and MCC levels of the HSV variable threshold segmentation method were >80.0%. Moreover, the ACC and MCC of the canopy image segmented by Otsu’s algorithm after EXG preprocessing reached approximately 80%. Both methods achieved accurate and effective segmentation.

	2) The citrus photosynthetic parameters (including Pn, Tr, and Sc) were all affected by different water supply treatments. The greater the degree of water stress, the lower the Pn, Tr, and Sc of the leaves (Figure 6). This result is consistent with the results of previous studies(Ballester et al., 2013).

	3) Among the three machine learning models based on image texture features, VI, and band reflectance, the KNR model (NDRE, RVI, VAR, SEC, and COR) achieved the highest prediction accuracy. Compared with the KNR model based only on VI or image texture features, the validation set R2 of the KNR model based on combined variables was improved by 6.97% and 28.42%, respectively. Therefore, the multispectral visible light spectrum and texture features were combined to retrieve Sc, which provided a reference value for the judgment of citrus water stress.



Crop water stress is directly related to soil moisture. However, when the leaf coverage of the crop canopy is high, the information obtained by a multispectral camera is mainly about the crop canopy, which contains less soil information. Hence, the accuracy of using the canopy spectral information to estimate soil water content is low. This is because there is an indirect conversion process to diagnose crop water stress by retrieving soil moisture from crop canopy spectral information. Crop water status is associated with various indirect parameters that can be assessed by remote sensing, close observation, and spectral analysis techniques. Studies (Yang et al., 2021) have demonstrated that short-term water deficiency affects the growth process and results in stomatal closure, which ultimately leads to higher leaf temperature. Determining Sc is one of the methods used to quantify stomatal closure, and Sc is a physiological index that is widely used to detect crop water stress. Moreover, estimating Sc using canopy spectral information can directly diagnose crop water stress status. Currently, sensors are mainly used to measure Sc. Yang et al. (Yang et al., 2021) used photosynthetic apparatus to measure the Sc of the Chinese cabbage heart to judge its water stress degree. However, the measurements were time-consuming and laborious and were not widely applicable. Kandylakis et al. (Kandylakis et al., 2020) used aerial short-wave infrared and multispectral data to measure grape water stress, and they achieved high levels of accuracy. Their conclusions were similar to the results of this study, which showed that the Sc prediction accuracy could reach more than 0. 8 by combining texture characteristics and vegetation index.

There are more than 100 types of multispectral VIs, and how to select a suitable one for research purposes remains a significant problem. Currently, most studies select some VIs and take them all as model inputs. Although this can improve the accuracy of some prediction models, it can significantly improve the dimension of the model data, and the computation time is increased. In this study, the full subset selection method was used to combine variables and select the optimal combination of variables. This ensured that the R2 value of the model was the highest or the BIC value was the lowest, achieving the purpose of reducing the input variables of the model. Zhang et al. (Zhang et al., 2021a) used the full subset selection method to screen the multispectral VI and determined the optimal variable combination of VIs to realize remote sensing estimation of soil salinity. Their conclusion was similar to the result of this study, which achieves the purpose of variable combination optimization.

Many studies have only used VI to retrieve canopy information of crops. While this can achieve the effect of basic prediction, the method has limitations. When crops are subjected to water stress, the canopy structure will change, such as mild leaf wilting. Furthermore, this model only uses VI as the input, which can only be reflected when the leaf color changes significantly. Some studies(Dube and Mutanga, 2015; Schumacher et al., 2016) have shown that image texture features can retrieve crop biomass and achieve a better prediction effect than VIs, although most studies have focused on forests. Compared with previous studies (Liu et al., 2019), this study did not find that single texture features could retrieve Sc more accurately than VIs, which may be because citrus leaves are relatively dense and the extracted texture features are regional features of multiple leaves. Furthermore, the image texture features of leaves are related to image resolution, where the higher the resolution, the clearer the extracted image texture features. This study has revealed that the addition of texture features can improve the accuracy of prediction and provide more accurate Sc estimation compared with models based only on VIs. Therefore, the Sc prediction model using the combination of VIs and texture features as input has a better prediction effect than the single variable input model.

The VI can easily be influenced by the soil background when obtaining crop canopy information. When the crop coverage is low, the VI is prone to light saturation. In this study, a threshold segmentation method was used to segment multispectral images and extract citrus canopy leaf data, and the segmentation effect could reach approximately 80%. Long et al. (Long et al., 2020) used Otsu’s method to segment multispectral images of a maize plant canopy and achieved the effect of preliminary segmentation of flowerpots and standard plates, which was similar to the results of this study. The results suggest that the segmentation method used in this study can reduce the influence of soil background and reduce experimental error. However, we only used the color threshold segmentation method and did not employ neural networks for segmentation. On the one hand, because the color difference between the citrus canopy and soil background is large, the segmentation effect can be achieved by threshold segmentation. On the other hand, the leaves of the citrus canopy are small and the edges of the leaves are complex, which is not conducive to segmentation by neural networks. Moreover, there are problems such as complex data annotation.

While the machine learning method used in this study was effective in estimating citrus Sc, there were some limitations. First, there is a correlation between texture features and image resolution, whereby the higher the resolution, the clearer the texture features. However, in this study, we did not consider the effect of different resolutions on texture features, which requires further study. Second, when collecting spectral data, we did not consider whether factors such as the solar height and the citrus leaf angles would affect the scale of reflectance. Finally, we only studied the water stress in the growth stage of citrus fruits, not in the whole growth stage. To determine whether the model is applicable to other stages would require further study.

Considering the data characteristics of citrus multi-spectral image, such as small amount of data and strong nonlinear, it was unable to meet the requirements of convolutional neural network for large-scale data sets. Therefore, the traditional machine learning method with advantages of classification and inversion in small sample data was selected and the algorithms were compared at the same time. In the future, more advanced machine learning methods will be considered to improve the accuracy of inversion.

In this study, we through the two aspects to solve the fitting problem. First, the full subset screening method assumes that there are N independent variables in the regression analysis, and any M(1≤M≤N) independent variables in N establish regression equations with dependent variable Y respectively. A model fitting 1 ~ N prediction variables was obtained. Among the 1 ~ N models, N optimal models are selected according to the maximum criterion of the adjusted coefficient of determination. The adjusted coefficient of determination considers the influence of the number of independent variables and the number of samples. With the increase of the model’s independent variables, its value will not increase, which reduces the overfitting phenomenon. Second, the method of cross validation was added to the algorithm in this paper, and the data set was divided into 7:3, including two training sets and one test set. All data will be involved in training and prediction, effectively avoiding overfitting and fully reflecting the idea of crossover. In addition to the above two methods, we could suppress overfitting problems by increasing data or thinking about Regularization in the future.

This study proved that multispectral VI and texture features can be used to judge the water stress in citrus trees. However, the relationship between texture features and image resolution can be further studied to determine the influence of different resolutions on the research results. Although spectral data can effectively predict Sc, it is necessary to further consider the influence of solar height angle, citrus leaf angle, and other factors during data collection to enhance the reliability of this study. Finally, it is recommended that future research studies the whole growth cycle of citrus trees to realize the determination of water stress in the whole cycle.
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Empoasca Pirisuga Matumura

Apolygus Lucorum
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phototactic rhythm of pests

19:00-22:00, 23:00-03:00
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18:00-20:30 (female), 23:00-03:00(male)
19:00-21:30 (female), 23:00-03:00(male)
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Ectropis Obliqua Hypulina Wehrli 5-10 380-400 19:00-24:00
Empoasca Pirisuga Matumura 5-11 410-420 17:30-19:30, 05:00-07:30 ‘
Euproctis pseudoconspersa Strand . 5-10 . 380-400 19:30-24:00 ‘
Anomala Corpulenta Motschulsky 5-9 380-450 18:00-24:00 ‘
|

Aeolesthes induta Newman 5-9 380-450 18:00-24:00
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2016-2018
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2013.4-10

2012-2013

2011.5-6

2007.4-8

2004

1999-2003

2011-2012
6-7

2019-2020.5

2016-2017

2006.8.30-
9.3

6.1-8.16

Research
place

Guangxi

Shandong

Guangdong

Jiangsu

Guangdong

Sichuan

Chongqing

Jiangsu

Beijing,
Hebei

Jiangxi

Jiangxi

Shanghai

Jiangxi

Sample
EICE]

N/A

N/A

0.7hm’

2.4hm’

12hm”

N/A

10hm*

N/A

N/A

40hm*

2hm®

17.2hm?

40 hm*

Research
crops

Rice and
maize

Rice

Rice

Rice,
vegetable and
maize

Rice

Rice

Cotton

Cotton and
vegetable

Tea

Vegetable

Vineyard

Type of lamp

Search lamp

Vibration frequency
insecticidal lamp

Search lamp

LED trap lamp

Intelligent solar
insecticidal lamp

Intelligent solar
insecticidal lamp

Vibration frequency
insecticidal lamp

Double-waves
trapping lamp

Search lamp

Intelligent solar
insecticidal lamp

LED solar
insecticidal lamp

Vibration frequency
insecticidal lamp

LED solar
insecticidal lamp

Main pest Phototactic

rhythm of
pests
Sogatella Furcifera and 18:00-19:00
Nilaparvata Lugens Stal 5:00-6:00
Laodelphax Striatellus 18:00-19:00
Sogatella Furcifer 5:00-6:00
Cnaphalocrocis Medinalis 1:00-5:00
Sogatella Furcifera and 18:00-19:00
Nilaparvata Lugens Stal 5:00-6:00
Chilo Suppressalis 23:00-1:00
3:00-5:00
Cnaphalocrocis Medinalis 20:00-21:00
1:00-3:00
Sogatella Furciferaand 20:00-21:00
Nilaparvata Lugens Stal 21:00-4:00
Ostrinia Furnacalis 19:00-22:00
00:00-2:00
Plutella Xylostella 20:00-21:00
22:00-3:00
Spodoptera Litura 00:00-3:00
Chilo Suppressalis 21:00-23:00
2:00-4:00
Chilo Suppressalis 20:00-23:00
3:00-4:00
Hymenia Recurvalis 19:00-20:00
1:00-4:00
Holotrichia Perllela 19:00-20:00
Gryllotalpa Africana 20:00-22:00
22:00-00:00
Cifuna Locuples Walker 20:00-21:00
4:00-5:00
Naranga Aenescens 22:00-00:00
0:00-1:00
Conogethes Punctiferalis 19:00-20:00
Cnaphalocrocis Medinalis 18:00-19:00
2:00-5:00
Ostrinia Furnacalis 21:00-23:00
Heliothis Armigera 21:00-23:00
3:00-4:00
Loxostege Sticticalis 22:00-24;00
Mythimna Seperata 1:00-4:00
Ectropis Obliqua Hypulina 19:00-1:00
Wehrli
Anomala Corpulenta 19:00-24:00
Motschulsky, Aeolesthes Induta
Newman
Empoasca Pirisuga Matumura 18:00-20:00
5:00-7:00
Euproctis Pseudoconspersa Strand 19:00-23:00
Ectropis Obliqua Hypulina 19:00-24:00
Wehrli
Anomala Corpulenta 18:00-24:00
Motschulsky, Aeolesthes Induta
Newman
Empoasca Pirisuga Matumura 17:30-19:30
05:00-07:30
Euproctis 19:30-24:00
Pseudoconspersa Strand 19:00-24:00
Spodoptera Litura, Spodoptera
Exigua,
Plutella

Xylostella,Spoladea Recurvalis

Agrotis Ypsilon 19:00-22:00
23:00-03:00
Gryllotalpa Orientalis Burmeister 21:00 -23: 30
Spodoptera Exigua 18:00-20:30
(female)
23:00-3:00(male)
Spodoptera Litura 19:0 - 21:30
(female)
23:00-3:00 (male)
Spoladea Recurvalis 19:00-21:00
Anomala Corpulenta Motschulsky 20:00-23:00
Empoasca Flavescens 20:00-23:00

19:00-21:00 00:00-
03:00

Apolygus Lucorum

The symbol "N/A" means that the content of this column is not described by this literature, which is not clear whether it contains or specific values.
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YOLOvV5 0.757 0474 0.582 0.695 0.841 0.520 21.5
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Current 0.37 4.7 0.87 11.3 2.05 26.4
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Pest ID Ground-truth YOLOv4:TP Pest-YOLO:TP YOLOv4:FP Pest-YOLO:FP

1 1684 928 862 29038 23523
2 212 188 183 823 1124
3 264 230 246 602 1111
4 1707 1487 1621 1230 4741
5 5381 5187 5225 4594 7150
6 2978 2836 2864 5180 6794
7 5426 5026 5123 14127 19899
8 361 322 336 652 1246
9 1313 1150 1205 3719 5883
10 334 282 306 461 1324
11 779 708 741 539 1715
12 951 709 715 10848 9770
13 391 313 358 853 2579
14 798 679 720 3231 6064
15 1007 840 929 2103 3891
16 84 63 79 49 410

17 268 239 261 297 708

18 55 25 25 73 111

19 1935 1824 1867 1286 2681

20 6596 6440 6483 3800 5674
21 1248 1229 1225 347 388

22 22 18 15 31 76

23 997 899 913 3649 3894
24 62 43 48 137 364

Total 38096 35049 35592 87669 111120
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Model mAP mPrecision mRecall mF,

YOLOv4 64.27% 81.99% 49.59% 0.58
YOLOv4+ ® 69.36% 83.97% 44.76% 0.55
YOLOv4+ @ 66.54% 47.73% 72.43% 0.54
Pest-YOLO 69.59% 46.94% 77.71% 0.53

Conf-thresh = 0.5, IoU = 0.5; ® indicates an improved confidence loss obtained by introducing the focal loss mechanism; @ confluence strategy to improve the candidate box filtering
strategy.
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Type mber

Grape Black Measles 140
Grape Leaf Blight ‘ 180
| Grape Black Rot 136
Peach Bacterial Spot 150
Potato Late Blight 316
Apple Black Rot 132
Apple Scab 114
‘ Corn Northern Leaf Blight 151
Total 1319
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Source Sum of squares  Degrees of freedom  Mean square Fvalue pvalue Significance

Model 9 15.09 2064 <0.0001 -

% 57.33 1 57.33 7840 <0.0001 -
473 1 473 6.46 00245 *
938 1 938 1282 0.0034 -
1081 1 1081 1479 00020 -

XX, an 1 4n 644 00247 *
356 1 356 487 0.0458 *
17.32 1 17.32 2369 0.0003 -
14.89 1 14.89 2037 0.0006. bl

X 13.72 1 13.72 18.76 0.0008 -

Residual 951 13 073

Lack of fit 830 5 1.6 1105 0.0020

Pure error 120 8 0.15

Correlation total 145.34 2

#*>denotes extreme significance; *denotes significance.
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Input: Training set,hyper-parameters

Output: Detection box coordinates, Predicted number

1 for E=1, Eyyq do

2
3

Data enhancement for imbalance classes

The dataset is pre-trained using K-means clustering algorithm to get 9
Anchors:

(12, 16),(19, 36),(40, 28),(36, 75),(76, 55),(72, 146),(142, 110),(192, 243),
(459, 401)

Training set and augmented data are used as input data for training and
features are extracted by the backbone network CSPDarknet53

Obtain the multi-scale features(C3,C4,C5) by SPP

Using PAN to fuse the multi-scale features to generate three feature maps:
(13*13*255),(26*26*255),(52*52+255)

Calculate the Loss (object) from to Eq.(3)

Tterate over all detection boxes and normalize according to Eq.(8)
Calculate P according to Eq.(7)

if P< 2 then

confluence «— confluence U Proximity

end if

if confluence< optimal Confluence then

Optimal Confluence < confluence

end if

return Detection box coordinates, Predicted number

17 End
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Texture

Texture and VIs

Parameter
‘ B560, B650, B725, B808, NDVI, CVI, Clzs, GNDVI, NDGIL, NDRE, RVI
‘ MEA, VAR, HOM, CON, DIS, ENT, SEC, COR

‘ Total VIs and Texture

Screening result
B80S, CVI, NDGI, NDRE
VAR, CON, SEC, COR

NDRE, RVI, VAR, SEC, COR

=17

-30
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Cont-thresh = 0.5 IoU = 0.5

Faster RCNN

SSD

RetinaNet

YOLOv3

YOLOV3-W (Wang et al., 2020b)
YOLOv4

YOLOvVS5s

YOLOv5m

YOLOX

DETR

TOOD

AF-RCNN (Jiao et al., 2020)
Pest-YOLO

mAP

42.67%
25.06%
26.11%
60.69%
63.57%
64.27%
65.54%
66.89%
68.88%
37.84%
68.36%
56.42%
69.59%

mRecall

54.00%
47.06%
11.22%
44.44%
i/
49.59%
64.26%
70.90%
54.58%
71.82%
75.02%
85.10%
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Vegetation index
Normalized difference VI (NDVI)
Chlorophyll VI (CVI)

Red-edge chlorophyll index (Clgg)
Green normalized difference VI (GNDVI)
Normalized Difference Greenness VI (NDGI)
Normalized difference red edge (NDRE)

Ratio VI (RVI)

Formula
(Bgos-Beso)/ (Bsos +Beso)
Bgos/Bsso/ Beso/ Bsso
Byog/Bras - 1
(Bgog-Bseo)/ (Bsos+Bseo)
(Bsso-Beso)/ (Bso+Beso)
(Bsos-By25)/ (Bsos+B;25)

Bgos/Besso

ference

(Pei et al,, 2021)
(Vincini et al,, 2008)
(Ye et al,, 2021)
(Lee et al., 2021)
(Cogato et al., 2021)
(Tavares et al., 2022)

(Wang et al., 2021)





OPS/images/fpls.2022.973985/table5.jpg
Pest ID AP Recall

YOLOv4  YOLOv4+®  YOLOv4+®  Pest-YOLO  YOLOv4 YOLOv4+®  YOLOv4+®  Pest-YOLO

1 8.13 9.95 1.38 225 3.03 0.89 1.03 126
2 57.32 57.54 63.94 57.15 2547 23.58 35.94 22.64
3 69.37 71.15 70.32 71.08 57.20 37.88 68.31 66.67
4 71.88 78.54 77.05 81.42 60.81 57.59 84.58 80.90
5 88.55 90.62 86.14 91.28 78.74 73.20 9275 91.19
6 76.17 77.92 78.14 78.40 58.13 43.85 88.14 84.92
7 70.69 71.02 73.58 71.52 47.07 31.44 87.92 84.70
8 69.01 73.45 76.93 75.88 50.97 41.83 84.62 81.72
9 54.21 58.61 60.72 61.03 29.17 1820 81.24 80.05
10 59.03 71.90 71.47 73.80 41.92 42.81 84.32 80.84
11 78.75 83.65 83.32 85.07 68.29 65.98 93.50 91.40
12 20.26 21.39 17.52 20.90 4.10 0.32 46.72 58.89
13 38.57 52.69 52.60 54.11 15.86 11.00 81.69 77.71
14 42.10 49.83 51.38 50.63 16.04 13.53 79.28 76.07
15 61.76 70.85 57.50 73.34 43.10 39.13 80.23 86.19
16 60.68 70.14 68.55 79.88 59.52 53.57 85.15 88.10
17 82.11 87.70 53.45 88.53 72.01 66.42 90.13 95.15
18 54.68 73.38 40.76 70.86 16.00 20.00 59.79 96.00
19 89.15 90.88 91.42 91.80 83.88 80.98 98.04 95.14
20 95.88 96.46 94.67 96.51 93.97 90.21 99.38 98.70
21 97.63 97.50 97.69 97.49 95.91 94.47 98.35 97.92
22 60.62 65.98 67.19 51.07 45.45 54.55 75.09 63.61
23 81.42 83.18 83.25 83.22 71.82 62.79 92.88 89.57
24 54.62 60.28 78.05 63.03 51.61 50.00 90.01 75.78
mean 64.27 69.36 66.54 69.59 49.59 44.76 78.30 77.71

(Unit: %)
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Dataset Sample size Max Average St

Modeling set 84 0.0080 0.0240 0.0151 0.0036
1

Validation set 36 0.0089 0.0245 0.0160 0.0040

Total 120 0.0080 0.0245 0.0154 0.0037






OPS/images/fpls.2022.1066835/M16.jpg
= TP+FP (16)





OPS/images/fpls.2023.1054587/table1.jpg
Meteorological data Max Min Average

air temperature (°C) 34.60 14.00 24.12
air humidity (%) 70.00 11.00 42.56 8.56
wind speed (km/h) 15.80 0.00 2.50 3.81

precipitation (mm) 19.85 0.00 220,5(total) /
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Standard Standard b spray length/%
Mean s Mean nee
deviation deviation
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Number of Number of

Operating Number of Numberof  Invalid spraying i Missed spraying " Effective spraying
speed/m-s! targets invalid sprays rate/% s;":::/"/‘\ rate/% e"efa':‘;z;’;'}:“d rate/%

0.52 304 4 13 14 46 286 94.1

0.69 313 6 19 12 38 205 943

0.93 324 13 40 18 56 293 904
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Name

Cabbage
Portulaca oleracea
Descurainia sophia
Galinsoga parvifora

Number

941
182
266
154

Number of correctly
identified samples

874
168
256
142

Number of incorrectly
identified samples

Identification accuracy/%
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Recognition
methods

BPNN
RF
SVM

Average  presision%
precision/%
8188 8276
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95.7 %72

Recall/%

86.74
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Time
consuming/s
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Kernel function
parameter

Training feature

Rod, R,
RAT.
RAT.
RAT.
Rod, b/a

b/a, R

RAT_L, Rod, R
RAT_IL, b/a, Rod
b/a, R
Rod, R, b/a
RAT_LL, Rod, R, b/a

Number of SVMs

Correct classification
rate of training
samples/%

Correct classification
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Operation time of test
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27
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Velocity (m/s) Direction Point B Point C

Frequency (Hz) Amplitude (mm) Frequency (Hz) amplitude (mm)
3 X 56 829 58 3.28
y 56 7.65 58 878
2 56 492 58 46
35 x 46 17.72 28 36.16
y 46 8.17 34 60.44

z 4.6 13.39 48 54.21
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Node Identifier  Effective data length Frame data meaning
TTC32 18E96664 8 Data: Open state 0x0A Close state 0x00;
Data2-Datad: Speed;
Datad-Datas: System pressure;
Data6-Data7: Flow;
On-board 0CE76468 8 Data0, Datat: Opening and closing distance of the solencid valve corresponding to the cabbage;
computer 0CE76469 Data2, Data3: Opening and closing distance of the solencid valve corresponding to the cabbage;
0CE76470 Datad, Datas: Opening and closing distance of the solencid valve corresponding to the cabbage;
0CE76471 Data6, Data?: Opening and closing distance of the solencid valve corresponding to the cabbage;
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Leaf length I,/ Leaf width W)/ Leaf area A/ Petiole length Py/ Petiole end size/ Petiole bottom size/ Average diameter
mm mm mm” mm mm mm D/mm

119 65 4687 56 2.34*1.98 2.53*1.76 213

e front and back of * represent the major axis and minor axis dimensions of the petiole.





OPS/images/fpls.2022.1042769/M19.jpg
(9)






OPS/images/fpls-13-924973/fpls-13-924973-M9.jpg
- L-(h+h+6+1)%v
v





OPS/images/fpls-13-998962/fpls-13-998962-e012.jpg
Tjs Tmin < Tj < Tmax
Tj Tins Tij < Tmin (16)

Timaxs Tmax < Tij





OPS/images/fpls.2022.900427/M5.jpg
(acosa+ bsina) ©





OPS/images/fpls.2022.1042769/M18.jpg





OPS/images/fpls-13-924973/fpls-13-924973-M8.jpg
Yn > Y threshold
Y1 <= Y threshold





OPS/images/fpls-13-998962/fpls-13-998962-e011.jpg
"
=(1=-p) 15+ Y A (14)
k1

&y G eT
0, otherwise

k
A‘[lj =

15)





OPS/images/fpls.2022.900427/M4.jpg
L (Firag €05 0 + Fig i 6) @)





OPS/images/fpls.2022.1042769/M17.jpg
i) v Deku X a7)
3






OPS/images/fpls-13-998962/fpls-13-998962-e010.jpg
(0] y]* .j € allowed,
P () = 1 Zocatones (O 30]

0,j ¢ allowedy

(13)





OPS/images/fpls.2022.900427/M3.jpg
o






OPS/images/fpls.2022.1042769/M16.jpg





OPS/images/fpls.2022.900427/M2.jpg
@





OPS/images/fpls.2022.1042769/M15.jpg
a3)






OPS/images/fpls.2022.1042769/M14.jpg





OPS/images/fpls-13-924973/fpls-13-924973-t008.jpg
Condition

Natural seeding deficiency
Continuous growth

Void ratio/%

766

Number of
actual targets

941
320

Continuous spraying

Standard
Dosage/L  yeyiation/L:
28.7 0.09
74 0.10

Target spraying
Standard
Dosage/  yeyiation/Lt
134 02
a7 0.18

saved
pesticide
volume/L

153
24

Pesticide
saving rate/%

53.3
338





OPS/images/fpls-13-998962/fpls-13-998962-e008.jpg
03 __03 4
P, = { frn m/ o max 0.6, f 2 favg an

ki, < favg





OPS/images/fpls.2022.900427/M1.jpg





OPS/images/fpls-13-998962/fpls-13-998962-e007.jpg
1

e —
i

>n D
it Diky

(10)





OPS/images/fpls.2022.900427/im9.jpg
Firag

C,

2,

A





OPS/images/fpls.2022.1042769/M13.jpg





OPS/images/fpls-13-998962/fpls-13-998962-e006.jpg
®)

©)





OPS/images/fpls.2022.900427/im8.jpg





OPS/images/fpls.2022.1042769/M12.jpg
Alu(k)|, (u(k) =
u(k) = 20 (12)
M R > f)





OPS/images/fpls-13-998962/fpls-13-998962-e005.jpg
@)






OPS/images/fpls.2022.900427/im7.jpg





OPS/images/fpls.2022.1042769/M11.jpg
ho t<ho)
15— Atgst<t
e o150t~ 1) (ty<t<) i
Jo+ 1500 = 1) #2000~ 1), (6 S £ < 1)

f (tzh)





OPS/images/fpls-13-998962/fpls-13-998962-e004.jpg
bl cjcnjez

=njeZ

©)





OPS/images/fpls.2022.900427/im6.jpg





OPS/images/fpls.2022.1042769/M10.jpg
>





OPS/images/fpls-13-998962/fpls-13-998962-e003.jpg
=

5)





OPS/images/fpls.2022.900427/im5.jpg
W =P, P, x P,P,





OPS/images/fpls.2022.1042769/M1.jpg





OPS/images/fpls-13-998962/fpls-13-998962-e002.jpg
rap=

2%

@)





OPS/images/fpls.2022.900427/im4.jpg





OPS/images/fpls.2022.1042769/fpls-13-1042769-g006.jpg
Profiling variable spray

Conventional spray

o O O
505

(S\"Jur)ajer MO[,]

200

(S\Tur)a1er Moy

o O o O
S n o
N —

(Ss\"Jur)ajer MO[

5

3 35 4 45

1.5 2 25

3.3

2.5
Position(m)

1.5

2.5 3 3.5
Position(m)

2

1.5

Position(m)

o o o O
ﬁﬂLuSOS

(S\"Tur)ajer MoJ,]

& O & 9O
S N O
N e

(S\Tur)d1eIr MOJ

o O o O
S N O

p—

Q!
(s\Tu)aier MO[]

4.5

4

3.5

3
Position(m)

2 25

1.5

3 35 4 45 5

2 25

1.5

4

2 25 3 35

L3

Position(m)

Position(m)





OPS/images/fpls-13-998962/fpls-13-998962-e001.jpg
@

M= ‘YH*Y/‘] P
| <jmj€Z
M= nn-
,j=njeZ

|ty
=|s>M
14 J-‘ ®)





OPS/images/fpls.2022.900427/im3.jpg





OPS/images/fpls.2022.1042769/fpls-13-1042769-g005.jpg
Postion(m) Postion(m) Postion(m)

Tree Tree
spacer spacer
one 2ONe

——e— profiling Angle
CMAC-PID
= = = = improved CMAC-PID

Time(s) Time(s) Time(s)





OPS/images/fpls-13-998962/fpls-13-998962-e000.jpg
‘YH*Y‘ d<j<mjez
41
[yl

kfm,j*njéz

@





OPS/images/fpls.2022.900427/im2.jpg





OPS/images/fpls.2022.1042769/fpls-13-1042769-g004.jpg
B conventional spraying





OPS/images/cover.jpg
& frontiers | Research Topics

Advanced methods,
equipment and
platforms in precision
field crops protection






OPS/images/fpls.2022.900427/im12.jpg





OPS/images/fpls.2022.1042769/fpls-13-1042769-g003.jpg
GPS

Ultrasonic sensors

Tree canopy

Ground

1

23000

‘“ﬂ« “\,\

m

Tree
canopy unit






OPS/images/fpls.2022.1042769/fpls-13-1042769-g002.jpg
Iy
Lin s

S —

l..,.“u ..-wmrﬂhm'! ,// -
; 4

A R R E AT M

o——h,..l‘.un‘.-o-
) . P |






OPS/images/fpls-13-998962/fpls-13-998962-e009.jpg
k2 (fmax—f)
Pl f <t
Pp= (12)

B <





OPS/images/fpls-13-967838/fpls-13-967838-g003.jpg





OPS/images/fpls-13-967838/fpls-13-967838-g002.jpg
Chuin dching device

Hydn

Gouhox
Incton
Sl roverg

resing device
Wheel

Fickup device Sthanedevice

«
Mainshalt |+ —
Develgeur e
n Conveyor
2 ] 7
Tower i Sprocket
it F I
i S—E





OPS/images/fpls.2022.963307/fpls-13-963307-g008.jpg





OPS/images/fpls-13-967838/fpls-13-967838-g001.jpg
300 mm

Surface S35} ==

300 mm

and retu

Surface

Second Third

Crop rotation

Plough

bottom 3 N
Agronomic requirements

Corn straw ditch-buried returning machine





OPS/images/fpls.2022.963307/fpls-13-963307-g007.jpg
Create 1nitial
populations

Determine the
fitness value

eet the stopping Y
conditions?
Decoding to obtain
the optimal solution

Select operation

Crossover operations
Mutation operation

End





OPS/images/fpls.2022.1008122/M1.jpg
S le-uli &





OPS/images/fpls-13-967838/crossmark.jpg
(®) Check for updates






OPS/images/fpls.2022.963307/fpls-13-963307-g006.jpg
Il dd g ddd dddddddad
I a gt PPl d
IS eSS e P PP PP PPl sd

S0/

1

S/ /S

NN
N
N
N
N
N
N
N
N
AR
N
IR
SR
AN
X
N
N
N
AEN

S/

‘ﬁ S/ /S

A

i

” /////////////////////////////;j
‘d///////////////////////////// |
|

S/





OPS/images/fpls.2022.1008122/fpls-13-1008122-g022.jpg
gt
o

w

N

(e
wy/u

7_ w — w
& - o <
O O
OTIBIA9P 20UB)SIPp u0ndale(J

D2 D3 D4 D5

Different canopy density/(m-s_])

DI





OPS/images/fpls.2022.1018711/fpls-13-1018711-g002.jpg





OPS/images/fpls-13-905001/fpls-13-905001-g013.jpg
Trapping rate (%)

0.5 -

0.4 - ) T
{\AB
—if
0.3 -
L
2.5
02 - e 2.0
E 1.5
0. 2 io)
0.5 BU+GN/BU  BU+Cyan/BU BU+GN/BU+Cyan
0.0 . - . . ' | '
- Cyan GN YE OR RD BU

Wavelength (nm)






OPS/images/fpls.2022.963307/fpls-13-963307-g005.jpg
Grain stacking sites

Tracks

A U-shape, Q-shape turning mode B Vertical turning mode





OPS/images/fpls.2022.1008122/fpls-13-1008122-g021.jpg
Distance/m

0.8

0.7

o
o

o
[$)

o
F

0.3

0.2

0.

-h

D1

lo.05+vs Blo.3m/s TJo.6m/s Io.o9m/s Il 2nmis

D2 D3 D4 D5

Different density wheat






OPS/images/fpls.2022.1018711/fpls-13-1018711-g001.jpg
Query: *Rhythm of Pest’ or ‘phototaxis behavior’or ‘Pest's response to the light trap’ or
‘behavioral mechanism of phototactic pests’
The total number of papers: 9379

WosS: 6070 SD: 2883

7000 40 >,
! |
6000 1 20 :: I
5000 I o |
| |EEE WoS sD CNKI
4000 = Review articles === Useful review papers '
3000
2000
1000 I
Is .
0 || - . ——— I
Crop L -
Agricultural and Protection,
All papers Biological Insect Review articles Useﬂ;l r:r\;'ew
Sciences Physiology , pap
rhythm
® |EEE Xplore 0 0 0 0 0
mWeb of Science 6070 4570 600 23 2
= ScienceDirect 2883 1365 122 10 2
u CNKI 426 211 58 1 1

m |EEE Xplore ®Web of Science ®mScienceDirect =CNKI





OPS/images/fpls-13-905001/fpls-13-905001-g012.jpg
0.5 -

Trapping rate (%)

1/1200 1/360 1/60

. 10 20
Frequency (Hz)





OPS/images/fpls.2022.963307/fpls-13-963307-g004.jpg





OPS/images/fpls.2022.1008122/fpls-13-1008122-g020.jpg
Distance/m

0s
0

Position'm

1w 3 oy |
L

0 1 2 3 4 s

Position/m

Distance/m

Position'm

- 0%

® } ‘;‘.}-5”

Position/'m

o el dm Yoo






OPS/images/fpls.2022.1018711/crossmark.jpg
©

2

i

|





OPS/images/fpls-13-905001/fpls-13-905001-g011.jpg
..w .M. J.\J\..\.. .,-. VAV
e
e <

- ™ uvs :. A .- 3..\\






OPS/images/fpls.2022.963307/fpls-13-963307-g003.jpg
Cutting table

YOO oo oo ool

AONONNONONONONONNONIN





OPS/images/fpls.2022.1008122/fpls-13-1008122-g019.jpg
Distance/m

1.2

'—Mc'asurcme'nt . l.);tectionl ! I

1.1F°

1
0.9 - -
0.8 -
0.7 . ~ % S - -
0.6 v 4 STy ";-..,_;A\;?f."‘ o ’:'\;.
0.5
0.4
0.3
0% 05 15 2 25 3 35 4 45

Position/m





OPS/images/fpls.2022.1042769/table6.jpg
Zone of the ground

Left
Middle
Right

Mean

Profiling Spray

12.3
12.9
137
13.0

Coverage/%
conventional spraying

35.0
325
322
332

Significant at 5% level; NS: non-significant. P vs. C means that profile variable spraying vs. conventional spraying.

P vs. C(%)

-64.9
-60.3
-57.5
-61.0

Significance Level

N/A





OPS/images/fpls-13-905001/fpls-13-905001-g010.jpg
Trapping rate (%)

0.5 -

0.4 -

0.3 -

0.2 -

0.1 -

0.0 -

Phototaxis ratio

0.5 Line/Rec
b

U-Type

Round Line-Type Rectangle
Shape of the LED






OPS/images/fpls.2022.963307/fpls-13-963307-g002.jpg





OPS/images/fpls.2022.1008122/fpls-13-1008122-g018.jpg
WID/I0LID U0119319(]

CSamnlinoe noint





OPS/images/fpls.2022.1042769/table5.jpg
Zone of the tree Relative span factor

Profiling Spray conventional spraying Significance Level
Do,y Do, A Do,y Do, A Do.1/Do.o/A

Inner layer Up 79 374 1.54 109 440 147 NS

Middle 99 400 14 96 425 147 NS

Down 89 415 1.39 106 483 1.54 ¥
Outer layer Up 83 438 1.79 114 533 17 NS

Middle 117 615 1.84 119 625 191 NS

Down 94 537 1.64 120 550 155 NS

* Significant at 5% level; NS, non-significant. P vs. C means that profile variable spraying vs. conventional spraying.
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Zone of the tree Deposits/cm2

Profiling variableSpray Conventionalspray Pys. C the meanof P vs. C Significance Level

Inner layer Up 80 50 59.2% 443% *
Middle 106 70 52.1% *
Down 74 61 21.5% NS

Outer layer Up 115 55 110.4% 69.8% *
Middle 99 73 36.4% *
Down 100 62 62.6% *

*Significant at 5% level; NS, non-significant. P vs. C means that profile variable spraying vs. conventional spraying.
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Algorithms

GA

ACO

DGA

ACBIO

AFSA

PSO

DGA-ACBIO

Parameters

Population size n = 100, crossover
probability Pc = 0.8, mutation probability
Pm = 0.2, maximum number of iterations
genmax = 200.

ant colony number m = 100, information
heuristic factor o = 1, expected heuristic
factor f = 5, maximum number of
iterations genmax = 200

Population size n = 100, crossover
probability as in Equation (2), mutation
probability as in Equation (3), maximum
number of iterations genmax = 200

ant colony number m = 100, information
heuristic factor o = 1, expected heuristic
factor B = 5, maximum number of
iterations genmax=200

Number of artificial fish fishnum = 100,
maximum number of iterations genmax =
200, maximum number of probes
trynumber = 200, sensing ranges Visual =
16, crowding factor deta = 0.8.

Evolution time nMax = 200, number of
individuals indiNumber = 100, particle
size parsize = 100

Population size n = 100, crossover
probability as in Equation (2), mutation
probability as in Equation (3), maximum
number of iterations genmax = 200,
genmin = 20, ant colony number = 100,
information heuristic factor o = 1,
expected heuristic factor p =5
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Planning Grain bin Turning W=3m W=6m
method capacity (Q) radius (R)
Tours Turns Length Crushed area Tours Turns Length Crushed area

(/m) (/m?) (/m) (/m?)

Rectangular 800 3 7 49 2,708 1,655.2 7 29 2,093 908.7
detour 5 7 49 2,965 1,850.4 7 29 2,251 1,022.7
7 7 49 30227 2,050.0 7 29 2,409 1,1389

1,200 3 5 16 2,554 1,630.5 5 27 1,895 8963
5 5 16 2,796 1,809.7 5 27 2,043 1,00222
7 5 16 3,042 1,992.4 5 27 2,191 1,110.1

2,000 3 3 43 2431 1,6182 3 23 1,351 8716

5 3 43 2,657 1,789.2 3 23 1,478 961.2
7 3 43 2,388 1,963.6 3 23 1,605 1,052.6

Foldback 800 3 8 33 3,170 1,369.8 7 21 1,848 677.0
reciprocating 5 8 37 3239 1,444.1 7 21 1,945 698.7
7 8 37 3489 1,504.6 7 21 2,077 714.1

1,200 3 5 31 2,368 1,3823 5 18 1,379 673.2

5 5 34 3,021 1,466.8 5 20 1,854 708.7

7 5 34 3,301 1,537.3 5 20 1,981 7292

2,000 ] 3 28 2,396 1,388.6 3 13 1,054 669.4

5 3 3 2,829 14782 3 17 1,332 7187

7 3 ) 3,106 1,553.7 3 17 1,450 7443

CARP 800 3 8 29 2,366 1,333.0 7 14 1,428 684.8
5 7 28 2,539 1,3689 7 16 1,413 686.2

7 7 29 2,779 1,410.6 T 16 1,583 702.9

1,200 3 > 26 2,310 1,331.9 6 14 1,285 664.9

5 5 27 2435 1,366.0 5 14 1,357 684.1

7 9 27 2,717 1,406.0 5 14 1,456 698.9

2,000 3 4 25 2,288 1,329.4 4 12 1,144 663.4

5 3 25 2,288 1,364.7 3 13 1,330 681.9

7 3 26 2,497 1,4025 3 13 1,321 698.4
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Comparative indicators

Tours
Turns
Length (m)

Crushed area (m?)

Foldback reciprocating harvesting

27
1,335
818.3

CARP

23
1,244
726.6

Improvement

20.00%
14.81%
6.81%
11.21%
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Point Name Latitude (°) Longitude (°)

0 30.46446 114.36342
1 30.46419 114.36272
2 30.46458 114.36284

3 30.46459 114.36335
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Comparative Rectangular detour CARP Improvement

indicators harvesting

Tours 5 4 20.00%
Turns 31 20 35.48%
Length (m) 2,297 1,758 23.46%

Crushed area (m?) 1,837.6 1,322.4 28.03%
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