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The blood flow in the coronary artery (CA) is pulsatile and much higher than that measured in the brain, retina, and skin before. Its quantitative measurement is medically significant in the coronary artery bypass grafting (CABG). Here, to the best of our knowledge, we first detect the pulsatile flow using the laser speckle contrast imaging technique. Since the factors influencing the flow rate in the CA are complex, we developed a comprehensive model, a speckle triangle assessment (STA), to assess the characteristics of the flow: the speckle flow index (SFI), mean flow index (MFI), and pulsatility index (PI). The phantom experiment was performed and found that our customized setup possessed high dynamic range of the velocity measurement with good sensitivity. It also indicated that the pulsatile flow estimated by the speckle triangle assessment is promising to obtain a more accurate assessment of a coronary artery’s patency in the CABG.
Keywords: pulsatile flow measurement, laser speckle, speckle triangle assessment, speckle flow index, pulsatile index
INTRODUCTION
The heart works like a pump, performing the alternating activities of contraction and relaxation to provide energy for the blood circulation. Unfortunately, the gradually increasing coronary heart disease has been severely threatening the normal blood circulation. Medically, the coronary artery bypass grafting (CABG) is the main method for the treatment of severe coronary heart disease [1–3], where the accurate blood flow monitoring of the coronary artery before and after CABG is significant.
For the blood flow quantitative measurement, laser speckle blood flow imaging (LSBFI) as a minimally invasive full-field imaging technique has attracted extensive attention. A number of methods have been used to measure the blood flow including laser speckle contrast imaging (LSCI) [4–7], multi-exposure speckle imaging (MESI) [8, 9], dynamic light scattering imaging (DLSI) [10], time varied illumination laser speckle contrast imaging (TVI–LSCI) [11], and dynamic light scattering laser speckle contrast imaging (DLS–LSCI) [12]. These methods were performed in relatively small vessels, such as the cerebrum, the retina, and the skin. Furthermore, since those vessels are elastic and the vessels are far from the beating heart, the blood flow velocity is nearly steady.
However, the blood flow of the coronary artery (CA) is significantly different from the small vessels measured before. First, the inner diameter is much larger. Second, the flow rate is much higher. Third, the flow speed of the CA, as the secondary artery, is pulsatile. In CABG, there are multiple factors that can affect the blood flow velocity. Physiological factors like spasm in the graft or native coronary, mean arterial pressure, and run-off in the myocardium will affect the flow velocity. The size of the vessels and a patient’s weight are also factors that will affect the flow rate. Technical problems such as thrombus formation, twist or kinks of the graft, or air bubbles, and misapplied stitches will reduce the flow. Medically, all the factors are summarized to a triangle assessment model: mean flow (MF), pulsatile index (PI), and diastolic filling percentage (DF) using the transit time flow measurement (TTFM) technology [13]. Nevertheless, TTFM is limited to measure the graft other than the CA. In addition, TTFM cannot map the spatial distribution of the blood flow velocity. Since LSCI has been widely attempted in many clinical and biomedical applications during recent years [14–16], the LSCI technology is promising to detect the flow of the CA and has not been reported. In this study, to obtain a more accurate assessment of the pulsatile flow of the CA, we developed a speckle triangle assessment using the LSCI model: the speckle flow index (SFI), mean flow index (MFI), and pulsatility index (PI). The phantom experiment is performed. First, the system parameter and the scattering type of the sample were determined. Second, the measurable dynamic range and the sensitivity of velocity measurement were calibrated and improved. Finally, the three parameters were calculated by analyzing the dynamic speckle patterns to synthetically assess the different pulsatile flows.
PRINCIPLES
Laser speckle contrast imaging (LSCI) maps the two-dimensional blood flow rapid changes based on analyzing speckle contrast linked to the electric field autocorrelation time of the fluctuating speckle. The speckle contrast changes in accordance with the movement of the scatters, and it is larger at smaller velocities, and vice versa. Theoretically, the speckle contrast (K) is characterized by the standard deviation of intensity normalized with the mean intensity given as follows:
[image: image]
where σI is the standard deviation and <I> is the average of the speckle intensity. Assuming that the static scattering component is completely removed, the speckle decorrelation time τc can be derived in the following way [17, 18]:
[image: image]
where K is the speckle contrast, T is the exposure time, and the constant β is a normalization factor depending on the speckle size, pixel size, the source, and additional factors of the experimental setup. The inverse correlation time (1/τc) is considered to be proportional to the speed of the moving particles (such as red blood cells). Hereby we term the T/τc as speckle flow index (SFI) to represent the flow velocity.
For the coronary artery (CA), factors influencing the blood flow are complex: the artery pressure, the size of the vessel, the quality of the coronary bed, and so on. Looking at only the flow velocity may not be enough. It is necessary to “see the whole picture.” Here, we evaluated three parameters to assess the blood flow: speckle flow index (SFI), mean flow index (MFI), and pulsatility index (PI).
When the dynamic SFI distribution is averaged, the mean flow index (MFI) can be obtained. In addition, the pulsatility index, or PI, is defined as the difference between the maximum (SFImax) and minimum flow (SFImin) divided by the mean flow (MFI). A large difference between the maximum and minimum flow will lead to a high PI value. The expression is given as follows:
[image: image]
The details on the derivation process are illustrated in Figure 1A: First, we convert the raw speckle images to speckle contrast images using Eq. 1. Second, we compute the β and the dynamic scattering type n by the dynamic light scattering imaging technique. Third, we substitute the β and n to Eq. 2, and the inverse correlation time (T/τc) is solved to represent the flow velocity. Eventually, we assess the flow with the SFI, MFI, and PI.
[image: Figure 1]FIGURE 1 | Schematic of the experiment. (A) Flowchart of the model and derivation process. (B) Diagram of the illuminating and imaging system. M, mirror; L, lens. (C) Step motor. (D) Microfluidic device.
EXPERIMENTAL SETUP
We implemented a phantom experiment with the 1% concentration intralipid fluid in Figure 1B. A laser diode (λ = 785 nm) was placed on a mount with a thermoelectric cooling stage (LDM56, Thorlabs, United States). The laser spot was collimated and expanded, illuminating on a microfluidic device. The scattered speckle was recorded by the customized imaging system, which consists of an objective lens (5X, Nikon, Japan), tube lens (TTL200, Thorlabs, United States), and a high-speed camera (Mikrotron, German). Besides, a polarizer and filter were assembled to increase the contrast. In addition, the high-speed camera combined with an image acquisition card (KAYA Instrument, Israel) was used to record the dynamic scattering light. A customized software along with the data acquisition card DAQ (NI USB–6251) was written to control the timing of the step motor (Zolix, KA050, China) and synchronize it with image acquisition. The speckle size was larger than the camera pixel size [19, 20]. The CCD’s exposure time was set to 26 μs with a frame rate of 2000 Hz.
The 1% concentration intralipid fluid was pumped by the step motor (Figure 1C) whose movement undergoes the acceleration stage and then the deceleration stage with different peak velocities. The microfluidic device is shown in Figure 1D. Its cross section is rectangular (50 mm × 5 mm × 0.4 mm). The dimensions were adopted to mimic the coronary artery (cross-sectional area 2 mm2), which is usually chosen for bypass in the CABG.
RESULTS AND DISCUSSION
High Dynamic Range and Sensitivity of the Velocity Measurements
When the laser speckle contrast imaging (LSCI) technique is used to quantify the flow velocity, the range and the sensitivity of the flow speed estimation have been shown to depend on many experimental parameters such as the coherence factor β, exposure time, the static scattering, light intensity, and the camera noise [8, 21, 22]. For the phantom experiment, the static scattering component was removed from the surface of the microfluidic device. Besides, since light absorption is much lower than the tissue, the intensity on the imaging plane is higher than the camera noise, and thus, a high signal-to-noise ratio can be obtained. Therefore, the effects of the light intensity and camera noise are ignored here. We focus on the first two factors.
In Figure 2A, we theoretically show speckle contrast K versus the speckle decorrelation time τc for different β values. There is a rapid increase in all three curves when τc is small. When β is equal to one, speckle contrast approaches 1, which means the maximum velocity range estimation can be measured with β equal to one. When β becomes smaller to 0.56 and 0.25, speckle contrast approaches 0.74 and 0.43, respectively, with a decreased measurable range. Therefore, the coherence factor β determines the range of the flow speed estimation. The β value of the setup can be obtained using two methods: Firstl, according to Eq. 2, when x tends to zero, the spatial speckle variance K will tend to β, so β can be obtained by computing the local speckle contrast in the corresponding spatial windows [21, 22]. Second, it can be calculated as a fitting parameter with the dynamic scattering light imaging (DSLI) technique [10]. Here, the parameter β of our setup was determined to be 0.56 using the DSLI method in our previous work [12].
[image: Figure 2]FIGURE 2 | (A) Speckle contrast as a function of the decorrelation time τc by Eq. 2. (B) Speckle contrast varies with the different flow velocities. (C) and (D) Speckle patterns at 0 cm/s and 10 cm/s. The relationship between the SFI and the actual velocity in the range from (E) 0 cm/s to 5 cm/s and (F) 5 cm/s to 10 cm/s. Black squares represent experimental data, and red solid lines represent fitting curve.
To further validate the measurable velocity range with our experimental setup, the varying flow velocity from 0 cm/s to 10 cm/s was separately driven by the step motor. The increasing step was first set to be 0.1 cm/s from 0 cm/s to 1 cm/s and then 1 cm/s from 1 cm/s to 10 cm/s. Because a long exposure time decreases the speckle contrast signal resulting in a low SNR, the exposure time here is set to be 26 μs. Figure 2B shows that the speckle contrast K decreased from 0.68 to 0.15 with the increasing velocity from 0 cm/s to 5 cm/s, termed as Ⅰ, and eventually fluctuated around 0.17 with further increasing velocity, termed as Ⅱ. The black squares represent the experimental data. The red line is the fitting curve, K = 0.48e(-v/0.67) + 0.17. The speckle patterns at 0 cm/s and 10 cm/s are shown in Figures 2C, D.
Afterward, we computed the speckle flow index (SFI: T/τc) using Eq. 2. In Figures 2E,F, we show the relationship between the SFI and the actual velocity. The black squares correspond to the experimental data. The red line is the fitting curve. In part Ⅰ, one can observe the linear response range as the velocity increases from 0 cm/s to 5 cm/s, during which the fitting function is SFI = 1.03 + 4.61v. It was found that the sensitivity of the velocity measurements remained nearly constant. While in part Ⅱ, the SFI slightly decreased with the increasing velocity. This is because the scattered light from the static scattering medium under the microfluidic device always affects the relative flow speed estimation. Another possible reason is that the spatial correlation between the pixels exists, that is, the speckle size is larger than one pixel size, which is necessary for obtaining a larger coherent parameter β to measure lower flow velocity. A trade-off is needed here. Therefore, the maximum speed that could be obtained was greatly improved to be 5 cm/s with our setup. Although the range and the sensitivity decrease with velocity due to the presence of noise, this is the highest dynamic range of flow speed measurement, to the best of our knowledge.. Afterward, the following experiment with the velocity from 0 cm/s to 5 cm/s can be conducted.
Pulsatile Flow Measurement by a Speckle Triangle Assessment
To accurately mimic the characteristics of the pulsatile flow velocity, the step motor was programmed to drive the sample, with which the image acquisition was strictly synchronized. The peak velocities varied from 2 cm/s to 5 cm/s in the step of one. As shown in Figure 3A, due to the characteristics of the flow velocity, the speckle contrast decreased initially and then showed an increasing trend with time, which was termed as “time delay.” Using the speckle contrast data, the pulsatile SFI (T/τc) was obtained using Eq. 2 in Figure 3B; first rising up and then slowing down, which mimicked the characteristics of the diastolic blood flow of the coronary artery. Because the diastolic filling percentage (DF%) cannot be measured without the electrocardiogram (ECG) connected to the system in this phantom experiment, the SFI is obtained instead. Once the speckle triangle assessment is conducted with the ECG, the SFI estimation can be easily converted to DF%. Afterward, the mean flow index, MFI, was calculated, as shown in Figure 3C. The MFI increased with the velocity linearly. Similar to the SFI estimation, MFI is not only an indication of a compromised CA but also part of the flow information. Eventually, in Figure 3D, the pulsatile index (PI) was obtained using Eq. 3. despite the different SFI profiles and the increasing MFI, the PI remained constant at 2.17 ± 0.13. Normally, the PI value is less than 5.0 [13]. Higher or lower PI indicates the possible error in CABG, which introduces one to correct it. We contended that the blood flow changes in the physiology characterized by the speckle triangle assessment would take on more comprehensive information about the flow velocity of the CA than the MFI estimation before.
[image: Figure 3]FIGURE 3 | (A) Speckle contrast and (B) Speckle flow index vary with time; (C) mean flow index and (D) pulsatile index varies with the pulsatile velocity whose peak velocity increases from 2 cm/s to 5 cm/s.
More than the quantitative assessment for the flow velocity, the LSCI technology can image the spatial distribution of the flow speed. We replaced the microscopic imaging system with an f–50 mm imaging lens for a larger viewing field. Figure 4 shows the speckle image when the sample is flowing at 0 cm/s and 5 cm/s. It is obvious that the higher flow speed produced less speckle, making the outline of the vessel clear. That indicates the two-dimension flow distribution of the CA in CABG is possible. Because the blood vessels are covered by the tissue (static scattering component), we would further obtain the dynamic SFI map with the pulsatile speed cycle under different static scattering in our next work.
[image: Figure 4]FIGURE 4 | Speckle image scattered from the sample with flow rates at (A) 0 cm/s and (B) 5 cm/s.
CONCLUSION
In conclusion, we presented a new model, to the best of our knowledge, speckle triangle assessment (STA), to comprehensively account for the characteristics of pulsatile flow velocity to mimic the coronary artery (CA). The calculation of the STA model is based on the laser speckle contrast imaging (LSCI) technology. The coherent parameter β of our customized speckle imaging instrument was first calibrated and measured, which enables the velocity measurements not only to be more sensitive to the velocity changes (0.1 cm/s) but also to be of much higher dynamic range (up to 5 cm/s). Coupled with the ability to discriminate flows in the pulsatile mode, the STA model, speckle flow index (SFI), mean flow index (MFI), and pulsatile index (PI) were separately computed, among which SFI helped to obtain the diastolic filling percentage (DF%) when the electrocardiogram (ECG) was connected; the MFI was used to quantify the dynamic flow speed, and the PI value was used to check possible technical errors in CABG. We contended that the STA model would enable us to obtain a more comprehensive estimation of the pulsatile flow for further animal CABG experiment, and that would be compatible with the future embedded speckle blood flow device. In addition, this customized setup can be applied to ghost imaging [23, 24] and ghost cytometry [25] in biological engineering.
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Since 2011, when Kir’yanov et al. first reported a new wavelength self-sweeping ytterbium-doped fiber laser that does not rely on any tuning element but only on the dynamic induced grating generated in the gain fiber by the standing wave resonator structure, the self-sweeping effect based on fiber waveguides has been extensively studied, leading to great progress in fundamental physics and other applications of self-sweeping fiber lasers. Different doped fiber lasers have not only achieved the self-sweeping effect, but also observed new phenomena such as anomalous self-sweeping and continuous pulses. Due to their remarkable spectral and pulsed characteristics, self-sweeping fiber lasers have been widely used in spectral detection, fiber sensing and short pulse synthesis. In this paper, we will introduce the classification of different doped self-sweeping fiber lasers, summarize their different implementations, and introduce their self-sweeping laws, pulse characteristics, recent progress of applications and future development prospects.
Keywords: fiber laser, self-sweeping effect, wavelength tunable, spectral characteristics, pulse dynamic
INTRODUCTION
Tunable fiber lasers are valuable for optical communication, optical sensing, and spectral synthesis due to their flexible wavelength tuning properties [1–5]. Among them, swept-frequency lasers with periodic wavelength variation using an optical filter with an electric driver are widely used in fiber optic sensing, biomedicine, and spectral detection. However, the development of swept-frequency fiber lasers is limited by the influence of swept-frequency devices [6–8] and the output performance of the lasers themselves, and in recent years, a new swept-frequency fiber laser based on the self-sweeping effect has attracted a lot of attention from researchers. The self-sweeping effect refers to the spontaneous, stable and periodic tuning process of the laser output wavelength in a certain spectral range, and does not require any complex tunable devices or electric drives. It is attributed to the spatial hole-burning (SHB) effect of the gain fiber in the standing wave field [9], which forms a periodic light intensity distribution, and then the particle number inversion causes a refractive index change, which induces a grating-like structure along the gain fiber, i.e., a “gain grating and a phase grating” [10–12], where the dynamic change in the net gain of the grating resulted in a shift of the spectrum. The self-sweeping effect was first reported in 1962 [13], where a periodic shift in wavelength was observed in a ruby laser. Half a century later, based on the excellent waveguide medium of optical fiber, Ref.[14] in Russia successfully observed the self-sweeping effect in an ytterbium-doped fiber laser and named it as self-sweeping fiber laser.
Since the formal report on self-sweeping ytterbium-doped fiber lasers in 2011, they have undergone rapid development in the past decade. So far, based on the typical Fabry-Perot (F-P) linear resonator structure, the self-sweeping effect has been observed in different doped fiber lasers such as ytterbium, erbium, thulium, thulium-holmium, bismuth, holmium and neodymium. In addition, self-sweeping ranges up to 45 nm have been obtained in ytterbium-doped fiber lasers by temperature-controlled Lyot filters; single-frequency self-sweeping fiber lasers have been achieved by limiting the intracavity longitudinal mode number by adjusting the resonator length; and normal as well as reverse self-sweeping effects have been defined according to the wavelength shift direction in hybrid self-sweeping fiber lasers. Later, both bi-directional and unidirectional fiber ring resonator structures were used to realize self-sweeping fiber lasers, while the time-domain dynamics evolved from the pulsed state to the continuous wave state. The rapid development of self-sweeping fiber lasers has promoted their applications in various research fields such as spectral detection and analysis, pulsed coherent synthesis, and optical sensing, and has become one of the research hotspots for fiber lasers.
Combined with the research work of our team in self-sweeping fiber laser, this paper summarizes the research status and latest application progress of self-sweeping fiber laser at home and abroad from four aspects: doped fiber types, pulse intensity dynamics, basic law of self-sweeping and application of self-sweeping fiber laser, and looks forward to its future development direction.
DIVERSELY DOPED SELF-SWEEPING FIBER LASERS
Ytterbium-Doped Self-Sweeping Fiber Laser
Linear Resonator
In 2011, the Russian Kir’yanov’ research group [14] obtained the first ytterbium-doped self-sweeping fiber laser using the F-P linear resonator structure. The principle of this experimental setup is shown in Figure 1. The gain medium of the laser is a special section of GT-Wave ytterbium-doped fiber with the presence of two core channels for the transmission of pump light and signal light, respectively. The pump light is pumped into the ytterbium-doped fiber to produce an excited amplified spontaneous emission (ASE) spectrum into the other channel of the fiber. The resonant cavity of the laser consists of two flat tangent ports of the fiber providing 3.5% Fresnel reflection on the left and right side, and the interference of the standing wave field inside the resonator forms a SHB effect producing a dynamic grating-induced self-sweeping effect.
[image: Figure 1]FIGURE 1 | Experimental setup of Yb-doped fiber laser generating self-sweeping effect for the first time [14]. (Inset) A cross-sectional view of a GT-Wave fiber.
The tuning of the output spectrum in the range of 1,081 nm–1087 nm was observed at pump powers of 1.4, 1.7, 2.0, 2.3, 2.6, and 2.9 W, respectively. When the pump power is increased from 1.4 to 2.6 W, the self-sweeping spectral range gradually increases to 7 nm, but further increasing the pump power, the stable self-sweeping spectrum is replaced by a random chaotic spectrum due to the presence of a very pronounced stimulated Raman scattering (SRS) signal at higher pump power that destroys the conditions for the stable generation of the self-sweeping effect.
Following the report by Kir’yanov’s group, the self-sweeping effect in a typical F-P linear resonator structure was also achieved in ytterbium-doped fiber laser by Lobach’s group [15] at Novosibirsk University, Russia, in 2011, with the experimental setup shown in Figure 2A, where the high reflectance mirror is formed by the fiber loop mirror (FLM), while the output mirror is formed by the Fresnel reflection from a perpendicularly cleaved fiber facet. The polarization controller (PC) is adjusted for a self-sweeping range up to 16 nm (1,062 nm–1078 nm) and a self-sweeping rate range of 0.5 nm/s-16 nm/s, as shown in Figure 2B. After replacing the FLM with a fiber bragg grating (FBG) with a central wavelength of 1,066 nm, the maximum self-sweeping range is reduced to 0.1 nm due to the bandwidth limitation of the FBG. However, due to the significant emission loss of the laser in Figure 2A, this greatly affects the stability of the self-sweeping phenomenon. To solve this problem, in 2012 they [16] used an all-fiber structure and obtained a stable self-sweeping range of about 8–10 nm, where the self-sweeping range was up to 16 nm under specific PC modulation. In addition, the linewidth of the self-sweeping fiber laser was very narrow, about 0.3 pm, which was much smaller than the 0.1 nm linewidth obtained by Ref.[14]. In 2013, Ref. [17] extended the self-sweeping band to 1,087 nm–1094 nm with a slow self-sweeping rate of 0.24 nm/s.
[image: Figure 2]FIGURE 2 | (A) The experimental setup of a typical F-P cavity Yb-doped self-sweeping fiber laser [15] (1 Yb-doped fiber; 2 Laser diode; 3 Pump combiner; 4 Cleaved; 5 Fiber bragg grating; 6 Fiber loop mirror; 7 50/50 coupler; 8 Polarization controller; 9 Single-mode fiber; 10 Aspherical lens; 11 Dichromatic mirror; 12 50/50 coupler; 13 Cleaved; 14 Isolator; 15 Coupler); (B) FLM cavity spectral dynamic (Red-black curve corresponding to different modulations of PC).
Based on the experiments of Lobach et al. in 2013, Peterka’s team [18] from the Czech Academy of Sciences obtained the self-sweeping effect near the 1,080 nm band by adjusting the current and shell temperature of the intracavity laser diode (LD) in the self-sweeping range of 2 nm/s-6 nm/s, which can reach 7 nm when the LD shell temperature is 35°C. In 2016, the Lobach’s team [19] obtained a self-sweeping in a wavelength range of up to 18 nm with a central wavelength adjustable from 1,025 nm to 1,070 nm by varying the length of the gain fiber. The self-sweeping range can be tuned to below 30 nm by simultaneously varying the resonator loss and pump power. In addition, the maximum self-sweeping range can be up to 18 nm by adjusting the temperature of the gain fiber or the pump source, respectively. In the same year, the group [20] achieved a self-sweeping range of 1,058–1076 nm with a self-sweeping rate of 0.8 nm/s and an output power greater than 50 mW for an ytterbium-doped self-sweeping fiber laser. In 2017, they [21] obtained a self-swept spectral tuning of 1,050–1070 nm at a pump power of 2 W with a self-sweeping rate of about 1 nm/s and increased the average and peak output power to about 100 and 400 mW.
In 2017, Ref. [22] achieved the first reverse self-sweeping effect of an ytterbium-doped fiber laser. In this experiment, the wavelength sweeping direction was divided into two categories, the normal self-sweeping direction, which refers to the shift of the output wavelength from short to long wavelengths, and the reverse self-sweeping direction, which refers to the shift of the output wavelength from long to short wavelengths. The ytterbium-doped fiber laser has three types of self-sweeping output spectral dynamics with pump power: normal self-sweeping (blue curve in Figure 3), reverse self-sweeping (red curve in Figure 3) and hybrid self-sweeping (unstable state where both normal and reverse self-sweeping exist, green curve in Figure 3). The normal self-sweeping range was 2.5–6.6 nm with a sweeping rate of 0.3 nm/s-6.6 nm/s, and the reverse self-scan range was 4.3–5.3 nm with a rate of 0.5–1.7 nm/s.
[image: Figure 3]FIGURE 3 | Three spectral dynamics observed by Yb-doped self-sweeping fiber laser in 2017 [22]. Normal self-sweeping (blue curve); Mixed self-sweeping (green curve); Reverse self-sweeping (red curve).
Bidirectional Fiber Ring Resonator
In 2018, Sze Yun Set’s group [23] at the University of Tokyo, Japan, achieved the first bidirectional fiber ring resonator self-sweeping fiber laser using thulium-doped fiber as the gain medium. In 2019, our group [24] achieved the reverse self-sweeping effect near the 1.037 μm band in a bidirectional fiber ring resonator ytterbium-doped fiber laser with a single-mode structure. The laser achieved a self-scan range of 2.75 nm (1,038.98–1036.23 nm) with an average self-sweeping rate of 0.38 nm/s for output spectral tuning at a pump power of 60 mW. The output power in the stable self-sweeping state fluctuates by about 2 dB due to the influence of the external environment and the gain difference in the self-sweeping range.
Due to the narrow self-sweeping range generated by the single-mode structured bi-directional resonator ytterbium-doped self-sweeping fiber laser and the high output fluctuations due to the external environment, it is difficult to observe the full characteristics of the self-sweeping effect. To solve this problem, in 2020, our group [25] used an all-polarization-maintaining resonator structure and two different coupling ratios (50/50 and 10/90) of the output coupler to achieve a comparative analysis of the self-sweeping effect, and the experimental setup is shown in Figure 4A. In the experiments, the self-scan range obtained with the output coupler of 50/50 coupling ratio was 7.48 nm at a pump power of 65 mW (red line in Figure 4B), the output power fluctuation was about 0.692 dB (blue line in Figure 4B), and the self-sweeping rate ranged from 7.8 nm/min to 9.48 nm/min. When the output coupler of 10/90 was used in the resonator, the self-sweeping rate and the pump power range could be effectively reduced to as low as 0.016 nm/min. The reason for this reduction is that the microsecond pulses generated by the latter are often spaced at larger intervals.
[image: Figure 4]FIGURE 4 | (A) Experimental setup of all-polarization-maintaining bidirectional ring resonator Yb-doped self-sweeping fiber laser [25]; (B) Self-sweeping spectral dynamics and output power stability at pump power of 65 mW.
Based on previous experiments, a bidirectional resonator ytterbium-doped self-sweeping fiber laser based on intracavity loss tuning brought by bending the fiber circle was investigated by our group [26] in 2021. The self-sweeping was obtained over intervals in the range 4–8 nm with a sweeping rate of 0.19–0.43 nm/s while the central wavelength was adjusted in a range of 1,055.6 nm–1034.6 nm by varying the bending loss. This experiment shows that the self-sweeping rate increases as the diameter of the bent fiber circle decreases, and the self-sweeping range tends to be further towards shorter wavelengths. This simple wavelength tuning method not only saves cost, but also helps to improve the sweeping performance of the self-sweeping fiber laser and expand its application in the field of spectral detection.
Unidirectional Fiber Ring Resonator
From the self-sweeping fiber lasers reported in recent years, it is known that the self-sweeping effect depends on the dynamic grating formed by the standing wave field in the resonator, whether in a linear resonator or a bidirectional fiber ring resonator structure, and based on this principle, we can try to form a dynamic grating in the fiber saturable absorber [27] to realize the self-sweeping effect.
In 2021, our group [28] introduced a 1.8 m-long section of ytterbium-doped fiber as a fiber saturable absorber into the laser resonator through a circulator (CIR), and the experimental setup is shown in Figure 5. The ytterbium-doped fiber absorbs light in two directions to form a standing wave, forming a position-dependent periodic refractive index change, i.e., a grating, which in turn produces a normal self-sweeping effect. Also because of its filtering effect, as a tracking filter, the appearance of the laser’s central output wavelength is also very dependent on it. The experiment obtained a self-sweeping spectral tuning of 1.5–4.85 nm with a self-sweeping rate of 0.145–0.284 nm/s. This work both extends the application of fiber saturable absorbers and provides a new direction for the research of self-sweeping fiber lasers.
[image: Figure 5]FIGURE 5 | Experimental setup of Yb-doped self-sweeping fiber laser with unidirectional ring cavity based on a fiber saturable absorber [28].
Erbium-Doped Self-Sweeping Fiber Laser
Based on a typical F-P linear resonator structure, an erbium-doped self-sweeping fiber laser was first reported by Peterka’s group [29] in 2018, where mean wavelength was adjusted by a tunable filter in a range 1.54–1.57 μm. A 30 cm section of thulium-doped fiber was fused in the resonator as a passive Q-tuned switch, but the fiber did not achieve huge pulses like saturable absorbers, which exhibited a lower saturation intensity than expected by Peterka et al. Only the concomitant effect of self-sweeping-self-pulse effect-was achieved. Since the signal optical power in the thulium-doped fiber is very small and the inversion of the excited collective number of thulium ions is negligible, Peterka et al. suggest that the SHB effect may not occur in the thulium-doped fiber as in the erbium-doped fiber to form a dynamic grating to generate self-sweeping. The red and blue shifts of wavelengths were observed by the conditioning PC, as shown in Figure 6A. The self-sweeping ranges were 0.37 and 0.43 nm, respectively, and the average self-sweeping rates were 2.85 nm/s and 1.48 nm/s, respectively. In 2020, Lobach’s group [30] implemented an erbium-doped self-sweeping fiber laser in the 1,605 nm band and extended the self-sweeping range to 2.8 nm, as shown in Figure 6B.
[image: Figure 6]FIGURE 6 | Self-sweeping spectrum dynamics of Er-doped self-sweeping fiber laser. (A) Wavelength red-shift and blue-shift self-sweeping [29]; (B) Reverse self-sweeping [30].
Thulium-Doped Self-Sweeping Fiber Laser
Linear Resonator
In 2018, the Lobach research group [31] achieved a stable self-sweeping phenomenon in the 1.92 μm band for the first time using a thulium-doped fiber as a laser gain medium with a self-sweeping range of 21.5 nm and even 26 nm at some moments. They also reported [32] a hybrid thulium-doped self-sweeping fiber laser in 2019. This laser obtained three self-sweeping spectral dynamics in the presence of pump power: reverse self-sweeping (Figures 7A,B), wavelength stop state (Figure 7C, the wavelength can be stopped at any value in the 1912–1923 nm range) and normal self-sweeping (Figures 7D,E). The results show that any wavelength output in a specific spectral range of about 10 nm can be obtained by appropriately varying the pump power, which may contribute to the development and practical application of self-sweeping fiber lasers.
[image: Figure 7]FIGURE 7 | Self-sweeping spectrum dynamics of hybrid Tm-doped self-sweeping fiber laser [32]. (A), (B) Reverse self-sweeping; (C) Wavelength stop state; (D), (E) Normal self-sweeping.
Bidirectional Fiber Ring Resonator
In 2018, a bidirectional fiber ring resonator thulium-doped self-sweeping fiber laser was first proposed by Sze Yun Set’s team at the University of Tokyo, Japan [23], and its experimental principle is shown in Figure 8. In the absence of any direction-selective elements such as optical isolators in the laser resonator, the ASE spectrum generated by a pumped thulium-doped fiber amplified by an erbium-doped optical amplifier (EDFA) propagates CW and CCW along the resonator shape, creating a standing wave field in the thulium-doped fiber, generating a SHB effect and generating a dynamic grating for self-sweeping. The laser achieved reverse self-sweeping near the 1970 nm band in the output spectral range from 10 to 15 nm. In 2019, the research group [33] added PC to the resonator and obtained the bi-directional self-sweeping effect in the 1.95 μm band by twisting the PC. This experiment showed that adjusting the PC could control the self-sweeping rate, and even it could be adjusted to zero to obtain a fixed wavelength output.
[image: Figure 8]FIGURE 8 | Experimental setup of bidirectional Tm-doped self-sweeping fiber laser [23].
Other Doped Self-Sweeping Fiber Lasers
So far, self-sweeping effect has been observed not only in the most typical three bands of ytterbium-doped, erbium-doped, and thulium-doped fiber lasers, but also in different bands based on typical F-P linear cavities using other doped fibers as gain media.
In 2013, Pu Zhou’s group at the National University of Defense Technology [34] first achieved the self-sweeping effect of thulium-holmium co-doped fiber lasers in the 1.9 μm band with a self-sweeping range between 4 and 17 nm and a self-sweeping rate between 0.4 nm/s and 1.5 nm/s. In 2015, Ref. [35] first investigated bismuth-doped self-sweeping fiber lasers in the 1,460 nm central wavelength band obtained a maximum self-sweeping range of 10 nm with a self-sweeping rate of 0.75 nm/s. In 2017, Peterka’s group achieved and extended the self-sweeping band of holmium-doped self-sweeping fiber laser to about 2.1 μm for the first time, obtaining self-sweeping ranges of about 4 nm [36] and 6 nm [37].
In 2021, Ref. [38] found that holmium-doped fibers are unstable in the self-sweeping state due to large pump absorption and large quantum defects between the pump and laser radiation that make the fiber heating uneven. Then they solved the fiber heating problem by using full bias-preserving elements and gaining fiber water cooling to obtain stable operation of the holmium-doped self-sweeping fiber laser. The laser achieves a stable self-scan of 10 nm in the 2.1 μm band with a self-sweeping rate of 2–8 nm/s and an average output power of more than 200 mW. The sweeping range does not exceed 7 nm (2,108–2101 nm) when the 7 m passive fiber is removed, or the maximum spectral range can be reduced to 7 nm by shortening the gain fiber to 0.8 m. The first neodymium-doped self-sweeping fiber laser was realized by Lobach’s group [39] in 2019. Two sections of bias-preserving fiber with lengths of 21 and 33 cm were fused in the resonator as Lyot filters for additional spectral selection. The laser obtained the self-sweeping effect near the 1.06 and 0.93 μm bands, respectively. The self-scan spectra was tuned up to 1.8 nm and the self-sweeping rate was up to 9 nm/s.
Table 1 summarizes the research results of the self-sweeping fiber lasers presented in Diversely Doped Self-Sweeping Fiber Lasers, and provides a comparative analysis of their self-sweeping range, self-sweeping rate, and self-sweeping direction. As can be seen from the table, the reported research results cover the self-scan band from near 1 μm to near 2.1 μm, and the resonator structure involves both linear and ring resonators.
TABLE 1 | Summary of parametric studies of various doped self-sweeping fiber lasers.
[image: Table 1]PULSE TYPE OF SELF-SWEEPING FIBER LASER
The pulse intensity dynamics of the self-sweeping effect is one of the distinguishing features of self-sweeping fiber lasers. Based on the reported self-sweeping literature, it is known that fiber lasers generate self-sweeping by forming dynamic gain or phase gratings in the gain fiber. Since there are few longitudinal modes in the laser output, the pulse sequence is modulated in an inter-mode beat frequency manner [40] and is associated with relaxation oscillations, which cause self-pulse effects [41] and exhibit microsecond pulse sequences. Currently, a variety of microsecond pulse sequences have been observed in doped self-sweeping fiber lasers, which can be broadly classified into the following four categories: typical microsecond pulse sequences, discontinuous pulse sequences, quasi-continuous pulse sequences, and novel pulse sequences.
Typical Microsecond Pulse Sequence
Microsecond pulse sequences are typical pulse intensity time domain dynamics of self-sweeping fiber lasers. Most of the doped (ytterbium-doped, thulium-doped, holmium-doped, thulium-holmium co-doped) self-sweeping fiber lasers are obtained with irregular microsecond pulse sequences, as shown in Figure 9A. Significant beat frequency modulation is observed after amplification of each pulse, as shown in the inset in Figure 9A. By limiting the number of longitudinal modes in the resonator by adjusting the laser resonator length, a single-frequency self-sweeping fiber laser can be obtained. Compared with a self-sweeping fiber laser operating with multiple longitudinal modes, the microsecond pulse sequence obtained from a single-frequency self-sweeping fiber laser has a more pronounced periodic, regular nature. Figure 9B shows a typical microsecond pulse sequence of a single-frequency self-sweeping fiber laser [39]. Figure 9C shows its radio frequency spectrum (RF), which consists mainly of two peaks corresponding to the main (frequency near 0 MHz) mode and the nearest neighbor (frequency of 7.8 MHz) mode, respectively. In the RF spectrum, the intensity of the nearest neighbor mode is 10 dB smaller than that of the main mode. Based on these results, the researchers concluded that each pulse actually consists of a single longitudinal mode, which was also confirmed by using the delayed self-heterodyne method [42].
[image: Figure 9]FIGURE 9 | (A) Typical irregular microsecond pulse sequences [15] (Inset) Beat modulation; (B) Typical single-frequency pulse sequences [39]; (C) RF spectrum of single-frequency self-sweeping fiber laser [39].
Discontinuous Pulse Sequence
In 2020, our group [25] observed the reverse self-sweeping effect in a bidirectional fiber ring resonator ytterbium-doped self-sweeping fiber laser, in which an ultra-slow self-sweeping operation was achieved with a 10/90 coupling ratio coupler in the resonator and a discontinuous pulse sequence was observed. Figure 10A shows the pulse intensity signal in the 30 ms range recorded at a pump power of 32 mW, and a group of pulses can be observed near 1 ms. The pulse intensity signal shows that the pulse signal is discontinuous under the ultra-slow self-scan operation. When this set of pulses is amplified, the average pulse repetition frequency of the microsecond pulse sequence is 28 kHz. At this point, the microsecond pulse signal in Figure 10B can be considered to represent the normal self-scan operation, and the rest of the pulse signals can be considered as wavelength-invariant states. Super-slow self-scan is also caused by large intervals (hundreds or tens of milliseconds) of microsecond pulse sets.
[image: Figure 10]FIGURE 10 | Pulse intensity dynamics under ultra-slow self-sweeping operation [25]. (A) Discontinuous pulse signal within 30 ms; (B) A continuous microsecond pulse sequence in a magnified view within 1 ms
Quasi-Continuous Pulse Sequence
In 2020, Lobach’s group [30] observed a novel pulse time domain dynamic in an erbium-doped self-sweeping fiber laser that obtained a continuous wave output with periodic bursts of intensity instead of the near-zero power microsecond pulse sequence between pulses of other self-sweeping fiber lasers, as shown in Figure 11A. This new pulse intensity dynamic consists of a pure sinusoidal waveform (Figure 11B) and a periodic pulse train (Figure 11C), and Fourier analysis of the pulse signal shows that the pulse train consists of two longitudinal modes with an intermodal beat frequency modulation of 7.1 MHz, which manifests as a single peak in the RF spectrogram (Figure 11D). During the pulse generation, an additional peak at a multiplicative frequency appears in the RF spectrum (Figure 11E). On the other hand, the zero-level intensity at the sinusoidal minimum (Figure 11B) proves that the amplitudes of the individual modes are approximately equal. In addition, the average power magnitude over 1 μs is essentially the same (red line in Figure 11A), which is in marked contrast to the microsecond pulse sequences generated in other current self-sweeping fiber lasers.
[image: Figure 11]FIGURE 11 | Er-doped self-sweeping fiber laser [30]. (A) Overall pulse intensity dynamics; (B) Pure sinusoidal waveform intensity dynamics; (C) Periodic pulse string; (D) Left rectangular RF spectrum; (E) Right rectangular RF spectrum.
Novel Pulse Sequences
In 2021, our group [28] observed a new sequence of self-pulse signals, similar to spike pulses, in a single-frequency ytterbium-doped self-sweeping fiber laser based on a fiber saturable absorber, as shown in Figure 12A. The laser hops over modes of the resonator. Time intervals of the single frequency operation are separated by short time intervals when the laser generates two neighbor lines (and old one and a new one) resulting in the sinusoidal beat signal. Figures 12B,C show the sinusoidal beat frequency modulation detail of 28.57 MHz and a single beat frequency signal duration of 37.17 μs, respectively, as shown by the RF spectrum of the fiber laser in the inset of Figure 12C, which shows that the laser outputs two longitudinal modes during the duration. Moreover, it is clear that there are attenuation fluctuations at the dynamic end of the intensity, which we correspond with the simulation of the photon density variation of the fiber laser in Figure 12D.
[image: Figure 12]FIGURE 12 | Yb-doped self-sweeping fiber laser [28]. (A) Pulse intensity dynamics; (B) Pulse detail expansion; (C) Dynamic intensity of single pulse (inset) RF spectrum of pulse and continuous wave, (D) Simulated changes in photon density.
THE BASIC LAWS OF THE SELF-SWEEPING FIBER LASER
The unique spectral dynamics as well as the pulse dynamics of the self-sweeping effect have been the focus of researchers since it was studied in the ytterbium-doped fiber laser in 2011. Under extensive experimental observations, researchers have demonstrated the dependence of the fundamental laws of self-sweeping such as self-sweeping range, average pulse repetition frequency and self-sweeping rate on pump power.
Variation of Self-Sweeping Range
From present reports, it is known that the variation of the output spectra of various doped self-sweeping fiber lasers with pump power or output power is roughly consistent. Figure 13A shows the variation of the self-sweeping range with output power for a typical self-sweeping fiber laser in a stable self-sweeping state [39], and its variation law with output power is similar to a parabolic function or e-exponential function. With the increase of pump power or output power, the self-sweeping range will gradually increase, and after reaching the maximum value, it will gradually decrease and then slowly disappear due to the interference of nonlinear effects such as the excited stimulated Brillouin scattering (SBS) effect [43] and SRS effect in the resonator.
[image: Figure 13]FIGURE 13 | Typical self-sweeping fiber laser [39] (A) Sweeping spectral range changes; (B) Variation of average pulse repetition frequency and sweeping rate; (C) Output slope efficiency.
Variation of Average Pulse Repetition Frequency
Figure 13B demonstrates that the average pulse repetition frequency of a typical self-sweeping fiber laser shows a specific pattern with pump power, i.e., the average pulse repetition frequency increases with increasing output power. Based on a large number of experimental studies, the researchers concluded that the average pulse repetition frequency is linearly related to the squared output power [39], following the Equation:
[image: image]
Where: [image: image] is the average pulse repetition frequency; [image: image] is the scale factor; [image: image] is the output power.
From the reported self-sweeping literature, it is clear that the relationship between the average pulse repetition frequency and output power follows Eq. 1, regardless of whether it is a typical microsecond pulse sequence, a discontinuous pulse signal, a quasi-continuous pulse signal or a novel pulse signal.
Variation of Self-Sweeping Rate
The self-sweeping rate depends on the speed of dynamic grating generation and removal in the gain medium, a grating generation and removal process represents a self-sweeping cycle, if the self-this cycle is shortened, then the self-sweeping rate will naturally become faster. The relationship between the self-sweeping rate and the variation of pump power or output power satisfies the following equation:
[image: image]
Where: [image: image] is the self-sweeping rate; [image: image] is the scale factor; [image: image] is the output power.
This equation is in clear agreement with Eq. 1 for the variation of the average pulse repetition frequency with pump power or output power. This indicates that the self-sweeping rate is consistent with the average pulse repetition frequency, i.e., both increase with the increase of pump power or output power. Figure 13B shows a graph of the variation of the self-sweeping rate with output power for a typical self-sweeping fiber laser [39], following Eq. 2 above.
Pump Power Range of Self-Sweeping Effect
Based on the reported self-sweeping fiber laser, it is known that the self-sweeping effect does not generally occur directly at the laser threshold, but is generated and continues to operate for a period of time at some power range above the laser threshold. Figure 13C shows the output slope efficiency of a typical self-sweeping fiber laser [39], where the self-sweeping effect can be seen to occur between 1.5 and 4.5 W above the pump power threshold. The reason for its appearance only in a certain power range and its disappearance after a certain period of time is that the stable conditions for the formation of self-sweeping are destroyed by nonlinear effects such as SBS effect and SRS effect in the resonator.
APPLICATIONS OF THE SELF-SWEEPING FIBER LASER
Spectral Detection
The laser output wavelength with stable periodic spontaneous tuning is a distinctive feature of the self-sweeping fiber laser, and the detection by high-resolution interferometry shows that the jump interval of the self-sweeping fiber laser wavelength is very narrow. Therefore, the self-sweeping fiber laser can be used for the spectral detection of wide and narrow band FBGs as well as bandpass filters and other filter devices.
In 2013, Lobach’s group [17] conducted the first study related to the application of self-sweeping fiber lasers. This experiment used an ytterbium doped self-sweeping fiber laser to measure the reflection spectrum of a π-phase-shifted grating [44]. The reflectance spectra of the phase-shifted grating in the wider and narrower band ranges measured using this method are in good agreement with the reflectance spectra from standard measurements. This experiment demonstrates that the accuracy of the self-sweeping fiber laser is reliable for narrow-band and broad-band reflection spectra detection. Later, in 2018, the group [31] used a thulium-doped self-sweeping fiber laser as a light source to measure the absorption spectra of water molecules in air. Figure 14 shows that the experimentally measured absorption spectra of water molecules in air agree well with the actual absorption spectra. Where the small differences observed between experiments and simulations around the intensity maximum (about 1) are related to the weak power modulation of the self-sweeping fiber laser.
[image: Figure 14]FIGURE 14 | Measurement of absorption spectra of water molecules by Tm-doped self-sweeping fiber laser [31].
The holmium doped self-sweeping fiber laser near the 2.06 μm band studied by the group [45] in 2020 can be used for the spectral detection and analysis of 12CO2 and 13CO2 isotopes. The holmium-doped self-sweeping fiber laser near the 2.1 μm band studied by the group [38] in 2021 has absorption lines in the spectral region of N2O and can be used for its spectral detection. All these works show that self-sweeping fiber lasers are more reliable for spectral detection applications.
Short-Pulse Synthesis
A new technique for short pulse synthesis in the Fourier domain was reported by Lobach’s group [46] in 2015, as shown in Figure 15. The synthesis method differs from the conventional intracavity mode-locking of multimode lasers [47, 48], Fourier-domain mode-locking of tunable lasers [49], Fourier synthesis of multiple independent sources [50, 51], and line-by-line processing [52]. This new technique uses a single-frequency ytterbium-doped self-sweeping fiber laser instead of multiple independent sources to extract a single resonator mode as an entire time series and to perform coherent synthesis in an external circumferential resonator. This experiment allows the combination of 20 single-mode pulses to achieve the synthesis of different waveforms, but the disadvantage is that the pulse intensity fluctuations of the self-sweeping fiber laser can cause mode-limitation.
[image: Figure 15]FIGURE 15 | (A) Output synthesis pulse [46]; (B) Envelope of synthesis pulse; (C) Single pulse.
Optical Fiber Sensing
Due to the lack of reflection sensitivity of fiber optic sensor devices designed based on self-sweeping light sources, the use of such devices for any sensing application is limited, and this problem is now generally solved by using FBGs with externally induced modulation of refractive index to increase the reflection signal strength. In 2016, the team of Lobach [20] designed a fiber optic sensing interrogator using an ytterbium-doped self-sweeping fiber laser, which was successfully tested on a sensing line consisting of six FBG sensors, achieving an accuracy estimate of ∼600 MHz (2 pm) spectral measurements, comparable to actual measurement instruments. In addition, the device has a higher spectral resolution and higher peak output power than comparable devices, which means that multiple sensor sub-lines can operate simultaneously. In 2020, the group [53] realized the application of a frequency domain reflectometer based on a self-sweeping laser for sensing. As shown in Figure 16, a sensing line was fused to one interferometer arm of the Mach-Zehnder interferometer, and a set of FBG arrays were used on the sensing line, which consisted of one reference FBG (1,064 nm) of a Bragg wavelength inside the sweeping range of the laser and 28 equidistant FBGs (1,092 nm) of Bragg wavelength outside (but close to) the sweeping range. Each time domain pulse generated by this self-sweeping fiber laser corresponds to a specific frequency in the spectral region. The frequency change interval is 5.5 MHz in one scan cycle, and the pulses are equally spaced in the frequency domain. The longitudinal distribution of the reflected signal on the fiber was obtained by analyzing the interferometric reflection signal dependent on the optical frequency or the number of pulses by means of the fast Fourier transform. Each peak on the reflection map corresponds to an FBG reflection signal, and since the FBG in the 1,064 nm band is in the self-sweeping tuning range, its reflection signal has a higher amplitude compared to the FBG at 1,092 nm, which is not in the tuning range. The reflection spectra of individual FBGs can be obtained by selectively analyzing a region through Fourier inversion. Since the reflection spectrum of the 1,092 nm FBG has a narrower peak, a temperature change can be more clearly observed in the peak shift values, so this approach may be useful for temperature measurements. In fact, tunable lasers using special devices have sweeping ranges of more than 100 nm and sweeping rates of up to a million nanometers per second [54]. Also, sensor systems for practical applications usually require a sweeping range of 40 nm and a sweeping rate of no less than 10 nm/s, which is not yet met by sensor systems using self-sweeping light sources, which achieve a suboptimal spectral range. Most fiber grating sensors on the market operate in the 1.5 µm spectral range, while erbium-doped self-sweeping fiber lasers operating near 1.5 µm have a small sweeping range of 2.8 nm, which greatly limits their practical applications.
[image: Figure 16]FIGURE 16 | The experimental device of the frequency-domain reflectometer consisting of a self-sweeping laser and a Mach–Zehnder interferometer: (PD1, PD2) photodiodes [53].
Now that a decade has passed since the development of the self-sweeping fiber laser, many practical applications are still waiting to be explored by researchers. We believe that in addition to spectral detection, short pulse synthesis and fiber sensing, there are more potential applications for self-sweeping fiber lasers in fiber optic communication and coherent synthesis. With further research on self-sweeping fiber lasers, they will be more widely used and their development will continue to open up a new chapter.
SUMMARY AND OUTLOOK
This paper reviews the research progress of various doped self-sweeping fiber lasers in the last decade, including the spectral range, fundamental laws, dynamic types of pulse intensity, and recent application progress of self-sweeping fiber lasers. The currently reported self-sweeping fiber lasers are capable of generating autonomous wavelength tuning in different spectral ranges between 1 and 2.1 μm, and related application studies are also conducted in spectral detection and analysis, and optical sensing applications. However, the current research on self-sweeping fiber lasers is still at the initial stage, and the principle of the self-sweeping effect needs to be explained more comprehensively and profoundly. Establishing a theoretical model to predict the specific behavioral dynamics of self-sweeping considering all influencing factors is the direction researchers need to work on. Among them, precise observation of small wavelength drifts and expansion of more wavelength bands and wider self-sweeping range are also the goals pursued by researchers. In the application of self-sweeping fiber laser, firstly, the laser needs to be packaged and miniaturized for practical application, and secondly, considering that the self-sweeping fiber laser is influenced by the environment and resonator loss, the temperature and resonator loss control module needs to be added to stabilize the self-scanning range, and the spectral selection device needs to be added to reduce the boundary fluctuation of the scanning area, and the self-sweeping range needs to be artificially regulated. The current applications of self-sweeping fiber lasers are mainly in the field of spectroscopy, and a lot of research needs to be done to expand the field of fiber sensing and communication.
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Bright Soliton and Bright–Dark Soliton Pair in an Er-Doped Fiber Laser Mode-Locked Based on In2Se3 Saturable Absorber
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The output power in ultrafast fiber lasers is usually limited due to the lack of a versatile saturable absorber with high damage threshold and large modulation depth. Here we proposed a more efficient strategy to improve the output energy of erbium-doped fiber laser based on indium selenide (In2Se3) prepared by using the physical vapor deposition (PVD) method. Finally, stable mode-locked bright pulses and triple-wavelength dark–bright pulse pair generation were obtained successfully by adjusting the polarization state. The average output power and pulse energy were 172.4 mW/101 nJ and 171.3 mW/100 nJ, which are significantly improved compared with the previous work. These data demonstrate that the PVD-In2Se3 can be a feasible nonlinear photonic material for high-power fiber lasers, which will pave a fresh avenue for the high-power fiber laser.
Keywords: Indium selenide (In2Se3), saturable absorber(SA), physical vapor deposition, mode-locked fiber lasers, soliton
INTRODUCTION
Recently, ultra-fast mode-locked fiber lasers with the virtues of miniaturization, good stability, and beam quality have attracted great attention due to promising applications in industrial manufacturing, biomedicine, defense, optical imaging, and nonlinear optical conversion [1–14]. Especially when studying various nonlinear phenomena, high-power mode-locked fiber lasers often serve as ideal platforms and powerful experimental tools. As the key nonlinear optical element in the passively mode-locked laser, excellent saturable absorbers (SAs) have always been the goal of scientific researchers [15]. At present, various types of two-dimensional (2D) materials were widely employed as passive SAs in mode-locked fiber lasers [16–35]. As a novel two-dimensional layered material, transition metal dichalcogenides (TMDs MoS2, WS2, MoSe2, and WSe2) [19–23] show layer-number-dependent bandgap properties and exhibit a huge potential in nanoelectronics, optical sensor, optoelectronics, and other fields. However, due to the limited carrier mobility of a single layer, its wide application was restricted. Recently, topological insulators (Bi2Se3, Bi2Te3, and Sb2Te3) [24–26] with large modulation depth and excellent optical nonlinearity have aroused great interest in laser photonics. Additionally, black phosphorus with an adjustable direct band gap is widely used in intermediate infrared optoelectronic materials [30–32]. Due to the high nonlinear optical response and the fast recovery time, the ZnO is considered to be an ideal SA [35]. Regretfully, the output power of fiber lasers based on various broadband SAs was limited to tens of milliwatts due to a low laser damage threshold. Therefore, it is of vital importance to improve the output power of ultrafast fiber lasers.
Most recently, In2Se3 with crystalline polymorphism and diverse electronic properties has attracted extensive attention [36–41], which is beneficial to many laser photonic applications. In ultrafast photonic applications, Yan et al. fabricated α-In2Se3 as SA by magnetron sputtering deposition method and then inserted SA into erbium-doped fiber laser. They finally obtained soliton pulses with maximum average power and single pulse energy of 83.2 mW and 2.03 nJ for erbium-doped fiber laser (EDFL), respectively [42]. Although scientists have conducted extensive research on In2Se3, few have been done on nonlinear optical properties to be used as SA for high-power operations.
Generally, 2D In2Se3 nanostructures can be prepared by using the mechanical exfoliation (ME) method [29]. However, the size and the thickness of In2Se3 nanosheets obtained by the ME method are uncontrollable, and this leads to further limiting the optical response. Additionally, the chemical vapor deposition (CVD) and the physical vapor deposition (PVD) methods were also successfully employed for fabricating In2Se3 nanoflakes [43, 44]. Compared with other methods, the PVD method could accurately control the thickness of In2Se3 nanoflakes. The PVD-In2Se3 exhibits high crystallinity that is beneficial to improve the laser damage threshold. Moreover, the PVD method could achieve highly uniform large-area films, which could further improve the nonlinear optical properties of SA.
In this paper, few-layered In2Se3 nanoflakes were successfully fabricated with the PVD method, which showed a high laser damage threshold and excellent nonlinear saturable absorption characteristics. We estimated that the damage threshold of this proposed SA reached up to 50 mJ/cm2 at the highest pump power in our experiment. The modulation depth of 19% and the saturable intensity of 7.9 MW/ cm2 are obtained. Stable mode-locked bright pulses and triple-wavelength dark–bright pulses were obtained successfully in our EDFL. The experimental results indicate that In2Se3 is a potential SA in the large-energy mode-locked fiber laser application and also demonstrate that the PVD method can be an excellent way for studying high-performance SAs.
FABRICATION AND CHARACTERIZATION OF IN2SE3 SA
High-quality In2Se3 nanoflakes were prepared by the PVD method, which was similar to our previous reports [45]. The few-layered In2Se3 nanoflakes were synthesized on monolayer fluorophlogopite mica (FM ∼20 μm) substrate via van der Waals epitaxy. The In2Se3 power (99.99%) used for evaporation source had been placed in the center of the horizontal tube furnace (OTL1200). A piece of FM substrate was placed downstream, about 12 cm away from the powder source, for sample growth. Under argon (Ar) gas of 50 sccm, the In2Se3 powder was heated to 750°C. After growth, keeping the Ar flow unchanged, we let the tubular furnace naturally cool down to ambient temperature. In addition, the PVD-In2Se3 nanoflakes were transferred to the facet of a fiber connector for fabricating In2Se3-based SA, which enhanced the laser damage threshold under high-power conditions.
The performance of the sample materials is also very important. The In2Se3 nanosheets were characterized, and data results are shown in Figure 1. Figures 1A,B indicate that In2Se3 nanoflakes have a multi-layered structure. It can be clearly observed that most of the nanoflakes have asymmetric hexagonal and irregular truncated trigonal morphology, which grow along the horizontal direction. However, due to the limitation of the heating rate of the tube furnace, the homogeneity of the deposited nanoflakes was weakened. Most of the nanoflakes show uniform thickness across the lateral dimension. From the inset of Figure 1A, the stoichiometric ratio of Se (51.43%) and In (34.80%) was about 3:2. The Raman result is displayed in Figure 1C. Apparently, three peaks at ∼107, ∼172, and ∼205 cm−1 are considered to be done by A1 (LO + TO), A1 (TO), and A1 (LO) phonon modes of In2Se3 [42], which evidently prove that we successfully synthesized the In2Se3 nanoflakes [43, 44]. Diffraction peaks including (004), (006), (106), (0010), (1115), and (1118) were detected, as shown in Figure 1D. Compared with bulk In2Se3, the intensity of (006) peak is relatively higher and shows that the In2Se3 nanoflakes exhibit a well-layered structure. This further indicates that the In2Se3 nanoflakes grown with the PVD method have good uniformity and high crystallinity.
[image: Figure 1]FIGURE 1 | (A) SEM image of the prepared In2Se3 nanoflakes (inset: energy-dispersive X-ray spectroscopy of the sample). (B) Atomic force microscopy image of In2Se3 nanoflakes. (C) Raman spectrum of the prepared In2Se3 nanoflakes. (D) XRD analysis of the In2Se3 nanoflakes.
The linear absorption property is shown in Figure 2A. The In2Se3 SA has a higher transmission of 93% at 1,560 nm. As can be seen from Figure 2A, the linear transmission exhibits some fluctuation fringes. This phenomenon may be attributed to the interference due to the thickness of the sample. Moreover, through a power-dependent transmission technique, the nonlinear absorption properties of the In2Se3 SA were measured, and the experimental setup is the same as that in our previous work [46]. The final result is depicted in Figure 2B, where the modulation depth of 19% and the saturable intensity of 7.9 MW/ cm2 are estimated. Due to the good uniformity of the In2Se3 nanoflakes, the In2Se3 SA exhibits a high modulation depth [47]. It has been demonstrated that SAs with a large modulation depth is beneficial to generate mode-locked ultrafast pulses with a larger single-pulse energy [48]. Therefore, In2Se3 prepared by the PVD method was regarded as an excellent SA to realize high-power and large-energy pulse generation.
[image: Figure 2]FIGURE 2 | (A) Linear transmission spectrum of In2Se3-FM. (B) The nonlinear saturable absorption curve of the In2Se3.
EXPERIMENTAL SETUP
The typical experimental arrangements of the proposed PVD-In2Se3 EDFL are shown in Figure 3. Two laser diodes (LD, 976 nm) were used as a pump source, and the final highest output power was 1,838 mW. Two wavelength division multiplexer couplers were employed to couple the pump laser into the ring cavity. The highly erbium-doped fiber served as the gain medium. Meanwhile, a polarization-insensitive isolator (PI-ISO) retained the unidirectional laser operation in the ring cavity, and two polarization controllers (PCs) were connected into the laser cavity to be used to control the polarization state of the laser cavity. A 40:60 optical coupler was used to collect the output laser beam. Additionally, in order to improve the output stability of the cavity and adjust the net dispersion value in the cavity to achieve the various soliton phenomena more easily, a single-mode fiber was inserted between SA and PI-ISO in the ring laser cavity. The whole length of the proposed laser cavity is about 119 m, and the total net dispersion in the cavity is calculated as being about -2.61 ps2.
[image: Figure 3]FIGURE 3 | Experimental schematic of the mode-locked erbium-doped fiber laser.
EXPERIMENTAL RESULTS AND DISCUSSIONS
As is known to all, owing to the Kerr effect, self-mode-locked or Q-switching often occurs in the ring fiber laser cavity. Therefore, at the beginning of the experiment, we inserted a pure FM substrate without a saturated absorber into the ring laser cavity and inspected if Q-switched or self-mode-locked operations were not observed, which showed that the pure FM substrate did not produce a Kerr effect and a saturated absorption effect in the ring laser cavity. Then, we connected the In2Se3 SA to the EDFL system and obtained mode-locked operations. The insertion loss of the proposed cavity was calculated as 0.95 dB. Thus, the relatively large insertion loss and the high output coupling ratio caused the laser threshold to be relatively high. By maintaining the pump power at 1,838 mW for 5 or 6 h (maybe a little short), a stable mode-locked output can always be obtained, which showed that PVD-In2Se3 SA had a high stability. What is more, no material damage was found. It can be proved that the laser damage threshold of the prepared In2Se3 SA was relatively high. In general, within the mode-locked laser cavity, the balance between various nonlinear optical effects, the total laser gain and loss, and the net dispersion value of the cavity contributed to the formation of different soliton generations. Bright pulses and dark–bright pulses were observed successfully by adjusting the PCs in this proposed cavity. We will discuss the two mode-locked operations in detail.
Bright Pulses
The bright pulses can be obtained easily by adjusting the PCs upon the pump power to 313 mW. Here we mainly discussed the bright pulse output characteristics, where the pump power is set as 1,838 mW, as shown in Figure 4. Figure 4A shows an oscilloscope trace of a single bright pulse with the full-width at half-maximum of 15.3 ns, which can be attributed to the large net dispersion. The inset of Figure 4A illustrates the pulse train with 1.718 MHz fundamental frequency, corresponding to a period of 582.8 ns, which demonstrates a stable mode-locked state. Figure 4B shows the optical spectrum of the dual-wavelength bright pulse with the central wavelength located at 1,559.436 and 1,560.974 nm, which is similar to the previous report [49]. However, we have not observed Kelly sidebands in the spectrum, thus proving that the EDFL operation mode was not a conventional soliton regime. The large dispersion in the experiment is one of the causes of the disappearance of the Kelly sideband [50]. Additionally, the stability issue of the passively mode-locked is an important parameter limiting the practical application of the laser. Figure 4C exhibits the radiofrequency (RF) spectrum of the dual-wavelength bright pulse. The peak of the fundamental frequency locates at 1.718 MHz with a signal-to-noise ratio (SNR) of 42 dB, which further indicates the relative stability of bright pulse. The average output power and single pulse energy under a different pump power are recorded in Figure 4D. In the case of pump power setting at 1,838 mW, the average output power was measured to be 172.4 mW and single pulse energy was 101 nJ. The high output power generation could be explained by the following aspects: (1) differently from the 2D materials prepared by other methods, such as ME and CVD, PVD-In2Se3 exhibits uniform thickness and high crystallinity of nanosheets and (2) PVD-In2Se3 SA displays excellent nonlinear optical properties—for example, larger modulation depth. In general, the lasers that operate in a negative dispersion cavity would generate conventional soliton. Limited by a soliton area theorem, the pulse energy would not survive above 0.1 nJ. However, according to previous reports, Yan et al. and Wang et al. achieved a soliton pulse with a single pulse energy of 2.03, 2.14, and 128.3 nJ in a negative dispersion cavity, respectively [42, 48, 50]. In our experiment, although the single pulse energy reached up to 101 nJ, but the peak power remained almost immutable due to pulse broadening caused by the large dispersion. In addition, it is well known that mode-locked lasers could operate in different soliton states under the interaction of dispersion, nonlinearity, gain, and loss. In the experiment, due to the lack of an autocorrelator, the soliton state cannot be measured. However, since the pulse obtained in our experiment was not a traditional soliton pulse, according to previous reports [51, 52], the displayed value of the oscilloscope was the real value of the pulse width. Obviously, compared with the previous work, the highest average output power was obtained and was very competitive among the reported fiber lasers based on In2Se3 SA in our work. The experiment results demonstrated that PVD-In2Se3 SA had prominent advantages in obtaining stable pulse generation with high output power.
[image: Figure 4]FIGURE 4 | (A) Single pulse of the bright pulse (inset: typical pulse train). (B) The output optical spectrum. (C) RF spectrum. (D) Pulse energy and average output power versus pump power.
Dark–Bright Pulse Pairs
`By further controlling the PCs, we can observe the stable dark–bright pulse pairs with 1,838 mW pump power. Figure 5 depicts a dark–bright pulse mode locking state of the proposed fiber laser. The corresponding single dark–bright pulse pair is shown in Figure 5A. The depth of the dark pulse and that of the bright pulse are nearly equal in a uniform continuous wave background. The inset in Figure 5A shows a typical dark–bright pulse pair train with a fundamental frequency of 1.718 MHz. As can be seen from Figure 5B, a triple-wavelength dark–bright pulse pair can also be achieved, and spectral centers were located at 1,558.1, 1,559.8, and 1,561.5 nm, with wavelength spacing per laser wavelength of 1.7 nm, respectively. In addition, no Kelly sidebands were observed in the spectrum, similar to previous reports [53, 54]. Figure 5C presents the RF spectrum of the dark–bright pulse pair with a SNR of 40 dB, which indicates that a relatively stable mode-locked operation was achieved. As shown in Figure 5D, the maximum average output power was 171.3 mW under the pump power of 1,838 mW, corresponding to the optical conversion efficiency of 9.32%. The largest energy of the dark–bright pulse is calculated to be about 100 nJ, which is the total pulse energy of the dark–bright pulses. Other researchers had done a similar work [55, 56]. As is known, the formation of the dark–bright pulse pairs may resulted in the cross-phase modulation effect [57]. In our opinion, the formation of a dark–bright pulse pair is not only owing to the cross-phase modulation [58, 59] but also due to the interaction of the nonlinear refractivity of In2Se3 nanoflakes with high nonlinear effects that resulted in high-power laser cavity. Moreover, when the pump power increases, triple-wavelength mode-locked pulse generated benefits from a combination of the high nonlinearity of In2Se3 nanoflakes and the spectral filtering effect in laser cavity. Regrettably, owing to the lack of a tunable filter, the polarization characteristics of the dark–bright pulse pair were not further analyzed. In addition, no pulse pairs were observed despite adjusting the PCs when the In2Se3-FM SA was taken away. It can be confirmed that In2Se3 SA is an effective saturable absorber for stable passively mode-locked operation.
[image: Figure 5]FIGURE 5 | (A) Single pulse profile of the dark-bright pulse and the inset shows the typical pulse train. (B) Output spectrum. (C) Radiofrequency spectrum. (D) Average output power and pulse energy.
CONCLUSION
In summary, due to variations in birefringence and high nonlinearity of the laser cavity, a multiwavelength output can be generated. Finally, we successfully obtained two stable soliton pulses with average output power of 172.4 and 171.3 mW and single pulse energy of 101 and 100 nJ, respectively, in a passively mode-locked EDFL using PVD-In2Se3 as the saturable absorber. Besides this, a triple-wavelength dark–bright pulse pair operation with highest output power and maximum pulse energy was also first observed. All in all, the type of pulse laser based on few-layer bismuthene will provide a new reference resource for obtaining a large-energy, high-power output in the mode-locked fiber lasers and its application in optical fiber communication, spectral analysis, and pump probe experiment.
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The calibration accuracy of the infrared temperature measurement system near room temperature field is easily affected by the calibration environment. In this paper, an equivalent blackbody calibration method is proposed for this problem. In this method, the target radiation and ambient radiation superimposed in calibration data are separated by two calibration functions at different ambient temperatures, and an equivalent blackbody calibration function is constructed. The experimental verification of the proposed method is carried out, and the results show that the proposed method has a better calibration effect for the surface blackbody than the commonly used environmental compensation methods. This method can effectively improve the calibration accuracy of infrared temperature measurement system near room temperature field, and further improve the infrared temperature measurement theory.
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1 INTRODUCTION
The spectral detection technology has the advantages of fast response, high sensitivity, and high resistance to electromagnetic noise [1], including TDLAS [2], CARS [3], QEPAS [4], QEPTS [5], THz [6], photoacoustic spectrum [7], infrared temperature measurement technology [8] and et al. Among them, infrared temperature measurement technology is widely used for non-contact temperature measurement in military, industrial, agricultural, biological, and other fields. Calibration is very important for infrared temperature measurement technology. The infrared radiation detection equipment needs to be calibrated regularly to ensure the measurement accuracy, and many scholars are constantly studying the calibration methods [9, 10]. Fluke has set up a new IR calibration laboratory with radiometric traceability for this reason [11]. For low-temperature infrared calibration, Kimball BA began the research of low-temperature infrared calibration in 1984 [13]. In 2004, NIST held calibration and intercomparison of infrared radiometers [12]. The ambient impact of some blackbodies used in the laboratory had been calibrated by the National Institute of Standards and Technology (NIST) Thermal-infrared Transfer Radiometer (TXR), and the blackbodies calibration results can be used for subsequent ambient compensation. In 2011, Barry T et al presents a self-calibration technique for the removal of measurement errors caused by thermal gradients in thermopile-based infrared thermometry [14, 15]. In 2012, Dai Y et al developed a surface blackbody for low-temperature infrared calibration, and calculated the ambient compensation value required when using this blackbody for calibration [16]. In 2020, Zhang Z Q et al explained the compensation method that takes into account the calibration error introduced by the blackbody emissivity and ambient temperature, and illustrated the difference of calibration curves before and after compensation with examples [17].
The calibration experiment of the infrared temperature measurement system is usually carried out in laboratory with a surface blackbody [18]. If the target temperature is close to the ambient temperature, or even lower than the ambient temperature, the calibration accuracy is easily affected by the ambient. For this problem, the method given in the reference [12, 17] can generally be used for compensation, but sometimes the effect is not good because the given emissivity is inaccurate or the compensation model does not match the experiment.
In this paper, this problem is studied. The ambient influence is removed by comparing two calibration functions under different ambient temperatures. And the equivalent blackbody calibration function is obtained.
2 PRINCIPLE OF INFRARED CALIBRATION AND TEMPERATURE MEASUREMENT
It is necessary to calibrate the infrared temperature measurement system to establish the quantitative relationship between the input radiation intensity and the output signal of the infrared detector before use. In this paper, a refrigerating photoelectric detector is used in the infrared temperature measurement system [19], and the output signal of the detector has a linear relationship with the irradiance from the infrared source [20]. When the target is a blackbody, the calibration function is shown as Eq. 1.
[image: image]
Where V is the output voltage of detector, k system response factor, including parameters such as lens transmittance, amplifier gain, lens area, field of view area, distance between target and instrument, b system bias, f(T) is calculated according to Eq. 2 [21].
[image: image]
Where λ2 and λ1 are the upper and lower limits of the spectral response of the detector, Rλ the wavelength function of thermometer [22], LλB(T) the blackbody radiation exitance at T temperature, and c1 and c2 the first and second Plank’s radiation constants.
The calibration principle schematic diagram of the infrared temperature measurement system is shown in Figure 1 [23]. The blackbody radiation emission needs to cover the entire field of view of the calibrated infrared temperature measurement system. By changing the temperature of the blackbody, the response of the detector at the corresponding temperature can be obtained. The calibration coefficients of Eq. 1 are determined through least square fitting the band radiation response f(T) versus the detector response at different temperatures [24].
[image: Figure 1]FIGURE 1 | Schematic diagram of calibration principle of infrared temperature measurement system.
When calibration results are used to measure the temperature of a grey body target (with constant emissivity ε), focusing the thermometer on it, the target radiation exitance L is calculated from the output voltage with Eq. 1. And after compensating for environmental interference, the target temperature T is calculated inverting Eq. 2. So the following Eq. 3 is obtained [25]:
[image: image]
Where Tamb is the ambient temperature (which behaves as a blackbody being a cavity).
3 CALIBRATION METHOD PRINCIPLE OF INFRARED TEMPERATURE MEASUREMENT SYSTEM NEAR ROOM TEMPERATURE FIELD
For the infrared temperature measurement system which is easily affected by the environment near room temperature field, the calibration coefficients are different due to different calibration environments. Set the standard calibration function after removing ambient influence as Eq. 4.
[image: image]
The calibration function Eq. 5 can be obtained by calibrating with an ambient temperature of Tamb1.
[image: image]
The calibration function Eq. 6 can be obtained by calibrating with an ambient temperature of Tamb2.
[image: image]
Eq. 7 can be obtained by constructing Eq. 4 as the addition of target radiation and ambient radiation.
[image: image]
When the target temperature is the same as the ambient temperature, Eq. 7 is the same as Eq. 4. Eq. 8 can be obtained by further decomposing Eq. 7.
[image: image]
It can be seen from Eq. 8 that the effects of ambient temperatures Tamb1 and Tamb2 are included in coefficients b1 and b2 during laboratory calibration. Eq. 9 can be obtained by combining Eq. 8 with Eq. 5.
[image: image]
Eq. 10 can be obtained by combining Eq. 8 with Eq. 6.
[image: image]
From Eq. 9 and Eq. 10, we can see that in theory k1=k2=kε. In the actual experiment, only k1≈k2 can be achieved, and kε≈(k1+k2)/2 can be used in the calculation. New calibration coefficients k and b can be obtained by substituting kε≈(k1+k2)/2 back to Eq. 9 and Eq. 10.
[image: image]
In this way, the equivalent blackbody calibration function with the target temperature equivalent blackbody radiation as a variable can be obtained.
4 CALIBRATION METHOD VERIFICATION EXPERIMENT OF INFRARED TEMPERATURE MEASUREMENT SYSTEM NEAR ROOM TEMPERATURE FIELD
In order to verify the calibration method proposed in this paper, calibration experiments were carried out in two environments with different temperatures. The calibration functions are used to measure the target which is equal to the ambient temperature (the ambient temperature has little influence according to Eq. 7). The validity of the proposed calibration method can be verified by observing the measurement deviation. A temperature-controllable calibration environment is formed with a high and low-temperature test chamber.
4.1 Apparatus for Verification Experiment
In order to complete the verification experiment of the proposed calibration method, the infrared temperature measuring system and the small surface blackbody were disassembled to reduce their volume. They can be conveniently placed in the high and low temperature test chamber. The main experimental devices of the verification experiment include: the disassembled infrared temperature measurement system, the high and low temperature test chamber, and the disassembled small surface blackbody.
Since the minimum working temperature of the surface blackbody used in the experiment is −10°C, and the maximum working temperature of the disassembled infrared detector module is 40°C, the verification experiment is carried out in the range of −10°C–40°C. The schematic diagram and photos of calibration method verification experiment are shown in Figure 2.
[image: Figure 2]FIGURE 2 | Schematic diagram and photos of calibration method verification experiment.
4.2 Results of Verification Experiment

1) Calibration Function Fitting
The selected calibration ambient temperature is expected to be close to the conventional laboratory ambient temperature. The high and low temperature test chamber used in this experiment has better stability during refrigeration, so two temperatures lower than room temperature, 10°C and 15°C, are selected. After setting up the experimental environment as shown in Figure 2, set the temperature of the high and low temperature test chamber to 10°C. The calibration experiment was carried out at this ambient temperature. The blackbody temperature varied from −10°C to 40°C, and the change step was 10°C. The detector output at the corresponding temperature were recorded. Then adjust the temperature of the high and low temperature test chamber to 15°C, and perform the calibration experiment again. The summary of calibration experimental data is shown in Table 1.
TABLE 1 | Calibration experimental data of infrared temperature measurement system.
[image: Table 1]According to the calibration data, the calibration function at 10°C is obtained as shown in Eq. 12. The fitting correlation coefficient is 0.9981, and the linearity is good.
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According to the calibration data, the calibration function at 15°C is obtained as shown in Eq. 13. The fitting correlation coefficient is 0.9982, and the linearity is good.
[image: image]
According to the method described in Refs. [12, 17], the calibration function obtained at a fixed ambient temperature is compensated, and the calibration function after compensation is shown as Eq. 14.
[image: image]
According to Eq. 11, Eq. 12, and Eq. 13, the coefficients of the equivalent blackbody calibration function are calculated, and the calibration function is shown as Eq. 15.
[image: image]
2) Measurement Verification
An experimental scene without ambient influence is formed by adjusting the set temperature of the high and low temperature experiment chamber and the surface blackbody simultaneously, and making the two temperatures equal. The temperature increased from −10°C to 40°C. Temperature inversion on the data collected in the experiment is carried out with Eq. 13, Eq. 14, and Eq. 15. Summarize the deviation results into a table, as shown in Table 2.
TABLE 2 | Verification experiment when environmental temperature equal to target temperature.
[image: Table 2]The effectiveness of the calibration method proposed in this paper can be seen from the experimental results in Table 2. The equivalent blackbody calibration function Eq. 15 has the best data inversion result, with the maximum error of ±1.8°C and the average absolute value error of 0.9°C. The maximum error of calibration function obtained by direct calibrating is ±6.6°C, and the average absolute error is 4.0°C. The maximum error of the calibration function after conventional ambient compensation is ±5.1°C, and the average absolute value error is 3.0°C.
According Table 2, the measured result is lower than the actual temperature with the conventional calibration function when the target temperature is lower than the calibration ambient temperature. This is because when calibration is carried out in this case, the total radiation received by the infrared temperature measuring equipment will be higher than the blackbody radiation at the target temperature. When the target temperature is higher than the ambient temperature, on the contrary, the experimental measurement result is higher than the actual temperature. Because the error caused by the ambient temperature is far greater than that caused by the nonlinearity and random noise of calibration data, the signs of errors obtained by the conventional calibration method show obvious regularity with the calibration ambient temperature as the dividing line. The method proposed in this paper has largely eliminated the influence of calibration ambient temperature, so the error distribution is symmetrical, which is mainly caused by the nonlinearity of calibration data.
The experimental results show that the ambient temperature has a great influence on the infrared calibration near room temperature field in the laboratory, and the maximum error can reach ±6.6°C when using the direct calibration function in the verification experiment. Conventional environmental temperature compensation methods can reduce the environmental impact, but sometimes the effect is not ideal. The maximum measurement error is reduced from ±6.6°C to ±5.1°C in the experiment. The equivalent blackbody calibration method can more effectively remove the environmental interference in the infrared calibration, and the maximum measurement error is reduced from ±6.6°C to ±1.8°C in the experiment.
The calibration curves Eq. 12, Eq. 13, Eq. 14, Eq. 15, and the data without environmental interference measured in the verification experiment are plotted as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Calibration functions and experimental data without environmental interference.
It can be seen from Figure 3 that the calibration functions Eq. 12 and Eq. 13 obtained by calibrating at different ambient temperatures are basically parallel, that is, the slope is basically fixed. According to Ref. [17], after environmental temperature compensation, the slope of the calibration curve increases, and calibration curve is closer to the experimental data. It is indicated that the compensation has a certain effect, but the effect is not satisfactory. The equivalent blackbody calibration function basically coincides with the experimental data without environmental interference, which shows the effectiveness of the method.
5 CONCLUSION
During the calibration of the infrared temperature measurement system near room temperature field, the target temperature is close to the ambient temperature, or even lower than the ambient temperature. The calibration accuracy is easily affected by the ambient. In this paper, an equivalent blackbody calibration method is proposed to solve this problem. The calibration method can be used for the calibration of large aperture infrared radiation equipment with a surface blackbody. It is studied to solve the inadaptability of the ambient compensation method in the Refs. [12, 17]. In this method, the target radiation and ambient radiation superimposed in calibration data are separated by two calibration functions at different ambient temperatures, and an equivalent blackbody calibration function is constructed. The experimental verification of the proposed method shows that the maximum measurement error is reduced from ±6.6°C to ±1.8°C. Compared with the calibration function after conventional ambient compensation, the result of the equivalent blackbody calibration function is more satisfying.
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In this invited paper, a novel elliptical-core few-mode fiber (EFMF) with low loss and low Crosstalk is proposed for multiple input multiple output free (MIMO-FREE) applications. The EFMF, which adopts pure silica elliptical core with a step refractive index profile and trench refractive index, can be used in MIMO-FREE operation. The result using a full-vector finite element method shows that the proposed EFMF breaks the mode degeneracy and achieves modes maintaining function. The EFMF performs five non-degenerate modes operations with the modes LP01, LP11a, LP11b, LP21b, and LP21a for the MIMO-FREE applications. The mode crosstalk of the EFMF is effectively reduced using the optimized ellipticity and the large effective refractive index difference between the modes. If the data rate or capacity is conventionally set to a multiple of 2, the transmission system can be upgraded using the EFMF with four modes operations where the effective refractive index difference between any two modes is more than 2 × 10−3. A pure silica core is employed to effectively reduce intrinsic loss. The low bending loss is realized by using the trench refractive index at the cladding. The EFMF can be applied to the good transmission of mode division multiplexing in MIMO-FREE applications while eliminating the difficulty and complexity of the MIMO digital signal processing.
Keywords: mode division multiplexing, elliptical-core few-mode fiber, multiple-input multiple-output free applications, pure silica, low loss, low crosstalk, large effective refractive index difference
INTRODUCTION
With the increasing development of various communication services such as cloud computing, big data, and short video, users have an increasing demand for data transmission capacity or transmission spectral efficiency. The single-mode fiber transmission system has been unable to meet the needs of more and more communication services, because the communication capacity of the single-mode optical fiber has approached the non-linear Shannon limit [1]. The method of mode division multiplexing based on few-mode fibers, which can exponentially increase the transmission capacity or spectral efficiency to meet the demand for unabated growth of data traffic, has attracted wide attention and become a research focus in the field of fiber communication. The research of mode division multiplexing is mainly focused on few-mode fiber (FMF) [2–9], few-mode (de)multiplexer [5–7, 10, 11], few-mode erbium-doped fiber amplifier [12, 13], few-mode fiber transmission system [5–7, 14, 15], etc.
The researches on the few-mode (de)multiplexer, few-mode erbium-doped fiber amplifier, and few-mode fiber transmission system all focus on the main line of the few-mode fiber. The few-mode fiber is the carrier of information transmission in the mode division multiplexing system. Mode division multiplexing based on the few-mode fiber has become one of the research focuses of the next-generation optical communication technology. We will discuss the few-mode fiber in this article. The few-mode fiber generally adopts a circular core with a typical graded refractive index and step refractive index distribution [4]. The mode division multiplexing transmission system based on this kind of few-mode fiber is constantly refreshing the experimental record of spectral efficiency. For instance, the mode division multiplexing transmission based on the three-mode few-mode fiber is proposed [16]. A net capacity of 280 Tbps (93.34 Tbps per mode) and a total spectral efficiency of 29.4 bit/s/Hz are achieved over 30 km few-mode fiber by using 381 WDM channels, three spatial modes, PDM-64QAM modulation format, appropriate mode delay, and 6 × 6 MIMO processing. A mode division multiplexing transmission system based on a weakly coupled 10-mode few-mode fiber is proposed [17]. A capacity record of 257 Tbps and a total spectral efficiency of 30.5 bit/s/Hz are realized over 48 km few-mode fiber by using 336 WDM channels, 10 spatial modes, DP-QPSK modulation format, appropriate mode delay, and 2 × 2 and 4 × 4 partial MIMO processing. In the study mentioned in reference [18], the mode division multiplexing transmission over six-mode graded index few-mode fiber is proposed, where a net capacity of 138 Tbps and the spectral efficiency of 34.91 bit/s/Hz are realized on the loop over 59 km few-mode fiber by using 120 WDM channels, 12 spatial and polarization modes, PDM-16QAM modulation format, appropriate mode delay, and 12 × 12 MIMO processing. It is proposed that a transmission capacity of 266.1 Tbps and a spectral efficiency of 36.7 bit/s/Hz are realized over 90.4 km few-mode fiber by using 580 WDM channels, 19-core 6 spatial modes, DP-64QAM modulation format, appropriate mode delay, and 12 × 12 MIMO processing [19]. The mode division multiplexing transmission based on weakly coupled 10-mode step index few-mode fiber is proposed in the study mentioned in reference [20]. The transmission system with a capacity of 402.7 Tbps and spectrum efficiency of 39.7 bit/s/Hz is realized over 48 km few-mode fiber by using 747 WDM channels, 10 spatial and polarization modes, PS-PDM-16QAM modulation format, appropriate mode delay, and four 4 × 4 MIMO and two 2 × 2 MIMO processing. In the study mentioned in reference [21], mode division multiplexing transmission based on the few-mode fiber with 38 cores and 3 spatial modes is proposed. The net capacity of 10.66 Pbps (93.5 Tbps per mode) and average spectral efficiency of 1158.7 bit/s/Hz are realized over 13 km few-mode fiber by using 368 WDM channels, 138 cores three spatial modes, 64QAM and 256QAM modulation formats, appropriate mode delay, and 6 × 6 MIMO processing.
Although the spectral efficiency of the few-mode fiber transmission system is increased, the circular-core few-mode fiber used in the aforementioned mode division multiplexing system has the problems of mode degeneracy and inter-mode crosstalk. In these circular-core few-mode fibers, linear polarization (LP) modes can be divided into two categories, one is circular symmetrical mode denoted as the LP0m mode, and the other is non-circular symmetrical mode denoted as the LP1m (l > 0) mode. Non-circular symmetric modes have twofold degeneracy such as even mode LP11a and odd mode LP11b. If twofold degeneracy modes such as the modes LP11a and LP11b are used as the two channels of mode division multiplexing at the same time, it is necessary to use appropriate mode delay and 4 × 4 MIMO-DSP receiver to deal with mode degeneracy and polarization diversity, or appropriate mode delay and larger matrix MIMO-DSP receiver to handle more inter-mode crosstalk and mode degeneracy at the same time [16–21]. Mode degeneracy and mode crosstalk need to be handled by using the MIMO-DSP method. The more the modes, the more rapidly the amount of data calculation and complexity increase, which leads to serious problems such as huge power consumption and high cost of short-distance data communication systems [22–24]. In order to solve the aforementioned problems due to mode degeneracy and mode crosstalk in circular-core few-mode fiber, we propose an EFMF with low loss and low crosstalk to break the mode degeneracy and achieve mode maintaining function for the MIMO-FREE applications. The EFMF uses a pure silica core with step refractive index and a trench refractive index profile. The research results show that the EFMF breaks the mode degeneracy and realizes five non-degenerate modes operations including the mode LP01, LP11a, LP11b, LP21b, and LP21a. The EFMF has the advantages of low loss, low crosstalk, and low bending loss, which are obviously better than those in the studies mentioned in Refs. [25–29]. Obviously, our proposed EFMF not only has important applications of MIMO-FREE in the optical communication field, but also can be widely used in the pulse transmission systems [30, 31], high-speed transmission systems [32, 33], sensor systems [34], and fiber laser systems [35, 36]. For example, our proposed EFMF can be applied to the fiber lasers in the reference [36] which can produce two-color laser pulses with narrower linewidth and a higher extinction ratio.
THE DESIGN STRATEGY, TOPOLOGY DIAGRAM, AND THEORETICAL MODEL OF EFMF
The Main Design Strategy of EFMF
The main purpose of our proposed EFMF is to break the mode degeneracy and realize a mode maintaining function with low crosstalk and low loss for the MIMO-FREE applications, which can effectively solve the serious problems of large delay, large computation, high complexity, huge power consumption, and high cost induced by the MIMO-DSP method in a short-distance communication system based on the conventional circular-core FMF.
These parameters of our proposed EFMF are obtained on the basis of the previous references. First, considering that the radius of the standard single-mode fiber core is about 5 μm in the studies mentioned in Refs. [4, 7] and our proposed fiber core has the major and minor axis radius, we adopt a minor axis radius of 4.6 μm, which is slightly smaller than that of a single-mode fiber. A major axis radius of 6.9 μm and the ellipticity ρ of 1.5 of our proposed EFMF are optimized by that the effective refractive index difference between the modes is as large as possible and the effective area is approximately equal to that of the standard single-mode fiber. This main discussion is described in detail in the section “3.3 Variations of the effective refractive index differences with the ellipticity” in this article.
In this way, that our proposed EFMF breaks the mode degeneracy and realizes the mode-maintaining function with low crosstalk and low loss for the MIMO-FREE applications is achieved by using the optimized ellipticity, a large effective refractive index difference between the modes and pure silica core method. In the case of achieving our goal, other transmission characteristics of our proposed EFMF are also approximately optimized due to the correlation of various parameters, such as effective refractive index difference, effective area, non linear effect, and bending loss. In order to further reduce the bending loss, we use the trench refractive index at the cladding to achieve the lower bending loss.
Design Idea of Bending Loss and Cutoff Mode
The bending loss of our proposed EFMF decreases with an increase of the trench width and bending radius R, as shown in Figure 8A in The Variations of the Bending Losses. However, the trench depth, trench width, and the spacing between the trench and the fiber core, which are comprehensively determined from the studies mentioned in the Refs. [4, 7, 8], are sufficient for our proposed EFMF. For example, a trench width of 10 μm is comprehensively determined from the studies mentioned in the Refs. [4, 7, 8], which is sufficient for our proposed EFMF. This is just an example to show the effect of trench on the bending loss. Of course, we can continue to further optimize the trench. However, too much discussion of the bending loss seems to deviate from our main purpose, so we will not discuss the effect of trench depth and spacing between the trench and the fiber core on the bending loss.
Considering that the span of a practical optical communication application is generally 80 km, the launch power is 0 dBm, and the actual background noise of detection devices such as optical spectrum analyzer is about -60 dBm in general, that one mode transmits over a span of 80 km with the fiber loss of 7.5 × 10−4 dB/m (i.e., 0.75 dB/km) results in the total fiber loss of 60 dB (60 dB = 0.75 dB/km × 80 km), where the mode will be cutoff and submerged in the background noise due to the mode received power of −60 dBm [37].
There are two evaluation criteria to determine which mode is the cutoff mode and which one is the transmission mode in a fiber [37]. The first criterion is that the fiber loss of a cutoff mode can be higher than the initial threshold value of 7.5 × 10−4 dB/m (i.e., 0.75 dB/km) for practical optical transmission applications [37]. Here, we can take the fiber loss higher than 7.5 × 10−2 dB/m at a bending radius of 14 cm used for single mode fibera as a strict evaluation criterion of the cutoff mode, which is hundred times the evaluation standard value of the cutoff mode, as described in the study mentioned in reference [37] for practical application. The second criterion is that the fiber loss of the transmission mode should be smaller than the initial threshold value of 7.5 × 10−4 dB/m (i.e., 0.0141 dB/100 turns) [37]. Here, we can take the fiber loss lower than 7.5 × 10−6 dB/m at a bending radius of 30 mm as a strict evaluation criterion of the transmission mode, which is one percent of the evaluation standard value of the transmission mode, as described in the study mentioned in reference [37] for practical optical transmission application.
For our proposed EFMF, the fiber loss includes the intrinsic loss and bending loss. If we take the intrinsic loss of 0.16 dB/km in the C band for calculation, the initial threshold value of bending loss in the evaluation criterion is 0.59 dB/km (0.75 dB/km −0.16 dB/km = 0.59 dB/km, i.e., 5.9 × 10−4 dB/m). Here, we can take the bending loss higher than 5.9 × 10−2 dB/m as a strict evaluation criterion of the cutoff mode, which is hundred times the initial threshold value of bending loss of 5.9 × 10−4 dB/m. We can take the bending loss lower than 5.9 × 10−6 dB/m as a strict evaluation criterion of the transmission mode, which is one percent of the initial threshold value of 5.9 × 10−4 dB/m. For our proposed EFMF, the bending loss of the mode LP02 is about 1 dB/m, which is much higher than 5.9 × 10−2 dB/m at the bending radius of 14 cm, and the bending losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a are all much less than 5.9 × 10−6 dB/m at a bending radius of 30 mm where those of the higher order modes LP21b and LP21a are about 10−12–10−11 dB/m. According to the two strict criteria from the study mentioned in reference [37], it shows that the modes LP01, LP11a, LP11b, LP21b, and LP21a are the transmission modes in our proposed EFMF, and the mode LP02 is the cutoff mode. Meanwhile, that the lower cutoff wavelength of our proposed EFMF is 1.5 µm and the upper one is 1.8 µm is given in the section “3.9 Cutoff wavelength” in this article.
Topology Diagram and Theoretical Model of EFMF
Figure 1 shows the cross section of the EFMF. The EFMF consists of a pure silica elliptical core with a large refractive index, a trench refractive region, and a cladding. The central coordinate of the core is (0, 0). The shadow area with the horizontal line is the elliptical core of the EFMF, where the major axis radius is ax = 6.9 μm, the minor axis radius is ay = 4.6 μm, and the ellipticity is ρ = ax/ay = 1.5. The shaded elliptical ring with the lower diagonal line is the region of trench refractive index, where the major axis radius of the inner ellipse is bx = 15 μm, the minor axis radius is by = 10 μm, and those of the outer ellipse are, respectively, cx = 30 μm and cy = 20 μm. The rest of the white part is the cladding, and its outer cladding radius is R1 = 62.5 μm. The refractive indexes of the pure silica core, the trench refractive index region, and the cladding are n1 = 1.4440, n2 = 1.4262, and n3 = 1.4303, respectively.
[image: Figure 1]FIGURE 1 | Cross section of the EFMF.
We solve the electromagnetic field equation to obtain the electric field vector and the complex effective index using the full-vector finite element method (FEM), and then, the effective refractive index difference of the spatial modes is calculated. Some important parameters such as dispersion, differential mode group delay (DMGD), effective area, non linear coefficient, bending loss, and intrinsic loss are obtained by studying and designing the MATLAB program.
Fiber dispersion is a kind of important physical characteristic that causes transmission signal distortion, which is composed of material dispersion and waveguide dispersion. The dispersion is shown as the variation of refractive index n(ω) with frequency, which can be calculated by using the Sellmeier equation, and the material dispersion can be obtained from the following equation [7, 8, 38, 39]:
[image: image]
where ωj2 is the resonant frequency and Bj is the strength of jth resonance. For silica materials, the corresponding parameters are as follows: m = 3, B1 = 0.6961663, B2 = 0.4079426, B3 = 0.8974794, λ1 = 0.0684043 µm, λ2 = 0.1162414 µm, λ3 = 9.896161 µm, λj = 2πc/ωj, and C is the speed of light in vacuum. The waveguide dispersion can be obtained from the following equation [7, 8, 38, 39]:
[image: image]
where n is the refractive index, C is the speed of light in vacuum, and λ is the wavelength of incident light. DMGD can be obtained from the following equation [38, 39]:
[image: image]
where [image: image] is the effective refractive index of LPnm mode, and [image: image] is the effective refractive index of the mode LP01. The effective area of optical fiber is defined as [7, 38, 39] follows:
[image: image]
and the non linear coefficient is given by the following equation:
[image: image]
where n2 is the non linear refractive index coefficient. ω0 is the central angular frequency of the pulse. The intrinsic loss (αtotal) of our proposed EFMF consists of infrared absorption loss (αIR) and Rayleigh scattering loss (αR) [40].
[image: image]
The Rayleigh scattering loss of optical fiber can be obtained by [40] the following equation:
[image: image]
for pure silica core
[image: image]
for GeO2-doped silica core.where Pcore (r,θ) and Pclad (r,θ) are the mode intensity profiles in the core and the cladding, respectively. A0 = 0.71 (dB/km) (μm4) is the Rayleigh scattering loss coefficient of pure silica fiber. [image: image], Δ is the relative refractive index difference. The infrared absorption loss can be calculated by the following formula [40]:
[image: image]
The B and b of different materials are different.
[image: image]
for pure silica core and
[image: image]
for GeO2-doped silica core.
The bending loss is defined as [41]follow:
[image: image]
where Im(neff) is the imaginary part of the effective refractive index.
CHARACTERISTICS OF OUR PROPOSED EFMF
Electric Field Distribution
Figure 2 shows the X polarization electric field distribution of five non-degenerate modes LP01 (A), LP11a (B), LP11b (C), LP21b (D), and LP21a (E) of our proposed EFMF when the input wavelength is 1.55 μm. We use the notations LP01, LP11a, LP11b, LP21b, and LP21a for the involved modes of the EFMF, due to their mode profiles being similar to those of traditional circular core few-mode fiber (CFMF). Although the mode profile of LP21b in the traditional CFMF shrinks into a profile with three lobes for the EFMF, we still use the notation of LP21b to indicate the corresponding relationship with that of traditional CFMF for ease of comparison investigation. According to the description of the mode-maintaining function of the FMF in the studies mentioned in reference [27, 28], our proposed EFMF obviously performs mode-maintaining operation with five non-degenerate modes LP01, LP11a, LP11b, LP21b, and LP21a.
[image: Figure 2]FIGURE 2 | Electric field distribution of five non-degenerate modes LP01 (A), LP11a (B), LP11b (C), LP21b (D), and LP21a (E) of our proposed EFMF.
Variations of Effective Refractive Indexes of Spatial Modes
Figure 3 shows the variations of the effective refractive indexes of the five spatial modes with the input wavelength λ. The solid lines with squares, stars, diamonds, circles, and triangles represent the variations of the effective refractive indexes of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively. It can be seen from Figure 3 that the effective refractive indexes of the five modes decrease with the increase of input light wavelength, and the variations of effective refractive indexes with the input wavelength are slow.
[image: Figure 3]FIGURE 3 | Variations of the effective refractive indexes with the input light wavelength. The solid lines with squares, stars, diamonds, circles, and triangles represent the effective refractive indexes of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively.
The variation of the effective refractive index of the mode LP01 with the input wavelength is the slowest. The variation of the mode LP21a is the fastest, and that of the modes LP11a, LP11b, and LP21b gradually increases in turn. For a given input wavelength, the effective index neff of the mode LP01 is the largest, that of the mode LP21a is the smallest, and the effective refractive indexes of the modes LP11a, LP11b, and LP21b decrease in turn. When the input wavelength is 1.55 μm, the effective refractive indexes of the modes LP01, LP11a, LP11b, LP21b, and LP21a are 1.4414, 1.4384, 1.4364, 1.4344, and 1.4326, respectively.
Variations of the Effective Refractive Index Differences With the Ellipticity
Figure 4 shows the variations of the effective refractive index differences with the ellipticity ρ at the input wavelength of 1.55 μm. The solid lines with squares, stars, diamonds, circles, and triangles represent the variations of the effective refractive index differences between the modes LP01 and LP11a, LP11a and LP11b, LP11b and LP21b, LP21b and LP21a, and LP21a and cladding, respectively. It can be seen from Figure 4 that the effective refractive index differences between the modes LP01 and LP11a, and LP11b and LP21b decrease with the increase of the ellipticity. However, the effective refractive index differences between the modes LP11a and LP11b, LP21b and LP21a, and LP21a and cladding increase with the increase of the ellipticity. When the ellipticity ρ is about 1.53, a large effective refractive index difference between the modes can be obtained. However, in order to reduce the fabrication error and facilitate the implementation of our proposed EFMF, ρ = 1.5 is selected as the ellipticity of the elliptical core in this study, which makes the effective refractive index differences between the modes larger and reduces the coupling between the modes.
[image: Figure 4]FIGURE 4 | Variations of effective refractive index differences with the ellipticity. The solid lines with squares, stars, diamonds, circles, and triangles represent the effective refractive index differences between the modes LP01 and LP11a, LP11a and LP11b, LP11b and LP21b, LP21b and LP21a, and LP21a and cladding, respectively.
When the input wavelength is 1.55 μm and the ellipticity is ρ = 1.5, the effective refractive index difference between the modes LP01 and LP11a is 3.0 × 10−3, and those between the modes LP11a and LP11b, LP11b and LP21b, LP21b and LP21a, and LP21a and cladding are, respectively, 2.0 × 10−3, 2.1 × 10−3, 1.8 × 10−3, and 2.3 × 10−3. If the data rate or capacity is conventionally set to a multiple of 2, the EFMF transmission system can be upgraded using four non-degenerate modes operation with the modes LP01, LP11a, LP11b, and LP21b, where the effective refractive index difference between any two modes is more than 2.0 × 10−3. The index difference between the modes LP11a and LP11b is 2.0 × 10−3 in this study, which is 122% larger than that (9 × 10−4) in the study mentioned in reference [28], and is about 67% larger than that in the study mentioned in reference [27]. In order to minimize mode coupling, the low crosstalk criterion that the effective refractive index difference between any two modes is greater than 0.5 × 10−3 (preferably >1.0 × 10−3) is proposed in the study mentioned in reference [42]. The low crosstalk between the non-degenerate modes of our proposed EFMF is achieved because the effective refractive index difference between the modes is more obviously greater than the low crosstalk criterion by using the ellipticity ρ = 1.5.
Variations of the Mode Dispersions
Variations of the mode dispersions with the input wavelength λ are shown in Figure 5. Figures 5A–E show the dispersions of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively. The solid lines with circles, stars, and triangles represent the material dispersion DM, waveguide dispersion DW, and total dispersion DT of each mode, respectively. From Figure 5A, the waveguide dispersion of the mode LP01 is small, and its variation with the input wavelength is approximately flat in the wavelength range from 1.30 to 1.74 μm. The total dispersion of the mode LP01 increases gradually from 23.79 ps/(nm·km) to 25.93 ps/(nm·km) in the C-band (1.53–1.565 μm). The total dispersion is 25.02 ps/(nm·km) at 1.55 μm.
[image: Figure 5]FIGURE 5 | Dispersions of the modes LP01 (A), LP11a (B), LP11b (C), LP21b (D), and LP21a (E) vary with the input wavelength. The solid lines with circles, stars, and triangles represent the material dispersion DM, waveguide dispersion DW, and total dispersion DT of each mode.
From Figure 5B, the waveguide dispersion of the mode LP11a decreases gradually, and the total dispersion of the mode LP11a increases gradually in the wavelength range from 1.40 to 1.74 μm. The total dispersion is 26.83 ps/(nm·km) at 1.55 μm.
The waveguide dispersion of the mode LP11b decreases gradually from 5.54 ps/(nm·km) to −7.05 ps/(nm·km) in Figure 5C. The total dispersion of this mode increases gradually in the wavelength range from 1.30 to 1.74 μm, and the increasing rate decreases gradually. The total dispersion is 21.70 ps/(nm·km) at 1.55 μm, and the waveguide dispersion is about 0 at 1.542 μm.
It can be seen from Figure 5D that the waveguide dispersion of the mode LP21b decreases linearly in the wavelength range from 1.30 to 1.74 μm. With the increase of input wavelength, the total dispersion of the mode LP21b is flat in the wavelength range from 1.40 to 1.74 μm. The total dispersion is 18.74 ps/(nm·km) at 1.55 μm.
It can be seen from Figure 5E that the waveguide dispersion of the mode LP21a decreases in the wavelength range from 1.30 to 1.74 μm. The total dispersion increases gradually from 5.34 ps/(nm·km) to 8.38 ps/(nm·km) in the wavelength range from 1.30 to 1.438 μm. The total dispersion gradually decreases from 8.38 ps/(nm·km) to −2.59 ps/(nm·km) in the wavelength range from 1.438 to 1.74 μm. The total dispersion of the mode LP21a is flattened in the wavelength range from 1.30 to 1.60 μm. The total dispersion is 6.39 ps/(nm·km) at 1.55 μm.
Variations of Effective Mode Field Area and Non-Linear Coefficient
Figure 6 shows variations of the effective mode field area Aeff(A) and the non-linear coefficient γ(B) with the incident wavelength. The solid lines with squares, stars, diamonds, circles, and triangles represent the variations of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively. As can be seen from Figure 6A, the effective areas of the five non-degenerate modes increase with the increase of input wavelength. For a given input wavelength, the effective area of the mode LP21a is the largest, and those of other four modes are approximately equal to those of the standard single-mode fiber and slightly less than that of the mode LP21a. When the wavelength is 1.55 μm, the effective areas of the modes LP01, LP11a, LP11b, LP21b, and LP21a are, respectively, 73.47, 73.40, 72.31, 78.76, and 89.96 μm2, which are close to the effective area of 80 μm2 of the standard single-mode fiber.
[image: Figure 6]FIGURE 6 | Variations of the effective mode field area Aeff (A) and the non-linear coefficient γ (B) with input wavelength. The solid lines with squares, stars, diamonds, circles, and triangles in Figure (A) represent the effective areas of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively. The solid lines with squares, stars, diamonds, circles, and triangles in Figure (B) represent the non-linear coefficients of the modes LP01, LP11a, LP11b, LP21b, and LP21a, respectively.
The non-linear coefficients of the five modes all decrease with the increase of input wavelength from Figure 6B. At a given input wavelength, the non-linear coefficient of the mode LP21a is the smallest, which is slightly less than that of other four modes.
Variations of the DMGDs
Figure 7 shows variations of the DMGDs with the input wavelength. The solid lines with stars, diamonds, circles, and triangles represent the DMGDs of the modes LP11a, LP11b, LP21b, and LP21a, respectively. The difference of the DMGDs of the four modes is slightly large.
[image: Figure 7]FIGURE 7 | Variations of the DMGDs with input wavelength. The solid lines with stars, diamonds, circles, and triangles represent the DMGDs of the modes LP11a, LP11b, LP21b, and LP21a, respectively.
The DMGD of the mode LP11a, which is gradually increased with the increase in the input wavelength, is the most minimum in the wavelength range from 1.30 to 1.68 μm among all DMGDs. The DMGD of the LP21a mode, which is slightly larger than that of the mode LP21b, is much larger than that of the mode LP11b from 1.30 to 1.40 μm. The DMGDs of the modes LP11b, LP21b, and LP21a are all decreased with the input wavelength from 1.40 to 1.68 μm, where the decrease rate of the mode LP21a is the largest, and that of the mode LP11b is the lowest. When the wavelength is 1.55 μm, the DMGDs of the modes LP11a, LP11b, LP21b, and LP21a are, respectively, 5.56, 6.53, 10.82, and 9.40 ps/m.
Variations of the Bending Losses
The bending loss of our proposed EFMF is calculated according to the method of the study mentioned in reference [41]. In order to obtain low bending loss, a trench refractive index region is added to the cladding. Because the bending losses of the modes LP01, LP11a, and LP11b are much smaller than those of the modes LP21b and LP21a, only the bending losses of the modes LP21b and LP21a are studied in this study. Figure 8 shows the variations of the bending losses of the modes LP21a and LP21b.
[image: Figure 8]FIGURE 8 | When the light wavelength is 1.55 μm, effect of different trench widths on bending loss (A), bending losses of the modes LP21a and LP21b for θ = 30° (B), bending losses of the modes LP21a and LP21b for θ = 0°, 30°, 45°, 60°, 90° (C). Variations of bending losses with the input wavelength for θ = 30° and R = 10 mm (D).
Figure 8A shows the effects of different trench widths on bending loss at 1.55 μm. The solid and dashed lines show the variations of bending losses for the trench width of 10 and 5 μm, respectively. The lines with squares and asterisks represent the variations of bending losses for the modes LP21a and LP21b, respectively. It can be seen from Figure (A) that the bending losses of the modes LP21a and LP21b decrease with the increase of the bending radius R and the trench width.
When the trench width increases from 5 to 10 μm, corresponding to the given bending radius, the bending losses of the modes LP21a and LP21b with trench width of 5 μm are significantly larger than those of the modes LP21a and LP21b with trench width of 10 μm. For the same trench width, the bending loss of the modes LP21a decreases with the increase of R, the variation rate of the modes LP21a with R is less than that of the mode LP21b, and the bending loss of the modes LP21a is larger than that of the mode LP21b for a given R. For R = 10 mm, the bending losses of the modes LP21a and LP21b with trench width of 5 μm are 1.30 × 10−2 and 7.56 × 10−6 dB/m, respectively, and the bending losses of the modes LP21a and LP21b with trench width of 10 μm are 1.58 × 10−4 and 7.34 × 10−8 dB/m, respectively. The trench width of 10 μm is comprehensively determined from the studies mentioned in Refs. [4, 7, 8], which is sufficient for our proposed EFMF.
The illustration in Figure 8B shows that θ is defined as the angle between the major axis direction of the elliptical core and the bending direction x. The bending losses of the modes LP21a and LP21b are for θ = 30°(B), and those of the modes LP21a and LP21b are for θ= 0°, 30°, 45°, 60°, and 90°, respectively (C). The solid and dashed lines with stars in Figure 8B represent the bending losses of the modes LP21a and LP21b, respectively. The solid lines with squares, stars, diamonds, circles, and triangles in Figure 8C correspond to the bending losses of the mode LP21a for θ = 0°, 30°, 45°, 60°, and 90°, respectively. The dashed lines with squares, stars, diamonds, circles, and triangles in Figure 8C are those of the mode LP21b.
It can be seen from Figure 8B that the bending losses of the modes LP21a and LP21b decrease with the increase of the bending radius for θ = 30°. The decreasing rate of bending loss of the mode LP21a is obviously less than that of the mode LP21b. Corresponding to the given bending radius, the bending loss of the mode LP21a is greater than that of the mode LP21b. When the bending radius of the fiber is 5 mm, the bending losses of the mode LP21a and LP21b are, respectively, 9.28 × 10−2 and 1.20 × 10−3 dB/m. This variation is related to the fact that the refractive index difference between LP21b and cladding is greater than that between LP21a and cladding. As a result, the energy of the mode LP21a is more easily transferred to the cladding than that of the mode LP21b; thus, the bending loss of the mode LP21a is larger.
It can be seen from Figure 8C that the bending losses of the modes LP21a and LP21b decrease with the increase of the bending radius, where the decrease rates are similar to those of Figure 8B. When θ varies from 0° to 90°, the bending loss of the mode LP21a is larger than that of the mode LP21b for a given bending radius. The bending losses of the mode LP21a for θ = 30°, 45°, 60°, and 90°, which are approximately equal, are obviously larger than that of the mode LP21a for θ = 0°. The bending losses of the mode LP21b for θ = 0°, 30°, 45°, and 60°, which are approximately equal, are obviously larger than that of the mode LP21b for θ = 90°.
When the bending radius of the fiber is 10 mm and θ equals to 0°, 30°, 45°, 60°, and 90°, the bending losses of the mode LP21a are 1.58 × 10−4, 1.00 × 10−3, 1.70 × 10−3, 1.70 × 10−3, and 1.50 × 10−3 dB/m, respectively, and those of the modes LP21b are 7.34 × 10−8, 8.87 × 10−8, 6.84 × 10−8, 3.80 × 10−8, and 2.64 × 10−9 dB/m, respectively. Our results agree with the bending loss characteristics and satisfy the condition of mode robustness in the study mentioned in reference [43], which shows that the non-degenerate modes of our proposed EFMF have good mode robustness.
For R = 12 mm and θ = 0°, 30°, 45°, 60°, and 90°, the bending losses of the mode LP21b are 2.64 × 10−9, 3.13 × 10−9, 2.28 × 10−9,1.08 × 10−9, and 1.26 × 10−10 dB/m, respectively, and those of the mode LP21a are 2.74 × 10−5, 2.18 × 10−4, 3.89 × 10−4, 4.89 × 10−4, and 1.52 × 10−4 dB/m, respectively. However, optical fiber is generally wound on a standard size reel with a 25 cm flange diameter or a straight optical cable in transmission applications [44]. In this way, the bending radius of the optical fiber on the spool is more than 125 mm. The large bending radius results in a very small bending loss, which shows that the bending loss of our proposed EFMF is very small and is suitable for the application of optical fiber transmission system.
Since the bending losses for θ = 30° can show the basic characteristics of our proposed EFMF from the previous discussion, we give variations of bending losses with the input wavelength, as shown in Figure 8D for θ = 30° and R = 10 mm. The solid and dashed lines with stars in Figure 8D represent the variations of the bending losses of the modes LP21a and LP21b with the input wavelength, respectively. As can be seen from Figure 8D, the bending losses of the two modes increase with the increase of the input wavelength. The bending losses of the two modes are less than 2.20 × 10−1 dB/m, and the bending loss of the mode LP21a is larger than that of the mode LP21b. At the wavelength of 1.55 μm, the bending losses of the modes LP21a and LP21b are 1.00 × 10−3 and 8.88 × 10−8 dB/m, respectively. Our results are consistent with the bending loss characteristics of the study mentioned in reference [43], which shows that the non-degenerate modes of our proposed EFMF have good mode robustness.
The refractive index of the transmission medium is decreased with the increase of wavelength on the basis of the Sellmeier equation [7, 8]. For a given mode and bending radius, the effective refractive index of the mode also decreases with the increase of wavelength and is closer to the refractive index of the cladding, according to the well-known coordinate transformation formula in the case of the fiber bending [41]. It implies that the energy of the mode is more easily transmitted to the cladding and leaked out with the increase of wavelength. That is to say, the bending loss is increased with the increase of wavelength. However, the bending loss of our proposed fiber wound on the conventional fiber spool is very low, which can be widely used in the practical MIMO-FREE applications.
Intrinsic Loss of Our Proposed EFMF
The intrinsic loss of our proposed EFMF is calculated according to the method in detail in the study mentioned in reference [40]. The trench of the EFMF is ignored in the calculation of the intrinsic loss. The reasons are as follows: The optical power of the mode in our proposed EFMF is mainly concentrated in the fiber core, while the optical power in the trench is so small that it can be ignored. So, the contribution of the trench to the intrinsic loss can be neglected. The trench of our proposed EFMF is not taken into account for the calculation of intrinsic loss.
Figure 9 shows the variations of the intrinsic losses of our proposed EFMF with pure silica core (A) and the conventional FMF with elliptical GeO2-doped core (B) with the input wavelength. The illustrations in Figure 9 show the variations of refractive index profiles with the radius. The solid lines with squares, stars, real dots, circles, and triangles represent the intrinsic losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a with the incident wavelengths, respectively. As can be seen from Figure 9A, the intrinsic loss of the low-order mode is lower than that of the higher order mode of our proposed EFMF. The intrinsic losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a reach the lowest when the input wavelength is 1.53 μm, and the intrinsic losses are 0.1458, 0.1481, 0.1512, 0.1525, and 0.1564 dB/km, respectively. When the wavelength is less than 1.53 μm, the intrinsic losses of the modes increase with the decrease of the wavelength, which are mainly due to the losses caused by the Rayleigh scattering. When the wavelength is greater than 1.53 μm, the intrinsic losses increase with the increase of the wavelength, which are mainly due to the increase of the infrared absorption losses with the increase of the wavelength. In the whole C-band, the intrinsic losses of the five non-degenerate modes of our proposed EFMF are low, which are all less than 0.1595 dB/km. And the intrinsic loss differences between the modes are very small, which is beneficial to signal transmission and detection. From Figure 9B, we can see the variations of the intrinsic losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a of the conventional FMF with elliptical GeO2-doped core. The intrinsic loss of the low-order mode is larger than that of the higher order mode. The lowest intrinsic losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a at 1.55 μm are, respectively, 0.1926, 0.1903, 0.1871, 0.1856, and 0.1815 dB/km, which are 31.65, 28.06, 23.42, 21.31, and 15.75% larger than those of the five modes of our proposed EFMF in Figure 9A. The variations of intrinsic losses with the input wavelength are similar to those of our proposed EFMF.
[image: Figure 9]FIGURE 9 | Variations of intrinsic losses of our proposed EFMF with pure silica core (A) and the conventional FMF with elliptical GeO2-doped core (B) with the incident wavelength.
By comparing Figure 9A with (B), the intrinsic losses of the two types of optical fibers vary similarly with the input wavelength. However, the intrinsic losses of our proposed EFMF are lower than those of the conventional FMF with an elliptical GeO2-doped core. The intrinsic losses of the modes LP01, LP11a, LP11b, LP21b, and LP21a of our proposed EFMF are increased in turn for a given wavelength, while those of the conventional FMF with elliptical GeO2-doped core are on the contrary. In the conventional FMF with elliptical GeO2-doped core, the intrinsic loss factor of the fiber core is larger than that of the cladding. Therefore, the more concentrated the core energy of GeO2-doped fiber is, the greater the loss is, and the intrinsic losses of the modes LP21a, LP21b, LP11b, LP11a, and LP01 increase in turn. In our proposed EFMF, the intrinsic loss factor of the fiber core is less than that of the cladding. The more the energy is concentrated in the core, the smaller the loss, which leads to the decrease of the intrinsic loss of the modes LP21a, LP21b, LP11b, LP11a, and LP01 in turn.
Cutoff Wavelength
When the refractive index distribution and radius of optical fibers are given, the input wavelength determines the number of propagation modes in optical fibers. When the wavelength is very short, the number of optical fiber modes increases; when the wavelength is very long, the number of optical fiber modes will decrease. The cutoff wavelength of the few-mode fiber includes the upper cutoff wavelength and the lower cutoff wavelength. The new mode is added in the few-mode fiber below the lower cutoff wavelength. The fiber mode obviously attenuates when the cutoff wavelength is higher than the upper cutoff wavelength. The cutoff wavelength of our proposed EFMF can be obtained by numerical calculation. When the wavelength is 1.5 μm, other modes appear in our proposed EFMF, so the lower cutoff wavelength of the EFMF is 1.5 μm. When the wavelength is 1.8 μm, the mode LP21a in the EFMF attenuates, and the wavelengths of the modes LP01, LP11a, LP11b, and LP21b are very long, so the upper cutoff wavelength of the EFMF is 1.8 μm. In addition, the cutoff wavelength can be shifted by appropriately setting the fiber parameters.
FABRICATION METHOD OF OUR PROPOSED EFMF
Our proposed EFMF in this study can be fabricated by using the existing mature “prefabricated rod drawing process” method. A 7.94 km elliptical core three-mode fiber was successfully fabricated using a method of traditional plasma chemical vapor deposition (PCVD) method, as in the study mentioned in reference [28]. Compared with other methods, the PCVD process has the following advantages: First, the PCVD does not use hydrogen–oxygen flame heating, but uses microwave as the heat source. For microwave plasma, there is no electrode pollution and high energy, which is the advantage of the optical fiber preform deposition process. Second, the deposition efficiency is high. Finally, the greatest advantage of the PCVD is that it can produce a very complex optical waveguide structure prefabricated rod. Therefore, the elliptical core few-mode fiber we proposed can obviously be fabricated by the traditional PCVD method.
First of all, the preform of the circular core is prepared by the PCVD. In the PCVD process [45–47], the gas raw material (SiC14 and O2) is fed into the F-doped high-purity silica glass tube and then immediately enters the electric field region of the microwave resonator. In the high-frequency resonant cavity, these mixed gases are excited, ionized, and maintained the glow discharge to form a non-isothermal plasma, which reciprocate along the tube line to realize the deposition process. Neutral molecules of various raw materials are ionized into charged particles (electrons, positive ions, negative ions) and uncharged particles (gas atoms, molecules, excited atoms, metastable atoms, etc.). In the mixture, silicon and oxygen form the compound SiO2 (pure silica). A layer of the pure silica was deposited on the inner surface of the F-doped silica glass tube by diffusion. When all the layers are deposited, the temperature is increased to collapse the tube into a glass rod, which is what we call a circular-core prefabricated rod.
Second, an elliptical core preform can be fabricated from the circular-core prefabricated rod using the method described in the references [28, 48, 49]. The circular-core prefabricated rod was symmetrically grinded on both sides to form two flat and parallel surfaces along its longitudinal axis. Then, the prefabricated rod is heated to eliminate the flat surfaces due to surface tension and the flow of material, forming a new preform with an elliptical core and a circular cladding. At the end of this process, the original circular core becomes an elliptical one. The ellipticity can be controlled by the grinded volume of the cladding, and the diameter can be managed by the temperature and tension during the drawing process. Finally, this new preform can be drawn to our proposed EFMF for the MIMO-FREE applications.
DISCUSSION AND CONCLUSION
The results using a full-vector finite-element method show that our proposed EFMF breaks the mode degeneracy and achieves the mode-maintaining function, which can be employed in the MIMO-FREE applications. If the EFMF transmission system is upgraded using the four–non-degenerate modes operations, the effective refractive index difference between any two modes is more than 2.0 × 10−3 in our study. It shows that our proposed EFMF performs lower crosstalk.
The effective area, non-linear coefficient, and dispersion of some modes in our proposed fiber are slightly larger than those of the standard single-mode fiber, and those of other modes are smaller than those of the standard single-mode fiber. On the whole, these characteristics are suitable for MIMO-FREE applications.
The bending losses of the modes decrease with the increase of the bending radius, and the bending losses of the modes increase with the increase of wavelength. However, the bending losses of our proposed fiber wound on the conventional fiber spool are very low, which is appropriate in the practical MIMO-FREE applications. Our results are consistent with the bending losses characteristics of the study mentioned in the reference [43], which show that the non-degenerate modes of our proposed EFMF have good mode robustness.
The intrinsic losses of the modes increase with the decrease of the wavelength in the short wavelength region, which are mainly due to the losses caused by the Rayleigh scattering. The intrinsic losses increase with the increase of the wavelength in the long-wavelength region, which are mainly due to the increase of the infrared absorption losses. In the whole C-band, the intrinsic losses of our proposed EFMF are as low as 0.1595 dB/km, which are much lower than those of the conventional FMF with elliptical GeO2-doped core. So, our proposed EFMF is more suitable for optical transmission.
In conclusion, we propose a novel EFMF with low loss and low crosstalk, which breaks the mode degeneracy and performs the application of MIMO-FREE mode division multiplexing. The mode crosstalk of the EFMF is effectively reduced using the optimized ellipticity and the large effective refractive index difference between the modes. A pure silica core is employed to effectively reduce intrinsic loss. The low bending loss is realized by using the trench refractive index at the cladding. Our method solves the serious problems of large time delay, large computation, high complexity, huge power consumption, and high cost induced by the MIMO-DSP method in a short-distance communication system based on the conventional circular-core FMF, which is a new idea for further research on the MIMO-FREE mode division multiplexing in the future. Of course, our proposed EFMF can be applied in fiber lasers and other fields.
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Laser-induced breakdown spectroscopy (LIBS) with advantages of rapid, in situ, and little sample pretreatment has been used in various fields. However, LIBS technology remains challenging in the detection of halogens, isotopes, and samples with similar elements. Therefore, molecular emission was proposed to improve the detection ability of LIBS. In this review, we introduced molecular emissions formed by organic elements, oxidizable elements, and halogens. Then, molecular emission in different experiment parameters, such as the acquisition window, laser characters (laser energy, laser wavelength, and pulse duration), and ambient atmospheres, were discussed. In the end, we highlight the application of molecular emissions on element content determination, material type classification, and combustion and explosion process monitoring.
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1 INTRODUCTION
Laser-induced breakdown spectroscopy (LIBS) is an ideal spectroscopic technique for material component analysis. The advantages of a rapid, in situ, real-time and remote analysis, and simple sample preparation [1–3] extend LIBS to detection in various environments, such as the space [4, 5], ocean [6, 7], nuclear reactors [8, 9], mines [10, 11], and in the metallurgical [12, 13] and industrial fields [14, 15]. These studies are based on the atomic emissions in the spectra. However, atomic emissions still have several drawbacks, including 1) the matrix effect [16,] and self-absorption [17, 18] blocking accuracy for quantitation and 2) its unsuitability for the classification of matters with similar elemental compositions. To overcome these drawbacks, researchers have focused on molecular emission in recent years [19]. Moreover, molecular emission can monitor burning and exploding processes.
In recent years, molecular emission was mentioned in LIBS reviews of specific targets, such as organics [20], explosives [21], and combustion [22]. The formation mechanism and experimental parameters for molecular emission were not discussed. The purpose of this review was to summarize the application of laser-induced molecular emission in quantitative classification and process monitoring. To make the molecular emission application well-founded, we summarized the molecular emission formation and how the experimental parameters influenced molecular emissions before the application. And, the framework of this review is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Framework of this review.
2 MOLECULAR EMISSIONS IN LIBS
The characteristic molecular emission line radiates from the plasma induced by high irradiance (typically about 1010 W/cm2) and short pulse duration (typically <10 ns) laser, which is the same condition as that for atomic and ionic emissions. Different from the atomic and ionic emissions, however, there are two routes for molecular emissions: 1) recombination of the atomic and ionic species in the plasma and/or 2) direct emission by the molecular fragments separate from the matrix. For recombination routes, the species in the plasma contain molecular fragments and atomic and ionic species induced from the sample and surroundings, and the process can be described as plasma chemistry [20].
The molecular emission can be divided into organic element molecular emissions, oxide molecular emissions, and halogen element molecular emissions by the composition of the molecular radical. The band system and formation routes are listed in Table 1.
TABLE 1 | Molecular emissions used in this review.
[image: Table 1]Organic Element Molecular Emissions
Carbon (C), hydrogen (H), nitrogen (N), and oxygen (O) are the main organic elements and can combine to form diatomic molecular radicals, such as CN (cyanogen), C2 (carbon dimer), CH (methylidyne), OH (hydroxyl) and NH (amidogen), and so on.
CN molecular emissions can easily occur during laser ablation of carbonic matter in the air. This mainly comes from the recombination of the carbon and nitrogen atoms in the plasma [23].
C2 molecular emissions can also occur from the carbonic matter. However, they always require the presence of a carbon–carbon bond (C-C) or carbon–carbon double bond (C=C) in the matrix. This mainly comes from molecular fragments [24].
CH molecular emissions are common from the core of the combustion zone. CH emission can be directly released and formed by carbon and hydrogen species [25].
OH molecular emission can radiate from plasma that includes high amount of H and O species. Such as laser ablation materials containing high mount water (H2O) and hydroxide radical. And the OH molecular emission is generally low [26].
NH molecular emissions can radiate from the plasma with nitrogen and hydrogen species. These molecular emissions are commonly released in high hydrogen (H) content materials induced by laser in the air and occur more commonly in the femtosecond-induced plasma [27].
Oxide Molecular Emissions
Metals and non-metals induced by lasers can combine with O to form oxide molecular emissions, such as aluminum monoxide (AlO), strontium monoxide (SrO), carbon monoxide (CO), boron monoxide (BO), and silicon monoxide (SiO).
AlO molecular emission can occur when aluminum alloy undergoes laser ablation in ambient air [28], combining Al and O in the plasma. SrO, CO, BO, and SiO molecular emissions are similar to the AlO molecular emission.
Halogen Molecular Emissions
Halogen is difficult to detect in LIBS due to the weak emission, which overlaps with the matrix, and because of their ultraviolet spectral region. The emissions of diatomic molecules of halogens, such as fluorine (F), chlorine (Cl), bromine (Br), and iodine (I), combined with alkali earth elements substantially increases the sensitivity for halogen detection. Alkali earth-halogen molecular emissions mainly recombined in the plasma [29].
3 EXPERIMENTAL PARAMETERS FOR MOLECULAR EMISSION
The same matters can radiate different molecular emissions due to the fact that plasma chemistry can be strongly influenced by experimental parameters [30], such as the timeline, laser characteristics (laser energy, pulse duration, and laser wavelength), and ambient air, which are the main influence factors. And, most studies were about CN and C2 molecular emissions. The CN emission is obtained by recombination, while the C2 emission is principally fragmented directly from the matrix. In this part, we will discuss the influence though CN and C2 molecular emissions. The formation route of CN and C2 molecular emissions is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Formation routes of CN and C2 molecular emissions. Laser ablate sample, atomizing carbon-atom and nitrogen-atom, fragmenting CN and C2 species from the sample, and atomizing nitrogen-atom and oxygen-atom from ambient gas. Species from the sample and surroundings combining new molecular species in the plasma.
Timeline of Molecular Emission
Spectral lines emitted from the plasma are changed continuously because of the electron density and temperature decrease during the expansion. Over the duration of the plasma’s persistence, the prevailing emitting species changes from ions to atoms, and to molecules in the ns LIB spectrum [31]. Furthermore, the lifetimes of the molecular emissions from the laser-induced plasma are much longer and later than the ionic and atomic emissions [32]. The molecular emission signal acquisition windows are in delay time 0.5–5 μs and gate width 0.5–1 F06Ds in experiments, generally [33–35]. For CN molecular emissions, Fernandez-Bravo et al. [30] obtained precise time-resolved CN emissions. The results showed that CN emissions exhibited large behavior differences among organic compounds.
Laser Characteristics for Molecular Emission
In the LIBS system, the laser used to ablate the sample can be described by three characteristics: laser energy, pulse duration, and laser wavelength. As mentioned before that molecular species is produced at the timeline where the plasma temperature is low, the excitation of the molecular emission can be enhanced by reducing the heating effect of the laser with the materials.
When the laser energy reaches the ablation threshold of the material and vaporized it, the remaining energy is used to excite the vaporized materials to the upper state, and then the plasma is generated. Serrano et al. [36] showed that with a laser energy of increasing strength, greater energy will be used to atomize the material after reaching the ablation threshold, resulting in less molecular species in the plasma. And, they represented the atomization by the intensity ratio of CN/C2. Thus, to achieve more molecular fragments in the plume, it is helpful to have the laser energy close to the sample ablation threshold.
The other two characteristics, pulse duration and laser wavelength, depend on the native properties of lasers. Research studies have indicated that a shorter pulse duration and ultraviolet (UV) wavelength of the laser pulse can improve the spectral quality of molecular emission.
For the duration of the laser pulse, Junjuri et al. [37] concluded that femtosecond (fs) lasers are more suitable for the excitation of molecular emission than nanosecond (ns) lasers owing to shorter interacting time between the laser and materials. Rao et al. [33] showed that fs lasers can induce molecular emission earlier than ns counterparts, and the emission intensity can be stronger [38]. The reused Figure 3 shows that CN and C2 molecular emissions in ns and fs laser–induced spectra [34]. The intensity of ionic and atomic emissions is higher in the ns laser–induced spectrum, but molecular emissions are higher in the fs laser–induced spectrum. De Lucia et al. [39] discovered that the fs laser can reduce the disturbance due to inducing less species from the ambient atmosphere. Further, Shaik et al. [40] concluded that fs lasers can introduce less substrate interferences in molecular emissions.
[image: Figure 3]FIGURE 3 | (A) Nanosecond LIBS signal obtained from TNT on an aluminum substrate. The detection gate delay and width values were 1 and 2 µs, respectively. (B) Femtosecond LIBS signal obtained from TNT on an aluminum substrate, over the complete detection wavelength range. The detection gate delay and width values were 100 ns and 1 µs, respectively [34].
For the wavelength of the laser pulse, the most commonly used wavelengths are the infrared (IR) laser pulses (1,064 nm) and the second harmonic, visible (Vis) laser pulses (532 nm) of the Nd:YAG laser. The short wavelength can interact with the sample more efficiently. Baudelet et al. ablated organic materials with UV pulses (266 nm) delivered by a quadrupled Nd:YAG laser, comparing the plasmas induced by the 4 ns IR laser with energy from 1–5 mJ [41]. The results demonstrated that ns UV pulses with a low fluence can produce native molecular fragments efficiently and a minimized recombination with ambient air [42]. The middle-infrared (M-IR) laser pulse (10.591 μm, 3.16 J) is also used in molecular emission studies [43, 44].
Ambient Atmospheres for Molecular Emission
The N and O atoms in the air (approximately 80% N2 and 20% O2) are also excited by the laser and participate in the plasma chemistry. To make more accurate use of molecular emission, it is necessary to study the atmosphere condition. Mousavi et al. [23] studied the molecular emissions of CN and C2 in ambient nitrogen (N2), air, oxygen (O2), and argon (Ar) atmospheres by the ns laser pulse. The results showed that the intensity of the CN and C2 molecular emissions decreased owing to the increased O2 content. In the N2 environment, the CN molecular emission intensity increased owing to the recombination of C and N. In the inert gas, Ar atmosphere, the vibrational temperatures of both CN and C2 had the highest values. Researchers have also studied CN and C2 in helium (He) and carbon dioxide (CO2) atmospheres [45, 46].
In addition, molecular emission is influenced by different pressures of the surrounding atmosphere. Delgado et al. [47] investigated the molecular emissions at high vacuum (<10−1 mbar) to high pressure (1,000 mbar). The results showed that emissions were dominated by ionic and atomic emissions at high vacuum. The C2 and CN emissions increased rapidly when the pressure was increased in the range between 10–100 mbar. While the pressure surpassed 100 mbar, the C2 and CN emissions decreased. The authors attributed this observation to there being less species collision in the plasma at a low pressure, leading to less reaction in the plasma.
4 APPLICATION OF MOLECULAR EMISSION
Quantitative Analysis by Molecular Emission
LIBS analysis through atomic and ionic emissions provides insufficient results when the self-absorption appearance and/or disturbed by other elements. In this part, we will discuss the role of molecular emissions in quantitative analysis [48].
4.1.1 Molecular Emission for Quantitative Analysis
Ionic and atomic emissions are rarely used for the quantitative analysis of high-content samples because of the strong self-absorption effect. The molecular emission from LIBS can be a promising solution. Zhu et al. [49] collected the BO molecular emissions from a mixture of H3BO3 and C6H12O6⋅H2O in the powder form. The root mean square error of prediction (RMSEP) and the mean prediction error (MPE) for the genetic algorithm and partial least square regression combination model (GA-PLSR) were 0.8667 wt.% and 10.9685% by BO molecular emissions, respectively. There was much better linearity in the molecular emission than the atomic emission of B I (249.68, 249.77, 208.88, and 208.96 nm), owing to the much lower self-absorption effect. However, the intensity of molecular emissions is much lower, which means that there is still room for further improvement in the calibration of the molecular emission. Guo et al. [50] assisted LIBS with laser-induced radical fluorescence (LIBS-LIRF) to establish calibration of BO molecular emissions. The results showed that the enhancement factors are 29.35 for vibrational ground state excitation (LIRFG) and 22.61 for vibrational excited state excitation separately (LIRFE). The LIRFG had better sensitivity, with a limit of detection (LoD) of 0.0993 wt.%, while the LIRFE was more accurate, with a root mean square error of cross validation (RMSECV) of 0.2514 wt.%. The enhancement factors and quantitative results are shown in Figure 4. Zhang et al. [51] used LIBS assisted with laser-induced molecular fluorescence (LIBS-LIMF) to establish the calibration of the silicon content by silicon monoxide (SiO) molecular emission in micro-alloyed steel. The determination coefficient R2 = 0.988, LoD = 187 μg/g, and RMSECV of 0.046 wt.%. In addition, CaOH emission can be used to detect the Ca content in underwater conditions. The results showed a LoD = 2.46 ppm with good linearity in a range from 5 to 2000 ppm [52].
[image: Figure 4]FIGURE 4 | Spectral comparisons of (A) LIBS and LIRFG and (B) LIBS and LIRFE. Calibration curves of BO in (C) LIRFG and (D) LIRFE. [50].
4.1.2 Molecular Isotopic Emission for Quantitative Analysis
LIBS has been used in nuclear isotope safeguard inspection [8, 9, 53], but the tiny shifts between the isotopic atomic or ionic emissions can only be detected by high-resolution detectors and/or in low-pressure environments. Laser ablation molecular isotopic spectrometry (LAMIS) has been proposed as an efficient isotope detection method owing to the larger isotopic shifts. For example, the boron isotopic (11B–10B) shift in atomic emission is 2 picometer (pm). However, for 10BO and 11BO, the isotopic shifts extend from 0.74 nm to 5–8 nm. A partial least square (PLS) regression was used to further analyze the isotopic abundance approximately from 1 to 100% content of 11B, R2 = 0.9993 [54]. Furthermore, researchers at the Lawrence Berkeley National Laboratory detected the isotopes of hydrogen (H), boron (B), carbon (C), and oxygen (O) with LAMIS in reference [55]. Mao et al. [56] performed the isotopic analysis of solid Sr-containing samples (86Sr, 87Sr, and 88Sr) in ambient air at normal pressure. The results showed that the radial spectra of SrO and strontium fluoride (SrF) molecular emissions provided a well-resolved spectrogram for the naturally occurring Sr isotopes. Chirinos et al. [57] detected 13C from a graphite sample at a distance of 36 m by fs filaments - laser ablation molecular isotopic spectrometry (F-2-LAMIS) with a standardless quantification approach. The authors concluded that F-2-LAMIS can be a method to remote sense isotopes in the field.
In addition, the second laser enhance technology has been used in LAMIS. Brown et al. [58] utilized middle-infrared (Mid-IR) laser pulses (10.6 μm) for the second pulse, referred to as double-pulse LAMIS (DP-LAMIS) to determine the relative abundance of 11B and 10B. The results showed R2 > 0.960 and LoD <2.3%. Akpovo et al. [59] combined LIBS and molecular laser-induced fluorescence (MLIF) to selectively enhance the BO molecular emission (253–271 nm). The LoD was 1.88% by PLS regression, which was better than the single pulse result of 2.45%.
4.1.3 Halogen Molecular Emission for Quantitative Analysis
The emission of halogen elements (such as F, Cl, Br, and I) is weak in LIBS because they require a high excitation energy and cannot reach a good quantitative accuracy. Alkali earth-halogen molecular emission can be another choice to detect the halogen elements.
Dietz et al. [60] quantified the Cl content, a harmful element present in cement-based materials, by calcium-monochloride (CaCl) molecular emission. The results showed an LoD = 0.075 wt.%, which was below the critical threshold of 0.2 wt.% of chlorides related to the cement in reinforced concrete. Álvarez et al. [61] investigated the fluorite (CaF2) mass-content from 2.3 to 60% by calcium fluoride (CaF) molecular emissions in powdered ore samples. Further, CaF molecular emission was used to studied Cu matrix samples containing different F concentrations (between 50 and 600 μg/g) with variable amounts of Ca in the copper ore [62]. The results showed good linear relationships between the CaF molecular emission and F content. This methodology was extended in Ca-free samples by nebulizing a Ca-containing solution on the surface to form CaF molecular emission [63]. The LoD was 50 μg/g, similar to the Ca-containing samples. For other researchers, Tang et al. [64] used strontium fluoride (SrF) molecular emissions to detect the fluorine (F) content. The results showed that LoD = 5 ppm, R2 = 0.9933, and RMSECV = 0.0049 wt.%. In water condition [65], LoDs of F and Cl elements detected by CaF and CaCl molecular emissions were 0.38 mg/L and 1.03 mg/L, respectively. In addition, Br and I amounts were studied by molecular emission [66].
Classification by Molecular Emission
There are many research studies on classification analysis based on molecular emission. We summarized the research studies on the energetic materials, plastics, and biomedical samples.
4.1.4 Energetic Sample Classification
The direct chemical detection of energetic materials and explosives in real time is a particularly challenging problem. LIBS is a suitable technology to detect energetic materials. The first research study on explosives was reported by the U.S. Army Research Laboratory. De Lucia et al. [67] observed that the laser-produced plasma did not initiate any of the energetic materials and could be used to identify explosives. The C2 molecular emission and the H, O, and N emission intensity ratios were the necessary parameters to identify the explosive [68]. In addition, the relationship between the various kinds of explosives and plasma emission could be established by the ratio of the atomic/molecular emission intensities and the CN and C2 molecular emission decay rates with time [39]. Furthermore, the double pulse could improve the discrimination of explosives by decreasing the contributions of atmospheric N2 and O2 to the LIBS signal in the remote and on-line ways [69]. Partial least square discriminant analysis (PLS-DA) was used for distinguishing explosives at 50 m. The results showed that the correct classification rate was 80%, and the false positive rate remained at 7.8% [70].
For other research studies, Moros et al. [71] imported the original intensities of the most relevant emission signals (C:CN:C2:H:N:O) to different machine learning classifiers. False positive and false negative rates better than 5% were achieved. Yang et al. [72] captured three commonly used explosives (RDX, HMX, and PETN) molecular emissions in the long-wave infrared region (LWIR; range from 5.6 to 10 μm). The results showed that molecular emission signatures in the LWIR region could rapidly identify the different explosives.
Other energetic materials, such as solid propellants and petroleum, can also be studied by molecular emission. Solid propellants chemical aging is one of the most important problems for assessing the shelf-life of chemical propellants. Farhadian et al. [73] investigated and compared the CN and AlO molecular emissions of different kinds of solid propellants. The intensity ratios of the molecular emissions (CN, C2, and AlO) were also considered [74]. El-Hussein et al. [75] studied the different grades of petroleum crude oil by C2 and CN molecular emission. The results showed that the C2 and CN molecular emissions were related to the American Petroleum Institute (API) gravity values of the various oil samples with the possibility of identifying the API gravity values of unknown oil samples.
4.1.5 Plastic Sample Classification
LIBS technology is not affected by the plastic shape and surface contaminants and can be used in online, rapid detection in industrial applications. The intensity ratio of molecular emission can be used to complete the identification of different types of plastics without an algorithm model. Anzano et al. [76] studied four kinds of plastic samples. The ratios of C2/C could be used to classify those plastic samples. Barbier et al. [46] investigated plastic samples in the He atmosphere. The results showed that the plot of C2/He against CN/He was sufficient to identify the four groups of plastics employed in this study.
Researchers combine emission intensity ratios with statistical and stoichiometric methods to plastic samples. Banaee et al. [77] studied six plastic samples by ratios of the emission lines and molecular bands were analyzed by k-nearest neighbors (KNN) and soft independent modeling of class analogy (SIMCA). The results showed the average classification accuracies of 98% for KNN and 92% for SIMCA. Further, Banaee et al. [78] input the ratios of the CN and C2 molecular emissions, and the atomic emissions of C, N, Cl, O, and H were discriminated by discriminant function analysis (DFA) with the accuracy of 99%. Junjuri et al. [37] used an fs laser to enhance the effect of distinguishing the plastics by the principal component analysis (PCA) and artificial neural network (ANN), and the discriminant accuracy was 100%.
4.1.6 Biomedical Samples Classification
The development of reliable sensors to detect biological residuals is important for security terrorist activity and is a high priority for the military and homeland security. Gottfried et al. [79] collected the molecular emission of CN, C2, and CaOH from bacterial residues in the aluminum substrate, and the intensity and ratio of the emission were each input into the PLS-DA model. The results showed that the intensity/ratio models were able to correctly identify more types of residues in the presence of interferents. Baudelet et al. [80, 81] collected the CN molecular emission from the native CN band in Escherichia coli by the fs laser, and the emissions could be used to identify the bacterium [81]. In a low- pressure CO2 atmosphere, Delgado et al. [45] analyzed adenine, glycine, pyrene, and urea mixed with carbons. The results indicated LIBS with a potential for exploring life in the space environment. Yang et al. [82] detected the solid pharmaceutical tablet of Tylenol and buffering in the ultraviolet/ visible/ NIR (UVN) range (200–1,100 nm) and LWIR (Longwave infrared) range (5.6–10 μm), respectively. The molecular emissions were highly specific and could distinguish between tablets.
Process Monitoring
Molecular emission can identify intermediate chemical species among the combustion and explosive explosions in situ, which is helpful to understand the process. In this section, we summarized molecular emission research in combustion and explosion.
Molecular emissions of combustion intermediates can indicate the flame’s structure and burning quality. Ghezelbash et al. [25] investigated the CH, CH*, C2, and CO molecular emissions in different areas in the laminar diffusion of methanol, ethanol, and n-propanol alcohol flames. The strong molecular emissions of CH and CH* were from the blue zones (with low combustion quality). Kotzagianni et al. [83] demonstrated that the CN molecular emissions at 388.3 nm can be used to study the radial and axial variation within the flames. Li et al. [84] concluded that the femtosecond filament-induced spectrum contained rich information about the CN, CH, and C2 molecular emissions from the combustion intermediates of the butane flame.
The explosive ignited by the laser is similar to optical breakdown, and the molecular emissions that radiated from the process can be used to study it. Rao et al. [33] induced seven explosive molecules utilizing fs and ns lasers in the air and argon atmosphere. They observed the intensity ratio of CN/C2 emission increase with an increasing percentage of O atoms, indicating the oxygen balance of explosive molecules. They further concluded that the ratio of atomization/fragmentation could indicate the explosive properties. A similar research by Kalam et al. [85] found the ratios of (CN + C2)/(C + H + N + O) correlated well with the detonation parameters, namely, oxygen balance, velocity of detonation, detonation pressure, and chemical energy. It supported the understanding and improvement of the discrimination procedures for such hazardous materials. In addition, aluminum powder was added to molecular explosives to study its chemistry at high temperatures. Gottfried et al. [86] ablated cyclotrimethylenetrinitramine (RDX) mixed with aluminum power at (0:1, 1:1, 2:1, and 4:1). The results showed that Al could combine with O to generate AlO molecular emission, which reduced the oxidation reaction of the explosive and reduced the adequacy of the reaction.
5 CONCLUSION AND PROSPECTS
In this review, we overviewed experiment parameters and the application of molecular emissions. The results showed molecular emission is emitted from a time of low electron temperature and density in the plasma. The intensity is strong when the laser energy is close to the ablation threshold and UV laser wavelength (266 nm) in the ns laser system. In the counterparts, the fs laser can produce more abundant molecular emissions owing to less heating effect. The UV laser is economic and maintainable compared with the fs laser. We consider the UV laser maybe a better choice for molecular emission analysis. In addition, the ambient atmosphere should be considered in molecular emissions, such as N and O species in air surroundings. For the quantitative study, molecular emissions, including isotopic and halogen molecules, can detect a wider range of matter content. For the classification study, molecular emission can distinguish matters with similar elements, such as energetic materials, plastics, and biomedical samples. Furthermore, researchers studied the combustion process and characteristics of explosives and the degrees of explosion in situ and in real time.
Molecular emission is a kind of useful spectral line in LIBS; the study can further focus on detection of halogens, isotopes, and organic samples in the field. However, the complex radiation process confined the application LIBS. To apply laser-induced molecular emission in the field, it is necessary to study the molecular formation mechanism and optimize the parameters of the experimental system, reducing the disturbance of the ambient.
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Underwater wireless optical communication is facing absorption, scattering problems, which, in principle, can be greatly resolved by underwater photon-counting communication (UPCC) technology that exhibits high-sensitivity communication characteristics in long-range underwater wireless optical communication. Recent studies on UPCC are mainly focused on a single intensity modulation such as on–off keying (OOK) and pulse position modulation (PPM) technologies, and the comprehensive analysis of communication performance combing OOK modulation and digital pulse modulations remains a lack. To this, by using a UPCC system based on a single-photon avalanche diode, we reveal the communication performances of OOK, PPM, differential pulse interval modulation (DPIM), differential pulse position modulation (DPPM), and dual-header pulse interval modulation, and find that (1) the PPM has the longest transmission distance at the same bit error ratio when M > 2, but the lowest communication rate under identical modulation bandwidth and average transmit power; and (2) the DPPM and DPIM perform the optimum communication performance at the fixed communication rate when M = 8. We thus conclude that the DPPM and DPIM have advantages of low modulation bandwidth and long time slot time compared with PPM, indicating the significance of reducing the difficulty of signal synchronization and the complexity of the underwater photon-counting system accordingly.
Keywords: underwater wireless optical communication (UWOC), intensity modulation (IM), direct detection (DD), digital pulse modulation, photon counting, channel model
INTRODUCTION
Lasers, since their invention, have been widely used in the fields of sensing [1], communication [2], and measurement [3] because of their special characteristics such as high directionality, high brightness, monochromaticity, and good coherence. Especially in recent years, with the increase in comprehensive ocean observations in scientific, industrial, and military activities, building efficient, flexible, and reliable marine environmental sensing networks is becoming urgent and important [4]. In fact, any sensors need to be linked to each other in some way of communication, so there is great interest around how to communicate between marine mobile sensing devices in a high-speed and reliable way [5]. For underwater wireless communication, the existing communication methods mainly include hydroacoustic communication, microwave communication, optical communication, and so on [6]. Underwater wireless optical communication (UWOC) is a technology that uses the blue/green light in the visible spectrum as the information carrier for signal transmission in water [7] and has the advantages of high data transmission rate, low latency, high bandwidth, low power consumption, and so on, compared with the hydroacoustic communication and microwave communication [8]. However, achieving long-range, high-speed underwater wireless optical transmission still faces challenges due to the existence of severe water attenuation and the bandwidth limitations of blue–green wavelength devices [9]. This makes high-speed signal modulation and demodulation techniques and high-sensitivity reception techniques an important research topic in the field of UWOC. Currently, the main modulation methods include intensity modulation (IM) [10], nonlinear frequency conversion [11], subcarrier modulation [12], higher-order modulation, signal multiplexing [13], and so on. The nonlinear frequency conversion technique can generate high-speed blue–green light signals with the help of mature 1,064-nm high-power devices, but the coherence of the optical signal is demanded in the frequency doubling process that high-energy consumption is needed because of the low electro-optical conversion efficiency. Although subcarrier modulation, higher-order modulation, and signal multiplexing techniques can significantly increase the data transmission rate of the system, they require high water quality and system stability and are applicable only to the laboratory technology research stage; the adaptability of these modulation techniques to the underwater channel needs further verification. In practical engineering applications, the IM techniques represented by on–off keying (OOK) are still the preferred choice. However, the high requirements for transmitting optical power for long-range underwater communications make OOK modulation unsuitable for applications on energy-limited underwater platforms. Thus, it is necessary to study the channel suitability of IM techniques with high-power utilization efficiency for underwater channels.
High-energy utilization modulation technologies represented by pulse position modulation (PPM) and high-sensitivity reception technology represented by photon-counting have become hot topics to improve power efficiency and achieve long-distance transmission. Theoretically, Hiskett et al. [14]first proposed to apply the photon-counting reception technology into underwater communication. Mao et al. [15] formulated the output characteristics of the single-photon avalanche diode (SPAD) as an ideal Poisson model and investigated the communication performance of long-range underwater photon-counting communication (UPCC) system applied with OOK modulation. Wang [16] established a long-distance underwater visible light communication system with a two-term exponential channel model and a SPAD receiver, and the arrived link distance in pure seawater can be extended to 500 m by proposing the SPAD detection algorithm. Sarbazi et al. [17] investigated the bit error performance of the receiver based on SPAD array with OOK modulation in various array sizes, dead time, and background count rate. Experimentally, Rao et al. [18] demonstrated a multirate UPCC system at data rates up to 10.416 Mbps over a 9.1-m tap water channel. Hu et al. [19] achieved a PMT-based UPCC system using a 256-PPM; the length of channel and communication sensitivity are 120 m and 3.32 bits/photon in Jerlov II water. Chen et al. [20] used a 520-nm laser diode modulation to generate the OOK signal, whereas a high-sensitivity silicon photomultiplier was used at the receiver side to achieve an attenuation length of more than 14 at a communication rate of 20 Mbps.
By and large, in the reported research articles about UPCC systems, the research and analysis are based on a single IM such as OOK or PPM. It is well known that the OOK is one of the simplest IM techniques with high bandwidth utilization, but low power utilization makes the signal transmission distance limited. For PPM, the high-power utilization makes the signal transmission distance much higher, but low bandwidth utilization leads to a short bit duration, making it difficult for signal synchronization. Furthermore, digital pulse modulation techniques including differential pulse position modulation (DPPM), differential pulse interval modulation (DPIM), and dual-header pulse interval modulation (DH-PIM), combining both bandwidth utilization and power utilization, are expected to be a good alternative modulation technique for UPCC system in some application scenarios. Therefore, a comparative analysis of the communication performance of OOK modulation and various digital pulse modulations is not only important for optimizing the performance of the UPCC system, but also an important guide for the design of communication systems. Of course, as far as modulations are concerned, similar comparisons have been made by numerous researchers, but mostly based on positive–intrinsic–negative (PIN) and avalanche photodiode (APD) receivers. However, single-photon detector-based receivers differ from conventional PIN and APD-based receivers in terms of the statistical model of the signal output [21]. Therefore, it is significant to compare the performance of multiple IM schemes based on the photon counting receiver model.
In this article, an underwater photon counting system is built based on IM and direct detection (IM/DD) photon counting reception technique. First, this article introduces the bit-symbol mapping principles of OOK, PPM, DPPM, DPIM, and DH-PIM; the seawater channel model; the statistical model of the output of the SPAD under the influence of dead time; and the minimum error judgment criterion to obtain the expressions for the bit error ratio (BER) calculation. Second, the performance parameters of a commonly used UWOC system and a commercially available SPAD detector are selected to analyze and compare the communication performance of different IM methods in a pure seawater channel. For one thing, the article compares the variation of BER with a transmission distance of communication system for different modulation schemes when modulation bandwidth is fixed. For another thing, the same analysis is done under a fixed communication rate. Finally, the simulation results are shown and discussed.
UPCC SYSTEM MODELING
The system architecture of UPCC, as shown in Figure 1, is composed of two parts: IM and DD photon-counting receiver. As demonstrated in Figure 1, the source bit is encoded and modulated into the optical carrier; the optical signal is transmitted through the underwater channel and degraded by the absorption, scattering, and turbulence effects of the medium. At the receiver, the photon-counting receiver that uses a SPAD working in counting mode is used to receive and process single-photon signals. When the receiver works, the SPAD detects the weak photon signal to generate a single electrical pulse signal, and a large number of noise pulses are introduced due to SPAD dark counts and background noise. For these reasons, a screener is used to extract useful information by rejecting noisy count pulses regarding the synchronous clock. Finally, the count module counts the signal pulses within a certain period, and counted signal pulses are used to restore the initial code stream signal by comparing it with the threshold value. In addition, to increase the reliability of data transmission, communication systems often use channel coding and equalization, and so on. It should be noted that it is assumed that the UPCC system has been clock synchronized at both the transceiver side in this study.
[image: Figure 1]FIGURE 1 | The conceptual diagram of underwater photon-counting communication (UPCC) system. The system consists of two parts: intensity modulation and direct detection photon-counting receiver. The information bits are encoded and modulated into an optical signal; the optical signal is transmitted through the underwater channel, and only a few photons are received. The photons are then received by a single-photon avalanche diode (SPAD) and converted into electrical pulses that are synchronized, counted, and demodulated to recover the original bits.
The Modulation Schemes for OOK and Digital Pulse Modulations
In the UPCC system with IM/DD, OOK and PPM are the commonly used IM schemes. Compared with OOK modulation, PPM has higher power utilization efficiency but lower bandwidth utilization [22], which is often used in photon-counting communication systems to improve sensitivity. To optimize the bandwidth utilization of PPM, many digital pulse modulation schemes have been developed, such as DPPM, DPIM, DPIM, and DH-PIM. OOK modulation uses one optical pulse to represent a 1-bit signal, whereas digital pulse modulations decompose a signal symbol into multiple time slots; the position of the optical pulse within a symbol is used to represent multiple bits, with the remaining slots being empty. DPPM removes the redundant time slots that exist in PPM. For DPIM, each symbol begins with a slot-duration pulse, followed by a series of empty data slots, the number of which depends on the decimal value of the encoded M-bit data stream. To mitigate intersymbol interference degradation of the signal, a guard slot consisting of one or more empty slots is added after the pulse. Compared with PPM, DPPM, and DPIM, DH-PIM not only removes the redundant time slots that follow the pulse in the PPM and but also reduces the average symbol length compared with DPIM. The time-domain waveforms of OOK and several digital pulse modulation schemes are shown in Figure 2 [23]. As shown in the figure, to have the same data throughout as OOK, the slot duration time [image: image] of digital pulse modulation is shorter than the OOK bit duration time [image: image].
[image: Figure 2]FIGURE 2 | Time waveforms for OOK, DPIM, PPM, DPIM, DPPM, DH_PIM ([image: image]). NRZ non–return-to-zero, RZ return-to-zero, IS information slots, RS redundant slots, GS guard slots; the time-domain waveform reflects the bit mapping relationships for the several intensity modulations. The presence or absence of an optical pulse is used to represent 1 bit of data in OOK modulation, and the duration time of the optical pulse is equal to 1-bit duration, whereas the duration of the optical pulse of OOK-RZ modulation is less than the duration of a single bit. When the duty ratio is 0.5, the light pulse duration of OOK-RZ modulation is half of the single bit duration. For PPM, The slot position of the optical pulse, corresponding to the decimal value of the M-bit input data, represents the information bit. DPIM and DPIM remove the redundant time slot after the optical pulse compared with PPM, whereas DH-PIM not only removes the redundant time slot after the PPM optical pulse but also reduces the number of time slots within a single symbol compared with DPIM.
For IMs, the digital signal is loaded into the carrier wave by modulating the intensity and position of a light wave. The biggest difference between these modulations is the number of slots in a single symbol, which influences directly the transmit optical power per ON slot. The more slots, the higher transmit optical power per ON slot when the average optical transmit power keeps fixed; the relation between the mean transmit power per symbol and optical power per ON slot can be expressed as [image: image], where [image: image] is the average optical of a symbol, and L is the length of a single symbol or usually named the modulation order. For OOK_NRZ and OOK_RZ, L is equal to 2 and 4, respectively. For the PPM, [image: image] [24]. For DPPM, DPIM, and DH-PIM, different symbols have different numbers of time slots, so the symbol length is represented by the average symbol length, and the average symbol length [image: image] can be found in [23]. The modulation orders and the communication rates for different modulation schemes under a given modulation bandwidth ([image: image]) are listed in Table 1.
TABLE 1 | The modulation orders and the communication rates for different modulation schemes under a given B and M [23].
[image: Table 1]Underwater Channel Model
The absorption and scattering of the light by the seawater will cause the attenuation of the energy of the optical signal, especially when the turbidity of seawater is high; the signal quality will also deteriorate. The extinction coefficient [image: image] of seawater on light, which is determined by the absorption coefficient [image: image] and scattering coefficient [image: image] of seawater, can be expressed by the formula [25]:
[image: image]
In the formula, the units of the three parameters are [image: image]. The energy loss factor [image: image], decided by the light beam transmission distance z (m) and the wavelength [image: image] (nm) of light, can be given by the following equation [26].
[image: image]
The coefficients [image: image], [image: image], and [image: image] for Petzold seawater types are presented in Table 2 at the wavelength of 532 nm, which are taken from [27].
TABLE 2 | Absorption, scattering, and extinction coefficient for the Pure seawater and three Petzold water types.
[image: Table 2]Many channel models of UWOC can be obtained from [25, 28–31]. When an optical beam is transmitting in the pure seawater and clear seawater, the temporal spread of the optical pulse can be neglected. Geometric Beer’s Law (GBL) can be applied to these two water types to calculate the geometric attenuation since the beam spreading and alignment error [32]. In this article, we consider the line-of-sight communication link model. In this scenario, the light beam is directed from a transmitter into a receiver; both telescope gain and loss are taken into account, the optical signal reaching the receiver is obtained by [25]:
[image: image]
where [image: image] is the transmitted-light power per slot, [image: image] is the optical efficiency of the transmitter, [image: image] is the efficiency of the receiver, d is the perpendicular distance between the transmitter and receiver plane, and [image: image] is the angle between the perpendicular to the receiver plane and the transmitter-receiver trajectory, also known as the angle of inclination between transmitter and receiver. [image: image] is the receiver aperture area, and [image: image] is the optical beam divergence angle (half-angle transmit beam width) [25].
Underwater Turbulence Model
In the practical application of UWOC, considering aperture average effect, received optical power under the influence of underwater optical turbulence can be represented by log-normal distribution from weak to strong turbulence condition, which has been validated by a large number of field experiments. The probability density function (PDF) [image: image] for the underwater channel can be expressed by the log-normal function [33]:
[image: image]
where [image: image] is the mean received light energy in the time interval [image: image]. For plane-wave, the scintillation index (S.I), [image: image], can be expressed as [34]:
[image: image]
where [image: image] is the Rytov variance; the classical Kolmogorov spectrum model can be given [35]:
[image: image]
where [image: image] is the turbulence kinetic energy dissipation rate, [image: image] is the temperature gradient, [image: image] is the optical wavelength, z is the transmitting distance of the light beam, and N represents the buoyancy frequency.
SPAD Photon-Counting Receiver Model
When the UWOC works, assume the average signal photon rate reaching the front end of the detector is the constant [image: image], the average background photon-counting rate is the constant [image: image], and the dark count rate of SPAD is the constant [image: image]. Of course, the other parameters including afterpulsing and timing-jitter, crosstalk, and fill-factor should also be considered, but in this article, we neglect these influences. Thus, the SPAD’s photoelectron count model can be given:
[image: image]
where [image: image] is the photon detection efficiency of SPAD, the average photon arrival rate [image: image], and [image: image] is related to the received optical power [image: image] of signal and background [image: image]; the relational expression is given as:
[image: image]
[image: image]
where h is the Planck constant, and [image: image] is the frequency of the single photon.
We assume the sampling rate of SPAD is very high compared with the dead time so that the counting losses due to finite sampling rate can be negligible. If the dead time of SPAD is the constant [image: image], the maximum number of photons recorded by SPAD during the slot interval time [image: image] can be expressed as [image: image], where [x] is the maximum that is smaller than x. The PDF of counting k photons in a timing period [image: image] is given [36]:
[image: image]
Bit Error Ratio Calculation
For OOK modulation, based on the principle of threshold test, the bit error ratio (BER) can be given as [37]:
[image: image]
where [image: image] is the optimum decision threshold of the number of photons in the interval time [image: image], which can be obtained by the following decision principle of the threshold.
For PPM, DPIM, DMMP, and DH-PIM symbol, the symbol error ratio (SER) for a continuous output L-order digital pulse modulation signal is [38]:
[image: image]
The SER can be converted into BER by:
[image: image]
Based on the principle of minimum error probability [39], by solving the following Eq. 13, we can get the optimum threshold [image: image].
[image: image]
where P(0) and P(1) are a prior probability of time slot detection.
NUMERICAL RESULTS AND DISCUSSION
In this research, with the assumption of negligible delay spread, based on the GBL model and SPAD photon-counting receiver model, we establish the relationship between the BER and attenuation length on the underwater wireless UPCC system in the pure seawater. The effect of M on various IM schemes is also investigated. The parameters of the UWOC system are listed in Table 3. In the following discussion, the specifications of the SPCM20A from Thorlabs [40] have been applied to this simulation. The values of other parameters characterize the classical channel of the UWOC system. According to [41], the attenuation length, which is defined as the multiple of the transmission distance and attenuation coefficient, is used to represent the link transmission distance to remove the ambiguity of distance and various water conditions. In addition, with the assumption of negligible slot time delay spread, the degradation of signal bandwidth and the intersymbol caused by channel transmission can be ignored. Therefore, the mathematical relationship between data rate and modulation bandwidth in Table 1 [23] can be used in this article.
TABLE 3 | Parameters of UPCC system.
[image: Table 3]On the one hand, BERs for OOK, PPM, DPIM, DPPM, and DH-PIM as the function of attenuation length when [image: image] (modulation bandwidth B = 1.9 Mbps) are given in Figure 3. The forward-error-correction (FEC) limit of [image: image], a commonly used BER at some of the reported UWOC systems [42–44], and some FEC codes providing reliable communication with an overhead of approximately 7% [45], is regarded as a criterion for evaluation in this article. As shown in Figure 3, BERs of all modulation schemes rise with the increment of attenuation length. At the FEC limit, the OOK system can arrive the maximum attenuation length for M = 2, and the attenuation length that the DH_PIM system can achieve its minimum. For the fixed modulation bandwidth and average transmit power, to achieve the same BER, the UPCC system for all digital pulse modulation schemes transmits over a shorter distance than the OOK_RZ modulation system when M = 2. The longer the transmission distance, the higher the power utilization is. Thus, the DPIM with a guard slot has higher power utilization than DPPM, and the power utilization of PPM is the highest. As bit resolution improves, when M = 4, 6, 8, the power utilizations of DH-PIM ([image: image]), DPPM, DPIM (1GUARD), and PPM have higher power utilization than OOK modulation, and the power utilization of DPPM and DPIM(1GUARD) tends to keep consistent. When the modulation bandwidth and average transmit power are certain, it should be noted that the communication distance that can be achieved by OOK modulation at a given BER does not change with M.
[image: Figure 3]FIGURE 3 | The BER against the attenuation length for UPCC system in the pure seawater channel when [image: image]. The communication performance of UPCC systems under several modulation schemes when (A) M = 2 and (B) M = 4, (C) M = 6, (D) M = 8, respectively.
DH-PIM is one of the digital pulse modulations. Compared with PPM and PIM, DH_PIM not only removes the redundant time slots that follow the pulse in the PPM but also reduces the average symbol length compared with PIM [46]. In DH-PIM, the nth symbol starts with a header duration and follows with a sequence of [image: image] empty slots, the header duration consists of a header pulse [image: image] and a guard band [image: image], and the value of [image: image] is the decimal value of modulated binary codeword within a symbol. If the value of [image: image], [image: image] will be as header pulse; otherwise, the header pulse will be [image: image]. The duration time of the header [image: image] and [image: image] is [image: image] and [image: image], respectively; each header pulse is followed by a guard band [image: image]; the number of empty slots is equal to the decimal value of modulated binary codeword and the decimal value of complement of the modulated binary word. In this modulation, the header pulse plays dual roles of symbol initial and time reference for preceding and succeeding symbol. For the value, [image: image], which is an adjustment factor, the average symbol length [image: image] of DH_PIM will be changed by adjusting [image: image] When [image: image] is reduced, the reduction of average symbol length improves transmission throughput. By analysis, we can conclude that with increasing the [image: image], the BER becomes bigger gradually when the system transmits the same attenuation length, or when BER is a constant, the smaller the adjustment factor [image: image], the bigger the attenuation length.
As the results of the above analysis, increasing the value of the M for the same modulation bandwidth significantly improves the power utilization of the digital pulse modulation so that the attenuation length of the system increases. However, M is related to the bandwidth utilization, which decides the transmission rate of a communication system. The higher transmission rate means the higher bandwidth utilization for the same M. We limit the BER simulation results to below the FEC limit; the transmission rates and attenuation lengths of a system for DH-PIM, PPM, DPPM, and DPIM under the different M are shown in Figure 4. This figure clearly shows the trade-off between transmission rate and attenuation length. For PPM, DPIM, and DPPM systems, the attenuation length increases with M, but the transmission rate decreases accordingly. This is because for digital pulse modulation schemes, when the modulation bandwidth is fixed, the power utilization is proportional to the value of M, and the bandwidth utilization is inversely proportional to M. For DPIM with a guard slot, the transmission rate and attenuation length of the system are almost the same for M = 6 and M = 8. Comparing the performance of DPIM with a guard slot and PPM, the system for the PPM scheme can achieve a longer transmission length, but the transmission rate is lower than the DPIM system at a certain value of M. For DH-PIM, the bandwidth utilization efficiency is the highest of all digital pulse modulations, and it is evident that there is the highest point of transmission rate for DH-PIM when M = 4.
[image: Figure 4]FIGURE 4 | The rate versus the attenuation length for BER is [image: image]. The numbers marked on the curve indicate the values of M.
On the other hand, to do a fair comparison between the different IM schemes, the communication performance of the UPCC system under the various IM schemes is compared when the data rate and average transmit optical power are fixed. As shown in Figure 5, setting the bit rate to 50 Kbps, the value of M is 2, 4, 6, 8 in sequence. When M = 2 and BER is the FEC limit, the minimum attenuation length that DH-PIM ([image: image] = 4) can transmit is approximately 15.74 and the maximum attenuation length that OOK-RZ can transmit is approximately 16.90. Similarly, when M = 4, the attenuation lengths of DH-PIM ([image: image] = 4) and OOK-RZ are 16.38 and 16.90, respectively. When M is 6 and 8 separately, the attenuation lengths of DH-PIM ([image: image] = 4) and OOK (OOK-NRZ and OOK-RZ) can arrive at 16.73 and 16.90, and 16.99 and 16.90. We can conclude that the performance of the OOK keeps constant, but the other system performances do not improve much with the increase in M. For digital pulse modulation schemes, the power utilization is proportional to the value of M, and the bandwidth utilization is inversely proportional to M. The power utilization is improved, and the bandwidth utilization is decreased with the increase in M. When the transmission rate keeps fixed, an increasing M affects both the bandwidth utilization and the power utilization of the system, which makes the performance of the system with digital pulse modulations not improve much. But, for OOK, the power utilization and the bandwidth utilization keep constant with the increase in M; the performances of the OOK as M increases have no changes. Compared with digital pulse modulation schemes, OOK has poor power utilization efficiency, but good bandwidth utilization efficiency compensates for this disadvantage. Therefore, when M = 2, the performance of the UPCC system with OOK is much better than the other systems in the overall comparison. As M increases, digital pulse modulations can transmit a longer attenuation length than OOK modulation. Except for DH-PIM, the digital pulse modulations can transmit a longer attenuation length than OOK modulation for M > 2. Various modulation schemes, including DPIM (1GUARD), DPPM, and PPM, tend to transmit the same distance at the same rate when M = 4 and M = 6. However, with the increase in the value of M, the DPPM and DPIM (1GUARD) display a more excellent communication performance compared with DH-PIM and PPM schemes when M = 8.
[image: Figure 5]FIGURE 5 | The BER against the attenuation length for UPCC system in the pure seawater channel when the bit rate is 50 Kbps. The communication performance of UPCC systems under several modulation schemes when (A) M = 2 and (B) M = 4, (C) M = 6, (D) M = 8, respectively.
CONCLUSION
In this article, a UPCC system model based on IM and DD photon counting reception techniques is built. The article compares the variation of BER with a transmission distance of communication system for OOK, PPM, DPIM, DPPM, and DH-PIM under the same modulation bandwidth. From our analysis, we conclude that the PPM has the longest transmission distance at the same BER when M > 2, but the lowest communication rate. Transmission distance gets farther, and the communication rate gets lower as M increases. In addition, the same analysis is done under a fixed communication rate. It is concluded that the DPPM and DPIM have the optimum communication performance at the same communication rate when M = 8. As the modulation bandwidth is lower and the time slot time is longer for DPPM and DPIM than PPM when the communication rate is the same, long slot time will help reduce the difficulty of signal synchronization and hence the complexity of the underwater photon counting system. The simulation and analysis in this article are based on published theoretical models, and the results concluded can be referenced for real transmission communication.
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Due to the new demonstrations of Laser-induced breakdown spectroscopy (LIBS) applicability in a surprisingly wide variety of applications, the use of LIBS as a medical diagnostic tool is steadily gaining momentum. Especially in different cancer diseases, LIBS has the potential to become a fast and valuable analytical tool. We addressed LIBS equipment and quantitative analytical procedures, and signal enhancement techniques for improving element detection. For detailed aspects of applications, we reviewed the recent progress of LIBS in different cancer diseases diagnoses by using different tissues and medical fluid as samples. To fulfill the high demands in the medical industry and overcome the severe tissue sample problem, it is proposed that the chemometric and signal amplification techniques for quantitative analysis should be employed, and robust and effective LIBS devices should be developed. This overview of the different cancers by LIBS is meant to summarize the research performed to date and suggest some suitable advanced chemometrics techniques and effective LIBS devices, if successfully implemented, would be significantly beneficial to the medical field in the future.
Keywords: laser-induced breakdown spectroscopy, cancer, detection, tissue, chemometrics
INTRODUCTION
Cancer is a kind of disease caused by the uncontrolled growth of abnormal cells in body organs. These abnormal cells are also called cancer cells, tumor cells, or malignant cells. These cells may invade other normal tissue of the body. The second major cause of death worldwide is cancer; therefore, cancer is a critical issue that impacts all human communities [1]. In a broader sense, there are more than 277 different types of cancer diseases [2]. Scientists have found multiple stages of cancer. Many scientific and therapeutic efforts are underway to identify and combat cancer effectively. For this purpose, some X-ray-based imaging techniques like particle-induced X-ray emission (PIXE), energy-dispersive X-ray spectroscopy (EDX), and X-ray fluorescence microscopy (XRF) were used [3–5]. Still, these techniques have low sensitivity and accuracy [6]. Recently several other analytical approaches are generally used as a reference point in clinical research, such as polymerase chain reaction and histopathological analysis [7]. Such techniques involve a skilled person with experience, and the research process is time-consuming and complicated. Molecular spectroscopy like near-infrared (NIR) and Raman Spectroscopy (RS) [8] were also used, which is very simple and non-destructive. Still, they give only the molecular structure of the tissue sample and have relatively weak signals and complex spectral background.
Laser-induced breakdown spectroscopy is a type of laser-based atomic emission spectroscopy. LIBS has already become a known and popular analytical spectroscopic technique for studying the elementary form of any kind of sample, along with solid, liquid, or gas [9, 10]. A high-energy laser pulse targets a material substrate (sample) to be analyzed through LIBS, resulting in plasma production due to the interaction between laser and material substrate. The spectrometer detects the radiation emitted as plasma cools and sends it to a computer, where the signals are collected and processed for further analysis. LIBS offers the most well-known benefits [11], 1) in-situ and stand-off detection capabilities; 2) no or little sample preparation; 3) micro-analysis capability when microscopically connected; 4) availability of multi-element analysis; 5) ability to analyze solids, liquids, and gases; and 6) simplicity. LIBS analyses are available for all types of biomaterials and can detect almost all elements; furthermore, when coupled with chemometrics and machine learning algorithms, the technique provides an excellent ability to quantitatively and qualitatively analyze unknown substances in real-time. Moreover, the LIBS instrument isn’t complicated and usually composed of a laser source, spectrometer, optical system, detector, etc. And access to samples in LIBS mainly includes focusing optics [12]. To achieve cancer diagnosis, LIBS was usually used for pathological detection. The current gold standard in cancer diagnosis is the histopathological examination in patient tissue biopsies or surgical excisions [8, 13]. LIBS biomedical application is mainly divided into two categories [14]. The first category analyzes and studies the microorganism (e.g., molds, yeast, bacteria), which causes different human diseases [15]. In the second category, a clinical specimen of human or animal-like (tissue samples, blood or other fluid samples, teeth and bones, etc.) is analyzed and studied [16]. In biomedical applications, significantly different kinds of cancer detection and classification are among the fastest-growing fields of study at LIBS. In the related application especially in cancer diseases diagnosis, LIBS was used by Kumar et al. [17] firstly to distinguish between normal and malignant cells of dog hemangiosarcoma and showed the variation or difference in constituent elements of the tissues sample. Similarly, Melikechi et al. [18] used mice blood plasma as a sample to detect the epithelial ovarian cancer (EOC) and concluded that LIBS can be used as a novel approach to detect EOC. Gondal et al. [19] studied the determination of heavy metals in colon cancer using normal and malignant tissue samples of humans. They concluded that LIBS is a compatible technique for the assessment and identification of heavy metals such as Pb, Hg, and Cr in cancerous colon tissues. Rizk et al. [20] reported variations of different trace elements levels like Mn, Cu, Fe, Na, Mg, K, and Ca of liver cancer by LIBS. In the same fashion, Teran-Hinojosa et al. [21] employed LIBS to find the correlation in elemental concentration between fibrotic and healthy samples of mice liver tissues. For lymphoma, and multiple myeloma (MM), Chen et al. [22, 23] used whole blood and serum sample to differentiate between normal and cancer blood samples. They preferred the entire blood sample instead of serum because the entire blood sample consists of large nutrients and can get good LIBS spectra for analysis. Similarly, Chu et al. [24] reported the classification of nasopharyngeal carcinoma using LIBS combined with chemometrics. LIBS was also used to diagnose colorectal cancer [25], cervical cancer [26], breast cancer [27], and melanoma [28]. LIBS cancer tests are fast, accurate, and less invasive. Because of their tremendous potential for early identification of different cancer diseases, LIBS and machine learning techniques give patients with more therapy alternatives and higher survival rates.
The main objective of this paper is to review and survey the relevant development in the biomedical field of LIBS, particularly in different cancer detection and analysis over the last decade. Specifically, the latest results of diagnosis, classification, and determination of different kinds of cancers (breast cancer, liver cancer, melanoma, blood cancer, stomach cancer, etc.) by using LIBS were discussed. This paper presents the measurement and detection by LIBS of various substrate samples (such as tissues, tissue in pelletized form, tissue homogenization, blood sample, blood serum, etc.) and early cancer detection. Finally, emerging developments and perceptions of the LIBS were proposed in the study of different kinds of cancers, and new possible approaches to current LIBS problems.
LIBS FUNDAMENTALS
It is essential to understand the plasma physics behind LIBS to provide an optimal environment for LIBS measurements. A considerable number of different environmental conditions impact the features and lifetime of plasma, which caused changes in spectral emissions and the efficiency of this method for chemical atomic level research. Laser ablation and matter interaction worked on the principle of quantum mechanics laws describing photons emission and absorption by atoms. Two pioneer researchers of LIBS, Miziolek, and Cremers, have published technical details of this field [29]. The LIBS cycle contains the following sequence of events, where 1) focus a high-power laser pulsed beam on the specific material substrate 2) laser-matter interaction takes place, and hot plasma plume is produced, 3) the hot plasma plume collected through optical fibre, that equipped with high-resolution gratings and collecting optical lens 4) the corresponding LIBS signal is then evaluated to determine and measure the relative existence of the target material substrate chemical constituents. In Table 1, some literature about LIBS in different cancer diseases is discussed and briefly summarizes the experimental techniques, sample preparation, spectra measurements, and different chemometric methods. In the medical field, sample collection is a huge issue and especially in cancer types of diseases. So it is essential to select the best and suitable sample type for laser ablation to collect the best spectra.
TABLE 1 | Preparation and presentation of samples as well as mehtods used (in cancer diseases) for LIBS data analysis.
[image: Table 1]For excitation and de-excitation purposes, a high-energy pulsed laser (Nd: YAG laser with typical wavelength 1,064 nm) is applied to the sample (usually within nanosecond range) in LIBS [29], because of its durability, ease of use, and high energy peak pulse. Similarly, Nd: YAG laser second and third harmonic wavelengths 532 and 355 nm are also often used as excitation sources [37, 38]. The femtosecond (fs) laser is also used in various applications of LIBS [29]. In LIBS analysis, the pulsed laser energy and laser spot size are very significant to infuse on the sample’s surface [39].
LIBS ANALYSIS FOR DIFFERENT CANCERS
Ovarian Cancer
Ovarian cancer, often known as ovaries cancer, is one of the most frequent cancers in women. Ovarian cancer is the fifth leading cause of death for women. In 2018, new cases of ovarian cancer diagnosis patients reached around 21,750 in the United States (US); an additional 13,940 deaths were also reported [40]. Ovarian cancer is one of the leading causes of death among gynecological cancers (cancer that occurs inside the reproductive organs. Cervical, ovarian, uterine, vaginal, and vulvar are five primary forms of cancer that involve a woman’s reproductive organs). Usually, there are no unique signs and symptoms; consequently, 70% of cases are found as the disease is grown at an early stage [41, 42]. For the identification of ovarian cancer, Melikechi et al. [18] conducted a preliminary investigation on the blood sample of the transgenic mice to identify and classify ovarian tumors in the wild type (normal) and transgenic mice (cancerous). For further LIBS analysis, they collected blood samples from mice at different ages of 8, 12, and 16 weeks. A total of 56 blood plasma samples were used in the experiment, 28 of each class (normal and cancerous).
This finding backs up the theory that as the tumour load in the animals grows, plasma specimens will deviate more from control specimens. When all six data are combined, however, the accuracy of classification for each age group drops. We believe this drop is because the LIBS chamber has to be re-opened after collecting LIBS spectra from one set of blood plasma samples to load the new blood plasma samples. The results of RF are shown in Figure 1. They concluded that more research is needed to classify ovarian cancer and identify atomic and ionic lines in the ablated samples. Another interesting perspective is to continue with the physical understanding of the selected set of wavelengths for good classification results.
[image: Figure 1]FIGURE 1 | The achieved classification accuracy result of RF technique (A) in the wavelength range of 250–680 nm (B) and 220–850 nm [18].
Yue et al. [35] used LIBS combined with machine learning techniques to diagnose and classify ovarian cancer. They also used the blood plasma of 176 patients, including ovarian cyst and normal samples. For cancer diagnosis, they achieved sensitivity and specificity 71.4 and 86.5%, respectively. In the experiment, they detected emission lines from certain minor elements in blood plasma, Fe, Si, P, and Cu, but the contribution in classification was minimal. Consequently they considered the major metal elements, K, Na, Mg, and Ca are because these elements are essential electrolytes in blood and play a critical role in preserving homeostasis in the body. As a result, an imbalance in their proportions in a patient shows a state of abnormality.
Furthermore, direct analysis of blood-related liquids is preferred for a clinical approach among various operation modes with different types of biological samples because LIBS corresponds to an easy, cost-effective, and widely used implementation of biomedical test that is suitable for a wide coverage screening and can be incorporated in a routine physical examination.
Lymphoma and Multiple Myeloma (MM)
Most blood cancers, also known as hematologic malignancies, begin in the bone marrow, which produces blood. When dysfunctional blood cells begin to develop out of control, they disrupt the function of healthy/normal blood cells, which fight infection and create new blood cells. A blood cancer diagnosis is also a big problem in clinical medicine today [43–45]. Multiple myeloma (MM), Leukaemia, and malignant lymphoma are the three most common types of blood cancer [46]. There are two key obstacles in diagnosing blood cancer: distinguishing cancer from normal blood cells and identifying the different forms of blood cancer. Lymphoma and multiple myeloma (MM) are cancers of the blood cells that affect the body’s hematopoietic and lymphatic systems. In 2015 about 29,300 died from lymphoma, and 9,200 died from MM, respectively, in China [47]. Three papers have been published to diagnose blood cancer through LIBS in 2017, 2018, and 2020 respectively.
X. Chen et al. presents a rapid and robust diagnosis and discrimination of lymphoma and MM using LIBS performed on serum samples in combination with different chemometric techniques [23]. They used k nearest neighbors (kNN), principal component analysis (PCA), linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) to build the malignancy diagnosis and discrimination models for further analysis. PCA scores are used for best features selection. In terms of precision of discrimination, the area under the curve (AUC), sensitivity, and accuracy, the kNN model displays the best results. The ROC curves for all classification models are shown in Figure 2A. The average specificity of classification was achieved at 96.0%. In the second paper, for discrimination of lymphoma using LIBS, the whole blood is taken as a sample [22]. Instead of serum samples, whole blood samples are used because they contain more components and have more spectral signatures for the study of discrimination. All blood samples from lymphoma patients and healthy controls were analysed and compared using the LIBS spectrum. Chemometric approaches have been used to study discrimination, including PCA, LDA classification, and kNN classification. Both kNN and LDA models have demonstrated extremely excellent discriminating efficiency, as shown in Figure 2B, with an accuracy of over 99.7%, a sensitivity of over 99.6%, and a specificity of over 99.7%. It is assumed, however, that the incidence of cancer is not connected to either one or two unique elements but rather to several forms of elements. The confusing impact of other mild disorders can be minimized to a restricted degree by using discrimination models based on multivariate analysis instead of univariate analysis. Yet, it can help boost the robustness of the discrimination models by incorporating benign disease controls in the model.
[image: Figure 2]FIGURE 2 | (A)The ROC curve for the lymphoma class of different classification models [23]. (B) Receiver operating curve (ROC) for the lymphoma class of LDA and kNN models [22].
Similarly, in the third paper, a technique uses random subspace method (RSM) based ensemble learning such as RSM-LDA in conjunction with LIBS [48]. They studied the Leukemia subtypes of blood cancer like acute myeloid leukemia (AML), chronic myelogenous leukemia (CML), and MM and lymphoma. The variable importance (VI) of the selected lines was determined to evaluate the significance of the function. The RSM-LDA model has the highest overall precision rate and AUC, compared to LDA and kNN, which means that the RSM-LDA model has the highest accuracy, as shown in Figure 3. Furthermore, Figure 4 manifests the best performing classification ROC curve for four different blood cancers. With the RSM-LDA model, the overall accuracy ratings for AML vs healthy control (HC), CML vs HC, MM vs HC, and lymphoma vs HC ranged from 94.33, 94.49, 94.61, and 94.38%–98.77, 96.54, 98.78, and 96.62%, respectively. In the above two papers of blood cancer, the serum sample and whole blood sample are used on filter paper, while in the third paper about blood cancer the whole blood sample used in the form of pellets.
[image: Figure 3]FIGURE 3 | (A) The accuracy rate of different models (B) confusion matrix of RSM-LDA [48].
[image: Figure 4]FIGURE 4 | The ROC curve was used to compare four different models for (A) AML versus healthy control (HC), (B) CML vs HC, (C) MM vs HC, and (D) lymphoma vs HC [48].
Skin Cancer (Melanoma)
Skin cancer is one of the leading causes of death worldwide. Squamous Cell Carcinoma (SCC), Basal Cell Carcinoma (BCC), and Merkel cell cancer are known as non-melanoma skin cancer (NMSC). These NMSC and melanoma are categorized as skin cancer. In 2018, NMSC (excluding basal cell carcinomas, BCCs) was the world’s fifth most prevalent form of cancer, causing more than 1 million new cases and 65,000 deaths, while melanoma was the 21st in cancers lethality rank. Malignant melanoma is the most severe form of skin cancer. It leads to higher patient mortality due to late pathology diagnosis of almost 300,000 new incidents and 60,000 fatalities [49] and its increased risk of developing systemic metastases [50]. In this regard, Han et al. [30] concentrated on the feasibility of LIBS to differentiate between lesions in the surrounding dermis from melanoma. Using homogenized pellet extracts from melanoma-implanted mice, and performed a qualitative and quantitative elemental analysis of melanomas and the underlying dermis. Based on these results, they also analyzed distinguishable elements from real skin tissues of melanoma-implanted mice, reflecting the clinical situation. The sensitivity and specificity of LDA classifier for pellet samples were shown to be 99.4 and 100%, respectively, while those for tissue samples were shown to be 96.7 and 99.7%, respectively. Rosalba et al. [28] collect and compare the blood serum and tissue homogenate LIBS spectra harvested from a pre-clinical model of melanoma. The use of four distinct classification algorithms (LDA, FDA, SVM, and Gradient Boosting) is effective. The results of these four algorithms were compared, and Gradient Boosting was found to provide the best precision for classification as shown in Figure 5. The classification accuracy could be significantly impaired by various substrates, with Cu substrate the best outcomes in the experimental circumstances used. Similarly, the findings of the fs-LIBS research and analysis were reported by Moon et al. [51] elemental mapping of a study of cryosectioned melanoma as an Imaging procedure for differentiating the areas of the tumour and dermis. They concluded that dermis and skin cancer fields are distinguished and compatible in the LIBS elemental mapping picture with the histologically calculated ones, showing the viability of LIBS as a beneficial tool for quicker decision Regions of Skin Cancer. To improve the classification accuracy of normal and melanoma samples, Ekta et al. [52] used the Joint Mutual Information Estimation (MIE) and Weighted Average (WA) methods. To test and pick representative spectral lines, the MIE procedure was used, while column-wise Gaussian weighted lines based on the chosen feature lines and surrounding spectral lines, averaging was used to process two-dimensional spectral images. Khan et al. [53] recently used LIBS combined with chemometric methods to examine and discriminate against human melanoma FFPE tissue samples instead of animal samples, and achieved good classification results as shown in Figure 6.
[image: Figure 5]FIGURE 5 | The classification accuracy result of (A) LDA (B) FDA (C) SVM and (D) Gradient boosting with different substrates of Cu, Si and Aluminum [54].
[image: Figure 6]FIGURE 6 | The classification accuracy of ANN, PLS-DA, LDA, and QDA models by using multiple preprocessing methods with different input data types [53].
Liver Cancer
In humans, the liver is the sixth most common primary cancer site, and it is frequently linked with cirrhosis and inflammation [55]. Kumar et al. [17]used LIBS for the first time to classify a dog’s liver tissue to identify liver cancer. The findings demonstrate that the ratios of calcium (Ca), copper (Cu) and sodium (Na) to potassium (K) line concentrations are higher in a malignant sample than those in a normal one. They also used inductively coupled plasma emission spectroscopy (ICPES) to compare the results with LIBS and achieved good approximation results of both methods.
For the diagnosis and classification of liver cancer, Sherbini et al. [20] used a scaled conjugate gradient back-propagation ANN to construct a diagnostic model to differentiate between 26 malignant samples and four regulars (zero cancer level) samples randomly selected from patients with liver cancer aged 6–56 years. All the malignant samples were accurately identified.
Hepatic fibrosis is chronic liver damage that can progress to cirrhosis, hepatic failure, and finally hepatocellular carcinoma (HCC) or liver cancer [56]. Hinojosa et al. [57] used LBS to demonstrate the differentiation of chronic liver injury known from normal for hepatic fibrosis liver diseases. For this purpose, they used a fibrotic and normal liver sample of mice. PCA is used for further classification analysis of different fibrotic levels of METAVIR score system (histopathological system for liver tissues identification) from F0 to F4, F0 is considered the normal one as shown in Figure 7. They also concluded that an increase in calcium (Ca) concentration found in cirrhosis (a late stage of scaring also known as fibrosis) could be linked to intracellular or extracellular calcium buildup. Although the findings are preliminary, LIBS might be used as a stand-alone, quick way to identify hepatic fibrosis at an early stage.
[image: Figure 7]FIGURE 7 | PCA score of different MTAVIR scores from F0 to F4 [57].
Brain Tumor
Glioma is a prominent brain tumor, which arises in the brain and spinal cord. According to World Health Organization (WHO), glioma is graded in four different categories: Grade I, which is typically curable by surgery; grade II, known as lower-grade glioma (LLG), grade III, known as anaplastic astrocytoma, and grade IV, known as Glioblastoma Multiform (GBM) which is the most severe kind with the lowest survival rate [58–60]. For the first time, Teng et al. [31] proposed LIBS to discriminate the infiltrative glioma boundary based on elemental components. In this work, they used fresh glioma and infiltrating boundary tissue samples for laser ablation. They concluded that to discriminate the glioma boundary, Mg and Ca are linked to the development of tumors and play a more critical factor in tumour formation.
Similarly, the CN band also contains relevant details for recognition of Tumors boundaries. They used two different chemometric models, SVM and kNN, for glioma and infiltrative boundary classification. For discrimination of glioma and infiltrating boundary SVM achieved 95% correct classification rate (CCR), which is better than kNN as shown in Figure 8A.
[image: Figure 8]FIGURE 8 | (A) Classification result of SVM and kNN of infiltrative glioma [31]. (B) The identification accuracy of an infiltrative and non-infiltrative brain tumour [61].
Similarly, for four different types of brain tumour (glioma, meningioma, hemangiopericytoma, and craniopharyngioma) classification Teng et al. [61] performed LIBS combined with machine learning techniques. They proposed to use the molecular fragment spectra (MFS) for further brain tumors diagnosis. Molecular fragments play a key role in the diagnosis of brain tumor, in literature, few researchers have worked on this. The MFS in LIBS is very new and commonly not practiced in biological samples. The most often used signals in LIBS research are the atomic spectra (AS). In this article, they used 12 patients’ tissue samples of four types of brain tumor. The four types above of brain tumors were diagnosed and classified as infiltrative and non-infiltrative tumors. Instead of the conventional machine learning technique, they established and implemented the spiking neural network (SNN) in MFS data analysis. They investigated the development processes of MFS in brain tissue in-depth, looking at three different types of formation mechanisms: combination, rearrangement, and break. The recognition precision reached 88.62% in 1–2 s, together with the proposed SNN brain-like computing system. This study presented three different MFS data types, with the ratio data type best suited for diagnosing various brain tumors. Due to substantial overfitting, the traditional machine learning methods kNN, ANN, and SVM did not perform well. SNN, as a third-generation neural network, has the potential to tackle this problem effectively, as shown in Figure 8B.
Nasopharyngeal Carcinoma
Nasopharyngeal carcinoma (NPC) is a rare subtype of head and neck cancer with a highly unbalanced endemic spread [62]. There is about one new occurrence for every 100,000 people every year in most parts of the world. The incident rate of NPC is 20–50 per 100,000 in southern China and Southeast Asia [63, 64]. For NPC discrimination, Chu et al. [65] used LIBS combined with chemometric methods. In this research, a total of 160 serum samples was used, including 100 healthy controls and 60 NPC patients.
Similarly, different chemometric methods like kNN, extreme learning machine (ELM) and feature extraction RF were used for classification and identification of NPC. The serum sample was dropped on a boric acid substrate for laser ablation. The major elements (Na, Mg, K, and Zn) from LIBS spectra were selected for diagnosis and further classification purposes. They concluded that, the variable importance of three lines (K I 766.49, K I 769.90, and Na I 589.59 nm) with RF extraction are much greater than the average variable importance. The accuracy rate, sensitivity, and specificity of NPC serum and healthy controls were 98.330, 99.022, and 97.751%, respectively, using the RF coupled with the ELM classifier. Furthermore, the RF-ELM model’s AUC was 0.987, which means that it has huge diagnostic efficiency.
Cervical Cancer
In 2018, there were nearly 570,000 cases of cervical cancer and 311,000 deaths reported. Cervical cancer is the fourth most widespread cancer among women. It is ranked after breast cancer (2.1 million cases), colorectal cancer (0.8 million), and lung cancer (0.7 million) in 2018 [66]. For the identification of cervical cancer Wang et al. [26] used paraffin-embedded tissue samples of normal and cervical cancer patients. They coupled LIBS with chemometric methods PCA and SVM for classification purposes. It was hard to distinguish between normal and cervical cancer tissue using the raw spectra. PCA was performed, but the result of PCA was overlapped, hard to differentiate the cervical and normal sample. Then for normal tissues and cervical cancer tissues identification, SVM and PCA-SVM were used. The findings found that the PCA-SVM identification accuracy is much better than SVM and increased from 93.06 to 94.44%. They also concluded that LIBS technology has a lot of potential for cancer diagnosis in real-time. To achieve the best calcification and discrimination results the sample numbers should be raised in the future.
Stomach Cancer
Stomach cancer is also known as gastric cancer. In worldwide cancer ranking, it is on fifth number. According to Cancer Global Observatory, in 2018, over one million new cases were reported [67]. For gastric cancer identification, Seifalinezhad et al. used spark discharge assisted laser-induced breakdown spectroscopy (SD-LIBS) in investigating the possibility of distinguishing neoplastic (cancerous) from non-neoplastic (normal) stomach tissues [68]. In this study, they also found the difference between neoplastic and non-neoplastic gastric tissues emission spectra. The study concentrated on an in vitro comparison of elemental concentrations in distinct tissues. Depending on these observations, the intensities of Ca and Mg in cancerous spectra are higher than the normal sample spectra obtained from the same person. Likewise, they also concluded that the number of samples used in this study was insufficient to draw a firm conclusion, and more research is needed to generalize this concept. Furthermore, the SD-LIBS technique should become easier to use in future in vivo studies.
Breast Cancer and Cervical Cancer
Breast cancer is the most top cancer among women throughout the world. In all-female cancer-related diseases, breast cancer is responsible for up to 16%. It is estimated that 2,088,849 new cases were reported, and 626,679 people died of breast cancer in 2018, and the most (69%) of deaths occur in developing countries, while this cancer is considered an acquired world disease [49]. Ghasemi et al. [69] used LIBS and acoustic response (AR) techniques to classify malignant human breast tissues from normal tissue. Here, using an acoustic analyzer, for sensing audio signals during microplasma generation. The signals distinguish the tissues according to the audio level and the spectral changes during the laser-induced development of micro-plasma. In malignant tissues, LIBS indicates a noticeable increase in trace elements such as calcium (Ca), sodium (Na), and magnesium (Mg) as determined by the characteristic emissions inside the laser induced micro-plasma.
Similarly, Hussain et al. [25] used spectroscopic techniques such as LIBS to recognize two human forms of cancer, including breast and colorectal cancer, as well as condition grade and incidence assessment. They found distinct variations in the density of calcium (Ca) and magnesium (Mg) spectral lines in the LIBS spectrum of non-neoplastic and malignant breast and colorectal tissue samples. To differentiate between cancerous in vitro human tissues of interest (breast, colon, larynx, and tongue) and normal ones, Ghasemi et al. [33] used the LIBS method. Using the laser mediated plasma spectrum, the trace elements are investigated. They concluded that the concentration of trace elements (such as calcium, sodium, and magnesium) in cancerous tumors is considerably higher in terms of the signature emissions of calcium (Ca), sodium (Na), and magnesium (Mg) within the laser-induced plasma. They also figure out that the plasma temperature is measurably higher for cancerous tissues than normal ones. Likewise, Wei et al. [70] Implemented multi-elemental LIBS mapping, based on conventional histopathological tumor therapeutic impact analysis and associated anti-tumour pathways, would offer a new approach to estimating the anti-tumor therapeutic effect and the molecular process, in line with the possible growth of precision medicine. Collectively, four distinctive elements from tumour tissues, calcium (Ca), copper (Cu), magnesium (Mg), and sodium (Na), were studied to project tumor therapeutic effects and investigate the potential of biological elements in the study of anti-tumor mechanisms. In addition, the complementarity and compatibility of elemental imaging focused on LIBS with conventional histopathology will offer a new avenue for the study of anti-tumor therapy.
Bone Cancer
Bone cancer occurs when abnormal cells in bone grow out of control [71]. It damaged normal bone tissue. The most prevalent bone cancer is osteosarcoma. This is responsible for almost two-thirds of all bone cancers cases. About 1,200 patients are diagnosed annually in the United States with osteosarcoma [72–75]. For the classification of bone tumors, Gill et al. [74] proposed research to understand the variations in femtosecond LIBS (fsLIBS) spectra. For laser ablation, they used samples of a primary bone tumour, a secondary bone tumour, and normal bone in this study. Essential differences in the fsLIBS signal between the primary tumor of the bone and normal bone samples were observed. They compared the separation of tumour and normal tissue with many other “normal” bone samples using a PCA decomposition of this combined data set. The PCA results revealed that the PCs of the two data sets substantially overlap, which shows that even when fresh new normal bone tissue is added to the data, the chemical distinctions between normal and cancerous tissue remain consistent. In tumor tissue, the magnesium (Mg) peak level (516 nm) increases compared to the calcium (Ca) peak intensity (526 nm) as well as PCA results are shown in Figure 9. The explanation why they did not notice a difference in the spectrum between metastatic bone tumor and normal bone may be because primary cancer cells migrate across the body, and other forms of cells may not cause a metabolic change (such as bone).
[image: Figure 9]FIGURE 9 | PCA result of different bone by fsLIBS [74].
Colon Cancer
Colon cancer is one of the world’s leading cancers and, along with lung, prostate and breast cancer, is considered among the major killers [75]. Gondala et al. [19] proposed a study to examine the samples of malignant and nonmalignant colon tissue using the LIBS technique and to ascertain a link between the accumulations of such heavy metals responsible for the formation of colon tissue malignancy. They found that LIBS is a reliable tool for detecting heavy metals in cancerous colon tissues, such as Hg, Cr, and Pb. These heavy metals were found in the malignant tissues, although these elements were not identified in control (healthy) colon tissue samples.
The ICP-OES methodology has been used to determine the authenticity and to validate the consistency of LIBS results. In addition, by concentrating on specific elements such as Hg and Cr in control tissues, electron temperature and electron density were calculated for the plasma derived from the malignant and control tissues to show that the plasma was in the LTE condition [19].
Lung Cancer
Lung cancer has long been seen as a significant public health issue. Every year, around 1.35 million people are diagnosed with the disease, with 1.18 million dying. This statistic is considerably higher than other cancers like breast and colon cancer, and the death rate in China and other countries is still rising [76]. The line between the lung tumour and the border tissue is blurry, during surgery. Recurrence can shorten a patient’s life if tumour excision is incomplete [77]. Lin et al. [36] used LIBS combined with machine learning techniques to differentiate lung boundaries from lung tissues. For this purpose, they used 90 tissue samples of lung tumor and lung boundary from 45 patients, of which 20 men and 25 were female, respectively. They used SVM and Boosting Tree classification models that employ PCA and RF to enhance accuracy, sensitivity, specificity, ROC curves, and AUC through 10-fold cross-validation. The RF-Boosting tree outperformed the competition in classification and recognition, with an accuracy of 98.9%, sensitivity and specificity of 99.3 and 98.6%, respectively, and an AUC of 0.988., as shown in Figure 10. The use of RF features increases data retention, reduces training time, and avoids duplicate data and interference. The combination of LIBS with an RF-Boosting Tree model to detect lung tumour boundaries is a rapid and accurate method.
[image: Figure 10]FIGURE 10 | Four different classification models ROC curves [36].
SUMMARY AND FUTURE PROSPECTUS
In this review we discussed developments in LIBS technologies and critical discoveries on the identification and discrimination of various cancers. LIBS’s extraordinary discrimination findings based on different samples (tissues, blood) samples are extremely promising. Table 1 lists the LIBS technique studies on various cancers published in the literature, organized with varying sample categories. This table also recorded information on the laser, spectrometer, and analytical instruments used in the experiments. LIBS is a valuable and credible method for distinguishing between malignant and benign tissues and classifying normal tissues. A significant research project is to find ways to reduce the gap between LIBS laboratory research and clinical translation.
Any kind of sample can be analyzed using LIBS in a typical laboratory environment. It is vital to prevent any surface contamination when processing the sample to perform repeatable LIBS analysis. Furthermore, instrumental parameters (such as laser energy and sample surface orientation about the laser focus) must be monitored and maintained during the whole experiment. LIBS can also be used in combination with other spectroscopic techniques, including Raman spectroscopy [78], and laser-induced fluorescence [79, 80]. These multi-modal methods hold massive potential because they can gather detailed information about the samples’ composition.
Furthermore, in-depth evaluation and analysis with high precision are needed for various aspects such as the economy, health, and lifestyle. To this end, new methods for medical samples analysis are being tested regularly to keep up with scientific advancements. Preliminary tests on a variety of different tissues or fluids samples have shown extremely impressive findings for LIBS. The number of applications requiring different chemometric data processing has grown significantly in recent years to enhance the system’s capability. Chemometrics is also used to solve a variety of practical problems, such as the exploitation of biologically active species, the effective use of biomarkers, the advancement of clinical diagnosis, the monitoring and prediction of a patient’s condition, drug design, and the classification of toxic chemical substances [81].
Regarding future developments and practical uses of LIBS in cancer detection and classification, the following suggestions were made: 1) Suitable chemometric methods and preprocessing methods should be used to enhance LIBS calibration and classification accuracy. Chemometrics models’ performance, accuracy, and pattern recognition in cancer detection and classification differ depending on the sample type and model type utilized. Further performance improvements of LIBS technology in various application fields, especially in the medical area, will undoubtedly be part of the future advancement of chemometrics analysis of LIBS data. Preprocessing methods combination with chemometrics, we believe, play a critical role in LIBS. 2) For a deeper understanding and practical use, the mechanism of laser-matter interaction for medical samples should be investigated further. While signal enhancement and data processing methods have enhanced efficiency, the mechanisms beyond these methods are still unknown. 3) For successful LIBS analysis, the input data must be of the highest quality, optimizing the experimental parameters and controlling them during LIBS measurements. 4) To achieve the best calssification and discrimination results the sample numbers should be raised in the future.
Finally, this review aims to assist those who wish to use the LIBS technique in a medical setting in gaining a basic understanding of the prerequisites and shortcomings to do a thorough study of this field. The reader is also faced with various chemometrics tools that can be used in LIBS measurements to obtain valid qualitative and quantitative data, especially in different cancers detection and classification.
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Measurements of Atmospheric Water Vapor by a 1.316 μm Optical Fiber Laser Heterodyne Radiometer
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A passive optical fiber laser heterodyne radiometer prototype with a semiconductor laser near 1.316 μm as the local oscillator was built, parameters of the prototype have been optimized. Using the prototype, the water vapor concentration in the atmospheric column was measured with a spectral resolution of 0.009 cm−1 in late October and early November of 2020, the collection time was approximately 3 min, and the signal-to-noise ratio was better than 120. The water vapor column concentration and profiles were inversed based on the optimal estimation method. Compared with the measurement of the Fourier transform spectrometer (EM27/SUN) which was performed simultaneously, the inversion results deviated by less than 14%, and the variation trend of the water vapor concentration showed good consistency. It is demonstrated that the 1.316 μm optical fiber laser heterodyne radiometer possesses good stability and accuracy in the field measurement of atmospheric water vapor concentration.
Keywords: laser heterodyne, optical fiber, water vapor concentration, optimal estimation method, field experiment
INTRODUCTION
Water vapor is an important greenhouse gas (GHG) that absorbs the most radiation in the atmosphere and contributes approximately 60% of the total radiative forcing [1]. In the context of global warming, the water vapor concentration and temperature will rise due to the increase in each other, forming a positive feedback relationship. It will lead to changes in the water vapor concentration in the upper troposphere (5–10 km) [2]. Therefore, the measurement and long-term monitoring of water vapor concentration in the upper atmosphere are of great significance for the study of the above problems. In addition to global warming, in the field of optoelectronic engineering, besides the effect of scattering and refraction of atmospheric particles, the absorption of atmospheric molecules is also the key to the continuous decay of laser energy during the propagation process. The absorption of laser energy by water vapor will induce thermal blooming and laser nonlinear distortion, which can seriously affect the effect of laser propagation [3].
After decades of effort, several approaches have been proposed and played unique roles in the long-term monitoring of water vapor concentrations, such as satellite remote sensing, LIDAR, and sounding balloons [4–6], these approaches are suitable for different scenarios. The satellite detection range is wide, while the temporal and spatial resolution is low. Although LIDAR detection accuracy is high, the detection range is limited. The sounding balloon can simultaneously detect a variety of atmospheric parameters and detection heights up to 30 km, but the cost is high, and the path is not controllable [7]. A ground-based Fourier transform spectrometer with high resolution is capable of trace gas measurement in atmospheric columns, but the device is usually large and expensive.
Laser spectroscopy has been widely used in trace gas detection. The detection sensitivity is up to ppt level [8, 9] and the volume is getting smaller [10, 11]. In the measurement of atmospheric trace gases, laser heterodyne radiometers (LHRs) have been used extensively, because of their inherent high spectral resolution (υ/Δυ up to approximately 108), easy system integration, and other characteristics [12]. In the atmosphere, the spectral width of molecular spectroscopy is affected by temperature, pressure, etc. The spectral resolution of LHR is generally better than 0.01 cm−1. Therefore, the absorption information of atmospheric molecules in a low-pressure environment can be measured. On the other hand, the measurement results and assumptions about the high-altitude water vapor concentration can be verified.
With the development of optical fiber communication technology, the production process of near-infrared fiber is very mature, and its price is relatively low. This facilitates the development of compact optical fiber LHR. The optical fiber structure is convenient to build and adjust and has a strong vibration and deformation resistance, and the system will be more stable. In recent years, research on optical fiber LHR has made some progress. In 2014, Wilson EL et al. developed a 1,573.6 nm optical fiber LHR to achieve high sensitivity measurement of CO2 absorption spectra [13], and in 2019, they developed a portable and autonomous 1.64 μm LHR [14]. In 2014, Rodin A et al. used a 1.65 μm optical fiber LHR to achieve absorption measurements of CH4 and CO2 with a signal-to-noise ratio (SNR) of 120 with an exposure time of 10 min [15]. The groups of Gao X and Kan R also reported the study of optical fiber LHR [16, 17]. However, the above studies generally focus on the measurement of carbon-containing GHGs, and there are few studies on the content and characteristics of water vapor concentration. As a GHG whose concentration changes rapidly in the atmosphere, the measurement of water vapor concentration requires a high measurement rate while ensuring the SNR of the instrument.
We have accumulated some experience in the measurement of absorption spectra of various atmospheric molecules in several wavelengths [18–20]. In this paper, the semiconductor laser emitting at 1.316 μm was used as the local oscillator, according to our knowledge, the wavelength of the local oscillator is the shortest of all publications. The 1.316 μm region is rich in water vapor transitions with suitable line intensities, which provides a favorable condition for the measurement of water vapor concentration in the atmosphere column. The required optoelectronic devices are commercially available, which provides many options for the design and development of LHRs. To evaluate the accuracy of the LHR on water vapor concentration measurement, a Fourier transform infrared spectrometer (Brucker, EM27/SUN) with a resolution of 0.5 cm−1 [21] was used to perform simultaneous measurements.
INSTRUMENT DESIGN AND DATA PROCESSING
The principle of laser heterodyne is similar to that of radio. A laser beam is used as the local oscillator to beat with the signal containing information, and the heterodyne signal is generated on the mixer. It can realize the amplification of the signal by the local oscillator [12, 22, 23]. The basic principle is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic diagram of the principle of laser heterodyne.
According to the principle of laser heterodyne, the power of the heterodyne signal is proportional to the power of the local oscillator and signal [22, 23].
[image: image]
In heterodyne detection, the signal is generally weak, while the intensity of the local oscillator is several orders of magnitude higher than that of the signal. Therefore, the local oscillator has a strong amplification effect on the signal, which can achieve highly sensitive spectral detection.
The system structure of the prototype is schematically shown in Figure 2. The solar tracker and the attached light collection devices realize the stable tracking and collection of sunlight, which contains the absorption information of atmospheric molecules. The heterodyne module combines the collected sunlight with the local oscillator to generate the heterodyne signal. The signal processing technology is used to amplify, bandpass filter, and square-law detect the heterodyne signal and finally realize the output and acquisition of the heterodyne spectral signal.
[image: Figure 2]FIGURE 2 | Schematic diagram of the LHR.
In the solar tracking module, the tracking accuracy of the solar tracker (EKO, STR21G) is higher than 0.01°. Its built-in GPS sensor provides precise position state parameters for the initial alignment to track the Sun, and a four-quadrant sensor compensates for geometric positioning deviations. The sunlight is amplitude modulated by a chopper (SCITEC, 300CD) with a chopping frequency of approximately 1 kHz. The modulated sunlight is collected by a collimator (Thorlabs, F810APC-1310) and coupled directly into the single-mode fiber (SMF-28e), the attenuation of the fiber at 1,316 nm is less than 0.32 dB/km. The fiber interface type is FC/APC, which has an 8° polished end face to reduce the additional interference caused by light return reflections on the system.
The heterodyne module consists of a laser, beam combiner, beam splitter, attenuator, and photodetector devices. The central wavelength of the semiconductor laser (NTT, NLK1B5EAAA) is 1,315 nm with an output power of 25 mW (T = 25°C, I = 90 mA). The spectral linewidth of the laser is approximately 2 MHz, and the side mode suppression ratio is greater than 40 dB. The wavelength stability of the local oscillator was recorded by a wavelength meter (Bristol Instruments, 621A). The wavelength fluctuation during sampling is less than 0.0007 cm−1. Through tests and considering the detector saturation threshold, the specific beam splitting ratio and beam combining ratio are shown in Figure 2. 70% of the local oscillator is attenuated by the attenuator and then enters input channel 1 of the balanced detector (Thorlabs, PDB470C-AC), and the remaining light passes through the 10% channel of the beam combiner and combines with sunlight from the 90% channel of the beam combiner, and the combined beam is fed into input channel 2 of the detector to yield the heterodyne signal. In LHR, the energy of the local oscillator is sufficient or even exceeds the demand, and the fiber it passes through generally needs to increase the attenuation ratio or add an adjustable attenuator. The intensity of the signal light is weak and insufficient, so the transmittance of the channel of signal light input in the combiner is 90%, which is done to reduce the attenuation of the signal light as much as possible. The bandwidth (3 dB) of radio frequency (RF) output of the balanced detector is 100 Hz–400 MHz. It can effectively suppress the common-mode signal and amplify the differential-mode signal, which is suitable for the measurement of weak signals. According to the theory of heterodyne detection, the spot of the local oscillator and signal light should be equal in size and completely coincide, otherwise, the noncoincidence part will generate noise and contribute nothing to the useful signal, optical fiber structure is able to avoid the noise caused by spot mismatch. Compared to traditional free space versions, optical fibers can make the LHR more stable, compact, and coupling efficient. Figure 3 shows the integrated design of the heterodyne module.
[image: Figure 3]FIGURE 3 | Structure diagram (A) and physical diagram (B) of the heterodyne module.
The signal processing module includes an RF amplifier, bandpass filter, square-law detector, lock-in amplifier, and acquisition card. The amplification gain of the RF amplifier (Spectrum, SPA.1411) is up to 100, and the bandwidth is 200 MHz. The electronic filter bandwidth is limited to 10–80 MHz by combining a high pass 10 MHz and a low pass 80 MHz filter. The spectral resolution of the system was approximately 0.009 cm−1 based on the instrument line function theory [18, 24]. The lock-in amplifier (Sine Scientific Instrument, OE1201) uses the chopping frequency of the chopper as the reference signal for signal demodulation, with an integration time of 30 ms and a sensitivity of 1 mV. The output signal of the lock-in amplifier is captured by the acquisition card and then recorded by a computer for real-time display and storage.
The inversion of gas concentration generally contains two processes: 1) constructing the atmospheric radiative transfer model (ARTM) and instrument model to simulate the convolution process of the solar spectrum with the atmospheric system and the spectral measurement system to obtain the simulated spectrum and 2) iterating the measured spectrum and the simulated spectrum in a loop according to the constraints to obtain the inversion results.
The ARTM can be obtained by processing molecular spectral line parameters from the HITRAN database with the line-by-line integrated radiative transfer model (LBLRTM), which is the prerequisite for spectral line selection and gas concentration inversion. The absorption of atmospheric molecules in the measurement range (7596.85–7598.10 cm−1) was simulated with the United States Standard Atmospheric (1976) at the zenith angle of 45°. The simulation results are shown in Figure 4. There is a suitable absorption feature of water vapor with a transition of 7597.53 cm−1 [S = 3.31 × 10–24 cm−1/(molec·cm−2)] for measurement. Within the range, the absorption of other molecules only slightly affects the right wing range, and the impact is easily deducted during data processing.
[image: Figure 4]FIGURE 4 | Simulation results of atmospheric molecular absorption in the measurement range.
The water vapor concentration inversion algorithm adopts the principle of the optimal estimation method (OEM), which was proposed by Rodgers CD based on the Bayesian statistical method [25]. The measured spectral data need to be preprocessed before inversion by the OEM, which contains a noise component, background offset, and DC modulation component of the local oscillator. Therefore, it is necessary to remove the influence of these factors for concentration inversion. The flow of the inversion is shown in Figure 5. According to the OEM for the inversion of the spectral data, the Jacobian matrix and gain coefficient need to be calculated. The Jacobian matrix characterizes the sensitivity of the transmittance or optical thickness to the gas concentration, which is calculated by the LBLRTM. The gain coefficient is obtained from the preprocessed spectral data and the initial transmittance. The Jacobian matrix is updated with each iteration because the sensitivity of different optical thicknesses to gas concentration changes due to the change in gas concentration. If the loop residual reaches the exit condition, the loop will be terminated, and the result will be shown. If the exit condition is not satisfied, the loop iterations continue until the exit condition is fulfilled. The output result is the water vapor vertical profile, and the column concentration of water vapor is obtained by integrating the concentration profile.
[image: Figure 5]FIGURE 5 | Inversion process of atmospheric molecular concentration based on the OEM.
RESULTS AND COMPARISON
From 2020.10.23 to 2020.11.4, the water vapor absorption spectra were measured on Science Island in Hefei (N31.82°, E117.22°) by the 1.316 μm optical fiber LHR. Meanwhile, the EM27/SUN was used as a contrasting instrument to measure at the same place. Figure 6 shows the actual situation of the field experiment, with the LHR on the left and the EM27/SUN on the right. For the LHR, the time of the wavelength scanning was 30 s, and the data were averaged 6 times, so the acquisition time was approximately 3 min.
[image: Figure 6]FIGURE 6 | Field measurements for water vapor by the LHR and EM27/SUN.
The measurements were interrupted for a few days by cloudy and rainy weather, but it also gave more interesting weather-related features to the water vapor concentration profiles and column concentration variations. Figure 7 shows the water vapor absorption spectral signal and the DC signal, and Figure 8 shows the noise level and the corresponding standard deviation of the LHR for the four different cases. It can be seen from Figure 7 that the change in the local oscillator power causes the skew of the spectral signal baseline, and this effect can be deducted in the data processing process. Overall, the SNR is better than 120. Of course, the SNR can be improved by increasing the average times of data appropriately, but in the case of the current SNR, the collection time of approximately 3 min is more conducive to the timely response to the concentration changes of water vapor. By comparing the noise in the four different cases, the main noise of the system is the shot noise caused by the local oscillator, which accounts for more than 60% of the total noise.
[image: Figure 7]FIGURE 7 | Spectral signal of the LHR and DC signal of the local oscillator.
[image: Figure 8]FIGURE 8 | The noise of LHR and the standard deviation of noise in four cases.
The DC modulation was subtracted from the spectral signal measured by the LHR and compared with the simulation results under the same conditions. The results are shown in Figure 9, where the red curve is the measured result, the blue curve is the simulated result, and the black curve is the residual between them. The measured results are in good agreement with the simulated results, and the maximum deviation is approximately 2%.
[image: Figure 9]FIGURE 9 | Measured and simulated water vapor absorption spectra and residuals.
Since the gas concentration is negatively related to the transmittance, each element of the Jacobian matrix is nonpositive. The calculation results of the Jacobian matrix are shown in Figure 10. The atmosphere below 30 km is divided into 13 layers, each layer has different attenuation coefficients for water vapor. Since the water vapor is mainly concentrated near the ground, the attenuation of the transmission by water vapor is also greater, so the layers are relatively fine. The intervals of each layer below 6 km are set at 1 km, and that between 6 and 10 km is set at 2 km. The water vapor concentration above 10 km is very weak, so the interval is set at 5 km.
[image: Figure 10]FIGURE 10 | The Jacobian matrix of water vapor in the wavelength scanning range.
The water vapor concentration was inverted by the OEM. Figure 11 shows the variation of the water vapor concentration with altitude, i.e., the water vapor concentration profile. The black curve is the result obtained from the reanalysis data processing on the website of the European Centre for Medium-range Weather Forecasts (ECMWF), and the red curve is the inversion result. 10.24, 11.3, and 11.4 have obvious maximum water vapor concentrations at altitudes of 5–8 km. As mentioned earlier, rainy weather was interspersed during the measurement. Therefore, this may be due to the existence of a strong water vapor transport process at the corresponding altitude. As shown in Figure 12, the analysis of the temperature and pressure data (National Centers for Environmental Prediction, NCEP) reveals that anomalies are also reflected at the corresponding altitudes. The magnitude of the water vapor concentration maxima clearly corresponds to the temperature at altitudes of 5–8 km, with the highest average temperature at 11.4 and the lowest at 10.23. The maximum value of water vapor concentration and pressure value also have a similar trend, among which the pressure at 10.23 is the lowest. The increase in temperature and pressure may be due to the higher water vapor concentration that absorbed more radiation.
[image: Figure 11]FIGURE 11 | Profiles of water vapor concentration in the atmosphere. (A)The variation of water vapor concentration with altitude is smooth. The higher the altitude, the lower the water vapor concentration. (B–D) Water vapor concentration has a maximum value in 5–8 km, which may be due to the strong water vapor transport process in the high altitude.
[image: Figure 12]FIGURE 12 | Temperature (A) and pressure (B) curves for 5–8 km during the experimental period.
Hefei is in the mid-latitude zone of the Northern Hemisphere, which has a subtropical monsoon climate. October to November is the late autumn and early winter; hence, the water vapor content is relatively low, and the column concentration is generally below 2000 ppm. Figure 13 shows the variation in water vapor concentration during the experiment. The red curve is the measurement result of the LHR, and the blue curve is the measurement result of the EM27/SUN. Table 1 shows the comparison of the two measurement results. Compared with the EM27/SUN results, the overall inversion results of the LHR are lower, with deviations of 13.5%, 9.9%, 12.4%, and 11.1%, respectively. This may be related to the inversion algorithms of the two measurement methods and the parameter settings in the algorithms. However, the trends of water vapor concentration are consistent. The correlation coefficients of the two measurement results are 0.660, 0.944, 0.898, and 0.928. During the measurement, the temperature near the ground rose, the evaporation of water vapor increased, and the concentration of water vapor showed an upward trend. On October 23, the water vapor concentration changed rapidly, and the overall state was unstable. Both instruments measured an obvious V-shaped fluctuation from 10:45 to 11:10.
[image: Figure 13]FIGURE 13 | Inversion results of water vapor concentration in the atmosphere. (A) The water vapor concentration measured by LHR and EM27/SUN changed rapidly and showed an unstable state. (B–D) Water vapor concentration showed a stable increasing trend during the measurement period.
TABLE 1 | Comparison of the LHR and EM27/SUN measurement results.
[image: Table 1]CONCLUSION
The 1.316 μm optical fiber LHR prototype was established, the heterodyne module was integrated and the system parameters were optimized, which made the prototype more compact and stable. The LHR was favorable in field measurements, and the SNR and spectral resolution were approximately 120 and 0.009 cm−1, respectively. The absorption spectrum of atmospheric water vapor in Hefei was measured, and the water vapor concentration was inverted by the OEM. The results were compared with the Fourier transform spectrometer which performed the measurements simultaneously, the variation trends of the two methods were consistent. This proves that the accuracy and practicality of the LHR are respectable in atmospheric molecular concentration measurements. Future work will focus on system integration and long-term monitoring of GHGs.
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For spectral beam combining, an experimental system of dynamic beam quality caused by the thermal deformation of a grating has been designed and established. According to the theoretical model established, the distribution of the temperature field, as well as the thermal deformation of the grating, has been analyzed. Further, the combined beam quality and the intensity distribution have been numerically calculated in detail. The results show that the maximum temperature and the grating thermal deformation increase with the extension of irradiation time, resulting in side lobes appearing in the intensity distribution. In the experiment, the measured combined beam quality factor Mx2 was 1.29 without the thermal deformation. When the grating was heated by pump lasers at different times, Mx2 can arrive at 1.34, 1.37, and 1.41, respectively. The results reveal that the combined beam quality increases with the increase in irradiation time and changes rapidly at the beginning of heating, consistent with the theoretical analysis. The discussion and analysis of the dynamic beam quality are potentially valuable for reducing the influence of thermal deformation on the beam quality.
Keywords: blazed grating, spectral beam combining, dynamic beam quality, grating thermal deformation, fiber laser
1 INTRODUCTION
Spectral beam combining (SBC) technology is a well-established method for high-radiance lasers, which has a broad application prospect in optical sensing, laser medical treatment, and spectral analysis [1–8]. The beam quality factor is one of the key technical indexes to evaluate the beam quality in the SBC system. However, it can be influenced by many factors, such as the spectral line width, the disturbance of the laser array, and the dispersion characteristics of the grating [9–12]. As the powers of the laser array are increased, the grating thermal deformation, which induces degeneration of the combined beam quality, becomes more significant [13–15]. Zhou et al. reported the modulation of combined beam characteristics by volume Bragg gratings with thermal deformation. The transmitted and the diffracted beams experience wave-front aberrations with different degrees, thus leading to distinct beam deterioration [16]. Yang et al. presented the influence of multilayer dielectric grating thermal deformation on the SBC system and the beam quality of the combined beam degraded with increasing incident laser-beam power density [17]. Wang et al. investigated the grating deformation under different laser heating times [18]. However, to our best knowledge, the correspondence between irradiation time and the dynamic change of the beam quality has not been found, which is necessary to further understand the dynamic change of beam quality so as to provide a method to reduce thermal deformation and improve the quality of the combined beam.
Aiming at the above situation, the temperature distribution, as well as the thermal deformation of a blazed grating, was analyzed using the finite element method, and the combined beam M2 after grating deformation was calculated using the beam propagation model of the SBC system. Further, the SBC experimental system for measuring dynamic beam quality was designed and established. The results show that beam quality increases with the increase in irradiation time, which changes rapidly at the beginning of heating.
2 THEORETICAL MODELS
2.1 The Process of Grating Thermal Deformation
The schematic illustration of the SBC system is shown in Figure 1. The grating is a key element in the system, which can combine multiple laser beams of different wavelengths into one beam. When the high-power laser irradiates the grating, the grating temperature will increase, leading to grating thermal distortion.
[image: Figure 1]FIGURE 1 | Schematic of the spectral beam combining.
For the blazed grating irradiated by laser array, the temperature distribution and the thermal deformation are mainly affected by the spot size and the intensity distribution of the laser field. Assuming that the incident laser is a Gaussian distribution, the different grooves will have different heat distributions, as shown in Figure 2. S1 is the front surface covered with a film layer, S2 is the backlit surface, and S3 is the side surface. The heat flux q (x, y, t) flowing into S1 is the laser power density absorbed by the film layer, which can be expressed as q (x, y, t) = AtI(x, y), where A represents the absorption coefficient of the film, [image: image] is the laser-irradiated time, I (x, y) is power density distribution of incident laser on S1, which can be written as I (x, y) = I0 exp (-(x2+y2/r2)), where I0 is the incident laser power density, and r is the spot radius of the incident laser on the grating. For the grating without the heat source, the temperature field distribution can be expressed by the differential equation of heat exchange [19]:
[image: image]
where T is the temperature in the location (x, y, z) at time t, k is the coefficient of heat conduction of grating, ρ is the density of grating material, c is the specific heat.
[image: Figure 2]FIGURE 2 | Schematic diagram of the irradiated blazed grating.
Besides the heat absorbed in the grating surface, there also exists convection to exchange heat. Therefore, the boundary condition can be written as
[image: image]
where h denotes convective heat transfer coefficient, T0 is the ambient temperature, and T1 is the surface temperature.
After the grating surface temperature rises, the grating begins thermal expansion, including the relief structure and substrate, as shown in Figure 3, where Δτ1(x) represents the deformation of the relief structure in different positions and Δτ2(x) represents the deformation of the substrate in different positions. As the laser power is absorbed by the grating, the groove angle, incident angle, and incident plane will change correspondingly, resulting in the change of the characteristics of the combined beam.
[image: Figure 3]FIGURE 3 | Schematic illustration of the blazed grating before and after thermal deformation.
2.2 Propagation Model of SBC Systems With Thermal Deformation
The phase change caused by the grating deformation is represented by the optical path difference, including optical path differences within or between grooves, as shown in Figure 4 and Figure 5, where α and β represent the incident angle and diffraction angle before thermal deformation, respectively, d denotes the grating period, a denotes the groove width, and φ is the angle of the groove before deformation. The x1-axis on the observation plane is perpendicular to the z1-axis. Ng and Ng′ represent the normal of the grating plane before and after the thermal deformation, respectively. Nc and Nc′ represent the normal of the groove plane before and after the thermal deformation, respectively.
[image: Figure 4]FIGURE 4 | Schematic diagram of optical path difference in the groove.
[image: Figure 5]FIGURE 5 | Schematic diagram of optical path difference between grooves.
The incident angle and diffraction angle of each individual element after thermal deformation can be written as
[image: image]
[image: image]
where [image: image] denotes the qth laser element and qΔp is the distance between the zero point and the center point of the qth emitter (Δp denotes the distance of adjacent elements). l and λq represent the incident angle difference and wavelength of each individual element, respectively. Δa is the angle change of the normal of the grating plane. m is diffraction order.
Because Δτ1(q) and Δτ2(q) are far less than [image: image], the groove angle after the deformation can be written as
[image: image]
To simplify the calculation, assume that each groove has a virtual groove parallel to the x-axis and the center coincides with the center of the actual groove. By the virtual groove, the optical path difference of the nth groove relative to the origin after thermal deformation can be expressed with Δ1 (the optical path difference in grooves) and Δ2 (the optical path difference between the grooves) [20]:
[image: image]
[image: image]
The model of an individual beam propagating through the transform lens is given in Figure 6. The z2-axis is the main optical axis of the lens, and the x2-axis lies on the focal plane of the lens in object space. For each individual beam with a waist width of w0, the field distribution on the incident plane of the grating can be expressed as a function of grating groove number n [21]:
[image: image]
where kq = 2π/λq and f is the focal length of the transform lens. It is worth noting that the quartic-aberration produced by the transform lens is ignored.
[image: Figure 6]FIGURE 6 | The model of an individual beam passing through a transform lens.
Additionally, the field distribution on the observation plane can be regarded as the superposition of all the diffraction fields of the virtual groove. According to the diffraction integral method [22], the field distribution after the deformation of the jt h individual beam on the observation plane can be expressed as
[image: image]
where Δ1+Δ2 represents the phase factor induced by the deformed blazed grating.
For the incoherent superposition, the field distribution of the combined beam can be written as
[image: image]
By utilizing the definition of the second-order intensity moments, after fitting the curve of the beamwidth D of the combined beam versus the propagation distance z1, the beam quality M2-factor on the x-axis can be calculated approximately by [23]
[image: image]
where ω means the waist width and θ means the divergence angle.
3 SIMULATION RESULTS AND DISCUSSION
3.1 Parameters of Simulation
The parameters used in the simulation are divided into two parts, related to the thermal deformation of the grating and the quality of the combined beam. For the thermal deformation of the grating, the related parameters are as follows: the grating is with a side length of 5 cm, the coating thickness is 0.1 µm, the absorption coefficient of the film is 10 ppm [24], the convective heat transfer coefficient h is 5 W/(m2·K), and the ambient temperature is 20°C. The spot radius r of the irradiated grating surface is 10 mm, and the power density is 200 W/cm2. The grating with a substrate material is mainly composed of SiO2, and the relief structure made of Al is selected for thermal deformation analysis. The material constants are shown in Table 1 and Table 2, respectively [24].
TABLE 1 | Material constants of SiO2.
[image: Table 1]TABLE 2 | Material constants of Al.
[image: Table 2]For the quality of the combined beam, the related parameters are as follows: the line density is 1,200/mm, the groove angle φ = 14.8°, the interval between two adjacent emitters′ center Δp = 300 μm, the beam waist width of an individual laser beam ω0 = 100 μm, the focal length of the transform lens f = 10 cm, the incidence angle of the center beam α = 38°, the wavelengths (λq) of laser elements are arranged by λq = λ0+2q, q = [image: image] 1, [image: image] 2, and the central wavelength (λ0) of the combined array is 1,060 nm.
3.2 Dynamics of Grating Thermal Deformation
In order to solve Eq. 1 and Eq. 2, the finite element method is adopted. For different irradiation times of 10, 30, and 60 s, the temperature distribution on the grating surface is shown in Figures 7A,B,C, where the color bar from blue to red represents the Kelvin temperature from 293 to 308 K, which corresponds to 20°C and 35°C. It can be seen from Figure 7A that the temperature in the region with higher power density is higher than that in the region with lower power density, and the temperature in the region with higher power density is up to 31.3°C. With the increase in irradiation time, the temperature away from the irradiation area also increases gradually, and the maximum temperature in the central area is 33.6°C, as shown in Figure 7B. The temperature distribution after being irradiated for 60 s is shown in Figure 7C, which corresponds to the maximum temperature of 35°C. It can be demonstrated that the range of temperature diffusion is further enlarged, resulting in a larger deformation area on the grating surface. The temperature gradually increases from the edge to the center of the surface because of the Gaussian distribution of the incident laser.
[image: Figure 7]FIGURE 7 | The temperature distribution of grating surface at different irradiation times: (A) 10, (B) 30, and (C) 60 s.
The thermal deformation of the substrate caused by a temperature change at the times of 10, 30, and 60 s is shown in Figures 8A,B,C, indicating that the maximum deformation value is 34.1, 48.6, and 62 nm. The results demonstrate that the thermal deformation increases with the irradiation time. In addition, the thermal deformation of the grating may increase with increasing temperature compared with Figure 7, and the deformation gradually decreases from the center to the edge of the surface.
[image: Figure 8]FIGURE 8 | Deformation diagram of the substrate at different irradiation times: (A) 10, (B) 30, and (C) 60 s.
The thermal deformation of the relief structure is similar to that of the substrate, as shown in Figure 9. It is worth noting that the deformation of the relief structure ignores the differences within the grooves to simplify calculations. The deformation of the substrate is greater than that of the relief structure at the same irradiation time due to the difference in the material constants. The largest thermal deformation of the substrate is 33.7, 46.5, and 59 nm at irradiation times of 10, 30, and 60 s.
[image: Figure 9]FIGURE 9 | Influence of different irradiation times on the thermal deformation of the relief structure.
Figure 10 gives the change of the highest temperature rise with the irradiation time at the power density of 2 kW/cm2. The highest temperature rise increases nonlinearly with the increasing irradiation time because the heat dissipation increases with the increasing temperature of the grating surface and increases faster at the beginning of heating than after a period of time. The maximum thermal deformation of the grating surface under different laser irradiation times is shown in Figure 11, including the substrate structure and the relief structure. It can be suggested that the largest thermal deformation of the two structures increases nonlinearly with the increase in irradiation time. The deformation of the relief structure and the substrate is almost the same in the first 10 seconds. The deformation of the substrate is greater than that of the relief structure with increasing time, related to the material constants and whether being directly irradiated by the laser.
[image: Figure 10]FIGURE 10 | Influence of different irradiation times on the maximum temperature rise.
[image: Figure 11]FIGURE 11 | Influence of different irradiation times on the thermal deformation.
3.3 Dynamics of Beam Quality
Assuming that three individual beams can be well combined into one and the beam quality factor without grating thermal deformation is 1.00, by means of the propagation model built up in Section 2.2, the combined beam intensity distribution and the curves of M2 are shown in Figure 12A. Further, according to the grating surface deformation calculated in Section 3.1, the results for the irradiation time at 10, 30, and 60 s are depicted in Figures 12B,C,D, respectively. It can be suggested from Figure 12B that the combined beam generates the side lobes, and the calculated beam quality factor is 1.16. As the irradiation time increases, the main lobe of the combined beam becomes narrower, and the corresponding side lobes become increasingly obvious, as shown in Figure 12C. The side lobes become obvious because the diffractive angle of the beam is changed by the grating with thermal deformation and the beams passing through the grating inevitably deviate from the normal beam. Figure 12D gives the results at grating after being irradiated for 60 s, which calculated the beam quality as 1.56. The reason for the degradation of the beam quality is that the beam waist width and the divergence angle increase with the square of the beamwidth.
[image: Figure 12]FIGURE 12 | The intensity distributions and the curves of M2 of the combined beams (A) without deformation; (B) 10, (C) 30, and (D) 60 s.
Further, the variation of the beamwidth and divergence angle of the combined beam with the irradiation time are presented in Figures 13A,B. It can be seen that the beamwidths and the divergence angles of the combined beams remarkably rise with the increasing irradiation time. In addition, the divergence angle and the beamwidth increase rapidly in the first 10 seconds because the diffraction angle is affected by the thermal deformation.
[image: Figure 13]FIGURE 13 | The curve of beamwidth and divergence angle of the combined beam with the irradiation time: (A) beamwidth; (B) divergence angle.
4 EXPERIMENT SETUP AND RESULTS
4.1 Experimental Setup
To investigate the effect of the dynamic beam quality caused by the grating thermal deformation, an SBC experimental system was established, as shown in Figure 14. In the experiment, the pump is provided by a laser diode with a central wavelength of 976 nm through a coupled system consisting of an aspheric lens and a microscope objective. The fiber used is the Er/Yb codoped double-clad fibers named SM-EYDF-6/125-xp with lengths of 4.7 and 5.3 m. The oscillating resonator is constituted by an output coupling mirror with 10% reflectivity at 1,550 nm waveband and a dichroic mirror with 90% transmittivity for pump light and 95% reflectivity for signal light. The blazed grating with a groove frequency of 1,200 L/mm possesses no less than 60% diffraction efficiency. The Fourier transform lens is a bi-convex lens with a focal length of 50 mm. Due to the low output power of the combined beam, two pumped lasers with output power of 30 W were used to heat the grating, and the pumped lasers were adjusted to the same as the combined beam, including the beam size and irradiation area on the grating. According to the properties of thermoelastic deformation, each beam quality measurement is made after the grating is completely cooled and the measuring equipment has a delay of 15–30 s.
[image: Figure 14]FIGURE 14 | The schematic diagram of the experiments and experimental setup for grating thermal deformation.
The spectrum of the output laser is examined by a spectrometer (model: MS9740A), the beam profile of the output laser is examined by means of a beam analyzer (model: BP209-IR), and the beam quality is analyzed via a measuring system with a software (model: M2MS, Thorlabs Beam 6.0).
4.2 Experimental Results and Discussion
4.2.1 Beam Characteristics Before the Grating Heated
After establishing the SBC experimental system, the spectrum and Mx2 of a single laser element were measured, as shown in Figure 15. It can be seen that the Mx2 after grating diffraction is 1.15 and 1.17, respectively. The measured maximum output power is 332 and 296 mW, respectively.
[image: Figure 15]FIGURE 15 | The beam characteristics of the single laser element.
The combined beam quality and spectrum are shown in Figure 16. It can be seen that two lasers can be well combined into one beam, and the peaks wavelengths were located at 1,544.8 and 1,560.4 nm with spectra separation of 17.1 nm. The measured combining power was about 448 mW, with a combining efficiency of about 71.3%. Compared with the single laser, the beam profile changes slightly, and Mx2 degrades to 1.29. The reasons for the deterioration of beam quality after combination can be summarized as 1) the grating scattering and etching errors will modulate the near field phase and 2) the lens aberration changes the intensity distribution and diffraction direction of each individual beam.
[image: Figure 16]FIGURE 16 | The combined beam spectral and beam quality.
4.2.2 Beam Characteristics After the Grating Heated
After the combined beam was measured, the grating was heated by two pumped lasers at different times. The measured beam profile and beam quality are shown in Figure 17. From Figure 17A, it can be seen that after grating was heated for 30 s, the measured Mx2 degraded to 1.34 and the beam profile hardly changed. The degradation of beam quality is because the grating is suddenly heated by the pumped lasers, resulting in the grating temperature gradient alters, which will cause the thermal deformation of the grating surface. Further, the diffractive angle of the beams was changed by the grating with thermal deformation.
[image: Figure 17]FIGURE 17 | Measured beam profile and quality factor: (A) 30, (B) 60, and (C) 120 s.
Figure 17B gives the results at grating after irradiation for 60 s. Apparently, the measured Mx2 is 1.37, and the beam profile flattened in the center and widened slightly in the x-axis. The beam quality degradation is because the grating thermal deformation gradually increases with the increase in irradiation time, and both the beamwidths and the divergence angles of the combined beams rise with the thermal deformation.
Figure 17C gives the results at grating after irradiation for 120 s, indicating that the measured Mx2 is 1.41, and irregular distortion occurs in the beam profile. The reason is that the thermal deformation is further increased with the increase in irradiation time. The crosstalk intensified between adjacent elements by the beams deviating from the normal beam. Moreover, by summarizing Figures 17A–C, it can be found that the beam quality degrades continuously with the increasing irradiation time, corresponding to thermal deformation that varies with irradiation time, which is consistent with the theoretical analysis.
5 CONCLUSION
In this paper, the model including the thermal deformation of the grating, as well as the beam propagation of the SBC system, has been developed. By means of the model, the intensity distribution and M2 of the combined beam were analyzed in detail. The analysis indicates that the deformation of the substrate is greater than that of the relief structure in the same irradiation time as well, which is related to the material constants. This study further shows that the main lobe of the combined beam narrowed and the side lobes widened, which is the main reason for the beam quality of the combined beam degeneration. Further, the influences of the grating with thermal deformation on beam quality were investigated experimentally. The measured beam quality factor Mx2 is 1.29 without the thermal deformation. When the grating is heated at different times, Mx2 can arrive at 1.34, 1.37, and 1.41 at 30, 60, and 120 s, respectively. The experimental results indicate that the beam quality changes rapidly at the beginning of heating. Next efforts will focus on how to lower the influence of the thermal effect in the SBC system.
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At present, the Monte Carlo method is the only method to evaluate the area blackbody emissivity, so it needs to be compared and verified with other calculation methods. In particular, the efficiency of Monte Carlo is low when the micro-cavity structure of the area blackbody is more complex for higher emissivity. An efficient algorithm for calculating emissivity of the area blackbody based on the multiple reflection method was put forward in this article. A multiple reflected light path that radiated into the inner micro-cavity structure of the area blackbody was simulated. The ratio of the outgoing light intensity to the incident light intensity was obtained by setting a threshold of the outgoing light intensity, and then the area blackbody emissivity was calculated. The simulation results showed that, compared with the Monte Carlo method, the results of the emissivity calculation were similar, and calculation efficiency was increased more than 100 times under the same micro-cavity structure. A practical area blackbody was made based on the simulation results from the proposed multiple reflection method, and the emissivity measurement experiments were carried out and compared to the cavity blackbody at the same temperature. The results showed that the emissivity was near one and stable for the NIR (Near Infrared) spectrum range when the temperature was higher than 280°C. Thus, the feasibility of the multiple reflection method for calculating the area blackbody emissivity was verified. The multiple reflection method proposed in this article provided one more design path for developing area blackbodies with more complex micro-cavity structures.
Keywords: area blackbody, emissivity solution, multiple reflection method, Monte Carlo method, micro-cavity structure
1 INTRODUCTION
In recent years, with the rapid development of infrared radiation metrology, spectral detection technology, and thermal imaging technology, it is significant to develop the blackbody radiation source for calibration [1–4]. Cavity blackbody has been maturely developed and applied to calibrate a small infrared instrument, but it cannot meet the calibration requirements for a large aperture area source infrared detection instrument; so, the demand for the area blackbody is becoming stronger. But, the emissivity calculation method of the cavity blackbody does not apply to area blackbodies; therefore, the solution of emissivity for the area blackbody is very important [5].
In the development of the blackbody, it is important to evaluate and measure its radiation capability. Buckley proposed the integral equation method in the 1930s and then gradually improved it by Sparrow and Bedford et al [6]. The integral equation method assumes that the reflection occurring on the inner wall of the blackbody cavity is ideal diffuse reflection and then establishes the emissivity integral model of each to solve in parallel. In the case that the reflection of the cavity surface is regarded as an ideal diffuse reflection, the integral equation method can be used in the theory to solve the emissivity of the blackbody cavity with any shape. However, it is difficult to meet the ideal diffuse reflection conditions in reality, especially in the area blackbody evaluation, this method has a large error with the actual situation, and the calculation process is complex [7].
The Monte Carlo method is commonly used to calculate the emissivity of the blackbody cavity. Prokhorov A V used the Monte Carlo method to analyze the radiation on the surface of the concentric circular trapezoidal groove and the emission and reflection characteristics of normal and directional angles [8]. C Monte proposed the evaluation standard of cavity emissivity of vacuum terahertz blackbody based on the Monte Carlo method [9]. The heat transfer simulation of a blackbody at low temperature was proposed by Prokhorov A V, but it was also limited to the cavity [10]. Pahl R J proposed a new fast convergence Monte Carlo method but was also used for the blackbody cavity structure [11]. Yikun Zhao calculated and compared the emissivity of two blackbody cavities by the Monte Carlo method and pointed out that the emissivity of the V-shaped cavity was higher [12]. Futao Sun used the Monte Carlo method to calculate the effective emissivity of a cylindrical isothermal cavity, analyzed some factors affecting the effective emissivity of the cavity, and discussed the influence of the spectral emissivity of the cavity wall material on the effective emissivity of the cavity, providing a theoretical basis for the design and calculation of blackbody cavities [13]. JiuLi Shen used the Monte Carlo method to calculate the effective emissivity of the conical blackbody cavity. When the distance from the detector to the cavity orifice is 15 times the cavity radius, the effective emissivity of the conical blackbody cavity is larger [14]. Tingting Xing established a cylindrical blackbody cavity model based on the Monte Carlo method and calculated the effective emissivity of the blackbody cavity model. The results show that when the length–diameter ratio is large, the aperture ratio is small, and the emissivity of the cavity material is large, the effective emissivity of the blackbody cavity is large [15]. Shimizu Y designed a high-precision 100 mm × 80 mm polydimethylsiloxane area blackbody in the room temperature range, and the emissivity is not less than 0.998 [16]. Olschewski F designed a stratospheric balloon-borne, in which the blackbody emissivity of the micro-cone low temperature (−40 to 20°C) surface with a size of 5 mm × 5 mm and a height of 9 mm reaches 0.99 [17]. Bae JiYong designed a small area blackbody emissivity of 0.99 for infrared remote sensing calibration [18]. Chang Anbang’s master thesis used the Monte Carlo method to evaluate the emissivity of the V-groove area blackbody, but it also needs other theories to verify it [19]. Yuan S, Naveh D, Watanabe K, Taniguchi T, and Xia F reconstructed unknown spectra from their corresponding photo response vectors by the wavelength and bias-dependent responsivity matrix from the spectra of a tunable blackbody source [20].
In this article, the multiple reflection method integrates the secondary reflection method of Gouffe and the micro-surface element method of DeVos. The basic theory of multiple reflections is deduced and simulated for comparison to the Monte Carlo method. An area blackbody is made according to theoretical calculation of the multiple reflection method, and emissivity is measured by a cavity blackbody under the same temperature to verify its applicability.
2 MULTIPLE REFLECTION THEORY
The multiple reflection method divides the inner wall of the cavity into infinite micro-faces. The directional radiation intensity of each micro-face is composed of the directional radiation intensity of the micro-face itself and the directional radiation intensity reflected by other micro-faces to the micro-face.
As shown in Figure 1, it is assumed that a beam of light vertically enters D0 at the opening of the blackbody cavity, and the residual light absorbed by the bottom micro-plane element A will reflect the inner surface of the cavity, and a part of it will escape from D0 at the opening. Therefore, it can be considered that the ratio of the product of the inner surface S of the spherical cavity and the D0 area at the opening to the reflectivity ρ is equal to the ratio of the total beam energy to the energy of the escaped beam.
[image: Figure 1]FIGURE 1 | Circular blackbody cavity diagram.
When only one reflection is considered, the absorption rate of the blackbody cavity α1 is calculated as:
[image: image]
where ρ represents the reflectivity of the inner wall of the cavity in the formula, D0 represents the area at the opening and l represents the bottom micro-plane element A radius.
However, since there will not be only one reflection in practice, there will still be residual energy continuing to reflect in the inner wall of the cavity. The energy e1 is left in the cavity after the first reflection for the next reflection, and the same can be said for the energy e2 that escapes from the opening after a secondary reflection:
[image: image]
[image: image]
where ∑ represents the cavity inner wall surface area.
The energy of the beam that finally escapes from the opening e consists of two parts: the energy carried by the beam that escapes directly from a single reflection and the energy that escapes from the opening after multiple reflections:
[image: image]
When the total incident energy is set to 1, the reflectivity ρ0 is the total energy escaping from the opening e. Thus, the emissivity of the black cavity ε can be obtained by subtracting the reflectivity ρ0 by the total incident energy:
[image: image]
The multiple reflection method can simulate a more realistic optical path motion trajectory, and then a better calculation of radiant energy can be obtained. It is more concise and clear than the calculation process of the integral equation and avoids the error caused by randomness. The multiple reflection method can be used to verify the calculation results of the Monte Carlo method.
A planar concentric cavity is used for simulating the multiple reflection method. The emissivity of the surface is specified as 0.9, and the radii of the two concentric circles are 1 and 0.5 mm, respectively. When the light intensity is less than 10−10 (i.e., 10 reflections on the surface), it is considered to be completely absorbed. The incident position is located on the inner wall on the right side of the big circle. The simulation results are shown in Figure 2.
[image: Figure 2]FIGURE 2 | Planar concentric cavity simulation with 1,000 rays.
3 SIMULATION
In the design of the area blackbody, surfaces with concentric V-shaped slots are often used because they have a higher effective emissivity than other slotted (e.g., rectangular-slotted) surfaces [21]. Emissivity tends to be uniform regardless of whether the material itself is diffuse or specular reflecting. This type of a radiating surface was usually used and evaluated by the Monte Carlo method.
3.1 V-Groove Model Construction
To compare with calculation results of the Monte Carlo method, the same circular V-groove area blackbody model with a diameter of 50 mm is constructed in this article according to Ref. [19], as shown in Figure 3.
[image: Figure 3]FIGURE 3 | V-slot model drawing.
The parameters of the V-groove model are shown in Table 1:
TABLE 1 | V-groove model parameters.
[image: Table 1]For the multiple reflection simulation, the amount of light is input, and the light enters the V-groove. The intensity of the light gradually decays through multiple reflections (as shown in Figure 4). The emissivity of the surface coating is 0.93. When the intensity of the light is less than 10−5 (i.e., after five reflections at the inner wall) [22], it is considered to be completely absorbed, and the light with less than five times reflections is emitted. Finally, the emissivity is calculated according to Eq. 5.
[image: Figure 4]FIGURE 4 | Light reflection path inside the V-groove simulated by the multiple reflection method (point light resource height is 20 cm). (A) Overall incident effect schematic and (B) local effect schematic.
3.2 The Amount of Incident Rays
The number of incident rays is an important factor in the emissivity of an area blackbody. It is important to select several incident rays that tend to stabilize the emissivity for the simulation to avoid the chance of sample size problems affecting the emissivity calculation. Repeatedly increasing the number of incident rays in simulation, the 13th (middle) V-groove was selected for simulation. The emissivity was calculated according to Eq. 5, and the results are shown in Figure 5.
[image: Figure 5]FIGURE 5 | Emissivity stability varies with the amount of incident rays.
As can be seen from Figure 5, when the number of incident rays is less, the calculated emissivity fluctuates widely and cannot avoid the influence of chance on the emissivity calculation due to the small number of incident rays. However, when the number of incident rays exceeds 20,000, the emissivity calculation results tend to be smooth. So, the number of incident rays in the emissivity simulation experiment is chosen to be 20,000.
3.3 Emissivity Simulation
This simulation uses the established V-groove area blackbody model to simulate the local emissivity in the radius direction of the bottom surface of this blackbody at an incident of 20,000 rays. The model has an overall radius of 50 mm; each V-groove is 2-mm wide and is divided into areas of 10 mm length along the radius (i.e., five adjacent V-grooves are divided into one area, making a total of five areas), and the local emissivity in each area is simulated by varying the angle of incidence of the incident light. A total of five simulations were carried out for each of these areas, and the results of the simulated localized emissivity were matched to the five V-grooves in the area. Figure 6A shows the simulation process for the 20–30 mm area:
[image: Figure 6]FIGURE 6 | Simulation results obtained by the multiple reflection method with the bottom radius. (A) Simulation for 20–30 mm radius and (B) comparison of local emissivity.
As shown in Figure 6A, the red light is the incident light, and the green light is the reflected light passing through the area blackbody. After the light has been reflected by the V-groove area blackbody, the vast majority of the light has been absorbed (i.e., the light intensity is less than 0.1% of the initial intensity) and only some of the light can be returned by reflection. But, the reflected intensity of the high emissivity coating is also substantially attenuated, and thus the emissivity of the area blackbody is improved.
According to the aforementioned steps, the five regions were simulated five times according to the order of the radius length from small to large, so that the local emissivity value of each V-shaped groove can be obtained.
The emissivity calculated by the multiple reflection method has been obtained through several simulations. Then, it is compared with the emissivity calculated using the Monte Carlo method (2,000,000 incident lines). The reliability of the method is verified.
The maximum and minimum local effective emissivity values calculated using the Monte Carlo method are 0.9946 and 0.9928, respectively. The minimum local effective emissivity is higher than 0.99. The simulation results shown in Figure 6B are obtained by using the two methods[19].
As can be seen from Figure 6B, the local emissivity calculated by using the multiple reflection method fluctuates in the range from 0.9928–0.9946 in the 15–35 mm area. The local emissivity of the edge area fluctuates outside the range, but there is no large gap. The overall trend shows a positive correlation. Therefore, the calculation results obtained by the two methods are close.
4 AREA BLACKBODY PERFORMANCE EXPERIMENT
4.1 Experimental Environment
In this article, an experiment was carried out to verify the feasibility of the multiple reflection method. The experimental conditions are shown in Table 2:
TABLE 2 | Experimental conditions.
[image: Table 2]The local emissivity of the area blackbody is first measured using a spectrometer and other equipment. Then, a blackbody model is created based on the dimensions of the experimental area blackbody, and the theoretical emissivity is calculated using the multiple reflection method.
4.2 Emissivity Measurement and Calculation
Due to the complexity of the area blackbody and the limitations of infrared radiation measurement accuracy, no equipment can be used for the direct measurement of the area blackbody emissivity. So, a comparative experimental method is used to measure the area blackbody emissivity. The cavity blackbody is used as the standard because the effective cavity blackbody emissivity has been relatively well. The area blackbody emissivity is obtained by the ratio of radiation intensity measured using the spectrometer at the same temperature.
The Ocean Optics NIRQuest512 micro-spectrometer and thermocouples are used for this experiment, and the experimental scenario is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Experimental scenario (measured cavity blackbody and area blackbody radiation intensity with wavelength at the same temperature).
First, the standard cavity blackbody and the area blackbody to be measured were fixed in parallel and adjusted to the same temperature. The thermocouple is fixed on the surface of the area blackbody to monitor the temperature. The radiation intensities of the cavity blackbody and the area blackbody are measured using the spectrometer at the same distance. At 420°C, the cavity blackbody and the area blackbody at the radius of 30 mm are tested. The data are collated as shown in Figure 8:
[image: Figure 8]FIGURE 8 | Experiment results at 420°C (cavity blackbody and area blackbody radiation intensity with wavelength).
Since the emissivity of the cavity blackbody is close to 1, the measured radiation intensity is divided by the radiation intensity of the cavity blackbody, and the average value is the local emissivity of the area blackbody at that position. Keep the temperature constant, and change the position of the fiber by adjusting the three-dimensional optical platform. Repeat the aforementioned steps to measure the emissivity of different positions of the area blackbody.
Afterward, the temperature was changed, and the aforementioned steps were repeated to measure the emissivity at different temperatures and different radius positions. A total of six different temperatures were chosen for this experiment, namely 210, 280, 350, 420, 490, and 560°C. The emissivity at each temperature and position was collated to give the following Figure 9.
[image: Figure 9]FIGURE 9 | Comparison of theoretical and measured emissivity.
The dimensions of the area blackbody used for this emissivity measurement experiment are as follows:
The area blackbody model was constructed from Table 3. The multiple reflection method used in Section 3.3 is applied to the simulation model of the area blackbody. The model is divided into different areas in order of radius from small to large. Then, the local emissivity of different positions on the area blackbody model is obtained by the simulation calculation for each area. The results of the simulation are shown in Figure 9.
TABLE 3 | Dimensions of the area blackbody.
[image: Table 3]4.3 Discussion of Experimental Results
The measured emissivity was obtained by comparison with the cavity blackbody at different temperatures, and the theoretical emissivity was then calculated based on the multiple reflection method. The theoretical emissivity is around 0.993, with maximum fluctuations not exceeding 0.003. The average of the theoretical and measured emissivity is collated as shown in Figure 9:
As can be seen from Figure 9, the radiation intensity on the surface of the blackbody is relatively uniform, with fewer fluctuations, and is closer to the theoretical emissivity. This leads to the conclusion that the theoretical values obtained using the emissivity calculation method based on the multiple reflection method coincide with the measured values, which proves the feasibility of the method.
5 CONCLUSION
The multiple reflection method is proposed to calculate the area blackbody emissivity in this article. This method integrates the secondary reflection method of Gouffe and the micro-surface element method of DeVos. The emissivity calculated by the multiple reflection method is similar to that calculated by the Monte Carlo method, and the two algorithms are verified against each other. However, the efficiency of the multiple reflection method is greatly improved. The measured emissivity results in the experiment are equivalent to the theoretical results, which proves the feasibility of the multiple reflection method. This efficient method of calculating the area blackbody emissivity provides a theoretical basis for the area blackbody design of higher emissivity.
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Optical feedback cavity ringdown spectroscopy is presented with a linear Fabry–Pérot cavity and a cost-effective DFB laser. To circumvent the low coupling efficiency caused by the broad laser linewidth, an optical feedback technique is used, and an enhanced coupling efficiency of 31%, mainly limited by impedance mismatch and mode mismatch, is obtained. The trigger of the ringdown event is realized by the shutoff of the laser driving current, and a novel method with the aid of one electronic switch is applied to avoid the ringdown events excited by the unexpected cavity modes during the process of laser current recovery. As a result, the ringdown signal with a signal-to-noise ratio of 2500 is achieved. Through continuous monitoring, the fractional uncertainty of the empty cavity ringdown times is assessed to be 0.04%. An Allan variance analysis indicates a detection sensitivity of 4.3 × 10−10 cm−1 is resulted at an integration time of 120 s, even with a moderate finesse cavity. To further improve the long-term stability, we regularly rectify the empty cavity ringdown time, and an improvement factor of 2.5 is demonstrated.
Keywords: CRDS, laser absorption spectroscopy, high sensitivity, optical feedback, Fabry–Pérot cavity
INTRODUCTION
Laser absorption spectroscopy is an effective way for trace gas detection due to its advantages of high sensitivity and high stability. To improve the detection sensitivity, a variety of methods, such as cavity ringdown spectroscopy [1, 2], cavity-enhanced absorption spectroscopy [3, 4], thermoelastic spectroscopy [5, 6], and photoacoustic spectroscopy [7, 8], have been proposed. Cavity ringdown spectroscopy (CRDS) is a well-established spectroscopic technique with the merit of high sensitivity [1, 2]. It leverages an optical cavity to prolong the interaction length between the laser and the intracavity gas, and thus, an amplified absorption signal can be obtained. With superior coating technologies, the amplification factor larger than 105 and the detection sensitivity for trace gas detection down to 10−13 cm−1 could be achieved [9, 10]. On the other hand, CRDS deduces the intracavity absorption information from the variation of the ringdown times, rather than the amplitudes of the cavity transmission modes. Thus, it is immune to laser intensity noise and frequency-to-amplitude noise, which is the main limitation of cavity-enhanced absorption spectroscopy (CEAS). In addition, CRDS is a calibration-free technique that can result in absolute gas concentration. Therefore, in recent decades, CRDS has been widely applied in a variety of application fields [11–13].
To provide regular cavity ringdown events, the laser frequency or cavity length, as well as cavity longitudinal mode frequency, is modulated [14]. However, due to the much broader laser linewidth compared to the cavity mode width, only a small proportion of the light could be coupled into the cavity at a time, leading to a rather low coupling efficiency. Simulation shows that the coupling efficiency could be improved by nearly 100 times with the narrowing of laser linewidth in CRDS [15]. However, diode lasers, the most prevalent light source in the CRDS application field, have a linewidth of several MHz, which is much larger than the cavity linewidth. As a result, a feeble light will be observed in the cavity transmission and the performance of CRDS will be limited by detector noise and electronic noise.
To circumvent this problem, frequency-locked CRDS has been proposed [16]. By locking the laser to the cavity, or vice versa, via the Pound–Drever–Hall method, the laser linewidth is narrowed, and accordingly, high coupling efficiency is attained. However, for a diode laser, because of its large and broadband frequency noise, it is difficult to lock it to a high finesse cavity.
Optical feedback is an alternative method, which is exclusively suitable for a diode laser. The leakage of the intracavity light from the cavity front mirror, acting as an external superb light source with narrow linewidth, returns to the laser, and an injection frequency locking of the laser to the cavity is realized. Optical feedback CRDS (OF-CRDS) was first proposed by Morville based on a V-shape cavity [17, 18]. The improvement of the coupling efficiency by a factor of more than 20 times and neat cavity modes have been observed. Following the first implementation, most existing OF-CRDS setups are based on a V-shape cavity [19–22]. This is because this cavity geometry could separate the intracavity leak-out light from the unwanted direct reflection at the cavity front mirror, which are suspected to generate optical feedback competition with each other. Recently, our group has introduced a linear Fabry–Pérot cavity-based optical feedback CEAS (OF-CEAS) without special care of unwanted direct reflection [23]. By this, optical feedback linear cavity-enhanced absorption spectroscopy (OF-LCEAS) has been developed [3]. The intracavity absorption is derived directly from the amplitude attenuation of the cavity transmission modes. Compared to the V-shape cavity, the Fabry–Pérot cavity is more universal and less sensitive to mechanical vibration and could possess higher finesse. Therefore, it improves the applicability of OF-CEAS.
In this study, optical feedback linear cavity ringdown spectroscopy (OF-LCRDS) based on a linear Fabry–Pérot cavity and a cost-effective DFB laser is presented. Due to the advantages of CRDS over CEAS, a better performance is expected. The ringdown event is excited by changing the laser current below the threshold of emitting quickly. A novel strategy to avoid the trigger of unexpected ringdown events during the laser current recovery is provided. To improve the long-term stability, the optical feedback phase is actively controlled and the empty cavity ringdown time is rectified with the ringdown time at the laser frequency far away from the absorption. The experimental details are presented at first. A ringdown signal with high fidelity is shown. Also, the detection sensitivity is evaluated by the Allan variance plot [24]. Finally, a spectrometer is used to detect CH4 concentration and its long-term stability is examined.
EXPERIMENTAL SETUP
The schematic diagram of the experimental setup for OF-LCRDS is shown in Figure 1. A distributed feedback laser diode (Eblana, EP1653-7-DM-TO56-A04) with a TO footprint, emitted at a wavelength of 1.65 μm, is utilized, which addresses three overlapping strong CH4 transitions around 6046.9 cm−1 with a line strength of around 1 × 10−21 cm−1/(molecule × cm−2). The output light passes through, in sequence, a mode-matching lens, a half-wave plate (λ/2), two reflectors, a polarization beam splitter (PBS), and a quarter wave plate (λ/4). By rotating the λ/4, the feedback ratio could be adjusted.
[image: Figure 1]FIGURE 1 | Experimental setup for OF-LCRDS. PG: pulse generator; ES1,2: homemade electronic switch; AFG: arbitrary function generator; LDC: laser diode controller; DFB-LD: distributed feedback diode laser; PTS: precision translation stage; λ⁄2: half-wave plate; PBS: polarization beam splitter; PZT: piezoelectric transducer; HVA: high voltage amplifier; PD: photodetector; and DAQ: data acquisition card.
The light is then injected into a Fabry–Pérot (FP) cavity. The cavity consists of two identical mirrors with a reflectivity of 99.96%, corresponding to a finesse of around 7850. The two mirrors are separated with a length of 39.4 cm, implying a free spectral range of 380 MHz. The maximum coupling efficiency between the laser and the cavity is measured to be around 31%, mainly limited by impedance mismatch and mode mismatch, by monitoring the cavity reflection when the laser frequency is locked to the cavity mode [25]. To control the feedback phase to be an integer multiple of 2π for an effective optical feedback [23], two strategies are utilized. A translation stage mounting the laser and a PZT adhered to one of the reflectors are responsible for coarse and fine phase adjustments, respectively. A correction voltage is sent to the PZT to realize active and real-time compensation, which is generated from the judgment of the asymmetry of the cavity transmission mode. To avoid the usage of an extra optical switch which will deteriorate the stability of optical feedback by introducing optical phase shift and fluctuation, the ringdown event is excited by directly and abruptly cutting off the laser current using a homemade electronic switch, i.e., ES1. The cavity transmission and ringdown signals are captured using a PD (Thorlabs, PDA 10CS-EC) and then sent to another homemade electronic switch, i.e., ES2, which is used to filter out the unexpected cavity modes (detailed information will be given in Ringdown Signal). The output of ES2 is divided into two parts. One is sent to a data acquisition (DAQ) card, and the other is sent to a pulse generator, where the latter generates two pulse signals with different starting times and duty ratios to control the ES1 and ES2, respectively.
To get the error signal for the control of the optical feedback phase, the symmetry of the arch-shape cavity mode should be acquired before performing the trigger action. Here, the method similar to that in [18] is adopted to show that the ringdown event is excited on the falling edge of the cavity mode. By changing the laser current below the threshold of the laser emitting quickly, the ringdown event can be observed in the cavity transmission. An exponential function is used to fit the ringdown signal by the least square method.
RESULTS AND DISCUSSION
Ringdown Signal
Special measures to avoid the trigger of unwanted ringdown events during the laser current recovery have been taken, and their effect is illustrated in Figure 2 by the time sequence of process signals. The black curve in Figure 2A is the cavity transmission signals for CEAS when the laser current is scanned. There are three successive cavity longitudinal modes, all of which have a typical arch profile. At these points, the laser frequency is briefly locked to the corresponding cavity mode with the time scale of 0.5 ms, even though the nominal linewidth of the laser offered by the manufacturer is 5 MHz and the linewidth of the cavity mode is 54 kHz. This verifies the effect of the optical feedback that could suppress most of the laser frequency noises.
[image: Figure 2]FIGURE 2 | The time sequence of the process signals. (A) The cavity transmission modes without the trigger of ringdown event; (B) the pulse signal to the ES1; (C) the cavity transmission modes of OF-LCRDS, and a series of messy cavity modes are observed under this situation; (D) the pulse signal to the ES1 with the ES2; (E) the cavity transmission modes of OF-LCRDS with the ES2; (F) the pulse signal to the ES2 to filter out the unexpected modes; and (G) the signal to the DAQ card with the ES2.
When a falling edge is detected and its amplitude drops below the trigger threshold, a pulse signal with 60 μs duration is generated by the PG and then sent to the ES1 to cut off the laser current. As a result, one ringdown event is observed. The output signal of the PG is shown in Figure 2B with a trigger threshold voltage of 0.9 V for the cavity transmission signal. The curves in Figure 2C are the corresponding cavity transmission modes. After 60 µs, the output of the PG would return to its initial state. However, the recovery of the laser wavelength is relatively slow and several unexpected cavity modes might be stimulated during its recovery process, exemplified by the cavity transmission modes with relatively lower amplitude, as in Figure 2C. It would also excite the ringdown event if it satisfies the requirement of the trigger. Consequently, a series of messy cavity ringdown events stimulated at uncertain laser frequencies are resulted, just as illustrated in Figures 2B,C. This problem could be solved if a higher threshold voltage for the ringdown trigger is set, whereas this strategy is not suitable for the case of large variation of the laser power. For example, a large scanning range of the laser frequency for the detection of a complete absorption spectrum will result in intrinsic variation of the laser power along with the scanning of the laser current.
Here, to address the problem, another electronic switch, i.e., the ES 2, is added after the PD, which is controlled by the PG and can filter out these unexpected modes. Figure 2F depicts the control signal to the ES2. Initially, the ES2 is turned on and the PG can receive the output of the PD. A pulse with a duration of 3.4 ms which lags behind the pulse to the ES1 is generated by the PG and sent to the ES2. After the ringdown signal has been recorded using the DAQ card, it will turn off the ES2 and, thus, cut the link between the PG and the PD. After the laser wavelength gets stable, the ES2 is turned on again and another ringdown event could be triggered. Figures 2D,E,G show the output of the PG to the ES1, the output of the PD, and the input of the DAQ card by using this new strategy, respectively. It is clear to see, even though the numerous cavity transmission modes are still observed during the recovery of the laser frequency, they do not affect the regular trigger of the desired ringdown event. As a result, three ringdown events corresponding to the three consecutive cavity modes are observed, as shown in Figure 2G. With the improvement of the coupling efficiency, large amplitude of the cavity transmission mode as well as the cavity ringdown signal with high repeatability and high signal-to-noise ratio is obtained, illustrated by the black dot in Figure 3A. The red curve is the fitting result based on an exponential decay function; and the lower panel is the fitting residual. An excellent signal-to-noise ratio (SNR) of 2500, defined as the ratio of the peak value and the standard deviation of the residual, is obtained. Also, no strong structure has been found in the fitting residual.
[image: Figure 3]FIGURE 3 | (A) Measured single ringdown event (black dot) and its fitting result by an exponential function (red line). (B) The fitting residual.
Evaluation of the Detection Limit
To estimate the detection sensitivity of OF-LCRDS, a series of ringdown events for a single longitudinal mode of the empty cavity was consecutively measured for around 1 h. This is realized by tuning the laser frequency with a triangle wave signal at a rate of 2 Hz. The red curve in Figure 4A depicts the measured empty cavity decay rate, 1/(c·τ0), over time (c is the speed of light, and τ0 is the empty cavity ringdown time). It demonstrates a 0.04% fractional uncertainty of the ringdown times, i.e., σ (τ0)/E (τ0) [σ (τ0) is the standard deviation of τ0, and E (τ0) is the mean value of τ0], which is among the state-of-the-art of CRDS results. Slow fluctuations can be seen in Figure 4A, and it is suspected to be caused by the environmental temperature change which leads to the variation of the cavity length and mechanical vibration which leads to the light hitting the different spots of the cavity mirrors. There is also sparse impulse noise which is attributed to the electric noise and etalon effect. The Allan variance plot [24] is shown as a red curve in Figure 4B. A white noise response of 2.6 × 10−9 cm−1 Hz−1/2 was obtained, which is illustrated by the dash line in black. Also, the system reached its detection limit of 4.3 × 10−10 cm−1 at an integration time of 120 s, corresponding to a minimal detection of CH4 concentration of 1.2 ppb by a CH4 transition at 6046.9 cm−1.
[image: Figure 4]FIGURE 4 | Long-term ringdown time measurement of a single cavity longitudinal mode. (A) Empty cavity decay rate; (B) Allan variance plot.
Measurement of the CH4 Absorption Spectrum
Then, the absorption spectrum of CH4 is measured. We filled the cavity with the ambient air of our lab located at Taiyuan, China, which is filtered by using a desiccant first. The intracavity pressure was set to 0.92 atm, i.e., the local atmospheric pressure. In the experiment, each cavity mode was scanned 50 times for average ringdown time. The laser current is scanned by a triangular wave with a frequency scanning range of around 0.5 FSR at a rate of 50 Hz. The shift of the adjacent cavity mode is realized by stepping the central value of the laser current, and it took 7 min to get a whole spectrum. The empty cavity ringdown time is measured at the wavelength of 6047.5 cm−1, which is 18 GHz away from the center of the nearest strong absorption transition. The obtained absorption spectrum is shown as the black dots in Figure 5A. With a total laser frequency scanning range of 45 GHz, 118 successive cavity modes are stimulated and a CO2 absorption line is observed besides the CH4 absorption line, shown as a small bump in Figure 5. The spectral parameters from the HITRAN database [26] and Lorentzian line-shape function are used to fit the measurement spectrum. The fitted curve is displayed as a red line in Figure 5A, and the fitting residual is presented in Figure 5B. The theoretical model shows a good consistency with the measured spectrum, and the signal-to-residual ratio of 156 is obtained. The retrieved CH4 concentration is 2.73 ppm.
[image: Figure 5]FIGURE 5 | (A) Measured CH4 absorption spectrum and its fitting result with Lorentz function; (B) fitting residual.
Rectification of the Empty Cavity Ringdown Time
The variation of the empty cavity ringdown time, owing to temperature fluctuation and mechanical vibration, is the dominant limitation to the long-term stability of CRDS. To solve this problem, the empty cavity ringdown time is rectified regularly by the ringdown time at the laser frequency far away from the gas absorption transition. To verify the effectiveness of this method, a long-term concentration measurement with a time interval of 20 min and a duration of 34 h for CH4 gas with a constant concentration has been performed. The dotted lines in blue and red in Figure 6 are the measured concentrations without and with rectification, respectively. Without rectification, the drift range of retrieved concentration is 0.2 ppm within this measurement time. After the rectification, the drift range is suppressed to 0.08 ppm, which shows an improvement with a factor of 2.5.
[image: Figure 6]FIGURE 6 | Long-term measurement of CH4 with constant concentration.
CONCLUSION
In summary, we have developed optical feedback linear cavity ringdown spectroscopy. The ringdown event is excited by changing the laser current below the threshold of emitting quickly. An effective method to avoid the ringdown events excited by the unexpected cavity modes during the process of current recovery is introduced with one electronic switch. The coupling efficiency of the laser to the FP cavity is improved to 31%, mainly limited by the mode mismatch and impedance mismatch, by optical feedback, and consequently, ringdown signals with high fidelity are achieved. The fractional uncertainty of empty cavity ringdown time is 0.04%, yielding a minimal detection of CH4 concentration of 1.2 ppb at the integration time of 120 s. The long-term retrieved concentration drift is improved by 2.5 times within 34 h through rectifying the empty cavity ringdown time during the measurement of each spectrum. This novel technique paves the way for the construction of a robust and sensitive CRDS instrument for trace gas detection.
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Tunable Diode Laser Absorption Spectroscopy (TDLAS), a trace gas sensing technology based on infrared absorption spectroscopy, has been developed rapidly in the past few decades. The advantages of low cost and easy miniaturization could be applied in real-time monitoring. As an important factor, the detection sensitivity of TDLAS has been improved by a variety of methods. In this review paper, the important advances in TDLAS detection sensitivity are discussed, including the selection of absorption lines, the improvement of diode lasers, the design of effective optical paths, data demodulation, and the suppression of background interference. For gases with high application values, such as CH4, CO2, and NO, we summarize the detection sensitivity that the existing TDLAS system has been achieved, combined with the above-improved process. However, considering the principle of infrared absorption, the increase in detection sensitivity could reach an ultra-limit. Therefore, the hypothesis of the sensitivity limit of TDLAS is proposed at the end of the paper, through the quantization analysis.
Keywords: TDLAS, trace gas sensing, infrared absorption spectroscopy, tunable diode lasers, detection sensitivity, quantization
INTRODUCTION
Real-time monitoring of trace gas concentrations has become more significant in the domains of business, agriculture, social life, and environmental protection in recent years. Trace gas sensing detection of spectroscopy approach is widely employed in different industries, such as environmental monitoring, combustion diagnosis, and aerospace, due to its benefits of high sensitivity, low cost, real-time monitoring, and non-invasiveness [1–3]. In the early 1970s, tunable diode lasers were applied to trace gases detection, greatly improving the portability of optical gas sensing technology and reducing detection costs [4]. With the improvement of the output power and wavelength stability of semiconductor lasers, many spectroscopy-based techniques such as tunable diode laser absorption spectroscopy (TDLAS), photoacoustic spectroscopy (PAS) [5, 6], photothermal spectroscopy (PTS) [7], cavity ring-down spectroscopy (CRDS) [8], and other detection methods have been widely used [9, 10].
In PAS, quartz-enhanced photoacoustic spectroscopy (QEPAS) is the most commonly used technique. While the quartz tuning fork improves the anti-interference and selectivity of QEPAS, it also has a long process of accumulating acoustic energy and is easily disturbed by strong electromagnetic environment. As another indirect absorption spectroscopy technique, PTS has high sensitivity and is not affected by scattering and background signals. However, the cost of the PTS system is high, and it is not suitable for large-scale industrial applications at this stage. As for CRDS, the absorption optical path could be extended to thousands of meters by the optical mirror, so the detection accuracy is extremely high. However, this method has relatively high requirements on the experimental system and is difficult to be used for on-site online measurement. TDLAS has strong adaptability to complex environments, high selectivity, low cost, and the measurement results meet most actual needs. Its application value has always been the focus of researchers.
With the development of related technologies, researchers are paying more and more attention and hoping to improve the detection sensitivity of the TDLAS system through a variety of methods. These approaches mainly include the selection of absorption lines and diode lasers, the improvement of the effective optical path, the demodulation of data, and the suppression of background interference, which together achieved a quite ideal detection effect. However, based on the principle of infrared absorption, there should be a limitation of the detection sensitivity, which is related to the type of gas and the laser energy involved in the absorption.
Therefore, this review covers the evolution of TDLAS detection sensitivity in recent years, discusses the improvement of key components in the existing system, and compares the detection sensitivity with different improved techniques. However, the improvement of TDLAS sensitivity is not endless. Through the quantization analysis of gas infrared absorption, the assumption about the ultra-limit of TDLAS detection sensitivity is proposed at the end of this paper.
PRINCIPLE
According to Beer Lambert’s law, the attenuation of light intensity is related to the concentration of the absorbing medium, the length of the optical path, and the lineshape. Based on this theory, the output wavelength of the tunable diode lasers could be tuned by current, temperature, and other ways to cover the gas absorption lines. The photon energy is absorbed by the gas molecules through the optical path, and the transmitted light intensity is attenuated. Then the absorption information of the gas can be obtained by detecting the variation of light intensity. Scanned-wavelength direct absorption spectroscopy (DAS) and scanned-wavelength modulation spectroscopy (WMS) are two commonly used detection techniques.
As shown in Figure 1, a low-frequency triangular wave, sawtooth wave, or trapezoidal wave is used to drive the diode laser in scanned-wavelength direct absorption spectroscopy so that its output wavelength changes in the same way. After scanning the characteristic absorption peak of the corresponding gas, the concentration information of the gas can be obtained through the photodetector and the related data processing modules. The high-frequency sinusoidal signal is superimposed on the low-frequency scanning signal in wavelength-modulation spectroscopy, which can effectively suppress the interference of the system noise. The harmonic signal is generated after being absorbed by the gas, and its amplitude is proportional to the concentration of the gas to be measured [11].
[image: Figure 1]FIGURE 1 | (A) Scanned-wavelength direct absorption spectroscopy. (B) Scanned-wavelength modulation spectroscopy.
METHODS TO IMPROVE TDLAS DETECTION SENSITIVITY
Researchers have done a lot of work to improve the sensitivity of TDLAS, mainly including the selection of absorption lines, the improvement of diode lasers, the design of effective optical path, signal demodulation, and the suppression of background interference.
The Selection of Absorption Lines
The fundamental, overtone, and difference bands are mostly concentrated in the infrared area, which features a lot of absorption lines. Figure 2 shows the linestrength of various infrared absorption transitions for a few common species in the range of 400–10,000 cm−1 at 296 K. Therefore, it is important to select an appropriate absorption line for trace gas detection. Firstly, the absorption lines should be sufficiently independent to avoid interference from other gases that are abundant in the atmosphere, such as H2O and CO2 [12]. Furthermore, the line strength should be appropriate to improve the detection sensitivity of the TDLAS system [13, 14]. The line strength of the gas absorption spectroscopy represents the absorption capacity of a specific wavelength, which is related to the distribution of low-energy particles and the transition probability of the gas molecules. Therefore, the absorption line strength is most affected by temperature. Moreover, the lineshape function is highly significant when simulating the profile of the gas absorption spectroscopy, and different lineshape functions might reflect different broadening mechanisms. The Doppler effect of molecular motion dominates spectroscopy broadening in high-temperature and low-pressure conditions, and it is commonly characterized by the Doppler line profile. As for low-temperature and high-pressure conditions, the collision of molecular motion plays a dominant role and the Lorentzian line profile is generally used to describe the line broadening [15]. In most cases, the effects of Lorentz broadening and Gaussian broadening must be evaluated at the same time, and the Voigt profile is the convolution of the Gaussian and Lorentzian profiles [16].
[image: Figure 2]FIGURE 2 | Absorption lines of typical atmospheric species in the infrared. Data are taken from the spectroscopic database HITRAN.
Databases such as GEISA, HITEMP, and HITRAN provide detailed spectral parameters [17–19], covering more than 709,000 transitions for most atmospheric species. The individual spectral line data including line strength, wavenumber, and lower state energy, are suitable for analysis and selection of absorption lines. Furthermore, the relevant data are corrected and supplemented by related researchers, which helped to further improve the accuracy of gas detection [20].
The Improvement of Diode Lasers
As the light source, the linewidth of the laser should be narrow. It should also have the characteristics of stable performance, compact structure, and high output power. Therefore, the main applications for trace gas monitoring in the laboratory and industrial settings are distributed feedback laser diode (DFB-LD), vertical cavity surface emitting lasers (VCSEL), and the mid-infrared lasers including interband cascade lasers (ICL) and quantum cascade lasers (QCL), the characters are shown in Figure 3.
[image: Figure 3]FIGURE 3 | The characters of VCSEL, DFB laser diode, ICL, and QCL, according to the data from Nanoplus.
DFB-LD is a type of useful tunable diode laser that is operated on the principle of grating mode selection to get a specific wavelength depending on the Bragg gratings contained in the laser structure. The effective refractive index of the grating will be changed by temperature, leading to the change of output wavelength. Therefore, the tuning range of the DFB-LD is closely related to the effective refractive index of the grating material. In 1973, Nakamura et al. developed the first DFB laser, which achieved a narrow linewidth output near 830 nm [21]. However, the early GaAs DFB lasers have extremely high threshold conditions and need to operate at extremely low temperatures, making it difficult for large-scale applications [22]. In addition to GaAs, other III-VI group semiconductor materials, such as InP, can achieve longer output wavelength and are successfully achieved operation under low-temperature conditions (<0°C) [23]. Sakai et al. exploited the separate-confinement heterostructure to obtain a 1.5-μm continuous wavelength output that can operate continuously between −20°C and 58°C, with a threshold current as low as 50 mA at room temperature [24, 25]. Since then, the DFB laser’s application potential as a light source used for the optical sensors has been discovered. Morris et al. used graded-index separate-confinement heterostructure to achieve a 760 nm continuous single-mode tunable laser with a critical current of 25 mA, temperature tuning rate of 0.06 nm/°C, current tuning rate of 0.0075 nm/mA, and the tunable wavelength range is 4.2 nm, and successfully used for O2 detection [26]. Doussiere et al. designed a novel structure that integrates a relatively short distributed-Bragg grating near the output facet and a high reflectivity facet coating on the rear facet [27]. And they achieved the single-mode power over 200 mW at case temperature up to 60°C is consistently obtained for current below 300 mA.
DFB-LD is usually modulated by the current and temperature to control the range of output wavelength. Its tuning efficiency is closely related to the frequency of the driving current and the material of the laser diode, and it will have a great impact on the signal-to-noise ratio (SNR) and residual amplitude modulation. Sun J et al. found that tuning efficiency is affected by the different materials inside the DFB-LD, which is a robust parameter guiding us to choose favorable DFB-LD [28]. Since the injection current has a great influence on the internal temperature of the DFB-LD, which leads to the fluctuation of output wavelength range, suppressing the change of the internal temperature of the DFB-LD is beneficial to improve the sensitivity of the gas detection system [29]. Compared with traditional LD sources, the biggest advantage of DFB-LD is that it can be used in complex industrial environments and on-site detection. Wei Y et al. employed the 1.62 μm fiber-coupled DFB diode laser as the light source to achieve a ppm-level high sensitivity detecting system for the multi-point ethylene concentration detection, meeting the needs of fire warning in coal mine goafs [30]. Wang Z et al. chose the absorption line of water vapor at 1,368.5597 nm for detection and achieved the lowest detection limit of 790 ppb [31]. Using a single DFB diode laser emitting at 2.33 μm, Shao L et al. presented a spectrometer for constantly measuring atmospheric CO and CH4 [32]. According to the Allan variance, the respective minimum detection limits for CO and CH4 are 0.73 and 36 ppb at 122 s and 137 s.
Although the DFB-LD may provide extremely narrow laser output, the tuning range is limited; nevertheless, VCSEL compensates for this shortage. The VCSELs have good wavelength tunability and can achieve a tuning range of 10 cm−1 at a modulation frequency around 1 MHz. Soda H et al. proposed the concept of vertical cavity surface emission for the first time and obtained dynamic single longitudinal mode semiconductor lasers by shortening the cavity length [33]. And they successfully prepared the first VCSEL operated at 77 K, but its threshold current is as high as 0.9 A. Later, they further realized a pulsed VCSEL made of GaAs/GaAlAs. The threshold current under 77 K conditions was reduced to 350 μA, but the threshold current under room temperature conditions was 1.2 A [34]. K. Iga et al. developed a VCSEL that can operate continuously at room temperature in 1989. Since then, the advancement of VCSEL has ushered in a major turning point, with the technology progressing towards long wavelengths. The advent of the devices continuously operated at the wavelength of 1,310 nm and 1,550 nm under room temperature has greatly enriched the wavelength detection range of VCSELs [35, 36].
With the maturity of VCSELs, the excellent characteristics have become the focus of researchers in the field of gas sensing. Wang J et al. used the VCSEL with a wide current-tuning frequency range as the light source to detect oxygen in a high-pressure environment [37]. The wider tuning range enables VCSELs to obtain more spectral information and then realize the simultaneous detection of multiple gases with a single light source and the correction of gas concentration. Chen J et al. employed VCSEL to achieve simultaneous detection of CO and CH4 at 2.3 μm at an effective absorption path length of 20 cm, with detection accuracy reaching the ppm-level [38]. Wang Y et al. used a VCSEL with output wavelengths over the range from 1,682.7 nm to 1,685.7 nm achieving a detectable concentration of 300 ppm with relative errors below 5% is sufficient for successful early warning of propane leaks in the petrochemical and oil-gas storage and transportation industries [39]. At the same time, VCSELs have well-developed uses in the near-infrared region for detecting the concentrations of CO, CO2, CH4, and other typical gas. Chen J et al. achieved the first 2.3 µm VCSEL-based CO sensor. They employed an absorption cell with a 10 cm optical path length that can detect CO in 1 s with a ppm resolution [40]. And with the development of miniaturization, the VCSELs with a micro-electro-mechanical system(MEMS) capable of spans of 2–110 nm and repetition rates of 10–1,000 kHz, which successfully applied to the absorption spectroscopy detection of H2O and HF in the range of 1,321–1,354 nm [41].
Compared with the near-infrared band, the fundamental band of most gas molecules is mainly concentrated in the mid-infrared band. Therefore, many researchers are considering the use of tunable diode lasers in the mid-infrared band for trace gas detection to increase the SNR and sensitivity of the system. Theoretically, Lead salt diode lasers made from IV-VI semiconductor materials can operate in the 3–30 μm spectral region [42]. However, due to the structural of IV–VI materials, Lead salt diode lasers must work in cryogenic temperatures, and problems such as beam divergence, multi-mode competition, and low output power are not suitable for gas absorption spectroscopy detection [43]. The temperature properties and output light intensity of the telluride-based semiconductor laser are better than those of the lead salt laser, however, it is difficult to achieve a wavelength range of more than 5 μm [44, 45]. The appearance of Interband Cascade lasers (ICL) and Quantum Cascade lasers (QCL) ameliorates these problems. Different from the inter-band transition process of traditional semiconductor lasers, the laser generation process of QCLs only involves the conduction band and the electrons in it to achieve the inversion of the number of particles between different quantum well energy levels and radiate laser light. Based on this idea, Faist J et al. designed the first quantum cascade laser in 1994, with an output wavelength of about 4.2 μm, an output power of only 8.5 mW under 10 K conditions, and a threshold current density as high as 14 kA/cm2 [46]. In the following 20 years, the rapid development of QCLs has been achieved in terms of operating temperature, output performance, and wavelength coverage. In 1997, a DFB-QCL capable of working at room temperature was successfully developed. The output wavelengths were 5.4 and 8 μm respectively, and the former can achieve a peak power of 60 mW at 300 K [47]. In 2001, Faist J et al. further realized the QCL with an output wavelength of 9.1 μm, which operated continuously at room temperature, with an output power of 17 mW at 292 K and a maximum continuous operating temperature of 321 K [48].
With continuous improvement, QCLs have gradually become the most competitive light source in the mid-to-far infrared band and have shown extremely high application value in trace gas detection. Although long-wavelength devices still require low-temperature cooling, the continuous output within 16 μm could be achieved at room temperature, through the design of quantum wells [49], which are suitable for monitoring the greenhouse gases like CH4, NO, N2O. Kasyutich et al. used a continuous wave DFB-QCL and a single-pass absorption cell with an optical path length of only 21 cm to detect CO, N2O, and NO, with detection limits of 2.8, 0.6, and 2.7 ppm, respectively [50]. Using a novel compact MGC, Ren W et al. demonstrated the construction of a single-QCL based absorption sensor for the simultaneous detection of atmospheric CH4 and N2O at 7.8 μm. The detection limit of 5.9 ppb for CH4 and 2.6 ppb for N2O was achieved respectively, at the 1-s averaging time [51]. Maity et al. selected the absorption line of C2H2 at 1,311.76 cm−1 and achieved the lowest detection limit of the ppb level within the integration time of 110 s [52].
The electrons of ICLs could transition between the conduction and valence band, enabling semiconductor materials with a narrow bandgap to be used. Therefore, the wavelength range of ICLs is narrower, which makes up for the lack between traditional semiconductor diode lasers and QCLs. Yang et al. produced DFB-ICL with a single-mode lasing wavelength of 3.3 μm by introducing distributed feedback Bragg gratings, and its working temperature reached 175 K [53]. In 2006, under the temperature of 78 K, the continuous output power of ICL was increased to 1.1 W [54]. In the same year, under the adjustment of the temperature controller, the 3.3 μm ICL achieved continuous operation at a temperature of 264 K [55]. In 2013, Nanoplus provided 3–6 μm commercial ICLs. This wavelength region includes fundamental C-H, O-H, and N-H stretch vibrations [56–58] and it covers an important gap in wavelength coverage between diode lasers and QCLs. Song F et al. proposed the sensor system with a 3,291 nm ICL and a multi-pass gas cell with a 16 m optical path length. A limit of detection of ∼13.07 ppb with an averaging time of 2 s was achieved using the DSP-based digital lock-in amplifier (DLIA) and a limit of detection of ∼5.84 ppb was obtained using the LabVIEW-based DLIA with the same averaging time [59].
In general, among the above tunable lasers, it can be found that DFB-LD is suited for large-scale production applications. DFB-LD could operate at room temperature without the use of a complicated cooling device, and the line width could exceed 1 MHz. However, the tuning range of DFB-LD is small, and the absorption line strength in the near-infrared region is lower than mid-infrared, so it is difficult to achieve extremely sensitive detection results. VCSELs are cheap to produce, have a wide tuning range and low thresholds. As mid-infrared laser sources, QCL and ICL could achieve higher detection sensitivity. But these types of lasers are expensive and need to operate at low temperatures. They are therefore suitable for extremely high demands on detection results or for experimental exploration.
The Design of Effective Absorption Path
In absorption spectroscopy gas sensor detection, in addition to the selection of an appropriate light source, the design of an effective absorption path is also very important to improve the detection sensitivity and SNR of the system. According to the Beer-Lambert law, the effective interaction length of the laser energy and the gas sample has a significant effect on the absorption signal. In the traditional absorption spectroscopy gas sensing technology, a multipath absorption cell is often used to increase the effective absorption optical path. In 1942, White proposed a long optical path absorption cell composed of three concave mirrors with the same radius of curvature and named by his name [60]. Although the White cell achieves a long absorption path through multiple reflections between the mirrors, the design of this three-sided mirror makes the entire device bulky and the mirrors need to be strictly aligned. Herriott simplified the structure of the white cell and designed a new type of multi-optical path absorption cell [61]. The Herriott cell only retains two concave mirrors. The incident light enters the absorption cell through a hole of one mirror, and after multiple reflections in it, it exits from the same hole. Compared with White cell, the structure of the Herriott cell has been greatly simplified, and by adjusting the structure of the two mirrors, an effective absorption path of tens of meters to hundreds of meters can be achieved [62]. Although Herriott cell improves the problem to a certain extent, the structure of this kind of absorption cell is often complex to achieve a long absorption path. Moreover, once the optical path is fixed, the number of reflections cannot be changed and the effective absorption path cannot be flexibly adjusted. This is not conducive to practical engineering applications, so researchers have been exploring the miniaturization of multi-path absorption cells. Through the precise design of the absorption cell, the light spot covers the entire mirror surface as much as possible, although the path of a single absorption is not long, it can finally achieve long optical path absorption through hundreds of reflections [63]. To further improve the detection limit, this kind of multi-reflection long optical path absorption cell is gradually applied to the mid-infrared gas detection system and realizes the detection of C2H6, N2O, and CH4 at the ppb or even ppt level [62, 64, 65].
Based on the idea of multiple reflections, another cavity enhancement technique that combines the resonant characteristics of the optical resonator with the laser gain characteristics is designed to obtain a long absorption optical path. In 1998, O’Keefe and Engeln almost simultaneously proposed the technique to detect the integration of the light intensity passing through the resonant cavity [66, 67]. The method uses a semiconductor laser as a coherent light source, and uses a cavity mirror with high reflectivity to form a resonant cavity to achieve an extremely long effective absorption optical path, and detects the target gas by detecting the time-integrated light intensity passing through the cavity. Paul et al. proposed an off-axis incident cavity enhancement method considering the sensitivity in different environments [68]. This method effectively suppresses cavity mode noise by exciting more high-order transverse modes in the resonant cavity and has a simple optical structure and stronger adaptability to different conditions, so it is widely used in the field of gas detection. Barry et al. applied the integrated cavity to the study of methane near 1.73 μm using a tunable diode laser and achieved a detection sensitivity of 1.8 × 10–7 cm−1 for mirror reflectivities of 99.84% [69]. With the maturity of mid-infrared semiconductor lasers, more and more researchers have begun to combine them with cavity enhancement technique. Rao et al. used a quantum cascade laser with a tuning range of 1,601–1,670 cm−1 to detect the concentration of NO2, and the lowest detection limit improved to 28 ppt [70]. In a recent study, Mhanna et al. used a 3.3 μm DFB-ICL as the light source and obtained an effective absorption path length of 1.39 km through the off-axis incidence. They finally realized the detection of the ppt level of benzene vapor [71].
Signal Demodulation and Background Interference Suppression
The method for signal demodulation, as well as the suppression of background interference, plays a key role in enhancing the detection accuracy and sensitivity, in addition to selecting appropriate components for a gas detection system.
Signal Demodulation
A low-frequency scanning signal must be used to tune the tunable laser in scanned-wavelength direct absorption spectroscopy so that the modulated wavelength can sweep the characteristic absorption peak of the gas to be measured. However, in the detection of trace gases, weak signal changes are usually drowned out by background signals. Therefore, the output of the laser is usually divided into two paths, one as the signal and the other as the reference, and the signal generated by the gas absorption is extracted by the method of differential demodulation. The commonly used processing methods include subtraction, division, Balanced Ratiometric Detector (BRD), and the schematic diagrams of the three demodulation methods are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Schematic diagram of the (A) subtraction demodulation circuit (B) division demodulation circuit (C) BRD demodulation circuit.
In the subtractive demodulation algorithm, the light is divided into two paths through the coupler, one path does not pass through the gas cell and serves as the reference; the other is absorbed by the gas to be measured, and serves as the signal. The two signal lights are converted into current signals by the photodetector, and after gain amplification, enter the subtractor, and demodulate the absorption peak of the gas. Here we assumed the intensity of reference light [image: image] and signal light [image: image] are respectively expressed as:
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Then the output signal [image: image] through subtractor is:
[image: image]
In trace gas detection, [image: image], [image: image] can be approximately expressed as [image: image], then the above formula can expressed as:
[image: image]
It can be seen that subtractive demodulation is greatly affected by the input light intensity. The principle of subtractive demodulation is simple and easy to operate. To determine the concentration of water vapor, Wang Q et al. devised a novel method based on the differential value of two adjacent absorption peaks [72]. Two absorption lines at 1,367.862 nm and 1,368.597 nm are selected to integrate the adjacent absorption peaks, the accuracy and resolution can reach to 20 and 10 ppm, respectively.
However, in actual detection or facing some harsh environments, the stability of the input optical power cannot be guaranteed, and the subtractive demodulation has certain problems. On this basis, dual-optical division demodulation has been developed. The structure of division demodulation is similar to that of subtraction. The biggest difference is that it used the division circuit to demodulate the absorbed signal. The reference signal and the detection signal can still be expressed as Eqs 1, 2. After the division operation, the output signal can be expressed as:
[image: image]
The initial intensity in the two signals are canceled out after the division operation, and the output signal is related with the concentration of the gas, theoretically eliminating the influence of input optical power fluctuations. Although the divider has a good suppression effect on the fluctuation of optical power, it is more suitable for eliminating the noise in the low-frequency range.
Although BRD is still a differential demodulation method, it can directly normalize the current signal output by the photodetector, avoiding the process of voltage transfer [73]. The voltage V at the output of the BRD system could be given by:
[image: image]
As mentioned above, [image: image] and [image: image] refer to the current from the reference beam and the signal beam, respectively. According to Eqs 1, 2, the relationship between the measured voltage and the concentration of the gas can be expressed as:
[image: image]
When weak absorption is applied to Eq. 7, the measured voltage is nearly proportional to absorbance and consequently V is proportional to concentration C. The working bandwidth of this method is affected by the photodetector, which can usually reach GHz. Sonnenfroh, Upschulte and the others [74, 75] explored and proved that the BRD can be applied to the gas absorption spectroscopy of tunable diode lasers. By adding matching resistors, Wang Q et al. improved the influence of conductivity mismatch on the measured absorption spectra. With the application of averaging and filtering, absorption sensitivity of 1.093 × 10–6 for water vapor at 1,368.597 nm has been demonstrated, and the corresponding concentration is 71.8 ppb in just a 10 cm path length [76]. Zhu C et al. comprehensively compared the three demodulation methods of subtraction, division, and BRD [77]. The division approach has a variance of only 0.29% when the ambient temperature varies by 1°C, which exceeds the subtraction method (2.90%) and the BRD method (0.55%).
As another important technique of TDLAS, wavelength-modulation spectroscopy has a very important impact on improving detection sensitivity. Wavelength modulated spectroscopy superposes high frequency modulated signal based on low-frequency scanning wave, which provides the possibility for the application of harmonic detection technique [78, 79]. In general, the system noise below 1 kHz is mainly 1/f noise. In the harmonic detection technique, each harmonic component carries the concentration information generated by gas absorption. After periodic modulation of a certain frequency by the laser, the signal could be moved to the relatively high-frequency area by the harmonic component, so that the 1/f noise can be effectively suppressed. However, not all harmonic components can effectively reflect gas concentration. With the number of harmonics increasing, the amplitude gradually decreases, and the amplitude of odd harmonics is zero at the center of the absorption line. Therefore, harmonic detection usually needs to be combined with the phase-locked amplification technique to achieve trace gas detection.
Phase-locked amplification is a commonly used weak signal detection technique. Through the two key steps of phase-sensitive detection and low-pass filtering [80], according to the frequency and phase of the signal to be measured, the DC component that carries the amplitude of the useful signal is extracted. Wei W et al. used wavelength modulation spectroscopy combined with signal–reference beam method for trace gas detection, which not only achieved common-mode noise suppression but also improved the SNR. The measurement accuracy of the system can reach 1 ppm for an optical path length of 10 cm verified by trace water vapor detection experiments [81]. Wang F et al. have expanded the functionality of the phase-locked amplification technique, which can accurately measure the phase information from the extremely weak signal. As shown in Figure 5A, hanging amplitudes and phases of the sinusoidal signals, a phase detection linearity of 0.99999 R-square is achieved by the phase demodulator. The output of low-pass filter SR1 and SR2 are shown in Figure 5B and the noises of the signals are shown in Figure 5C. Figure 5D is the noise levels comparison of phase detection. They achieved a resolution of better than ±0.005% in 0.99% O2 [82].
[image: Figure 5]FIGURE 5 | Functional verification of the phase demodulator. (A) Phase detection linearity. (B) Signals SR1, SR2. (C) Signals SR1, SR2 after 160,000 times of average algorithm. (D) Noise levels comparison of phase detection.
To further eliminate the influence of common-mode interference, researchers have proposed a method of normalizing the second harmonic signal using the first harmonic [83]. The influence such as light intensity fluctuations and random scattering in the optical path could be eliminated in this way. To eliminate the influence of light intensity fluctuations in wavelength modulation, Yang C et al. obtained gas concentration by measuring the first harmonic phase angle that is independent of light intensity [84]. This method has great potential in the applications of the WMS technique especially under high modulation frequencies or modulation-amplitude limited conditions. Roy et al. suggested a method in which the 1f WMS and 2f WMS signals are normalized by the linear and non-linear intensity modulation components, respectively [85]. With a single-pass detection limit of 3 ppb for CO (using 1f WMS and 4.05 m route length) and 45 ppb for CO2 (using 2f WMS and 20 cm path length), the system has an optimum integration time of 17 s and 69 s, respectively.
Background Interference Suppression
The main interference includes non-absorptive background caused by light dispersion, optical path loss, etc., and additional absorption background caused by device packaging or poor coupling.
Non-absorptive background fluctuations for gas detection systems, especially in low-concentration detection, will affect the output light intensity and seriously interfere with the final detection results. In order to eliminate this part of the impact, Wang F et al. proposed a demodulation algorithm based on the head-tail technique for single-beam water vapor detection under rough environmental conditions. The experiment indicates that, when the light power attenuates 4%, the deviation in a single-beam system is 1.29%, which is superior to a dual-beam subtraction system whose deviation is 8.45% [86]. Wei W et al. presented an artificial absorption peak technology, which created an artificial absorption peak of known concentration next to the real absorption peak without being overlapped. The artificial absorption peak technology can suppress the effect of non-absorption transmission losses and noise on the selection of potential reference points in the sensor system. The signal of the artificial absorption peak is added to the driving signal of the laser, and as shown in Figure 6, the reference points become easier to distinguish. When the non-absorption transmission losses change between 0 and 70%, measurement error reaches as low as 0.425% (0.17 ppm) with the DA method and 0.225% (0.09 ppm) with the WMS method [87].
[image: Figure 6]FIGURE 6 | (A) Detected signal of a single absorption line with the DA method, revealing that noise increases the difficulty and uncertainty of the selection of the reference point. (B) Differential detection of the signals of two absorption peaks, one of which is artificial. By creating an artificial absorption peak next to the real absorption zone, the reference point becomes easier to distinguish.
A large part of the extra absorptive background interference comes from the background absorption in the free space inside the optoelectronic device. When detecting gases with high components in the atmosphere, such as oxygen, water vapor, and carbon dioxide, these gases would inevitably remain inside the device and become the background interference of the detection system. The signal received by the detector not only contains the absorption information of the gas to be measured but also carried the intrinsic absorption signal inside the device, which will have a great impact on the detection of trace gases. Wang Q et al. chose a strong absorption line near 1,368.6 nm for water vapor and designed a simple test to verify the existence of background absorption inside the optoelectronic device [88]. Zhu CG et al. also found the distortion of the absorption spectroscopy caused by the water vapor in the gap between the end faces of the optical elements [89]. Wang Q et al. proposed a method of reasonable recombination of the collimator and the PD to suppress the influence of background absorption in the system [76]. However, this method is cumbersome to operate due to the effect of the pairing of optoelectronic devices. Lv GP et al. combined the dual-beam differential method to achieve time-domain differential correction through optical switches, thereby suppressing the influence of water vapor inside the device [90]. Wang Y et al. directly used waterless optical components, combined with Herriot cell, to reduce the impact of background absorption from 726 to 25 ppm [39].
Combining with the above-improved methods, we summarize the detection sensitivity that the existing TDLAS system can achieve for gases with great application value, as shown in Table 1.
TABLE 1 | Summary of TDLAS trace gas sensors or instruments.
[image: Table 1]THE HYPOTHESIS OF THE SENSITIVITY LIMIT
The sensitivity of the TDLAS system has always been an issue of concern to researchers, and a lot of work has been done to achieve the lowest limit. The most common one is to increase the length of the effective optical path. Through a variety of methods, the absorption optical path of tens or even hundreds of meters can be obtained to achieve ppb, ppt, or even lower detection limit. However, considering that there is always a limit to the number of low-state gas molecules. When a certain “threshold” is captured, the significance of continuing to improve the detection limit for practical research becomes quite limited.
According to the assumptions of quantum mechanics, atoms or molecules could only exist in specific quantum states, and each quantum state has discrete energy and angular momentum. For TDLAS, the energy of the molecule to be measured is also quantized. At room temperature, molecules are at the lowest state. Infrared absorption spectroscopy gas sensing involves the absorption of gas molecules caused by the transition from the ground state to the first or second excited state. Therefore, when discussing the detection sensitivity limit of a gas sensor system based on infrared absorption spectroscopy, the number of low-state gas molecules participating in the absorption should be considered. According to the Boltzmann distribution, we determine the number of molecules of the absorbed species on effective optical path for absorption, N:
[image: image]
Where [image: image] is degeneracy for the lower-state i energy [image: image] of absorption transition, [image: image] is Partition function of absorbed species at temperature T, [image: image] is the lower-state i energy of absorption transition, and k is Boltzmann’s constant.
If there is only one low-state gas molecule in the effective optical path, [image: image], N can be expressed according to Eq. 8:
[image: image]
The lowest detection limit that the system can achieve under this condition is obtained when its absorption transition occurs, which is the “threshold” we mentioned. It can be seen that N will vary depending on absorbed species, specific absorption transition, and temperature T. To correlate N and the detection limit of TDLAS, we used integrated absorbance (IA). The IA under the condition of N is represented as:
[image: image]
Where [image: image] is spectral line intensity and [image: image] is number density of molecules, which is related to the effective area of the beam W and the effective absorption path L. [image: image] can be expressed as:
[image: image]
Sun J et al. analyzed the distribution of the number of gas molecules at low energy states, and combined with the integrated absorbance, proposed the concept of inherent limit (IL). They chose the R(76) line near 2,390.522470 cm−1 of CO2 and P(7) line near 2,115.628975 cm−1 of CO to explore IL at different temperatures and corresponding absorption. And they proposed a constructive method to change the IL [97].
CONCLUSION AND OUTLOOK
This paper reviews the important developments of TDLAS technology in recent years and the improvement of system detection sensitivity. With the improvement of the system structure and key processing devices; the innovation of data acquisition and signal processing technology, TDLAS has played a very important role in the online and real-time monitoring of gas concentration. The development of the semiconductor diode laser industry has enabled the laser wavelength to cover most of the spectral range, making TDLAS detection light sources more choices. Moreover, its capability of narrow linewidth and high-power output provides a basic guarantee for the improvement of the sensitivity and detection limit of the TDLAS system. With the improvement of the effective optical path, the TDLAS system is continuously developing towards miniaturization and portability while improving detection accuracy. Simultaneously, the optimization of data processing provides many new possibilities for TDLAS detection.
However, as an important indicator of the development of the TDLAS system, the increase in sensitivity will ultimately reach an ultra-limit, which is determined by the principle of gas infrared absorption. If the number of molecules in the low-state cannot meet the transition conditions, the infrared absorption will not occur, and the TDLAS system will not be able to detect the corresponding concentration information. Therefore, through the quantization analysis of the absorption process, this paper put forward and analyzed the hypothesis of the sensitivity limit of TDLAS technology, which has reference significance for future development.
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In this invited paper, a compact dense-pattern multipass cell-based near-infrared sensor system was demonstrated for detection of parts-per-billion in volume (ppbv)-level methane (CH4) and ethane (C2H6). The dimension size of the fabricated gas cell is 18.5 × 8 × 9 cm3 with an absorption path length of 9.39 m. CH4 measurement was realized within a spectral range of 6,046–6,048 cm−1 and an absorption line of 6,046.95 cm−1. The spectral range for C2H6 detection is 5,951–5,953 cm−1 with an absorption line of 5,951.73 cm−1. Allan deviation analysis was used for evaluating the dual-gas sensing performance, and a detection limit of 78 ppbv for CH4 and 190 ppbv for C2H6 were achieved, respectively, with an averaging time of 0.8 s. Furthermore, CH4 measurement in the indoor and outdoor atmosphere was both performed to verify the field sensing capability of the sensor system. Compared with two separate sensor systems for CH4/C2H6 sensing, the proposed dual-gas sensor system using two near-infrared lasers and one multipass cell has the advantages of low-cost, compact-size without decreasing the selectivity and sensitivity.
Keywords: infrared absorption, dual-gas detection, laser absorption spectroscopy, multi-pass cell, atmospheric gas monitoring
INTRODUCTION
Methane (CH4) and ethane (C2H6) are the two most abundant alkanes in the atmosphere [1–3]. CH4 is widely distributed in nature and is one of the main greenhouse gases. Atmospheric CH4 concentration detection is of great significance for climate research and atmospheric monitoring. CH4 is also the main component of natural gas and biogas. CH4 leakage has become the major safety hazard in the industrial field including coal mines, natural gas transportation and other industries [4–7]. Therefore, it is necessary to monitor the CH4 concentration in real time, so that people can respond and evacuate when leakage occurs.
C2H6 is the second-largest component of natural gas after CH4, which can be treated as a target gas for natural gas leakage monitoring. Also, highly-sensitive C2H6 detection has found applications in human breath analysis as a non-invasive method to identify different diseases [8–10]. CH4 and C2H6 molecules all have absorption peaks in the near-infrared range. Therefore, compact near-infrared laser source can be used for the two gas species detection. Compared with mass spectrometry and gas chromatography, infrared absorption spectroscopy, including photothermal and photoacoustic spectroscopy [11–16], provides a less-costly approach for CH4 and C2H6 concentration detection, and enables real-time measurement without the need for pretreatment or accumulation of target gas samples.
Tunable diode laser absorption spectroscopy (TDLAS) is an effective non-contact method for trace gas detection, which uses a single, narrow-band near-/mid-infrared laser to scan gas absorption peaks with to increase sensitivity and selectivity [17–20]. In TDLAS, an optical absorption cell design is generally based on White [21], Herriott [22, 23] or other multipass cell (MPC) [24, 25]. Compared with White cell, Herriott-based MPC has the advantages of simpler structure and more compact size. In recent years, Herriott MPC has been widely used in various applications [26] and the main development is the change of spot distribution, i.e. from initial single-ring Herriott to dense spot distribution. Herriott-based MPC is widely used in TDLAS sensor systems due to its improvement in effective path length and therefore in gas absorption ability. A dense-pattern (DP)-MPC with a light absorption path length of 26.4 m was designed by Gao et al., and the CH4 measurement accuracy reached 79 parts-per-billion in volume (ppbv) [27]. A mini-MPC with an absorption optical path length of 4.2 m was designed by Dong et al. The optical system is highly integrated, and the CH4 measurement accuracy reached 117 ppbv [28]. The gas absorption coefficient can also be improved by optimizing the Herriott cell configuration. A double-spot ring Heriot cell (DSR-HC) with an optical path length of 20 and 6 m was designed by Zheng et al., respectively. Two different optical paths provide different detection ranges for C2H2 detection. The practicability of the sensor is improved by increasing the detection range of C2H2. The detection limits under the two absorption path lengths were 7.9 parts-per-million in volume (ppmv) and four ppmv, respectively [29].
Most reported MPC-based TDLAS sensor systems were designed for single-gas detection. If they are used to detect multi-gas species, two sets of systems are required, which increases the whole size of the sensor system. Especially in the harsh geographical environment, it is difficult to transport safely and operate normally, which virtually limits the function of the sensor. In order to overcome the above-mentioned issue, a near-infrared dual-gas TDLAS sensor was developed using two distributed feedback (DFB) lasers, i.e. 1654 nm for CH4 and 1,680 nm for C2H6 detection, respectively. Compared to a sensor system based on mid-infrared lasers [30], near-infrared lasers are lower in cost and a sensor system based on such sensors is smaller in size, which is conducive to the integration and commercial use of the sensor system. In addition, in order to further reduce the size of the sensor system, a DP-MPC was developed, with an absorption path length of 9.39 m. Furthermore, a LabVIEW based data-processing system, which consists of a scan signal generator and a signal acquisition module was developed. Such a system can perform the normal operation of driving two DFB lasers as well as extracting the ppbv-level CH4 and C2H6 concentration employing a laptop and a data acquisition (DAQ) card. The practicability of the sensor system was verified by continuous monitoring of the indoor and atmospheric CH4 concentration levels.
EXPERIMENTAL SET-UP
Simulation and Modelling of the Compact MPC
A model of the compact MPC was designed based on MATLAB, and the reflection of light in the cell was simulated using a similar method with Ref. [31]. The radius of curvature of the used spherical mirror is 150 mm with a diameter of 50.8 mm and a mirror reflectivity of >95%. The obtained spot distribution on the two mirrors is shown in Figures 1A,B, where the first 20 reflection points are labeled. On mirror A, the injection hole (IH) shown as a blue circle is labeled as 0, the second reflection point is labeled 2, the third is labeled 4, the fourth is labeled 6, and so on. The connection of the first ten reflection points (numbered as 0, 2, … , 18) will form the first ellipse. The next ten reflection points (numbered as 20, 22, … 38) will be offset clockwise, and also the connection between them forms the second ellipse. It can be seen that the second ellipse can be treated as the clockwise rotation of the first ellipse. A similar distribution can be found on mirror B. All the reflection points and the formed rings on mirror A and mirror B are found to rotate clockwise to form the spot distribution. When the light is reflected for the 809th on mirror B, it escapes through the injection hole on mirror A. There are 810 reflections between the mirrors, 40 and a half ellipses and five rings are formed on each mirror. Eq. 1 is used to calculate the total optical path length
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where (xi, yi, zi) is the coordinates of the ith reflection point, and N = 810 is the total reflection number. Due to the limitation in laser power and the mirror reflection loss, the signal derived by output from the detector cannot be large with too many reflections. Therefore, the laser beam was designed to exit in advance with 76 reflections. As shown in the model in Figures 1C,D, when the light is reflected for the 76th time, it escapes through the designed ejection hole (EH) on mirror B, reaches the detector for optoelectrical conversion, and the derived electrical signal enters a data acquisition (DAQ) card for data processing. The total optical path length with 76 reflections was calculated to be 9.36 m through simulation.
[image: Figure 1]FIGURE 1 | Complete spot distribution of (A) Mirror A and (B) Mirror B in simulation. Spot distribution of (C) Mirror A and (D) Mirror B in simulation with mirror refraction.
According to the designed model and optimized parameters, a compact MPC with 76 reflections was fabricated, whose photo is shown in Figure 2A. The spot distribution of the mirror shown in the inset was obtained using a He-Ne laser as a trace laser, which basically coincides with the simulated spot distribution in Figure 1D. The external dimension size of the fabricated gas cell is 18.5 × 8 × 9 cm3 with an internal volume of 683.9 mL. Two optical windows (i.e. CaF2 lens) were placed at both sides with the same aperture as the reflection mirror, and the groove where the window is placed was designed to tilt 15° to prevent the infrared light from directly reflecting into the laser collimator resulting in laser damage. An air inlet and outlet were equipped on the gas cell, separately for gas injection and ejection, and the whole gas chamber was sealed for a good gas tightness. Glass glue was used to fix the optical window at both ends of the MPC, and the upper opening was sealed with a sealing ring to ensure air tightness. With a sealing detection, the air leakage rate was measured to be 2.4 × 10–3 TorrL/s.
[image: Figure 2]FIGURE 2 | (A) Photograph of the fabricated multi-pass cell design with an external size of 18.5 × 8 × 9 cm3 and a physical spot distribution of Mirror B in the inset (B) Measured CH4 absorption signal (black curve) with the compact MPC at a concentration level of 20 ppmv. The red curve shows the background fitting signal.
To determine the actual effective optical path length, a saw-tooth scan signal with a frequency of 50 Hz was used to change the current of the DFB laser and a CH4 sample with a concentration level of 20 ppmv was injected into the compact MPC. The output signal from the detector with CH4 absorption, defined as vabs(t), is shown in Figure 2B. The red line is the background fitting signal, expressed as vbase(t). A differential signal can be obtained by subtracting vabs from vbase, which represents gas absorption. The maximum absorption (i.e. vbase–vabs) occurred at t = 0.1986 s and the corresponding voltage (V2 = vabs (t = 0.1986 s)) is 1.443 V. The non-absorption voltage (V1 = vbase (t = 0.1986 s)) is 1.453 V. Then the absorbance (α) can be calculated from Eq. 2, as
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According to Eq. 2, the absorbance is 0.0069, and the actual total optical path is determined to be 9.39 m by referring to the high-transmission (HITRAN) molecular absorption database, which are highly consistent with the simulation result of 9.36 m.
Sensor Structure Design
An overall sensor system structure is shown in Figure 3, which is divided into three parts, including an optical part, an electrical part and a gas sampling part. In the optical part, two near-infrared DFB lasers were used as the excitation source for the detection of CH4 and C2H6. In order to facilitate the optical path establishment, the two lasers followed the same light propagation path. For CH4 detection, the laser operating temperature was set to 20°C, and the center current was set to 84 mA for targeting the absorption line at 6046.95 cm−1. For C2H6 detection, the laser was operated at 26°C with a center current of 90 mA for targeting the absorption line at 5951.73 cm−1. The emitted infrared laser beams were combined and the collimated laser beam enters the MPC through an optical fiber collimator. A fiber adapter as well as an optical switch can be used to automatically exchange the 1,654 nm and 1,680 nm laser for different gas detection. Because of the loss resulting from light reflection, the light power will be reduced after multiple reflections. An off-axis parabolic lens was therefore added at the exit to focus the light intensity, and then the signal amplitude output from a Ge transimpedance photodetector was increased. The electrical part included a laptop (HP model BH872PHB), a DAQ card (Model USB-6211, National Instrument, United States ), two current and temperature integrated drive modules (LDTC0520, Wavelength, United States ). Laser direct absorption spectroscopy (LDAS) technique was used for CH4 and C2H6 dual-gas detection, which is easy to realize and suitable for portable applications, compared to wavelength modulation spectroscopy (WMS). A scan signal was generated by the DAQ card controlled by the LabVIEW platform to drive the DFB laser. The output signal from the detector was sampled by the DAQ card, and synchronous sampling was realized triggered by the signal generation module. With respect to the gas sampling module, the MPC was equipped with an inlet and an outlet, allowing gas flow during measurements. CH4/C2H6:N2 mixtures were diluted from a standard 50 ppmv CH4 sample and a 100 ppmv C2H6 sample in N2 using a commercial gas mixing system (Series 4,000, Environics).
[image: Figure 3]FIGURE 3 | Structural diagram of the CH4/C2H6 dual-gas sensor system, consisting of an electrical part, an optical part and a gas sampling part. PC: Personal computer PD: Photodetector, MPC: Multipass cell, OAPM: Off-axis parabolic mirror, DAQ: Data acquisition, DFB: Distributed feedback laser, and laser driver includes temperature controller and current driver.
DUAL-GAS SENSOR PERFORMANCE
Absorption Lines Selection for CH4 and C2H6
The selected absorption line of CH4 is shown in Figure 4A. According to the simulation results of HITRAN, under the conditions of temperature of 300 K, pressure of 760 Torr and optical path length of 1 m, the absorbance of CH4 at a concentration level of two ppmv and H2O at a concentration level of 2% were obtained. It can be seen that when the H2O concentration is high, it will have a certain influence on the detection of CH4. Therefore, a dehumidification treatment was performed in the gas inlet to reduce the interference of H2O. CH4 has a strong absorption line located at 6046.95 cm−1. Accordingly, we chose the laser emission wavelength range of 6046–6048 cm−1 for CH4 detection. Figure 4C shows the current variation within the selected wavenumber range when the temperature of the DFB laser is 19°C, 20 and 21°C. In Figure 4E, the emission spectrum under a laser driving current of 10–120 mA was measured at 20°C. In order to cover the CH4 absorption line, the laser temperature was set at 20°C and the central current at 84 mA.
[image: Figure 4]FIGURE 4 | (A) The simulated absorbance of 2% H2O, two ppmv CH4 from 6046.5 cm−1 to 6047.5 cm−1 at a temperature of 300 K, a pressure of 760 Torr, and an optical path length of 1 m (B) The simulated absorbance of one ppmv CH4 from 5,951 cm to 1 to 5,953 cm-1 at a temperature of 300 K, a pressure of 760 Torr, and an optical path length of 1 m (C) Plot of the DFB emission wavenumber as a function of the current at laser temperatures of 19°C, 20°C and 21°C, respectively (D) Plot of the DFB emission wavenumber as a function of the current at laser temperatures of 24°C, 25 and 26°C, respectively (E) Emission spectrum at 20°C of the DFB laser for CH4 detection (F) Emission spectrum at 26°C of the laser for C2H6 detection.
The selected C2H6 absorption line is shown in Figure 4B. According to the simulation results of HITRAN, under the condition of temperature of 300 K, pressure of 760 Torr and optical path length of 1m, the C2H6 absorption line with one ppmv concentration was obtained. C2H6 has a strong absorption line at 5,951.73 cm−1, and the selected wavenumber range is 5,951–5,953 cm−1 for C2H6 detection. Figure 4D shows the current variation in the selected wavenumber range at a laser temperature of 24°C, 25 and 26°C. The laser drive temperature was set at 26°C, and the central current was 90 mA for C2H6 detection. In Figure 4F, the emission spectrum of the laser under a current of 10–120 mA was measured at a temperature of 26°C.
CH4 Sensor Performance
The measured amplitude of the differential signal of CH4 (i.e. vd = vbase–vabs) at different concentration levels of 0, 5, 10, 15 and 20 ppmv is shown in Figure 5A. In order to speeding the response of the sensor, a high sampling frequency was adopted, and one data point was acquired per 0.8 s. The amplitude (defined as Amp(vd), in V) at each concentration was recorded for 40 s, leading to 50 points. The average value of these 50 data was used to obtain the linear relationship between CH4 concentration and the amplitude, as shown in Figure 5B. The linear relationship is expressed by Eq. 3 with a good linear fitting degree of 99.97%, as
[image: image]
where CCH4 (in ppmv) is the concentration of CH4. Then, the CH4 sample with a concentration of 0 ppmv was injected into the MPC to observe the stability of the whole system, and the overall observation time was ∼16 min. The sampled signal amplitude was substituted in Eq. 3 to calculate the corresponding CH4 concentration levels. Curve of CH4 concentration level changing with measurement time is shown in Figure 5C, which is relatively stable overall and verifies the reliability of the whole sensor system. The measured concentration was then used for Allan variance analysis to obtain the detection limit of the CH4 sensor, as shown in Figure 5D. The first data point is the minimum concentration that can be detectable, which indicates that the 1σ detection limit of CH4 is 71 ppbv at an averaging time of 0.8 s. As integration time increases, system noise occurs leading to the decrease of sensor stability. This type of noise is the sensor system drift, mainly originating from the drift of the near-infrared detector, the laser power and wavelength as well as the electrical circuits for signal processing.
[image: Figure 5]FIGURE 5 | (A) Measured amplitude of the differential absorption signal versus calibration time t under different CH4 concentration levels ranging from 0 to 20 ppmv (B) Experimental data and fitting curve of CH4 concentration versus the averaged amplitude of the differential absorption signal. (C) Measured CH4 concentration by passing pure N2 into the compact MPC. (D) Allan-Werle deviation plot as a function of averaging time, τ, based on the data shown in Figure 6C.
The response time of the sensor system for CH4 detection was determined by the measured time that was needed for the CH4 concentration exchange between 0 ppmv and 10 ppmv. The sampling time for each data point was 0.8 s, as shown in Figure 6. Several repeated experiments were done to change the concentration level either from 0 ppmv to 10 ppmv or from 10 ppmv to 0 ppmv for multiple times. At each time the concentration became stable, 40 points were recorded. The response time was measured to be 4 s.
[image: Figure 6]FIGURE 6 | Pure N2 and 10 ppmv CH4 were injected into the compact MPC in turn to obtain the rise time and fall time of the sensor for CH4 detection.
C2H6 Sensor Performance
As shown in Figure 7A, the measured amplitude (Amp(vd)) of C2H6 at six different concentration levels of 0, 2, 4, 6, 8, and 10 ppmv were obtained. A data point was derived per 0.8 s, and the total time for recording the amplitude at each concentration was 40 s. The linear relationship between C2H6 concentration CC2H6 (in ppmv) and Amp(vd) (in V) was obtained as shown in Figure 7B, expressed as
[image: image]
[image: Figure 7]FIGURE 7 | (A) Measured amplitude of the differential absorption signal versus calibration time t under different C2H6 concentration levels ranging from 0 to 100 ppmv. (B) Experimental data and fitting curve of C2H6 concentration versus the averaged amplitude of the differential absorption signal. (C) Measured C2H6 concentration by passing pure N2 into the compact MPC. (D) Allan-Werle deviation plot as a function of averaging time, τ, based on the data shown in Figure 7C.
Then the C2H6 concentration was set to 0 ppmv to observe the stability of the whole system, and the overall observation time was 18 min. The real-time C2H6 amplitude was substituted into Eq. 4 to calculate the corresponding concentration. The variation of C2H6 concentration with time is shown in Figure 7C, which proved the overall stability and verified the reliability of the whole sensor system. The obtained concentration was used for Allan variance analysis, and the C2H6 detection limit of the sensor system was achieved, as shown in Figure 7D. The first point is the minimum concentration detected, and the subsequent data is the deviation value, which indicates that the limit of detection of C2H6 is 189 ppbv at an averaging time of 0.8 s.
Then, the response characteristics of the dual-gas sensor system for C2H6 detection was determined by measuring the response time by switching the C2H6 concentration level between 0 ppmv and 100 ppmv. The sampling time for each data point was 0.8 s. The response time from 0 ppm to 100 ppmv for the first concentration exchange was about 16 s. Then several repeated experiments were done, that is, either from 0 ppmv to 100 ppmv or from 100 ppmv to 0 ppmv. 40 data points were recorded each time when the measured concentration was stabilized. As shown in Figure 8, The measured response time was maintained at 16–20 s.
[image: Figure 8]FIGURE 8 | Dynamic measurement by injecting pure N2 and 100 ppmv C2H6 into the compact MPC in turn to obtain the rise time and fall time of the sensor for C2H6 detection.
FIELD SENSING APPLICATION
In order to verify the performance and practicability of the sensor, the demonstrated dual-gas sensor system was used to monitor the CH4 concentration levels in the laboratory and the CH4 concentration levels in the outdoor atmosphere.
Indoor CH4 Monitoring
The sensor system was evaluated by measuring the indoor CH4 concentration levels in a laboratory environment on 4 January 2021 between 2:00 p.m. and 3:20 p.m. The laboratory is located at Tang Aoqing building (GPS position, 125.291,448◦ E, 43.831,747◦ N) of Jilin University, Changchun, Jilin Province, China. The total measurement duration was 1.2 h with a sampling interval of 0.8 s (i.e. no averaging on the sampling data). As shown in Figure 9, fluctuations in CH4 concentration levels were observed during the measurement from 1.5 ppmv to 2.2 ppmv, and the concentration of CH4 showed an average of ∼1.86 ± 0.17 ppmv (1σ). Since the air circulation in the laboratory was relatively slow, the change of CH4 concentration was not obvious. It thus can be observed that the CH4 concentration level in the laboratory was relatively stable during this period.
[image: Figure 9]FIGURE 9 | Measured concentrations of CH4 in ambient air during ∼1.2 h period on 4 Jan 2021 inside the laboratory (located in Tang Aoqing building, Jilin University).
Outdoor Atmospheric CH4 Monitoring
The sensor system was re-evaluated by measuring the outdoor CH4 concentration levels in the atmosphere. The outside air was pumped into the gas cell via a Poly Tetra Fluoroethylene (PTFE) for outdoor atmospheric CH4 testing. Pre-treatment was carried out before the atmosphere enters the gas cell to remove ambient impurities, aerosols and water vapor. The outside air was pumped into the gas cell via a PTFE filtered tube to detect the outdoor CH4 concentration levels for 1 day. The measurement was conducted in zone D, Tang Aoqing building, Jilin University, Changchun, and the measurement time was from 4:40 p.m. on 4 January 2021 to 4:40 p.m. on 5 January 2021. The sampling data was averaged per 40 s (i.e. 50 data points were averaged as one data point). As shown in Figure 10, it can be concluded from the variation trend that the CH4 concentration decreased at night and was eventually down to 2.2 ppmv–2.3 ppmv. The CH4 concentration level suddenly increased at 10:00 a.m. with a peak up to 2.7 ppmv and was eventually around 2.6 ppmv at 4:00 p.m. in the next day. Over the 1 day, the measured CH4 concentration ranged between 2.2 and 2.8 ppmv, with an average value of 2.42 ± 0.19 ppmv.
[image: Figure 10]FIGURE 10 | Measurement results of CH4 monitoring in the atmosphere for ∼24 h time duration on the Jilin University campus. The inset shows the waveform of a recorded absorption signal.
CONCLUSION
A dense-pattern MPC-based near-infrared sensor system was demonstrated for CH4/C2H6 dual-gas detection. Two laser beams were injected into the MPC with an effective path length of 9.39 m. Both indoor and outdoor CH4 concentration levels were measured to verify the performance of the sensor system. Compared with the traditional single-ring Herriott cell, the volume of the DP-based gas cell is obviously reduced and the optical path becomes longer by increasing the reflection number, and the reduced size leads to an enhanced stability and high sensitivity. Compared with a single-gas sensor, the size of the developed dual-gas sensor system becomes smaller and more convenient for field detection. The dual-gas sensor system extends the application of MPC in the field of infrared absorption spectroscopic gas sensing. Further optimization of optical path will be carried out to improve the sensitivity of C2H6 detection, so as to monitor the ppb-level C2H6 in the atmosphere.
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Optical vortices are optical fields that possess a helical phase and orbital angular momentum, which have found the application in micromanipulation, optical communication, orbital angular momentum entanglement, super-resolution imaging, metrology, etc. The urgent need for the wide spreading applications of vortex lasers is to increase the wavelength versatility. In this study, the nonlinear frequency conversion of vortex lasers with a focus on sum frequency generation stimulated Raman scattering, and optical parametric oscillators were meticulously reviewed. The characteristics of the topological charge transfer and output beam profiles of different frequency conversion were discussed. As the precise tuning of optical fields in both temporal and spatial domains shall be the trend of future studies, it is our hope that this review shall serve as a reference for future research. Combining these techniques with the streaming methods to produce optical vortices, i.e., annular pump, off-axis pump, reflection mirror with defect spots, spherical aberration, and birefringence, it is advisable to expand the wavelength and fill the wavelength gap in the ultraviolet, visible, and infrared bands.
Keywords: optical vortex, solid-state laser, frequency conversion, orbital angular momentum, Laguerre–Gaussian
INTRODUCTION
Optical vortex is a beam with doughnut shape intensity profile—characterizing a dark region in the center and a helical phase [1]. Its concept was first introduced by Coullet et al. [2] in 1989. It has an azimuthal phase term [image: image], where l is the azimuthal index, known as the topological charge, and [image: image] is the azimuthal angle. Intensive studies were initiated since Allen’s work in 1992 [3], for it proved that optical vortices carry orbital angular momentum (OAM). He et al. [4] also reported the direct observation of the OAM transfer from the beam to the absorptive particles in 1995 by trapping single CuO particles in a Laguerre–Gaussian (LG) beam.
Optical vortices were later found to be extremely useful. Early works have demonstrated its availability to facilitate particle-trapping [5, 6]. Compared with conventional optical tweezers, the LG beam can create stronger adherence and produce no dissipative force. Another application of optical vortices is quantum communication since Zeilinger et al. [7] realized high-order OAM entanglement in 2001. In 2008, Barreiro et al. [8] successfully beat the capacity limit in quantum communication by taking advantage of an OAM-carrying beam. Furthermore, over 10,000 [image: image] OAM were generated in a quantum-entangled state by parametric down conversion in 2016 [9]. It is robust owing to its resistance to disturbance when passing through atmospheric turbulence. The development of the mode-division multiplexing technique [10, 11] has also significantly promoted its actualization.
The study of optical vortices could benefit astronomical observations as well. In 2003, Harwit [12] made a theoretical work to associate optical vortex generation with the astronomical process. Further analysis of this information told additional properties of the stellar object. In 2011, Fabrizio et al. [13] made an observation of twisted light in rotating blackhole. Due to the rotational Doppler effect [14–16], it is advantageous in remote sensing, image restoration, super-resolution imaging, metrology, and so on [17–23]. Researchers found that due to the low diffraction limit, the vortex beam could replace the trivial Gaussian beam to improve the resolution of imaging, e.g., stimulated emission depletion, which can be of great use to biological and clinical medicine research [24]. Other recent applications in 2021 point to high-dimension OAM-entanglement, and phase-gradient protection was also reported [25–28]. Many other exciting applications with regard to optical vortices are yet to be found. Methods to characterize optical vortices have been developed including using interference fringes such as the Mach–Zehnder interferometer, or using diffraction methods such as by using a triangular aperture [29, 30].
Nevertheless, much like the lasers in its early stage of development, the widespread use of this twisted photon source requires it to cover a wide spectrum. Thankfully, nonlinear frequency conversion techniques have provided numerous possibilities to achieve this objective. This study summarizes some of the most prestigious vortex laser designs and their results. Frequency conversion techniques such as second harmonic generation (SHG), sum frequency generation (SFG), high-order harmonic generation (HHG), stimulated Raman scattering (SRS), and optical parametric oscillation (OPO) are investigated and presented as detailed as possible. Furthermore, some proposals will be put forward with respect to the problems that still need to be addressed.
VORTEX BEAM GENERATION
Optical vortex could refer to any beam with singularities and intrinsic OAM. For beams with OAM, wavefront dislocations are presented. In general term, the OAM beam could be written in the following expression:
[image: image]
The phase term is expressed as follows: [image: image]. [image: image] is the azimuthal angle. l is the azimuthal index related to the spiral phase. Owing to its wavefront dislocation, a vortex beam propagates in a corkscrew way, such as depicted in Figure 1. They are the results of superposition of eigenmodes.
[image: Figure 1]FIGURE 1 | (A) Illustration of corkscrew wavefronts of a vortex beam (m = 2, 1, 0, −1, and −2, respectively); (B) the corresponding phase information of the vortex beam with the topological order m = 2, 1, 0, −1, and −2, respectively; (C) the corresponding intensity distribution profile of the vortex beam with topological order m = 2, 1, 0, −1, and −2.
Following the scalar Helmholtz equation under the paraxial condition gave a set of eigenmodes, such as Hermite–Gaussian, Laguerre–Gaussian, and Bessel. Conventional lasers are Gaussian beams TEM0,0. For high-order modes TEMm,n, m and n being the indices of x and y axes, the diffraction loss is severe. So to keep the lasing condition favorable for high-order modes, a certain mechanism to inhabit the fundamental transverse patterns is required.
Nowadays, several ways are already developed to obtain optical vortices. They can be categorized into two types—extra-cavity and intracavity. For extra-cavity, the most common way is forked pattern grating with a spatial light modulator [31, 32], digital macrodevices [33], etc. The spiral phase plate, q-plate, and metasurface materials can be used to produce vortex beam as well. For all the apparent benefits of these methods, they do have one fatal flaw—the lack of flexibility. Once manufactured, the operable range of these components was fairly limited. Even though tremendous efforts have been put to it, metasurface materials still have a long way to go. For the intracavity approach, which can directly produce optical vortices without additional components, the lay-out is usually configured very compact and robust when compared to the extra-cavity approach, reducing the cost for space, and hence reducing the spatial loss since there is no need of additional optical elements. Therefore, it is easier to obtain a beam with high beam quality. In light of these advantages, the intracavity method may be the apt choice for the production of vortex laser.
In general, the basic principle to directly produce such tailored optical fields is by breaking the lasing symmetry to enable the oscillator of high-order modes. The methods to produce intracavity OAM-carrying beams mainly include the following: annular pump, off-axis pump, reflection mirror with defect spots, and inserting lens with high spherical aberrations.
The annular pump approach is based on a central-null pumping configuration, which was usually obtained through axicons [34–37], capillary fiber [38–41], or center-punched mirror [42–46]. In 2017, Zhang et al [47] achieved a direct LG0,1 vortex output in a Yb:MgWO4 laser, which manifested handedness control without additional elements. In 2021, they realized a tunable topological charge as high as 18th with an axicon [48]. Off-axis pumping [49–55] is to achieve the asymmetric pumping condition, which can efficiently hinder the oscillation of low-order modes. It is realized mainly by tilting the crystal or shifting the position of the pump spot on the crystal. It tends to produce high-order Hermite–Gaussian (HG) modes and is in need of an additional astigmatism converter [56–58] to be transformed to the vortex mode. The defect spot approach [59–62] is to choose a defect mirror as the output coupler or as rear mirror. If the defect spot radius to mode radius is kept within a reasonable range, then the corresponding mode will be produced. Intracavity lens with short focus can introduce large spherical aberrations, which were said to be an effective mechanism for mode separation. Intracavity lens were yet another method [63–70]. Early in 2009, Senatsky et al. [63] realized circular LG0,m modes by inserting the intracavity lens. Recently in 2021, Wang et al. [69] developed this method by using a plano-concave cavity and a long-focus lens followed by a short focus lens. LG0,l doughnut beams were produced with l ranging from ±10 to ±33. Apart from a real lens, the thermal lensing effect could also be utilized for the same purpose, which were already explicitly demonstrated by Okida et al. in 2009 [65, 66] and 2011 [67].
These methods are constantly developing over the years. In Figure 2, we presented a summary concerning intracavity generation of vortex beams. Other unconventional approaches such as using volume Bragg grating and other diffractive elements have also been developed over these years [71–86]. Many reports have already performed a thorough review of the development of optical vortex lasers concerning its generation, tunability, and control of vortex handedness. In 2011, Sensky et al. [87] reviewed LG mode selection in diode-pumped solid-state lasers. In 2018, Wang et al. [88] gave a review on the progresses of optical vortex generation with a focus on the development of optical devices. In 2019, at the 30th anniversary since the start of the topic, Shen et al. [89] reviewed the advances of optical vortices and its many applications. In 2021, Fu et al. [90] reviewed the measurement of the OAM-spectrum and its application in various fields. These reviews have given the generation, tunability, and improvement of power performance of optical vortices, as well as the potential application, a thorough investigation. Nevertheless, another technique for filling in the wavelength gap is by nonlinear frequency conversion. In 2017, Omatsu et al. [91] and Lee at al [92] have respectively made reviews in this regard, with special attention to their work in this area. However, in the last 5 years, there have been many new achievements in nonlinear frequency conversion of OAM-carrying optical vortices. Therefore, in the following section, we will summarize latent results and introduce some of the most interesting phenomena during the nonlinear process. An extended discussion for their potential applications will also be given.
[image: Figure 2]FIGURE 2 | Generalization of various methods that gives rise to a direct vortex mode without extra-cavity components.
FREQUENCY CONVERSION OF VORTEX BEAMS
The urgent need for the wide spreading applications of vortex lasers is to increase the wavelength versatility. For instance, in communication systems, 1.5 μm light can achieve low crosstalk. By detecting the OAM spectrum of a visible beam, contrast enhancement of imaging is possible. [image: image] and [image: image] nonlinear optical effects such as SFG, SRS, and OPO are the ideal choice to further expand the wavelength coverage of optical vortices. In this section, a general review on the frequency-conversion experiments on vortex lasers will be presented, along with some elaborations on the dynamic process of the topological charge transfer.
SHG/SFG/HHG
In this section, details would cover the SHG, SFG, and HHG. SHG is a [image: image] nonlinear effect. Under the phase-matching condition, a photon at frequency [image: image] will become a photon of frequency [image: image]. For conventional beams, the phase-matching condition is achieved through birefringence phase-matching and quasi-phase matching. For birefringence phase-matching, there were mainly two techniques—angle-tuned critical phase matching and temperature-tuned non-critical phase matching (NCPM) [93–95]. The well-studied nonlinear crystals include KTP, BBO, LBO, and so on. For quasi-phase matching, periodical crystals such as PPKTP and PPLN were studied in a number of reports [96, 97]. Phase-matching in conventional cases is governed mainly by two rules—the conservation of linear momentum ([image: image]) and the conservation of energy ([image: image]). For the [image: image] process of a vortex beam, conservation of the angular momentum should also be considered in the phase match condition ([image: image]).
As early as 1996, Padgett et al. [98], who were among the earliest pioneers who studied optical vortices, reported SHG of an LG mode vortex beam by deploying a pair of cylindrical lenses as the mode converter. The fundamental HG mode was converted into the LG mode which contains the OAM, at the work of the [image: image]-mode-converter. Padgett’s theoretical simulations, as well as extra-cavity experiments (by making use of gadgets such as the q-plate, spiral phase plate, and so on) have confirmed that during an SHG process. The topological charge of the corresponding LG mode will also be doubled, signifying the law of conservation of angular momentum. In 1997, Courtial et al. [99] reported the SHG of an LG beam again, where their experimental configuration is depicted in Figure 3A. The topological charge was doubled for the SHG process, as shown in Figures 4A,B. In 1998, Berzanskis et al. [100] investigated the influence of walk-off on sum-frequency mixing of optical vortex lasers in type-I critical phase-matching cut KDP crystals. Two zeroes in the vortex field distribution were observed, as shown in Figures 4C,D, and the separation between the cores of two vortices was larger in the longer crystal. In 2011, Fabio et al. [101] employed a BBO crystal for the SHG experiment. The experimental configuration is shown in Figure 3B. Two femtosecond beams with opposite sign fractional topological charges served as the fundamental, which were achieved through the spiral phase plate. Each fundamental carried an OAM equivalent of 1/2 [image: image], while the SHG fields remain zero. This also proved that the conservation law remains true for vortex beams obtained through half-integer SPP.
[image: Figure 3]FIGURE 3 | (A) SHG of the LG beam converted from a HG mode by a mode converter; [99] (B) Off-axis SHG where the topological charge was introduced by a half-integer spiral phase plate; [101] (C) quasi-phase-matched SHG of the vortex beam with a periodic-poled KTP [104]; (D) intra-cavity SHG of the bottle beam by an intra-cavity KTP [109].
[image: Figure 4]FIGURE 4 | Forked interference fringes [99] of (A) fundamental wave (B) SHG wave; and (C) Spatial distribution and interference patterns (D) of the SHG wave with the influence of walk-off [100].
Photonic crystals were suggested to produce twisted light by Bloch in 2012 [102]. In 2014, Zhou et al. [103] conducted an SHG experiment using periodically poled KTP (PPKTP) and successfully produced an ultraviolet beam with the OAM higher to 100 [image: image]. Later the same year, Zhou et al. [104] proposed to improve the power performance by proper alignment of the quasi-phase-matching crystal and pumping it with the vortex beam. PPKTP with the dimension of 1 mm × 2 mm×10 mm was used. A conversion efficiency as high as 10.3% and SHG-power of 22.5 mW were achieved. The experimental configuration is shown in Figure 3C. The benefit of quasi-phase matching is the devoid of the walk-off effect and having a large acceptance angle. In 2018, Xu et al. [105] achieved the third harmonic generation (THG) with tunable topological orders by the acute use of quasi-phase matching. They demonstrated the control of OAM by using two orthogonally polarized beams at the same frequency by carrying different topological charges to pass through the periodically poled LiTaO3 optical superlattice. After a cascaded nonlinear process in the crystal, the obtained beam carried a topological charge identical to that of the input OAM-carrying LG beam. Wang et al. [106] designed nonlinear fork gratings with supercell structures in lithium niobate crystals. The development of lithium niobate photonic crystals and their application in wavefront modulation have suggested a possible route to generate the second harmonic wave. They combined the fork pattern and constructed them in the LiNbO3 crystal and produced a vortex beam with the OAM range from l = -3 to l =3.
In 2012, Ding et al. [107] experimentally displayed an infrared light with the OAM being up converted into visible light through four-wave-mixing via a ladder-type configuration in 85Rb atoms in a vapor cell. Two pump beams were imprinted with the OAM by a computer-generated hologram. Regardless of the different topological charges the two pump beam carries, all results remain identical apart from the conversion efficiency and the temperature of the vapor cell. In 2017, Zhao et al. [108] observed the frequency doubling effect of the topological charge with a composite vortex beam. A 2-f system was built while a laser at the wavelength 1,064 nm after alignment and magnification were separated by a beam split, then to form a composite vortex beam after passing through a vortex phase plate. Two beams were then converged to the KTP crystal for frequency doubling. A filter (T532nm > 85%, T1064nm < 1%) was used to filter out the fundamental light. They observed that for an input composite vortex, the frequency-doubled beam was also composite (coherent superposition of the pure LG mode). Tung et al. [109] also reported a frequency-doubled vortex beam in 2018, which they designated as the bottle beam. The experimental configuration is in Figure 3D. The KTP crystal was placed inside the fundamental cavity, with some small distance d from the output coupler. As d varied from 1.8 to 3 mm, the recorded transverse pattern changes drastically. The green bottle beam was generated with a narrow 3-D dark core. This suggested that shortening the distance between the SHG-crystal and the output coupler can be a possible route toward mode tunability. It was interesting to observe that while the wave remained perfectly a central-dark spatial profile in the near field, for the far field, it propagated; however, it resembles a circular beam with a shining spot in the middle. Such a beam was said to have a unique advantage when both the doughnut shaped beam and the ordinary Gaussian beam are required because they can be tailored, respectively.
In 2021, Gui et al. [110] demonstrated the SHG of a beam with spatiotemporal orbital angular momentum (ST-OAM). ST-OAM is a form of structured electromagnetic field recently identified. It features a space-time spiral phase structure and a transverse OAM which were perpendicular to the energy-density flow. They observed the modification of the OAM pulse by complex spatiotemporal astigmatism, in conjunction with multiple phase singularities. A 400-nm second-harmonic and an ST-OAM pulse with undetermined charge [image: image] were obtained. A temporal OAM beam can have a short pulse width and high peak power. This is useful in super-resolution imaging. The Airy beam could contain vortex characteristics. Li et al. [111] observed the Airy vortex beam when the fundamental wave modulated by SLM interacted with nonlinear media. SHG of the vortex Airy beam was observed. In 2021, Liu et al. [112] manages to control vortex characteristics in the Airy beam. Loading of OAM is controlled electrically, which showed great potential in information processing.
In 2017, Gauther et al. [113] studied HHG for producing the XUV beam with tunable OAM. Their configuration is shown in Figure 5A, where a femtosecond pump beam at the wavelength of 805 nm is frequency-doubled by a BBO crystal; then, they were separated, and the [image: image]-beam was introduced a topological charge by a spiral phase plate. Both the fundamental [image: image]-beam and the [image: image]-beam were converged in the same gas cell for HHG. They have demonstrated that for HHG of order q, it follows [image: image], while [image: image] are the number of photons absorbed from the [image: image] and 2[image: image] beams. The topological charge of the HHG-output follows [image: image]. In 2017, Kong et al. [114] also reported the HHG experiment based on the gas jet. Two arms of beam at wavelength 800 nm with different topological charges ([image: image]) were reported. Extreme ultraviolet with order [image: image] was produced. Details are illustrated in Figure 5B and Figure 5C. In 2020, Fan et al. [115] reported the generation of the polarized vortex beam in the waveband of extreme ultraviolet based on HHG of a gas-jet. HHG is an effective and efficient approach for achieving the generation of EUV, and it is also a promising scheme to achieve a tunable high OAM beam since the resultant topological charge of the HHG wave was [image: image], where [image: image] is the topological charge of the fundamental wave, and n is the order.
[image: Figure 5]FIGURE 5 | (A) HHG for XUV with tunable OAM [113] (B) HHG for extreme based on the Argon gas jet [114] (C) interferogram of (B) with a plane-wave as reference beam, recorded in the CCD camera.
Overall, we have summarized the important results concerning SHG, SFG, and HHG. First, extensive works have explicitly confirmed that during such process, the change of the topological charge abided by the laws of conservation. Second, the walk-off on frequency conversion with critical phase-matching leads to the collapse of vortex field distribution; therefore, the noncritical phase matching and quasi-phase matching crystals are excellent candidates for SHG/SFG of the vortex beam. Finally, SHG, THG, and HHG are efficient to obtain visible and ultraviolet beam with the OAM. For n-order high harmonic generation, if the OAM of the fundamental beam is 1, the HHG beam should naturally have [image: image] OAM.
Stimulated Raman Scattering
Stimulated Raman Scattering, or SRS in short, is a third-order nonlinear effect. Many materials with Raman configuration were used for Stokes output, such as vanadates, tungstates, molybdates, and KTP family crystals [116–121]. Self-Raman experiments are most popular because it can ensure the compactness and attribute to versatile wavelength operation.
Vanadate laser crystals have a unique structure that enables the relatively low threshold output. In 2014, Lee et al. [60] used Nd:GdVO4 self-Raman to achieve the first Stokes line at 1,173 nm with the experimental configuration shown in Figure 6A, corresponding to the Raman shift of 882 cm−1. At the incident pump power of 6.8 W, the fundamental and the Stokes output were both produced with the output power at 400 and 380 mW, respectively. The LG0,1 mode was observed, and the transfer of its topological charge to the Stokes field was also recorded. The vortex output was attributed to the annular gain profile and the Fresnel diffraction loss by the defect spot mirror. To improve the compactness, a microchip laser might be the choice. In 2015, Lee et al. reported a YVO4/Nd:YVO4 self-Raman laser with off-axis pumping for the high-order Hermite–Gaussian beam generation. The HG mode order of the first Stokes wave can be up to TEM28,0. The output power was higher than 1.0 W from TEM0,0 to TEM3,0 at a pump power of 18.6 W [121]. In 2018, Dong et al. [122] designed a Raman microchip laser with the combination of the Yb:YAG and YVO4 crystals; the overall length was 2.2 mm. The corresponding design is shown in Figure 6B. The optical vortices realized by tilting the laser crystal with off-axis pumping geometry. Different frequency combs were obtained as the pump power increased, and it remained perfectly a doughnut-shaped intensity profile. The vortex characteristics were identified by using an interferogram. In 2020, Ma et al. [123] came up with the annular pumping scheme by an axicon. Figure 6C is a portrait of their experimental design. Nd: GdVO4 was used to serve both as the laser medium and the Raman medium. The annular beam output carried zero OAM for both the first Stokes of 1,108 nm and 1,173 nm were achieved. Figure 7 shows the spatial intensity profiles of the fundamental and Stokes waves, as well as the interferogram of the Stokes waves. Compared between the spatial intensity profiles of the fundamental and Stokes waves, obvious beam-cleaning phenomena could be observed. More recent, Miao et al. reported the petal-like Raman laser in a Yb:YAG/YVO4 microchip laser with annular pumped with the setup shown in Figure 6D. The LG0,n mode petal-like lasers with order of n tuning from 3 to 11 had been obtained. [124].
[image: Figure 6]FIGURE 6 | (A) Nd:GdVO4 self-Raman vortex laser with defect spot mirror for first Stokes output [60] (B) Yb:YAG/YVO4 microchip Raman vortex laser with off-axis pumping for the frequency-comb output [122] (C) Nd:GdVO4 self-Raman vortex laser with annular pumping design by an axicon for multi-Stokes output [123] (D) microchip Raman vortex laser based on annular pumping for LG0,n petal-mode generation [124].
[image: Figure 7]FIGURE 7 | (A) Spatial profile of the fundamental beam; (B) spatial profile (top right) and the interference fringes of the 1,108 nm Stokes output; (C) spatial profile (top right) and the interference fringes of the 1,173 nm Stokes output [123].
The aforementioned self-Raman lasers had expanded the optical vortices in the near-infrared waveband. If the Raman combined with SHG and SFG, the optical vortices in the visible waveband also could be expanded. In 2014, Lee et al. [125] also combined this vortex Raman laser design with the LBO crystal for the SHG of both the fundamental and the first Stokes waves to produce the 532/586 nm laser. The experimental configuration is depicted in Figure 8A. Figure 9 shows the fork interferogram of the first Stokes wave and its SHG with yellow light. The OAM has been transferred to Stokes field in the Raman process and then doubled in the SHG process. In 2016, the SFG of the fundamental and the first Stokes wave for 559 nm vortex laser generation was also reported by his team [126] with the experimental configuration shown in Figure 8B. The jointing of self-Raman effects and an LBO crystal, along with the defect spot mirror cavity design, has enabled the multi-wavelength operation. If the wavelength selection mechanism based on vanadate crystals be introduced [127, 128], it will put forward the application of a selective multi-wavelength vortex laser. It is natural to include our future work in the areas of vortex Raman operation, particularly to introduce vortex characteristics into the visible band laser.
[image: Figure 8]FIGURE 8 | (A) SHG of Nd:GdVO4 self-Raman for 532/586 nm vortex output [125] (B) SFG of Nd:GdVO4 self-Raman for 559 nm vortex output [126] (C) cascaded Ba(NO3)2 Raman for 563/599/639 nm vortex output with extra-cavity configuration [129].
[image: Figure 9]FIGURE 9 | Forked interference fringes of (A) 1,173 nm Stokes fields and (B) SHG of the first Stokes (1,173 nm) for 586-nm yellow beam [125].
During the Raman process, it is evident to see that the transfer of a topological process occurs as a result of the superposition of fundamental modes, HG1,0, HG0, 1. It is modeled by Lee et al. [60] They also observed an interesting phenomenal for the SFG field: it possesses a +2 or 0 topological charge while an annular profile is retained in the near field but only to degrade into a bright spot in the far field. The SFG field was different in the near and far fields. They explained this because the SFG field was not resonated by the laser cavity and not an eigenmode of the resonator.
In addition to expanding visible optical vortices through SHG of the Raman laser, the cascade Raman excited by the 532 nm laser also had been reported to fill the gap in the visible waveband of optical vortices. In 2021, Omatsu et al. [129] realized the cascaded Raman output with a 5 mm × 5 mm×50 mm Ba(NO3)2 (Raman shift 1,046 cm-1). A 10 ns green pulse at wavelength 532 nm served as the pump beam. A topological charge of 2 was introduced to the pump via a q-plate. The design is shown in Figure 8C. Wavelengths of first, second, and third Stokes at 563 nm, 599 nm, and 639 nm, respectively, had been achieved.
Table 1 lists performance data of aforementioned experiments for Raman vortex generation. According to the research progress of the Raman vortex laser, intracavity Raman is popular and has been widely reported. Compact configuration can be easily achieved as the fundamental laser and the Raman output shared the same cavity. It is also concluded as follows: first, the topological charge used to transfer to the Stokes waves in the Raman process according to the published work. Second, the Raman vortex laser was ideal to maintain a better beam quality than the fundamental laser, due to the Raman beam cleanup effect. Third, stimulated Raman scattering and its combination with second-order nonlinear optical frequency conversion can expand the wavelength of vortex light in infrared and visible bands.
TABLE 1 | Performance of the selected experiment for Raman vortex generation.
[image: Table 1]Optical Parametric Oscillator
Optical parametric oscillators, or OPO in short, are a useful nonlinear technique known for the application of tunable and mid-infrared laser generation [130–132]. For a given pump frequency [image: image], a signal frequency [image: image] and an idler frequency [image: image] were produced. It should satisfy the phase-matching condition—the conservation of linear momentum ([image: image]) and the conservation of energy ([image: image]). If the pump is a vortex beam, conservation of angular momentum ([image: image]) also should be satisfied. Many reports have discussed the extension of the wavelength-tunable range in the OPO laser; however, little is known for tuning OAM-related properties. The transfer of the topological charge is also a problem worth looking into.
One interesting property to be investigated during an OPO process of a vortex beam is the possible mechanism for the topological charges to be transferred from the pump beam to the signal beam. In 1999, Maleev et al. [133] reported the violation of the conservation law for topological charge transfer in parametric down conversion. No further reports have followed that conclusion. Usually speaking, a [image: image] mode excited OPO will produce a signal wave and an idler wave, both with the topological order split in half to be [image: image]. However, this fact was first proved unsolid by Yusufu et al. [134] in their study published in 2012 where a 30 mm KTP crystal with θ = 51.4° was employed as the nonlinear crystal for the OPO. Figure 10A is their experimental configuration. According to the self-interference fringes of both signal and idler waves in Figure 10B, the topological order of the pump beam was transferred to the signal wave solely without sharing its value with the resultant idler wave, and the idler wave was a Gaussian profile without any phase singularity. A tunable vortex parametric laser source with a wavelength-tunable range from 1.953 to 2.158 μm has been achieved. They also give the walk-off effect a thorough account as to their influence for vortex optical parametric source. In fact, they showed that it is indeed the plano-concave cavity and the walk-off effect that prevented the lasing of the idler wave even in the Gaussian mode; therefore anisotropic transfer of the topological charge was possible. To avoid the walk-off effect of critical phase matching, an efficient OPO vortex source could be obtained by compensating the walk-off effect with two cascaded KTP with experimental configuration, as shown in Figure 11A [135]. Without the cascaded crystal, the signal and the idler were respectively limited to 1923–1955 nm and 2,376–2,335 nm. After difference-frequency generation by a ZGP crystal, tunable vortex output at wavelength 6.3–12 μm was achieved.
[image: Figure 10]FIGURE 10 | (A) Configurations of a 2-μm tunable optical parametric oscillator with vortex characteristics based on a KTP cut along θ = 51.4°; (B) a)∼d) interference fringes of a) signal wave and b) idler wave obtained when pumped by the first-order vortex beam; and c) signal wave and d) idler wave obtained when pumped by the second-order vortex beam. [134].
[image: Figure 11]FIGURE 11 | (A) setups of mid-infrared (6.3–12 [image: image]) vortex parametric generation with walk-off compensating design based on two KTP [135]; (B) configurations of the tunable 3 [image: image] optical parametric vortex laser based on MgO: PPLN [136] (C) configurations of the tunable vortex beam output with NCPM-LBO [140] (D) configurations of the optical parametric oscillator for the vortex output based on KTA with the plane–plane cavity for selective topological transfer [142].
Apart from compensating the walk-off effect with two cascaded crystals, the quasi-phase matching and non-critical phase matching without walk-off were widely used. For the quasi-phase matching, Yusufu et al. [136] reported a tunable vortex laser based on the parametric source with a periodically poled crystal MgO: PPLN. A 1064 nm Nd: YAG laser was chosen as the seed light, and a spiral phase plate was adopted for tailing the pump light into a vortex beam. They obtained the milli-joule-level 3 μm output (2.14 mJ maximum output with a conversion efficiency of 10.2%). They observed the transfer of the topological charge from the pump to the idler. The experimental configuration is shown in Figure 11B. In 2019, Sharma et al. [137] reported the vortex mode at order [image: image] with doubly resonating the optical parametric oscillator based on MgO-doped periodic poled lithium tantalate. At the green pump beam, the same order and sign were achieved at the frequency tunable across 970–1,174 nm. The vortex dipole is generated by controlling the beam overlap. In 2020, Tong et al. [138] reported the femtosecond vortex beam generated from an OPO based on a MgO:PPLN crystal with a polarization period of 31 μm. The pulse duration was variable from ∼400 fs to ∼1.1 ps. 1∼ sixth-order femtosecond vortex beam were realized after mode converting by cylindrical lens. More recent, in 2022, they also demonstrated the tunable high-order optical vortices with topological charge transfer to the non-resonant idler beam using a picosecond optical parametric oscillator [139]. The mid-infrared vortex beams of orders [image: image] with tunability across the 2,493–4,035 nm spectral range was achieved.
For the non-critical phase matching, Mamuti et al. [140] reported the superposition of laser modes that carried orbital angular momentum by a parametric process with the use of NCPM-LBO, which is illustrated in Figure 11C The tunability of the topological charge was realized mainly by two mechanisms: 1) the shortening of the laser cavity provided a change in mode spatial overlapping, which caused the lasing conditions favorable for certain modes. 2) the non-critical phase matching not only avoided large the walk-off effect, but it also provided the favorable mode-overlapping condition; therefore, the tunable topological charges were realized at different frequencies. Depicted in Figure 12A is the spatial profile and the interference fringes of the signal and the idler wave from a compact cavity. The selective OAM transferred to either the signal or the idler was also realized simply by shortening the extended cavity. Since the mode radius at the plano-concave cavity changes while the cavity length extended, the spatial overlapping thus changes as well. This combined with the NCPM-LBO for tunable frequencies create a condition for separating the signal wave from the idler wave. When the cavity length was suited for the lasing condition of the signal or the idler wave, the topological charge will be transferred to it simultaneously. From Figure 11A a∼f) is the spatial profile, and the corresponding interference fringes of the signal wave at the lasing signal frequency of 930 nm; g)∼l) are the spatial profile and the corresponding interference fringes of the idler wave at frequency 1,243 nm. The tunable OAM ranging from [image: image] to [image: image] was reported. In 2019, they reported wheel-mode generation (seen Figure 12B) using the same configuration as in Figure 11C. They suggested the pump source with a short coherence time for producing larger OAM-carrying beam [141]. [image: image] was realized. The wheel-shaped modes are actually the coherent superposition of multiple OAM states. In 2021, Ababaike et al. [142] reported the milli-joule level vortex optical parametric source, with an NCPM-KTA crystal and a singly resonant linear plane-parallel cavity. The experimental configuration is shown in Figure 11D. In this report, selective topological transfer to the signal or to the idler output was achieved by changing the output coupler. In the low-Q cavity with partial reflective coated for the signal wave, the OAM was transferred to the signal (1.535 μm), while in the high-Q cavity with high reflective coated for the signal wave, it was manifested as the 3.468 [image: image] idler output. This OAM switching effect between the idler and the signal wave could be explained with intracavity photon lifetime. Moreover, noncritical phase-matching KTA is also a potential candidate for special wavelength vortex laser generation; based on cascaded frequency conversion [143–145], the cascaded OPO could fill the wavelength gap in the mid-infrared band.
[image: Figure 12]FIGURE 12 | (A) a), c), and e) (the first row) are the spatial profiles of the signal wave with the topological charge to be [image: image], respectively; b). d). and f). are the corresponding forked interference fringes; g). i). and k). are the spatial profiles of the idler wave, corresponding to topological charge of l = 0, 1, and −1; h), j), and l) is the corresponding interference fringes [140]; (B) a)∼b) are the flower modes of the signal wave in the range 745–955 nm, and d)∼f) is the wheel-shaped idle wave with the topological charge [image: image] [141].
According to the above results, all the reported OPO vortex lasers were extra-cavity pumped. Compensating the walk-off effect with two cascaded crystals, quasi-phase matching crystals and non-critical phase-matching crystals were used to avoid the walk-off effect. More importantly is the selective transfer of the topological charge and the tunability of OAM and wavelength, which have been reported. OPO has been used for mid-infrared widely tunable laser generation. The high-order vortex beam and anisotropic transfer of the topological charge to signal and idler waves were possible in OPO with a reasonable design.
SUMMARY AND OUTLOOK
To summarize, we presented introduction to the research on frequency conversion techniques for the optical vortices, such as sum frequency generation, scatted Raman scattering, and optical parametric oscillation for the expanding of wavelength versatility from the XUV region to the middle-infrared region. Some of those methods were found to be privy to real applications, such as the applications in free space communication, optical machining, and super-resolution imaging. Some important issues have reviewed including the topological transfer during nonlinear frequency conversion. During the SHG process, OAM is doubled. As for the high-order harmonics, if n is the order, l is the topological charge of the fundamental wave; then, the HHG wave should have a topological charge of [image: image]. For sum-frequency generation, it obeys: [image: image]. For the Raman process, transfer of the topological charge from the fundamental wave to the Stokes fields have been reported by many references, and due to the Raman bean cleanup effect, [146] it remains excellently a good beam quality. For a singly parametric oscillator, more importantly is the selectively topological charge transfer and the tunability of the OAM and wavelength, which have been reported. Due to problems such as walk-off effects, some quasi-phasing matching materials and non-critical phase matching were also developed, i.e., photonic crystals, periodic niobate lithium, optical superlattices, etc. These materials have enabled the SHG, THG, HHG, and OPO of vortex beams, which greatly increase the wavelength versatility.
Furthermore, the development of the optical vortex, with particular respect to the tunability of its handedness and selective transfer of its topological charges, has made many applications possible. Although there have been sufficient studies on both the generation of optical vortices and the expanding of the tunable wavelength via techniques of nonlinear optics, most of them were driving by an extra-cavity vortex source. Intra-cavity direct generation approaching has not yet been able to produce an optical beam with sufficient power to surpass the yield. Further research should focus on pulse-sharpening via Q-switching or mode-locking [147]. An ultra-short optical vortex will prove more useful, in combination with nonlinear frequency conversion. The compactness needs to be improved as well. Future attention might be given to the combination of both intracavity optical vortex generation and the nonlinear frequency expansion for the efficient generation of tunable optical vortices in the wavelength, OAM value, and the helicities. The diffractive method for the efficient means of tailoring the optical field should also be considered and developed with an improved accuracy.
The purpose of this yet comprehensive review is to provide some clarity concerning the development of optical vortices and the corresponding frequency conversion techniques and the involved OAM transfer dynamics. We have summarized some of those key components and important results. Further research both computational and experimental should be conducted to achieve selective frequency-mixing, selective topological charge transfer, or the tunability of OAM-related properties.
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A compact solid-state single-longitudinal-mode (SLM) Q-switched laser based on a compound cavity is demonstrated. SLM operation is achieved through the enhancement of mode competition (via manipulation of the effective reflectivity of the resonator mirrors and intracavity field accumulation time) and does not require the use of a feedback loop. In this work, SLM emission with a linewidth of 254.3 MHz is demonstrated, and a high SLM ratio of up to 99.6% is achieved. The laser operates at a repetition rate of 10 Hz, producing 10 ns pulses with a pulse energy of 14.81 mJ.
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INTRODUCTION
In recent years, lasers with different spectral and time-domain characteristics have been widely used in spectral detection, space exploration, manufacturing, etc. [1–4]. Across the domains of coherent optical communications, sodium guide star technology, gravitational wave detection, and non-linear optics, solid-state single-longitudinal-mode (SLM) laser sources with a narrow spectral bandwidth are attracting significant interest [5–10]. These lasers, which often also carry additional characteristics such as broad wavelength tuning capability, high pulse energy, and good beam quality, are enabling a host of new techniques and methodologies. SLM laser sources that operate in the near-infrared spectral region are also gaining traction as the ideal laser sources for molecular spectroscopy [11].
From a practical standpoint, lasers which operate with a SLM must have an effective means of eliminating the spikes created by the beat frequency of adjoining longitudinal modes; this is because these spikes are the most common source of damage to laser system components [12–14]. A number of methods have been used to produce SLM output from solid-state lasers include twisted-mode cavities (TMC) [15], ring cavities [16], the application of etalons or gratings [17–19], microchip lasers [15, 16], and seed injection lasers [20, 21]. However, it should be noted that many of these approaches yield laser outputs with quite low SLM ratio (herein defined as the ratio of the number of single longitudinal mode pulses to the total number of pulses in a certain time). This is due to the wide gain bandwidth and narrow longitudinal mode spacing which is a common characteristic of solid-state lasers. Recent demonstrations (circa 2016–2020) of SLM output from a number of different solid-state laser designs are summarized in Table 1. Here the summary focusses on advancements in cavity design and mode-selecting/isolating capability.
TABLE 1 | Summary of recently reported SLM lasers.
[image: Table 1]The prior literature shows that the primary approaches to generating SLM output are based on threshold regulation and mode competition enhancement [18–24]. In comparison to ring cavities, it is commonly shown that standing wave cavities can generate higher energy pulses with narrower pulse width and with minor beam distortion. A standing-wave cavity is also more desirable from a practical standpoint as it is often more robust and easier to handle in comparison to a ring cavity design. Additionally, standing wave cavities may quite easily integrate with mode selection devices/approaches such as injection-seeding and Fabry-Perrot (F-P) etalons to produce SLM output [19, 25]. It should be noted that the emission from SLM lasers which make use of passive mode selection techniques (TMC and three-plane resonant reflector) typically exhibit inferior SLM ratio unless multiple intracavity components are used [15]. In this case, the insertion of multiple components (such as F-P etalons) increases the loss within the cavity and limits energy output [19, 26]. Injection-seeding can be used to achieve a high SLM ratio; however, it is a bulky, costly, and complicated approach which also typically requires high maintenance. Cavity-stabilization loops are also a source of significant technical complications for injection-seeded lasers [25, 27]. There is, hence, a need for new and novel approaches which may improve the simplicity, robustness, and affordability of high SLM ratio lasers.
One such approach which may address this need is to utilize a mode selection strategy based on a compound cavity combined with a TMC. Here, a compound cavity comprising two distinct cavities is used for longitudinal mode selection, replacing conventional devices such as etalons or gratings. The application of a compound cavity increases mode competition within the laser and also acts as a frequency-selector, suppressing numerous longitudinal and transverse modes. The above feature is the main difference between the compound cavity and the three-plane resonant reflector. In the three-plane resonant reflector, the inserted mirror is coupled with the output mirror for use as the output mirror. In this work, a compound cavity was integrated into a passively Q-switched, standing wave cavity which provided significant round-trip gain. The long transit time of the laser field within the passively Q-switched cavity was beneficial in limiting the generation of multiple-longitudinal-modes. The considerable laser gain combined with small initial transmittance of the passive Q-switch was conducive to obtaining laser pulses with a short pulse duration and high peak power. The TMC (formed using quarter wave plates) was integrated into the laser as a means of limiting the effect of spatial hole burning; this further improved the laser’s single-mode operation. The laser was capable of operating with output pulse frequencies from 1 to 10 Hz with high energy stability (the root mean square energy fluctuation was <1%).
EXPERIMENTAL SETUP AND NUMERICAL ANALYSIS
The setup of the compound cavity, passively Q-switched SLM diode-pumped laser device is shown in Figure 1. The physical length of the cavity was 420 mm. The back cavity mirror M3 and the resonant mirror M2 constituted a resonant sub-cavity. Quarter-wave plates (QWPs) were used to form a TMC which limited the spatial hole burning in the laser gain medium. The front cavity mirror M1 had a reflectivity of 60% at 1,064 nm. The resonant mirror M2 had a reflectivity of 10% at 1,064 nm on the side facing mirror M3, and was anti-reflection coated (for 1,064 nm) on the side facing mirror M1. The back cavity mirror M3 had a reflectivity of more than 99.5% at 1,064 nm. The laser gain medium was an Nd:YAG (Φ 3 × 78 mm) crystal with a 1% Nd3+ doping concentration; both faces of the crystal were coated anti-reflecting at 1,064 nm. A diode pump laser with a repetition rate of 10 Hz and a pulse duration of 250 µs was used in a side-pumping configuration (this was done so as to minimize thermal loading within the laser crystal). The laser was passively Q-switched by a saturable absorber Cr4+:YAG crystal (Φ 6 × 3.25 mm), which had an initial transmittance of 12.23%. The laser produced Q-switched output when the pump energy was ∼0.5 J. The laser was p-polarized via the inclusion of a thin-film polarizer (TFP); a 2 mm pinhole (PH) was used to control the intracavity transverse modes.
[image: Figure 1]FIGURE 1 | Schematic diagram of the compound cavity passively Q-switched single-longitudinal-mode diode-pumped laser. QWP, quarter-wave plate; PH, pinhole; TFP, thin-film polarizer. (Illustration: resonant mirror frequency selector.)
In Figure 1, the resonant mirror (M2) is used to induce frequency selection within the laser. The means by which this is achieved can be modeled theoretically using thin-film analysis methods in combination with laser signal build-up times. Such an analysis is presented below. We start by calculating the transmission matrix. As outlined in Figure 1, for a plate of thickness d1, and plate separation of d2, the transmission matrix is given by [28]:
[image: image]
where δj is the phase delay of light passing through the medium. The expression of δj is given by:
[image: image]
where n and d are the refractive index and thickness of the jth media, respectively. λ and θ are the incident wavelength and angle of incidence, respectively. The total transmission matrix is expressed as:
[image: image]
The combined reflectivity of the compound frequency selector system as a function of wavelength is then given by:
[image: image]
where P0 and Pl are the parameters which depend on the medium in which both ends of the resonant reflector system are placed. If placed in air, then P0 = Pl = cos θ0.
In this work, the thickness of the resonant mirror M2 is d1 = 6.35 mm, and the refractive index is 1.51. The distance between M2 and M3 is d2 = 5 cm. From this, one can calculate the combined reflectivity of the system, as a function of wavelength. This was done for the wavelength range 1,063.8–1,064.4 nm in 0.01 pm steps, and this is shown as the blue plot in Figure 2A. The envelope period of the reflectivity depends on d1, and the period of the fine structure depends on d2. When the separation distance is greater than the thickness, such a structure has a peak reflection of 40%. When this occurs, the reflectivity of M2 is less than M1, and M2 becomes the output mirror of the sub-resonant cavity.
[image: Figure 2]FIGURE 2 | (A) Gain spectrum (green trace) and the reflectivity of the resonant mirror (blue trace) as a function of laser wavelength; (B) modeled laser spectrum as a function of wavelength for q = 5 transits; (C) modeled laser spectrum as a function of wavelength for q = 50 transits; and (D) modeled laser spectrum as a function of wavelength for q = 500 transits.
When the laser is operating in a low gain state, the round-trip gain is [15]: 
[image: image]
where T0, Tp and Td are the initial transmittance of the Cr4+: YAG, the transmittance of the TFP, and the transmittance of the PH, respectively. Δλ is the fluorescence linewidth of the gain medium, and g0 is the small-signal gain coefficient at the laser center wavelength. l is the length of the gain medium, and R is the reflectivity of the resonant mirror frequency selector (as detailed above).
In a standing wave cavity, the number of longitudinal modes of oscillation in the resonant cavity is determined by the gain linewidth Δυ of the gain medium and the longitudinal mode interval Δυq of the resonant cavity. The gain linewidth of Nd:YAG is Δυ0 = 200 GHz, and the longitudinal mode interval of the resonant cavity is Δυq = c/2L, where c is the speed of light and L is the optical length of the resonant cavity. Note also that in a compound cavity laser design, longitudinal modes of the resonant cavity must also be supported within the compound cavity if they are to oscillate.
The net gain difference between two adjacent longitudinal modes is proportional to the transit time. Therefore, as the transit time increases, the desired signal gradually accumulates from noise, while at the same time suppressing other longitudinal modes [29]. For passively Q-switched lasers, the laser field build-up process typically requires hundreds to thousands of transits, and this is conducive to the accumulation of laser gain and energy within a SLM, with a high SLM ratio [30]. The number of loop transits (or round trips) that a laser field undertakes during its build-up from noise to typical output power levels is given by q [28, 31]. It has been calculated that passively Q-switched systems typically require q > 500 before the field is output.
In a practical laser, the difference in gain between two adjacent longitudinal modes can be a mere 0.5%. Nevertheless, this minor difference in gain is significant in the context of laser systems wherein laser modes build from noise to megawatt power levels; here the laser modes with the lowest losses emerge as the dominant modes. This effect can be demonstrated through modeling of the laser spectrum. The theoretical spectrum of the laser in this work was modeled for increasing numbers of transits (q) and the resultant spectra are shown in Figures 2B–D. It can be seen from the figures that as the number of transits increase, there is a progressive decrease in the number of gain regions that are present in the spectrum. In the case of q = 500 transits, the difference in intensity between the primary gain region and its adjacent neighbor is more than an order of magnitude.
EXPERIMENTAL RESULTS AND DISCUSSION
As this system does not require the use of additional external components (such as piezoelectric transducers and external circuits) to actively adjust cavity mirrors, and does not need injection seeding, the laser system is inherently simple, low cost, and easy to maintain.
The experimental results showed that the insertion angle of the resonant mirror (M2) had a significant effect on the output characteristics of the laser. When the insertion angle was large (>1°), the insertion of a resonant mirror would lead to significant loss and poor energy stability, resulting in an increase in the laser threshold and linear jitter of the output beam. The spatial characteristics of the output beam were recorded with a laser beam profiler (DataRay WinCamd-LCM). Images of the near-field spatial profiles of the laser output for a range of mirror M2 insertion angles (<0.1°) are shown in Figure 3A. The plots show that a near-perfect Gaussian-like output spot is generated when mirror M2 is aligned perfectly parallel with the primary laser cavity (formed by mirrors M1 and M3). Angular deviation of M2 led to the formation of two distinct cavities within the laser system. This resulted in undesired oscillation of transverse modes and mode competition. The end result was a reduction in output energy and stability, and deterioration of the mode profile. The system also exhibited some sensitivity to fluctuations in the ambient temperature and the temperature of the water used to cool the laser gain crystal. These fluctuations in the range of ±1°C had the effect of changing the length of the laser cavity and drove mode jumps and occasionally multi-longitudinal mode operation [25]. It is anticipated that this sensitivity can be overcome through simple engineering to improve the temperature-stability of the system.
[image: Figure 3]FIGURE 3 | (A) Near-field intensity distribution of the laser output for different M2 insertion angles from 0.1 to 0° (left-to-right); (B) plot of a typical laser output pulse at maximum pulse energy; (C) plot of the laser output linewidth as determined using a Fabry-Perot interferometer (inset: typical interferogram from the Fabry-Perot interferometer); and (D) plot of the laser beam propagation characteristics and fits used for determination of the beam quality factor.
The output energy was measured using a laser energy meter (OPHIR PE50BB-DIF-C and OPHIR NOVA II). The average pulse energy was 14.81 mJ (at a pump energy of about 0.5 J), and the pulse energy fluctuation was 0.82% over 10,000 shots (taken over a period of ∼1 h). The temporal waveform of the output was detected using a fast photodetector (THORLABS DET08C) and was recorded on an oscilloscope (Tektronix MSO64). The pulse shape of the output is shown in Figure 3B. The average pulse width was 10.18 ns. Due to the long time required for passive Q-switching to turn off completely when operating at high pump energy, there is a slight tail in the output pulse. It was observed that the TMC had the effect of removing secondary emission peaks in the output when operating at high pump energies.
A home-made Fabry-Perot interferometer with a 7.5 GHz free spectral range and 144 MHz bandwidth was used to examine the spectral properties of the laser output. The emission spectrum of the laser output is shown in Figure 3C; also shown inset is an interferogram of the output. The single ring in each interference order indicates that the laser operates with a SLM. The spectrum shows that the laser output linewidth is 254.3 MHz. We believe that this relatively broad linewidth is the result of the length of the laser cavity and the time required for the passive Q-switched to establish oscillation. The SLM ratio of the laser was determined in real-time by examining the output waveform and looking for the presence of any beat frequency components (using the oscilloscope). The measured SLM ratio was ∼99.6% over 3,000 shots. Under the same experimental conditions, when TMC is used without a compound cavity, the output waveform is unstable, and it is difficult to achieve SLM ratios greater than 95%.
The beam quality factor of the output was measured, as shown in Figure 3D. Standard Gaussian beam propagation fits were used to determine beam quality factors in the x and y directions of 1.12 and 1.14, respectively. We believe that the significantly better beam quality in this work in comparison to the work summarized in Table 1 results from the PH and the resonant mirror controlling the transverse modes within the cavity. Future work is focused on reducing the overall cavity length, improving the cavity engineering to achieve stable SLM output without mode hopping, and to investigate methods of further increasing energy output.
CONCLUSION
In conclusion, a pulsed laser utilizing a compound cavity, which operates in SLM with no active cavity stabilization, has been demonstrated. The output has a SLM ratio of 99.6% and a linewidth of 253.4 MHz at a repetition rate of 10 Hz. The pulse width was 10.18 ns, and the average beam quality factor was 1.13. The average pulse energy was 14.81 mJ, with 0.82% pulse energy fluctuations as measured over a 1-h stability test. The compound cavity proposed in this paper has the advantages of a high SLM ratio, high single pulse energy, high energy stability, low cost, compact structure, and is comparatively low maintenance.
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A nanoparticle-coated graphite target (NCGT) is presented to improve the analysis accuracy and stability of laser-induced breakdown spectroscopy (LIBS). A stable, relatively homogeneous, and close to optically thin laser-induced breakdown plasma was obtained by dispersing sample nanoparticles on a high-purity graphite substrate. Spectral structures dominated by the characteristic lines of carbon and the samples can greatly simplify spectral identification and avoid line interference. To maximize the analysis accuracy and stability, a series of experimental conditions were optimized step by step according to the spectral intensity and signal-to-noise ratio of the lines. Based on the final optimized conditions, the relative standard deviation values of Mg, Fe, and Sr elemental content in Chinese medicinal material (CMM) samples were reduced from 17.7, 16.6, 12.1% of the pressed target to 4.8, 9.5, and 4.5% of the NCGT, respectively. Comparisons with the inductively coupled plasma mass spectrometry (ICP-MS) results demonstrated that the present method has great potential for detection of LIBS.
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INTRODUCTION
In recent decades, there has been a burst of enthusiasm for the fundamental studies of laser-induced breakdown spectroscopy (LIBS) and its applications to many analytical fields because of its advantages of limited sample preparation, multi-elemental analysis, and its capability for remote and in-situ analysis of materials in any phase [1–3]. Benefit from the advantages of sensitive and rapid spectral technology [4–7], LIBS as a rapid analytical tool with great potential for determining the elemental composition of materials in the solid, liquid, and gaseous states, many investigations on the spectral stability [8, 9], data processing [10, 11, 12] have recently been developed and reported. Several techniques have been proposed for enhancing the sensitivity of LIBS like Double pulse LIBS [13], resonance LIBS [14], the use external electric or magnetic field [15, 16] and LIF-LIBS, but all these techniques require the use of an additional energy source or tunable lasers. On the contrary, Nanoparticle Enhanced LIBS just requires a minimum sample preparation that is the deposition of nanoparticle on the sample surface [17, 18]. Nevertheless, so far only few investigations have focused on the effect of this phenomenon due to the influence of various factors such as matrix effect.
A key issue for accurate determination of trace elements in samples is to create a stable, close to optically thin, and relatively homogeneous plasma environment [19]. LIBS investigations have shown that most of the current mature laser and spectral detection instruments meet the requirements of LIBS detection with regards to stability and sensitivity [20], and high precision timing-control and detection-location [21] can easily assist in determining the optimized experimental conditions. However, for most LIBS spectroscopic measurements, two important factors affecting the instability of the spectral signal are the inhomogeneous distribution of the material on a target surface and the unevenness of the sample target surface [22, 23]. These two factors can result in the intensity and shape of the lines exhibiting unreasonable oscillations for some sensitive characteristic emission lines because of pulse-to-pulse fluctuations, for example, Mg II lines at 279.55 and 280.27 nm, and Ca II lines at 393.36 and 396.84 nm. Especially, self-absorption or self-reversed profiles may be observed in extreme cases.
Therefore, a suitable substrate for trace elements is necessary to improve the performance of LIBS detection. A high-purity graphite target could be considered as a kind of ideal substrate because of its simple spectral structure and hexagonal layered structure. As one of the most common elements, elemental carbon has the simplest spectral structure compared with other elements in the range 200–425 nm, exhibiting only an isolated resonance line at 247.86 nm and three CN molecular bands near 358 nm, 388.3 nm, and 421.6 nm. These features greatly simplify spectral identification. Meanwhile, the inherent compact nature of graphite can keep plasmas sufficiently stable during laser ablation so as to effectively enhance the spectral stability. Thus, a high purity graphite target is an excellent candidate for high precision LIBS investigations.
Another method to create an optically thin and relatively homogeneous plasma is by coating a small amount of sample onto the high purity graphite target surface as evenly as possible. Nanoparticles obtained by the ashing method could be an attractive choice since their small sizes enable a thin and even coating on the surface. And the main contents including metal elements were kept while a lot of C, H and O elements were burned in the ashing process, which further reduce the line identifications. One can expect that only sample nanoparticles with a thickness of less than 1 μm would be stripped upon low-energy laser pulse ablation. Therefore, such a plasma would be dominated by content originating from the graphite target while only a very small amount of content is from the sample.
In this work, a high purity graphite target was chosen to improve the stability of plasmas and to investigate the feasibility and capacity in Nanoparticle Enhanced LIBS detection. A traditional Chinese medicinal material (CMM) was specially selected as the analytical sample because of its therapeutic effects [24–26]. Laser-induced breakdown spectroscopy based on the nanoparticle-coated graphite target (LIBS-NCGT) was studied from the fundamental and application points of view. Our aim is to develop an analytical procedure to promote analysis efficiency of elements contained in the CMM samples based on the high-purity graphite targets.
EXPERIMENTAL
Methods
A nanoparticle-coated graphite target (NCGT) was designed by coating sample nanoparticles onto a high purity graphite target surface, which was several microns in thickness and was sufficiently uniform in distribution. When a focused laser pulse ablates a target surface, a laser-induced breakdown plasma including massive graphite composition and trace sample composition will be produced. Figure 1A shows the diagram of dispersed particles from a laser-induced breakdown plasma. Here, the matrix effect of the graphite substrate is expected to be helpful to stabilize the plasma signal and reduce the interference of spectral lines. A uniformly distributed nanoparticle film coated on the graphite substrate can provide adequate sample species after ablation, and these species interact with carbon ions from graphite substrate in the plasma expansion so as to prominent the signals of sample composition.
[image: Figure 1]FIGURE 1 | Schematic of LIBS and sample target preparation. (A) Dispersed particles from LIBS, (B) TEM image of nanoparticle suspensions, (C) the image of ablated NCGT surface at the power density of 1.5 × 109 W/cm2.
Sample Target Preparation
A planar high-purity graphite (purity>99.999%) target was chosen as a substrate to carry the sample nanoparticles to be measured.
Codonopsis pilosula samples, produced in Ming County, Gansu, China, were prepared, which belongs to a perennial species of flowering plant in the bellflower family. Their root materials were chosen as sample and placed in an electric constant temperature drying box to dry for 40 min at 60°C, and were then transferred to an analytical grinding machine for grinding. These powders were filtered using a 300-mesh sieve. Powder samples (1.0 g) were weighed and then were pressed to pellet with a 20 mm diameter and a 2.5 mm thickness. Pellets of pure CMM were prepared for comparison.
Dry powder samples (5.0 g) were placed in a crucible and heated for 40 min, until the sample no longer released smoke, for regulated electric heating carbonization, and then placed into a muffle furnace to ash for 8 h at 600°C so that a white ash was produced after cooling in the muffle furnace.
The ash in the crucible was dissolved in analytical-grade ethanol, and then transferred to a 50 ml volumetric flask for ultrasonication for 60 min with an ultrasonic cleaning instrument (KQ-3200E) to produce a suspension.
Large numbers of nanoparticles having diameters of tens to several hundred nanometers were imaged with transmission electron microscopy (TEM), as shown in Figure 1B. The nanoparticle suspensions were uniformly coated on the graphite surface. After evaporation of the ethanol, the nanoparticles were evenly distributed on the graphite substrate. This was called the nanoparticle-coated graphite target (NCGT). Figure 1C shows the image of an ablated NCGT surface at the laser power density of 1.5 × 109 W/cm2, the ablation had a diameter of 0.5 mm.
EXPERIMENTAL
A schematic of the experimental setup is shown in Figure 2. A 1064 nm Nd: YAG laser (PRO-350, Spectra-Physics) with a 10 ns pulse width, was used to produce plasmas when focused onto the planar NCGT surface. The target holder was positioned on a three-dimensional translation stage with a resolution of 0.1 mm to enable the presentation of a fresh area for each laser pulse. A lens positioned on a linear translation stage with the same resolution could be moved along the laser beam direction to adjust the focusing. The target and the lens can be moved simultaneously with the same step perpendicular to the normal of the target surface by controlling the translation stages. The space emission from the plasmas was collected with a quartz lens having a 50 mm focal-length onto the entrance slit of a spectrometer (Shamrock SR-500i, Andor technology) equipped with an intensified charge-coupled device (ICCD, iStar-DH734-18F-03, Andor technology). The spectral response of the intensity was calibrated using deuterium and tungsten halogen lamps (Aracight-D-CAL1205001). A digital delay generator (DG535, Stanford) was used to synchronize the laser pulse and the ICCD. Emissions from ten laser pulses were averaged for each measurement. The sample movement and spectral acquisition parameters were computer controlled and the experiments were performed in air at atmospheric pressure. To suppress background from the continuum plasma radiation and to enhance spectral stabilities, the experimental conditions were optimized step by step.
[image: Figure 2]FIGURE 2 | Schematic of the experimental setup.
DISCUSSION
Comparison Between LIBS Spectra of Graphite Target and NCGT CMM Samples
Figures 3A,B plot LIBS spectra of the graphite target and CMM NCGT samples over the wavelength range of 245–450 nm, respectively, which were collected 1.5 mm from the target surface at a laser power density of 1.5 × 109 W/cm2. The gate-width was 200 ns and the time delay were 500 ns It is clear that the spectral structure of the high purity graphite target in Figure 3A was very simple. In particular, there were no interference lines in the 250–357 nm range, except for two very weak Ca II lines at 315.88 and 317.93 nm. There were also three characteristic CN molecular bands around 358 nm, 388.36 nm, and 421 nm. Other peaks could easily be identified as Ca II lines at 393.36 and 396.84 nm, as well as Sr II lines at 407.77 nm. All of the lines were isolated and exhibited good resolution, with a maximum full width at half maximum (FWHM) of less than 0.11 nm. Finally, the rotational tail of the CN molecular band weakly interfered with these lines.
[image: Figure 3]FIGURE 3 | LIBS spectra of the graphite target and the CMM NCGT. (A) Pure graphite target, (B) CMM NCGT sample, and (C) the result of (B)-(A).
For CMM NCGT, new spectral lines in Figure 3B appeared at 279.55, 280.27, 285.21, 308.21, 309.27, 394.40, and 396.15 nm, Ca I 422.67 nm, Ca I 445.58 nm, which were respectively identified as Mg II, Al I, and Ca I. Some peaks were enhanced, such as the C I line at 247.85 nm, the Ca II lines at 315.88 and 317.93 nm, and the Ca II lines at 393.36 and 396.84 nm, as well as Sr I line at 407.77 nm. Figure 3C shows the result of subtracting spectrum (A) from spectrum (B). The result was contributions from the CMM sample; the graphite features in Figure 3A were weak, and the three CN molecular bands disappeared. This indicated that by this treatment, the spectra of Chinese herbal medicine nanoparticles can be obtained.
Figure 4A,B allow comparison between the LIBS spectra of pure CMM pellet and the graphite target coated with CMM nanoparticles, respectively. In Figure 4A, a total of 248 lines were identified as transitions of C I, Mg II, Si I, Fe I, Ca II, and Sr II ions, in addition to three weak CN bands. In Figure 4B, only 29 lines appeared, all of which were characteristic lines from ions mentioned above. Thus, they could be easily and rapidly identified.
[image: Figure 4]FIGURE 4 | LIBS spectra of the CMM pellet and the CMM NCGT sample. (A) CMM pellet and (B) CMM NCGT sample.
Optimization of Conditions
Further optimization of the experimental conditions was very necessary for investigating the NCGT-LIBS detection capacity combined with the graphite substrate and nanoparticle homogeneity. Two analytical lines were selected. One was the C atomic line at 247.85 nm that represented the matrix nature of the graphite target, and the other was the sensitive Mg ionic line at 280.27 nm that represented the sample nanoparticles. Step-by-step optimization included the laser focusing, the laser energy, the detection position, and the time delay. The intensities and signal-to-noise ratios (SNRs) of the lines were used to evaluate the stabilities of the plasma signals and the degree of optimization.
Figure 5 shows the variation of the relative intensity, the SNR, diameter of the ablated crater, and the power density as a function of distance from laser focus to target. The movement range of the focus point was −8–4 mm from the target surface along the laser beam direction. The highest spectral intensity and SNR were at the −2 mm focus point. Here, the diameter of the ablated crater was approximately 0.3 mm, the laser power density was approximately 1.55 × 109 W/cm2, and the corresponding laser energy was 25 mJ.
[image: Figure 5]FIGURE 5 | Relative intensity, SNR, crater diameter, and power density as a function of the distance from the laser focus to the target. The time delay was 500 ns and the gate width was 200 ns (A) Relative intensity, (B) SNR, and (C) crater diameter and power density.
Under the optimized focusing conditions, line intensities as a function of laser energy were investigated. Figures 6A,B respectively plots the relative intensity and SNR values of the lines as a function of laser energy. Both increased with a near-linear trend over the range 15–35 mJ highlighted by the gray rectangular box in Figure 6. For clarity, the experimental data were linearly fitted, as displayed by the solid lines with correlation coefficients greater than 98%. When the laser energy was greater than 40 mJ, the intensity and SNR values became weaker because of instrument saturation. This indicated that the plasmas were optically thin, and with the increase of laser energy, the intensity of spectral lines increases linearly in the range 15–35 mJ. To ensure that weak signal was not lost and that strong signals were not saturated in the following optimizations, a laser energy of 25 mJ was used.
[image: Figure 6]FIGURE 6 | Relative intensity and SNR as a function of laser energy. The time delay was 500 ns, and the gate width was 200 ns (A) Relative intensity, (B) SNR.
Figure 7 shows the relative intensity and the SNR at a laser energy of 25 mJ as a function of detection distance from the target. The space detection scale of the plasma was approximately 3 mm, and the best spectral signal and SNR values were obtained at 1.5 mm from the target surface. This value was thus fixed in the following optimization.
[image: Figure 7]FIGURE 7 | Relative intensity and SNR as a function of detection distance from the target. (A) Relative intensity, (B) SNR.
Figure 8 shows the (A) relative intensity and (B) SNR as a function of delay time. The spectral intensity rapidly decreased, while the SNR sharply increased initially with delay time, then gradually decreased down to 1 after 2 μs.
[image: Figure 8]FIGURE 8 | (A)Relative intensity and (B)SNR as a function of delay time.
Figure 9 plots the relative standard deviation (RSD) of plasma signals for the CMM pellets and CMM NCGT samples for time delays in the range 300–700 ns RSD values of the C I and Mg II lines from the CMM NCGT samples were approximately three times lower than those from the CMM pellets, and were almost constant with increasing time delay. This indicated that the NCGT-LIBS method had good plasma stability for CMM LIBS investigations.
[image: Figure 9]FIGURE 9 | Relative standard deviation as a function of delay time.
Diagnosis of Plasma Parameters
To investigate the physical property of the plasma based on graphite target coated CMM nanoparticles, the electron density and temperature were determined. The electron density was determined using the Stark broadening method [27]. Specifically, the Ca II line at 396.84 nm was used because of its sensitivity to Stark broadening. The line FWHM was determined by Lorentz fitting, and the electron density was estimated to be 3.58×1016 cm−3. The plasma temperature was first deduced using the Saha-Boltzmann plot method [29]. Atomic and ionic lines of Ca and Fe were used to increase the precision of the temperature. Figure 10A shows Saha-Boltzmann plots of the two elements. The average plasma temperature was approximately 8354 K. To check this value, Figure 10B shows the comparison between the acquired spectra of electronic-transitions in the CN violet band over the 380–390 nm range, along with a simulated spectrum at 8490 K using LIFBASE software [28]. The software can be used to generate simulated spectra across a broad temperature range at 100 K temperature increments using the Vogit profiles and a spectrometer resolution of 0.05 nm. The black solid line in the lower part of the figure is the result after deducting the contributions of emission lines of Mg I 383.82 nm, Mg I 383.23 nm and a second order emission C I line at 193.09 nm. The result indicated that the intensities across the simulated spectrum matched very well with the deducted experimental profile. Thus, reasonable temperature fits were obtained.
[image: Figure 10]FIGURE 10 | Estimation of plasma parameters. (A) Saha-Boltzmann plots of Ca and Fe lines, and (B) Comparison between the electronic-transition spectra of CN violet bands in the 380–390 nm range and a simulated spectral profile at 8490 K using LIFBASE software.
Optical Thickness
For intense atomic lines, such as some carbon and sodium lines from plant materials, self-absorption cannot be neglected. In this case, the approximation of an optically thin plasma is not applicable. Also, calibration-free LIBS (CF-LIBS) becomes invalid. CF-LIBS allows one to overcome the matrix effect by taking into account the plasma temperature and electron number density, as discussed by Ciucci et al [30]. However, when the sample nanoparticles are coated on a high-purity graphite substrate, the concentration of the analytes is much lower. Thus, self-absorption could be neglected, as confirmed in the following section.
Due to self-absorption, the intensity of an emission line is lower than that observed in an optically thin condition. Assuming an optically thin plasma and a local thermodynamic equilibrium (LTE) during signal acquisition, the measured integral line intensity [31]:
[image: image]
where [image: image] is the intensity of a transition between two energy levels Ek and Ei, h is Planck’s constant, c is the speed of light, λ is the transition wavelength, Aki is the transition probability, L is the characteristic length of the plasma, N is the number density, gk is the degeneracy, Us(T) is the partition function for the emitting species, kB is Boltzmann’s constant and T is the plasma temperature. For optically thin conditions, the theoretical doublet line intensity ratio of the same species can be expressed as:
[image: image]
For two emission lines having the same upper level (or as close as possible), the temperature effect of the Boltzmann factor on the reproducibility of the line intensity ratio is minimized. By neglecting the exponential factor under this condition, one can determine the theoretical value of the intensity ratio of the doublet lines by using the inherent atomic parameters of the transitions, which are independent of the experimental parameters. The doublet lines have similar energy level structures and close wavelengths, and their intensities are maximized. Here, the Al I lines at 308.21 and 309.27 nm were used to determine whether the plasmas from the CMM NCGT were optically thin. Figure 11 shows the ratio of 308.21–309.27 nm line intensities as a function of the time delay. The line-dot-line represented the ratio of the theoretical transition probabilities, the red circles represent the experimental results, and the error bars represent the RSD of ten duplicate measurements. The experimental and theoretical results were in good agreement within the experimental error range over the entire plasma decay time. In addition, the electron number density at different delay times is also plotted in Figure 11. According to the McWhirter criteria [32], this density was sufficient to maintain the plasma in a LTE.
[image: Figure 11]FIGURE 11 | Ratio of Al 308.21 nm to Al 309.27 nm intensities and the electron density as a function of delay time.
CONCLUSION
High-purity graphite targets are considered to be an ideal matrix for nanoparticle-enhanced LIBS due to their simple spectral structure. Chinese herbal medicine nanoparticles coated on high-purity graphite targets to study the feasibility and capacity. Under optimized experimental conditions, a stable, relatively homogeneous, and approximately optically thin laser-induced breakdown plasma is used to diagnosis the parameters of plasma. Line identifications were greatly simplified and a large improvement in spectral stability was obtained.
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The investigation of painted layers on murals at Cave 98 from Dunhuang Grottoes was carried out in situ using portable laser-induced breakdown spectroscopy (LIBS) for the first time. The ablation effect of laser pulses on a mural surface was evaluated under fixed experimental parameters, and the results showed that the influence of laser ablation on ancient murals was acceptable. Then the pigments used in the red, green, and blue layers were indicated with the LIBS spectral data of the corresponding color coupled with a classifiable model of pigments based on the principal component analysis (PCA) method. Finally, the depth profiling of the multilayer structure composed with overlapped painted layers was determined based on the pigment size information of the superficial green layer and the relationship of laser shots and ablation depth, and the thickness of the superficial green layer was analyzed quantitatively, which fits well with the result of the cross-sectional analysis. Therefore, this work can shed light on the great potential for ancient mural applications in LIBS.
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INTRODUCTION
As an important artistic crystallization of various cultural integrations on the ancient Silk Road, the Mogao Grottoes is the largest, oldest, and the best-preserved Buddhist grottoes with the richest contents in the world today, so it is also named “Library on the Wall” because it carries vast historical, cultural, and scientific information. The UNESCO World Heritage Site (inscribed the List in 1987) contains 735 caves excavated into the 1.6 km of cliff face, encompassing approximately 45,000 m2 of chromatic murals and more than 2,000 painted sculptures [1].
The Mogao Grottoes is famous for its massive chromatic murals as shown in Figure 1, which were drawn using all kinds of colorful mineral pigments on dry ground according to the secco technique [2]. However, these precious murals are suffering from damage due to the influence of air, light, humidity in grottoes, and human factors over a long time period [3]. The composition information of mineral pigments used on painted layers is the basis for revealing reasons for these different types of damage, such as flaking, detachment, net cracking, and paint loss; therefore, it can provide guidance for selecting the most appropriate materials and conservation methods, along with determination of suitable processes for possible restoration of the paintings. On the other hand, the information can give a rich source of exchanges involved and cultural trade development from the perspective of scientific investigations of ancient murals made from different pigments. Therefore, pigment research on Dunhuang ancient murals has become a focus of great concern.
[image: Figure 1]FIGURE 1 | Photograph of Mogao Grottoes and typical ancient murals in these caves.
With the development of laser technology, the laser measurement techniques have attracted a considerable amount of research in the area due to its technical features, such as high sensitivity, noninvasive, and in situ [4–7]. Laser-induced breakdown spectroscopy (LIBS) technology has great application potential in the field of cultural heritage analysis with the advantages of rapid, multi-element analysis, no sampling, minimal damage, and in situ analysis [8–10], which meet the strict requirements for cultural objects. Based on the contribution significantly from ongoing advances in laser, spectrometer, and detector technologies, the development of several mobile LIBS instruments provides a lot of opportunities for analytical campaigns on site, such as at museums, conservation laboratories and even outdoors at excavation sites [11, 12]. In a different investigation, several Minoan bronze-age artifacts such as beads, vessels, and decorative plaques and figurines made of faience were analyzed by mobile LIBS [13]. The main objective of different types of stones, which are the main construction materials in this class of historical buildings, was qualitatively discriminated among sandstone, limestone, and cement mortar [14–19]. An interesting analysis has enabled the identification of the main minerals present in several building stones using a compact system based on a stand-off LIBS sensor [20]. The objectives of jewelry [21], glass artifacts [22], ceramics, and pottery [23, 24] were investigated using LIBS technique. In some different studies with a similar objective, painting [25, 26], pigments on illuminated manuscripts [27] simulated murals [28], and wall painting fragments [29, 30] were carried out a quick survey utilizing the compact portable LIBS system. In fact, ancient murals are types of art painted on the wall around caves, which resulted in these immovable murals being not permitted to be taken to the laboratory for analysis, so the portable LIBS system was regarded as a useful tool to carry out painted layer research of murals in situ and real time in Mogao Caves.
Therefore, in this work, a portable LIBS was used to analyze the information of mural painted layers on-site in a cave for the first time. For this study, the murals on the south wall of Cave 98 were chosen to be analyzed; the analytical area is approximately 1.8 m2 (about 2.0 m × 0.9 m). The laser ablation on the mural was illustrated using optical microscope. Based on our previous experimental results, the different types of pigments were indicated and classified by combing the LIBS spectrum with a classifiable model. Furthermore, the depth profile of overlap painted layers was revealed, and the thickness of these layers was also analyzed in Cave 98.
EXPERIMENTAL APPROACH AND MURAL SAMPLES
Portable Laser-Induced Breakdown Spectroscopy Apparatus
The schematic and imaging of the portable LIBS setup are presented in Figure 2. In our studies, all spectrum data were obtained using the portable LIBSCAN 100 ULTRA, which offers a highly versatile, adaptable, and upgradeable product suitable for use either in a laboratory environment or in the field. The main components of the LIBSCAN 100 ULTRA are the LIBSCAN 100 console and LIBSCAN head [31].
[image: Figure 2]FIGURE 2 | Schematic and imaging of the portable laser-induced breakdown spectroscopy (LIBS) setup.
The LIBSCAN 100 console contains the optical spectrometers with eight channels and electrical circuits for the laser safety interlock. The detection spectra were collected within the wavelength range from 200 to 800 nm, with a maximum resolution of 0.07 nm in the range of 410 and 500 nm. The LIBS spectra were recorded with a delay time of 1,800 ns and a gate width of 3,000 ns with respect to the laser pulse.
The LIBSCAN head contains the laser and associated optics required to focus the laser beam onto a sample, and the plasma light was collected for transmission to the spectrometers located within the LIBSCAN 100 console. The head is designed to accommodate a miniature CCD camera, and associated components are used with the optional imaging kit. A Quantel Big Sky CFR Ultra GRM and ICE 450 cooling group was used to produce laser light at 1,064 nm, generating 7-ns pulses, laser pulse energy up to 100 mJ, repetition rate of 1–10 Hz, and in a 6.5 mm diameter beam.
Mural Samples
Mogao Cave 98 is located on the first floor of the southern section of the South District. The cave was built in about 925 AD by a governor of the Return-to-Allegiance Army named Cao Yijin. There are about 693.1 m2 murals on wall around the cave. The outstanding feature of murals in the cave is that a large number of donor images were presented in the areas under the chamber wall, as shown in Figure 3.
[image: Figure 3]FIGURE 3 | Areas of ancient murals in the south wall of Cave 98 about 2.0 m × 0.9 m.
There are 223 visible donor images included according to statistical survey, and the species of pigments used in these areas are particularly abundant, the red with different tones, and green, white, and blue are all existing in these areas. So, the female donor images in the south wall of Cave 98 were chosen to be analyzed. In our current studies, the red, blue, and green mineral pigments were selected to be investigated using LIBS. The test locations are illustrated in Figure 3 indicated by black circles.
RESULTS AND DISCUSSIONS
Laser Ablation Effect
Considering that a small amount of material is removed involving the laser ablated on the sample surface in an LIBS measurement (mass removal about a few nanograms), so the LIBS is termed as a microdestructive technique. Therefore, it is necessary to analyze the influence of laser ablation on the surface ancient murals in situ before carrying out measurements. It is notable that the energy of the laser pulse was fixed at 10 mJ according to the study of laser ablation, which prevents excessive damage to the murals [26].
Under the optimized experimental parameters, the laser-ablated areas in red- and green-painted layers were visualized by digital photographs and images of optical microscopy. Figure 4 presents photographs of the laser ablated area after five laser pulses ablated on the same spot, and these pictures were taken at different distances from the mural surface. As shown in Figure 4, the values of d indicate the distances from camera to mural surface, for example, d = 0.5 m meant that the picture was recorded at the location of 0.5 m from the surface. The picture at the position of d = 0.5 m is a key reference to evaluate the effect of laser ablation because most visitors and researchers are prohibited from going into this range [32]. From the picture, the trace left on the object surface is hardly visible with the naked eye, so the laser-ablated crater cannot be observed outside of this distance range at all. So, the minor damage was regarded as acceptable and agreed on from the perspective of appreciation of ancient murals.
[image: Figure 4]FIGURE 4 | Photographs of laser-ablated area after five laser pulses on the same spot at different distances from the surface.
From the images of optical microscopy, which were taken at 200× magnification, there are obvious differences in laser-ablated areas between red and green layers. As can be seen from Figure 4, the ablation effect in the green and red layer is different due to the various physicochemical properties of the two kinds of mineral pigments, that is, the red-painted layer was not penetrated after laser ablation under the fixed parameters; only the discoloration was observed on the red layer, so, the ablation area is defined as the range of black area. However, the green layer was penetrated with the same laser ablation; in fact, the ablation area was divided into two different parts, the penetrated area located inside the area caused the Gaussian profile laser and the discoloration area caused by the thermal effect with laser ablation. It is clear that the diameter values of ablated areas are 246 ± 11 and 272 ± 25 μm on the green and red layers, respectively. It is notable that the range of ablation area on the green layer is indicated as the penetrated area. Actually, the color in the region of the laser ablation has become black in the green-painted layer, the laser ablation area in the red layer penetrated in the center, and the edge range of the ablation crater started to turn in color from red to black in the diameter range of 655 ± 50 μm. Furthermore, the edge morphology of the ablated crater was analyzed, and the microscopy pictures showed that the interaction of laser pulse and painted layers did not cause significant changes in the depth profile structure of the painted layer. This meant that the effect of laser ablation on the stability of ancient murals was negligible.
Based on the above statement, the portable LIBS technique was, therefore, feasible in the field of mural pigment analysis from the views of mural appreciation and stability of painted layers.
Pigments Indication and Classification
Most of the pigments used in Dunhuang murals were manufactured from colored mineral materials, such as red pigments of cinnabar, red lead, and hematite, green pigments of malachite and atacamite, and blue pigments of lapis lazuli and azurite. In order to obtain stable spectral data and improve the accuracy of the measurement on mural-painted layers with different colors, the average method of cumulative pulse ablation was employed to weaken the impact of sample surface irregularities on spectral fluctuation. The cumulative number means that one single shot ablated on a fresh location and different locations were used to acquire the average spectra; the value of the cumulative number was fixed as 10 to obtain the stable spectra in this part work. The stable LIBS spectra of the three typical types of pigments are presented in Figure 5. In order to compensate for spectral signal changes due to matrix effects and influence in experimental conditions, the intensities of these two selected lines subtracted the values of background signals and then were normalized by using the min–max normalization method. As can be seen from the figure, the LIBS spectra of various color pigments were different and were shown to be dominated by several characterized elements, including Hg and Ca in red cinnabar, Mg, Al, Ca, and Na in blue lapis lazuli, Fe, Cu, Mg, and Ca in green malachite pigment, with the use of spectroscopic data from the National Institute of Standards and Technology (NIST) Atomic Spectra Database (ASD) [33]. From the figure, it is also found that the quality of the LIBS spectra is excellent and the signal-to-noise, especially for the characteristic lines, is high. It means that the LIBS spectral data could illustrate the elemental information of these mineral pigments.
[image: Figure 5]FIGURE 5 | Stable LIBS spectra of cinnabar, lapis lazuli, and malachite pigments.
As shown in Figure 3, the red, green, and blue pigments are commonly utilized in different areas according to the contents of the mural surface. For the purpose of indication of the pigments on the murals, a classifiable model of pigments was established coupled with principal component analysis (PCA). Before forming a PCA model, the optimum number of principal components (PCs) must be determined so as not to under- or over-represent datasets. The appropriate way to determine the rank is to analyze the number of features captured by each principal component against the principal component number. The two PC models (more than 80% variance) was optimum for capturing all the important information buried in the dataset. The other high-order PCs were not included because they did not show any evidence of clusters or other relevant information. Then 100 spectral data points from the simulated samples of different colorful paintings were used to build a classifiable model of the murals coupling with the PCA method. In caves, considering the sensitivity and fragility of the murals, only 40 spectral data were collected in each area and were used to classify the pigments.
It is a very interesting phenomenon that different shades of the red hues (dark red, light red, or pink red) were presented on necklace, skirts, and shawl as indicated with the label of R1 to R7. Figure 6 presents the plots of the scores for PC1 and PC2 for the spectral data variance obtained from the simulated painted layers (hollow symbols) and in situ murals (solid circle points) of the red pigments over the range of 250–600 nm. As can be seen from the figure, the 400 spectral data from different pigments of red lead, cinnabar, orpiment, and hematite were classified into four distinct groups as calibration sets according to the scores in PC1 and PC2. As presented in the figure, PC1 and PC2 explain 64.1% and 19.3%, respectively, 83.4% of the total variance in the data matrix. As shown in Figure 6, the scores of PC1 varied from 1.2 to 3.6 for the hematite group, and −1.3 to 0 for the red lead, cinnabar, and orpiment groups; the scores of PC1 meant that the hematite data can be distinguished clearly from other three pigment data according to the first principal component. The scores of PC2 varied from −1.3 to −0.8, −0.5 to −0.5, and 0.8 to 2.5 for cinnabar, orpiment, and red lead, respectively, and it demonstrated that these spectral data of the three pigments could be clustered into three separate groups. In short, the classifiable model of these four kinds of pigments was established according to the two-dimensional principal component analysis.
[image: Figure 6]FIGURE 6 | Score plots of PC1 and PC2 for the variance between 250 and 600 nm of R1–R7 areas on the mural.
Actually, considering the composition of these painted layer, coupled with the loading vectors at some characteristic lines in the spectra, it could be concluded that the feature elements of each mineral pigment provided the dominant contributions to the first and second principal components. Then the classifiable model was applied to identify and classify the unknown pigments on the murals; the spectral data of the red pigments from seven sites on the murals, which are labeled R1 to R7 in the picture presented in Figure 3, were analyzed under the classifiable model.
As shown in Figure 6, it is obvious that the 40 spectral data for each area were located in different clusters; the points of R1, R2, and R3 tended to be located in the hematite cluster, the points of R4 and R5 tended to distribute in the cinnabar group, and the spectral data of R6 and R7 tend to locate near the same area of red lead.
The score results of painted layers indicated that the pigments of R1, R2, and R3 were hematite, the cinnabar pigment was used in the R4 and R5 areas, and red lead was used in the areas of R6 and R7. It is notable that the points were closely distributed in the cluster of the hematite and cinnabar groups except for the points of R6 and R7. As can be seen from the figure, the data points of R6 and R7 were not closely overlapping each other among them, and the unexpected phenomena were revealed using the further x-ray diffraction (XRD) analysis by obtaining some pigment powders presented on these areas.
Figure 7 presents the XRD patterns of red, blue, and green pigments in different areas on murals in caves. The patterns in Figure 7A illustrates that the components of pigments were the same as hematite in the R1, R2, and R3 areas, and as cinnabar in the R4 and R5 areas in Figure 7B, and it can be seen that these XRD analytical results were in good agreement with the results from the classifiable model based on the combination of LIBS and PCA method for the R1 to R5 case. However, the XRD result of the dark red pigment in the R6 areas in Figure7C shows that the components of the painted layer were a mixture of red lead and lead dioxide (PbO2); the lead dioxide was mainly from the products of lead red discoloration, and this resulted in the spectral data including the mixture information, which caused the fluctuation of data points in the R6 area among the lead red group.
[image: Figure 7]FIGURE 7 | X-ray diffraction (XRD) patterns of pigments in red (A–D), green (E), and blue (F) areas on murals in caves.
Similar results were also observed in the R7 area in Figure 7D; the materials of the painted layer was a mixture of orange lead (PbO) and hematite, but the lead-based pigment was not lead red because the orange lead pigment is not commonly used in the murals existing in caves, and actually the orange was usually mistaken for lead red according to the elemental analysis of lead by the x-ray fluorescence (XRF) analysis in our previous investigation. So, it is the first time to find orange lead in the view of scientific testing. The indication of different lead-containing pigments using the LIBS technique will be further studied in our later work.
The same method was used to achieve pigment classification for the green- and blue-painted layers. As shown in Figure 3, the green color was presented on decoration in clothing, and the spectral data from these area (G1, G2) tended to locate the cluster of malachite pigment sets in Figure 8A, which has been reported in our previous work about indication of green pigments [26]; the distribution of points in this figure demonstrated that the malachite pigment was used to present the green color in the murals. Figure 8B gives the classifiable results for blue pigments; the results show that the blue pigment was lapis lazuli mineral powder. Furthermore, the XRD analysis on the green- and blue-painted layers was carried out, and the results are included in Figures 7E,F, respectively. The validation results of XRD were very well fitted with the results from the classifiable model based on LIBS coupled with the PCA method.
[image: Figure 8]FIGURE 8 | Score plots of PC1 and PC2 for the variance from 250 to 530 nm of green (A) and blue (B) areas mural.
Depth Profiling Analysis of Murals
Dunhuang murals are the typical secco according to the painting technique. The painted layers of these murals are often composed of several layers, so the painted layers are actually a multilayer structure. The profiling information of these layers is the basis of establishing appropriate conservation procedures for restoration and protection of the ancient murals. Therefore, in this part work, the LIBS technique was used to achieve the depth profiling analysis of murals with multilayers.
Figure 9 presents an example of multilayer murals, as shown in the areas indicated with the black box in the figure. As can be seen in the figure, the red layer was applied with a green layer in the labeled area. Because the components of the red and green layers have been indicated as hematite and malachite pigments in previous research, respectively, the lines of iron (Fe I 385.99 nm) and copper (Cu I 324.75 nm) element were considered to be indicators of red- and green-painted layers, respectively. The background of these characteristic lines was subtracted from the corresponding signal, and the min–max method was used to complete the intensity normalization for the aim of canceling the spectral signal fluctuation result of matrix effects and surface roughness of murals.
[image: Figure 9]FIGURE 9 | Photo of overlapped painted layer in mural.
In fact, the superficial green layer was irradiated with the laser shots in the initial ablation, and then the intensities of copper lines presented a significant decreasing trend when the green layer was penetrated by the successive laser pulse with an increasing number of ablation shots in the same spot; in contrast, the signal of iron lines seemed to intensify at the same time. Therefore, the depth profiling structure of murals was determined using varied trends of indicator element lines for the corresponding painted layer.
Figure 10 presents the varied trends of characteristic line intensities for copper and iron with different numbers of laser pulse shots at the same point, which can give stratigraphic information in this area. From Figure 10, the normalized intensity trends of characteristic lines clearly indicated that the green-painted layers could be penetrated using six laser pulses. That is, the penetration numbers of laser shots on the overlapped painted area were determined as six by means of this method.
[image: Figure 10]FIGURE 10 | (A) Normalized intensities of Cu and Fe lines versus number of laser shots used to irradiate a single spot in overlapped painted areas and (B) cluster classification of green pigments in four types of particle size fractions.
It is necessary to get the average ablation rate (AAR) of laser pulse ablated on the green layers in order to obtain the thickness of the painted layer. From our previous research about the AAR of laser pulse on the green layer, the results showed that the AAR of laser pulse was influenced significantly by the pigment size of the green-painted layer, the AAR value gradually became larger with the decreasing pigment sizes on green layers [28]. Therefore, the pigment size in the green area labeled in Figure 9 was estimated first by using a classifiable model of green pigment sizes from our reported results [30]. In the current work, the pigment size in this green area was estimated with 20 spectral data by employing the classifiable model of green pigment, and the result is included in Figure 10B. The 20 spectral points tended to be located in the P3 group, where the mean diameter was about 25 μm.
On the whole, the thickness of the green layer was determined quantitatively based on the information of green pigment size and the relationships of laser pulses and ablation depth for corresponding pigment size fractions. The expression of fitting relationship was concluded as Y = 18.5X + 4.8 on the painted layers for the group (∼22.6 μm), where Y indicates the laser ablation depth, and X indicates the penetration numbers of laser pulses. The thickness was calculated at approximately 115.8 µm. To confirm our result, a cross-sectional analysis of this area was prepared in our laboratory, as shown in Figure 11. The microscope image shows that the thickness of the layer was 108.8 ± 5.1 µm, which was consistent with the estimated results from our evaluated results employing the LIBS technique.
[image: Figure 11]FIGURE 11 | Microscopy images of cross-sections for the mural pieces.
CONCLUSION
In this paper, a portable LIBS system was used to analyze the mural-painted layers in the cave for the first time. First, the laser ablation effect on the mural surface using microscopy images, the size of the ablation crater, and the stable ablation edge suggested that the microdestructive effect was acceptable from the view of mural conservation. Second, the mural pigments in Cave 98 were indicated by using the pigment classifiable model, and the pigments commonly used in red, green, and blue areas were determined. Finally, the multilayer overlapped painted areas were analyzed in situ by the portable LIBS, and the thickness of the superficial green layer was calculated quantitatively according to the reported studies.
The above research shows that the portable LIBS technique is a potential way to achieve in situ accurately illustrated information about ancient murals. On the one hand, the information is significant for possible restoration and conservation of murals. On the other hand, the accurate spectral data of mural-making materials can provide an opportunity for in-depth illustration of the historical information.
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Fourier ptychography (FP) is geared toward high-resolution imaging with a large field of view efficiently. In the original illumination-based FP scheme, the aberrations in optical systems can be well reconstructed, which plays a prominent role in simple and compact optical arrangements. Unfortunately, the reconstruction strategy for recovering an optical system’s pupil function fails to carefully consider the nature of the field-dependent pupil function in the aperture-scanning FP scheme, which affects the quality of the reconstructed image to a certain extent. Based on this observation, we report a phase diversity-based FP (PDFP) scheme for varying aberration correction. We image USAF resolution target with the proposed PDFP scheme and demonstrate our ability to correct varying aberration and improve image quality. The reported approach allows aperture-scanning FP technology to use simpler optical systems for imaging and may facilitate the further development of FP in practical applications such as industrial inspection and long-distance imaging.
Keywords: Fourier ptychography, varying aberration, phase diversity, aperture scanning, high-resolution imaging
INTRODUCTION
In recent years, the photoelectric imaging system has been widely used in many fields, such as land, sea, and air [1–4]. It has long been known that imaging a distant target has demonstrated typically results in low spatial resolution as a result of the diffraction limit effect. It is very important to find a long-range imaging technology that can effectively break through the diffraction limit without relying on a large aperture. Fourier ptychographic microscopy (FPM) [5] is a very promising technology, which breaks the trade-off between resolution and field of view (FOV) [6] with phase recovery [7] and aberration correction [8]. The current FP platform has been successfully applied in high-throughput imaging (digital pathology) [9], quantitative phase imaging [10, 11], 3-dimensional imaging [12, 13], and biomedicine field [14].
The sample’s Fourier spectrum in the original FP demonstration is scanned by angularly varying illumination using a LED array [5], generating an extended synthesized numerical aperture (NA) of the optical system. Then we can reconstruct a high-resolution image breaking through the diffraction limit of the low NA objective lens. However, the limitation of the illumination-based FP is that the samples must be thin [8]. When the sample’s thickness does not satisfy the thin-sample requirement, this one-to-one mapping relationship between the illumination angle and the shift of the Fourier spectrum is invalid, leading to the ineffectiveness of the phase retrieval algorithm. Unlike the angularly varying illumination FP configuration, the optical field exiting the sample (not enters it) is modulated by the scannable aperture with aperture-scanning FP, in which a removable mask is placed at the pupil plane of the optical system. Then the sample’s thickness becomes irrelevant during reconstruction, and the thin specimen requirement can be circumvented [15, 16]. After reconstruction, the optical field can be propagated back along the optical axis to any plane for digital refocusing. Compared to the traditional illumination-based FP model, the FP framework is extended for macroscopic imaging settings by the aperture-scanning FP scheme, and the previous work [17, 18] has shown that aperture-scanning FP has good potential as a long-distance imaging method.
The original intention of Fourier ptychography (FP)-based long-distance imaging is to use simpler optical devices to achieve higher imaging quality. In reality, there is no perfect aberration-free optical lens, especially for simpler optical systems, where fewer optical surfaces also lead to more prominent aberration problems, which come from imperfect design, manufacturing, and alignment of optical elements. The measurement and elimination of optical aberrations play a prominent role in the computational imaging platform with a simpler and compact optical arrangement. In the current illumination-based FP implementation, the pupil aberration in each small FOV can be regarded as spatially invariant and can be partially recovered in the optimization process [19, 20]. The problem of aberration correction is redefined as a computational problem that can be solved by the acquired images, avoiding the challenges with aberration correction, which is essential for a simpler configuration optical imaging platform. However, the original FP aberration recovery strategy assumes that the pupil function of the system is fixed during the image acquisition process [20] and does not consider the difference between the pupil aberration and the scannable position in the aperture-scanning FP system, which affects the quality of the reconstructed image to a certain extent. As an example, we simulate the wave aberrations corresponding to the same aperture at different positions during the aperture-scanning process, as shown in Figure 1A. Figure 1B shows the result of pupil phase reconstruction using the conventional aberration correction FP algorithm. The results showed that the pupil phase cannot be reconstructed correctly, which will affect the quality of the reconstructed image.
[image: Figure 1]FIGURE 1 | (A) The pupil functions corresponding to different apertures in the process of aperture scanning. (B) The recovered amplitude, phase, and pupil phase by the conventional aberration correction Fourier ptychography (FP) algorithm.
METHODS
Based on this observation, we report a phase diversity (PD)-based FP (PDFP) scheme for varying aberration correction, as shown in Figure 2A. For the purpose of testing the reported method for macroscopic imaging, the light field exiting the sample is collected by the collimator where the light from objects is closer to real-world scenes, passing through the scannable aperture (or a spatial light modulator) and reimaged on the camera. A circular aperture is placed at the pupil plane of the optical system, and the different passbands of the optical field are transmitted to the image plane by scanning the sub-aperture. A sequence of low-resolution intensity images corresponding to different sub-apertures with different spatial frequency information of the light field is captured. To ensure acquiring redundant information to recover information merely from intensity images by the phase retrieval algorithm, the adjacent apertures should have a certain degree of overlap. With the use of the proposed method, the recovery of the full pupil function can be performed based on the PD algorithm by simply acquiring an in-focus image and an out-of-focus image with a big aperture that does not need to be moved to multiple positions. The sub-aperture pupil functions corresponding to different scannable positions are selected from the full pupil function and embedded in the FP reconstruction algorithm to correct the varying aberrations.
[image: Figure 2]FIGURE 2 | Phase diversity-based Fourier ptychography algorithm flow. (A) Phase diversity-based Fourier ptychography method. (B) The phase diversity algorithm. (C) Fourier ptychography algorithm with the corrected pupil functions.
PD algorithm is an unconventional imaging technique introduced by Gonsalves and Chidlaw [21], which uses a set of focused images and defocused images for the characterization of wavefront aberrations. The focused image is only degraded by systematic aberrations, while the defocused image is also affected by additional known defocus aberration. It should be noted that the PD technique relies on finding the aberrations that produce multiple images of the same sample with known diversities at the pupil. In addition to the traditional defocus diversities, the pupil differences can also come from wavelength diversities, spiral phase-mask diversities, and so on [22]. The PD algorithm can be applied to both point target and extended target for aberration recovery, enabling near-diffraction-limited imaging. Further details for the PD algorithm are available in [23].
The recovery process of the PDFP scheme is briefly outlined as follows. The algorithm sketch is shown in Figure 2.
1) Initialize the high-resolution image estimate: we assume the high-resolution sample is [image: image], and the field at the Fourier plane is [image: image]. The initial guess could be random or the up-sampling of a low-resolution image.
2) Reconstruct the full pupil function: reconstruct the full pupil function [image: image] using the PD algorithm by acquiring an in-focus image and an out-of-focus image with a big aperture, as shown in Figure 2B.
3) Generate a low-resolution sample image: an x–y motion stage is used to scan the small aperture at the Fourier plane, as shown in Figure 2A, and we capture an intensity image [image: image] for each position of the sub-aperture. We select small sub-regions (corresponding to different aperture positions) of the initial guess’s Fourier spectrum and apply the inverse Fourier transformation to generate a low-resolution image [image: image] of the sample.
[image: image]
where [image: image] is the inverse Fourier transform operator, and [image: image] is the coordinates corresponding to the scannable sub-aperture.
4) Replace by the intensity measurement: the sample’s amplitude component [image: image] is sequentially updated with the square root of the low-resolution intensity measurements [image: image] acquired by different sub-apertures.
[image: image]
5) Update the Fourier spectrum: we apply Fourier transformation to this updated sample image [image: image] and replace its corresponding region of the sample’s estimate Fourier spectrum [image: image]. And the sub-aperture pupil functions [image: image] of the corresponding scannable apertures could be intercepted from the full pupil function [image: image].
[image: image]
6) Repeat for other apertures: repeat steps 2–5 for different apertures and continue until the entire Fourier space has been modified with all the captured low-resolution images.
7) High-resolution image: repeat steps 2–6 until a convergent solution is achieved. At the end of the recovery process, the converged Fourier spectrum solution is transformed back to the spatial domain to obtain a high-resolution sample image.
A set of simulation experiments was carried out to evaluate the reconstructed results by the conventional FP, aberration correction FP, and our PDFP method, as shown in Figure 3. The conventional FP algorithm does not perform aberration correction, and the aberration correction FP algorithm is based on the traditional EPRY algorithm [7]. The focused image and defocused image are shown in Figures 3B,C. Figure 3A shows the real pupil phase, and Figure 3D shows the recovered pupil phase by the PD algorithm. In comparison, the PD method could recover the pupil phase from the measurements successfully. The low-resolution raw data are shown in Figure 3E1. The recovered results by the conventional FP, aberration correction FP, and our PDFP method are shown in Figures 3F1–H1. Figures 3E2–H2 are the close-ups of Figures 3E1–H1. Group 2 element 6 in Figures 3H1,H2 can be well resolved, which is impossible to discern in the other results. It is clear that the resolution of the recovered image resolution by our PDFP scheme is better than that of the conventional FP and aberration correction FP method.
[image: Figure 3]FIGURE 3 | The comparison of simulation experimental results by the conventional Fourier ptychography (FP), aberration correction FP, and the proposed phase diversity-based FP (PDFP) method. (A) The real pupil phase. (B) The focused image. (C) The defocused image. (D) The recovered pupil phase by the phase diversity algorithm. (E1) The low-resolution raw data. (F1) The recovered results with conventional FP. (G1) The correction results by aberration correction FP. (H1) The correction results of our PDFP method. (E2–H2) Close-ups of panels (E1–H1).
RESULTS
The experimental setup of the transmissive mode PDFP is shown in Figure 4. For the illumination, light from a laser (λ = 650 nm, bandwidth = 10 nm) was collimated into parallel light to illuminate the sample. A collimator (f = 500 mm) and illumination imaging lens (f = 75 mm) served as the forward and inverse Fourier transforming equipment. We used a CCD camera (6.5-μm pixel size, 16-bit dynamic range) to capture the sample’s low-resolution intensity images. Moreover, an x–y motion stage (repeat positioning accuracy is 3 μm) was used to scan the variable circular aperture. For testing the resolution of the system, a negative USAF1951 resolution target is used as the sample. The big aperture was set to 9 mm, and one focused image and one defocused image with a defocus distance of 0.35 mm were captured, which are used to restore the full pupil function. We chose a small aperture size of 2.5 mm (0.002 NA), where the region of overlapping ratio (in one dimension) with its adjacent aperture is 74%. We used 11 × 11 scanning steps to synthesize a 9-mm aperture (equaling an NA of NAsyn = 0.009, corresponding to 10.6-μm imaging resolution) and 121 low-resolution intensity images were captured. The method of scanning the aperture mechanically in our prototype is just a demonstration, and devices such as digital micromirror devices or spatial light modulators can be used instead [24; 25].
[image: Figure 4]FIGURE 4 | The phase diversity-based Fourier ptychography (PDFP) experimental setup.
We compared the conventional FP, aberration correction FP, and the proposed PDFP method by imaging a USAF resolution target, as shown in Figure 5. The focused image and defocused image are shown in Figures 5A,B. The recovered wavefront by the PD algorithm is shown in Figure 5C. The raw image captured by the experimental setup is shown in Figure 5D1. And the resolution of this raw image (260-μm periodicity, corresponding to 39-μm imaging resolution) is limited by the small circular aperture. The reconstructed high-resolution images by the conventional FP, aberration correction FP, and our PDFP method are shown in Figures 5E1–G1. According to the Nyquist sampling theorem, a 5.3-μm pixel size is needed to fully characterize the image when the aperture is fully open (9 mm, corresponding to 10.6-μm resolution). However, the pixel size of our camera is 6.5 μm (typical specifications for commercial CCD sensors). Due to pixel aliasing limitations, the imaging resolution is 13 μm, which is twice of pixel size, as shown in Figure 5H1. Figures 5D2–H2 show line profiles of group 2 element 6 in Figures 5D1–H1. Figures 5D3–H3 show line profiles of group 3 element 2 in Figures 5D1–H1. And group 2 element 6 (71-µm periodicity, corresponding to 10.65-μm imaging resolution) can be resolved by our PDFP method, which matches well with the theoretical resolution defined by the synthesized NA, as shown in Figure 5G2. As we can see, due to the influence of aberration, group 2 element 6 in reconstruction results of the conventional FP and the aberration correction FP cannot be resolved well, as shown in Figures 5E2,F2. Moreover, the line profiles of group 3 element 2 by our PDFP method are significantly better than the other results. From the comparison, it can be seen that the reconstruction result of our PDFP method is better than the traditional FP algorithm, and the pixel aliasing problem can be avoided, resulting in image quality improved.
[image: Figure 5]FIGURE 5 | The experimental results by the conventional Fourier ptychography (FP), aberration correction FP, and the proposed phase diversity-based FP (PDFP) method. (A) The focused image. (B) The defocused image. (C) The recovered pupil phase. (D1) Low-resolution raw data. (E1) The recovered results with conventional FP. (F1) The result by aberration correction FP. (F1) The correction results of our PDFP method. (D2–H2) Line profiles of group 2 element 6 panels (D1–H1). (D3–H3) Line profiles of group 3 element 2.
DISCUSSION
In summary, we implemented a PDFP imaging system that reconstructs the high-resolution image with aberration correction from a sequence of low-resolution intensity images. This PDFP configuration has a few advantages: 1) the thin-sample requirement of angularly varying illumination FP is circumvented, extending the FP scheme to macroscopic imaging settings. 2) System aberrations can be better corrected by shifting optical design complexity to computational algorithms, allowing the use of simpler optical systems with fewer optical surfaces for imaging. 3) The “pixel aliasing problem” can be solved by imposing a smaller aperture at the Fourier plane of the optical system. And the sensor (CCD or CMOS) with a larger pixel size can be used to provide better noise performance or bring down the cost of the imaging system. This method still has certain limiting factors in correcting aberrations, its time efficiency is low, and it is not applicable to some time-varying aberrations. This PDFP scheme reported in this work expands the scope of application for aperture-scanning FP, and its reflective mode can be used for semiconductor devices, metallic structures, ceramic surfaces, synthetic aperture imaging, and remote sensing.
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We proposed a diffuse imaging approach for universal noninvasive blood glucose measurements based on visible light, which can predict the blood glucose concentration without personal calibration. The proposed approach used a CCD to obtain diffuse images from human index finger pulp. The denoising autoencoder algorithm adopted effectively extracted the scattering information highly related to blood glucose concentration from the diffuse images, and the gradient boosting regression algorithm enabled an accurate calculation of blood glucose concentration without prior personalized calibration. In vivo experimental results showed that the proposed approach had a mean absolute error of 19.44 mg/dl, with all the predicted results observed within the clinically acceptable region (Region A: 78.9%) in the Clarke error grid analysis. Compared to other blood glucose concentration measurement methods of scattering coefficient, this new method does not require individual calibration, therefore it is easier to implement and popularize, which is critical for the noninvasive monitoring of blood glucose concentration.
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1 INTRODUCTION
Diabetes mellitus (DM) is a metabolic endocrine disease characterized by hyperglycaemia, which may cause many complications, such as heart disease, disability, and even death. DM has become the third serious threat to human health after cardio cerebrovascular disease and cancer in the world [1, 2]. According to the International Diabetes Federation, there were approximately 463 million adults with DM worldwide in 2019, with this number expected to increase to 700 million by 2045 [3]. The blood glucose concentration measurement method used clinically is to draw blood from a patient’s vein or fingertips, and then a chemical test paper is used to determine the blood glucose concentration from the blood. This method not only makes the patient susceptible to infection, but also increases the economic burden and causes mental pain. In recent years, lots of efforts have been put into research and development in noninvasive measurement methods of blood glucose based on optical methods to solve these issues [4–7]. These optical methods specifically include near-infrared spectroscopy, Raman spectroscopy, bioimpedance spectroscopy [5, 6], thermal emission spectroscopy, and blood glucose measurement sensors based on cutting-edge tapered [9] optical fiber sensors [8–10].
The strong scattering property of skin tissue makes the scattered light more sensitive to the change of blood glucose concentration. Researchers have found that blood glucose levels may be predicted using the variation of scattering coefficient [11, 12]. Bruulsema et al [13] found a strong correlation between blood glucose concentration and scattering coefficient in DM patients. They provided a new idea that the scattering coefficient was estimated noninvasively based on measurements of the diffuse reflectance on the skin. This study was performed to evaluate the sensitivity of the tissue scattering coefficient in response to step changes in the blood glucose levels, and further verified the study in 41 DM patients. Heinemann et al. [14] demonstrated that in the visible and near-infrared light region, the effect of scattering was much higher than that of absorption in tissue. An increase in blood glucose concentration led to a decrease in the scattering coefficient of turbid suspension in both phantom studies and type I diabetic patients. Tianjin University’s research [15] further demonstrated that the effect of the scattering coefficient on the diffuse reflectance was greater than that of the absorption coefficient. In their study, they separated the absorption coefficient and scattering coefficient of human tissue [16, 17]. However, although the relationship between blood glucose concentration and scattering coefficient has been studied to a certain extent, the accurate measurement model of blood glucose concentration by using scattering coefficient has not been further promoted [19, 20].
Deep learning algorithm shows strong computing power in the medical field, the optical method combing the deep learning algorithms is considered as one of the most promising measurement methods to set up a blood glucose model and has received extensive attention and research [18–21]. Bob Zhang [22] addressed a noninvasive method to detect DM patients based on facial block color features by using an image sensor with a collaborative representation classifier. In the collaborative representation classifier, the healthy facial color feature and the diabetic facial color feature were used to establish the relationship to determine whether the patient had DM. However, this classifier just classified the healthy people and the DM patients, which belonged to quantitative analysis, and did not measure the blood glucose concentration. Segman [23] employed a personal calibration procedure to associate blood glucose concentration and multiple optical signals which were derived from a fingertip response to light emission in the range of visible to infrared light. However, this model obtained the blood glucose concentration value in an invasive way to establish the personal calibration procedure. The model was only suitable for the individual of blood glucose measurement and did not have a universal application. Therefore, establishing a universal model for the measurement of blood glucose concentrations remains challenging. As for how to establish a universal model for the prediction of blood glucose concentration by using scattering information from human tissue has not been well understood.
In this paper, we presented a noninvasive blood glucose concentration measurement approach based on diffuse imaging. We used the denoising autoencoder (DAE) [24] to extract the weak blood glucose signal from the diffuse images of human fingertips, and a universal blood glucose calibration model was established between the diffuse images and scattering coefficient by gradient boosting regression (GBR) [25]. The experimental results showed consistency with the existing invasive device measurements.
2 METHODS
Compared with the absorption coefficient, the scattering coefficient is not susceptible to interference from other components in the tissue fluid, so it is more likely to establish a general model by using the relationship between the scattering coefficient and blood glucose concentration. Theoretical and in vitro studies [13, 26] also showed that visible light absorbed very little blood glucose. Heinemann [27] investigated changes of blood glucose concentration induced by an oral glucose experiment that can be monitored by registration of scattering coefficient changes. The scattering coefficient of biological tissue is mainly caused by the mismatch between the refractive index of the scattering particle ns in the tissue fluid and the refractive index of the tissue fluid nm. Under the assumption that the scattering condition is approximately consistent with the Rayleigh-Gans theory [26], the scattering coefficient can be expressed as
[image: image]
where k is a proportionality factor related to particle size, wavelength, particle density, and scattering angle. The change value of the scattering coefficient caused by the change of blood glucose concentration is written as
[image: image]
where nmc is the refractive index of the tissue fluid when blood glucose concentration is cg, nm0 is the refractive index of the tissue fluid when blood glucose concentration is 0. The change of tissue fluid refractive index caused by the change of blood glucose concentration is small, we can consider as [image: image] in the high order term:
[image: image]
Assuming that the scattering coefficient is μs0 when the concentration of blood glucose is 0, we can deduce that [image: image]. [image: image] means that the refractive index of the scattering tissue fluid changes as a fixed constant when the blood glucose concentration changes by 1 mg/dl. When the concentration of glucose is cg, the scattering coefficient can be expressed as
[image: image]
According to the [28], the refractive index of the scatter particle ns is 1.46 and when the concentration of blood glucose is 0, the refractive index of the tissue fluid nm0 is 1.35, respectively. The refractive index of the scattering tissue fluid changes [image: image] = 1.515 × 10−6 mg/dl. Based on the Eq. 4, the scattering coefficient caused by the change of blood glucose concentration is as follows:
[image: image]
Equation 5 indicates that the change of scattering coefficient caused by the change of blood glucose concentration is still slight. Therefore, the accuracy of the instrument is not enough to obtain the changing relationship of blood glucose concentration from the scattering coefficient by the diffuse reflectance spectroscopy method. Compared with the one-dimensional diffuse reflectance spectroscopy information, the two-dimensional diffuse images contain more features related to the scattering information from the change of blood glucose concentration.
Extracting useful information from the diffuse images and eliminating the interference factors independent of the blood glucose concentration, which are critical to build an accurate model. In this paper, we adopted the DAE network to extract the weak scattering information caused by the change of blood glucose concentration in two-dimensional diffuse images, and estimated the blood glucose concentration by combining with the GBR algorithm. The network structure of the autoencoder is shown in Figure 1. The autoencoder consists of an encoder and a decoder. The encoder converts an input signal into a coded signal, and the decoder converts the coded signal into an output signal. The output signal reproduces the input signal as much as possible.
[image: Figure 1]FIGURE 1 | The network structure of the autoencoder. The autoencoder consists of an encoder and a decoder. The encoder converts an input signal into a coded signal, and the decoder converts the coded signal into an output signal. The output signal reproduces the raw input signal as much as possible.
The DAE randomly adds noise to the input signal of the autoencoder, so that features extracted from the whole DAE network structure occupies the robustness. The core idea of DAE is to select the best feature, which is extracted from the raw data by using the autoencoder. The best feature refers to the feature that can be used to recover the raw data when the raw data is corrupted. The network structure of the DAE is shown in Figure 2A, where input x (the ROIs of the raw diffuse images) is corrupted according to the stochastic mapping distribution to get [image: image]. Subsequently, [image: image] was used as the input to the network. By training [image: image], the output z (reconstruct images) would finally be nearly equal to the original input x. The loss function is the cross-entropy, which can be expressed by the below equation:
[image: image]
[image: Figure 2]FIGURE 2 | Detailed network structure of the proposed algorithm (A) the DAE model; (B) the GBR model.
After training N epochs, the loss function on the training set converged to less than the threshold we set. Then, we extracted the vector s from the DAE middle layer as the deep features of the diffuse images. Specifically, the dimension of the deep feature is the scattering information of the raw diffuse images extracted in the middle layer of the DAE network. Finally, we used the deep features as the input x of the regression model to establish a universal GBR model connecting the deep features and blood glucose concentration. The GBR algorithm uses regression trees as weak learners with its structure shown in Figure 2B.
The basic function of the GBR algorithm is a binary regression tree. First initialize a regression tree, and then learn the next regression tree according to the residual of the previous regression tree. The regression tree was learned to obtain the final model by fitting the residual of the current model. Let us denote Q = (s1, y1), (s2, y2), …, (sn, yn), where si is the input composed of the deep features extracted from diffuse images by DAE, and yi is the reference values of the blood glucose concentration from the invasive method. We suppose T1, T2, ... TM as the M regression trees, C1j, C2j, ..., Cmj is the corresponding output of mth (m = 1, 2... M) regression trees, where j is the number of leaf nodes (j = 1,2... J) and Rjm is leaf node area. The final fitting regression tree is as follows:
[image: image]
The negative gradient of the loss function is used as an approximation of the residual in the GBR algorithm. The negative gradient the loss function of the ith subject in mth regression tress can be expressed as:
[image: image]
where L (y, f(s)) represents the loss function, f(s) is the prediction values of the blood glucose concentration, respectively.
The fit residual error of jth leaf node (j = 1, 2, ..., J) is as follow:
[image: image]
By updating fm−1(x), we can eventually calculate the blood glucose prediction f(s).
3 EXPERIMENTAL SYSTEM
Figure 3 shows the experimental system for obtaining the diffuse images of fingers. The experimental system is composed of an imaging system, a light-emitting diode (LED) red light source, a specially designed shell and a computer. The imaging system includes a 1/1.2″ CCD sensor (FLIR co. BFLY-U3-23S6C-C), and a lens (ZLKC. VM0812MP) with an 8 mm focal length, and a 1.4 F-number. The frame rate captured by the CCD sensor is set to 25 frames/s and pixel resolution is 640 × 480 pixels. The size of the LED light source is 20 mm × 20 mm, which is integrated by four monochromatic lights with a wavelength of 625 nm. The angle between the light path of the illumination and imaging is 45°. The rated current is 700 mA and the voltage is 9–10 V. The imaging accuracy is 50 db and the speed of exposure is 30 ms. This specially designed shell reduces the interference from the external ambient light, measurement location, and image capture angle, and fixes the CCD and light source while retaining the collection hole of the test site. To avoid variation caused by the inconsistent measurement positions of different individuals, we collect diffuse images from the index finger pulp with a relatively stable surface and abundant blood vessels. The light, emitted from the LED red light source, which is irradiated to the index finger. Then, the light is diffused by the index finger. Finally, the diffuse images of the index fingers are obtained by the CCD target surface and transmitted to the computer to process.
[image: Figure 3]FIGURE 3 | Diagram of the system. A specially designed shell is used to fix the LED, CCD and a position for the test.
4 DATA PROCESSING AND ANALYSIS
The research protocol was approved by the Medical Ethics Committee of Medical and Laboratory Animal of Beijing Institute of Technology with approval code 2021-004. We obtained 188 image data from different subjects including 49 healthy people and 139 DM patients. The healthy people were from the Beijing Key Laboratory for Precision Optoelectronic Measurement Instrument and Technology with an average age of 25.0, and the DM patients were from the Xian Tao First People’s Hospital Diabetes Center and Taiyuan Central Hospital Diabetes Center with an average age of 43.3. The healthy were verified via hospital examinations. The 139 DM patients included 54 early-stage patients with an average duration of 2.1 years and 85 long-term patients with an average duration of 4.9 years. The detailed information of the subjects was shown in Table 1. During in vivo experiment, every subject was required to place the left-hand index finger in the collection hole of the specially designed shell to capture a diffuse image, while the right index finger was used to collect reference blood glucose concentration value by invasive blood glucose measurement instrument. The reference blood glucose concentration value for in vivo subjects was obtained by using a commercial device (Rightest glucometer GM300).
TABLE 1 | The detailed information of the subjects from the healthy and the DM patients.
[image: Table 1]The most intuitive and basic information representation method of diffuse images is the gray value and gradient. High gray value (high energy) and high gradients (high energy changes) in the diffuse images can remove most of the redundant information. The following factors are crucial considerations for the selection of ROI size for diffuse images. First, the specular reflection in the captured diffuse images occupied a larger proportion and was an important factor affecting the accuracy of this proposed method. The specular reflection area almost did not carry tissue optical information, which interfered with our choice of ROI area. Thus, we chose the ROI with a special size from the rest region of the diffuse images instead of the specular reflection region. In addition, every subject also had different finger sizes, so we need to keep the same selection size in all diffuse images from subjects’ fingers. Finally, we considered that the ROI had a certain brightness but did not involve specular reflection, and also took into account the size of the subject’s finger. So we selected a region with a size of 28 × 28 pixels centered on the maximum gray value of the diffuse image as the ROI region after removing the specular reflection information. The diffuse image obtained by a subject’s finger and the ROI were shown in Figure 4. We got the ROIs with 28 × 28 pixels of diffuse images from 188 subjects.
[image: Figure 4]FIGURE 4 | The ROI of a diffuse image: (A) the original diffuse image; (B) the gray image; (C) the reflection image; (D) the ROI image.
We approximately adopted the 4:1 ratio when dividing into the training set and testing set from those ROIs. To train the DAE, we selected an ROI with the size of 28 × 28 pixels as the input, then extracted different dimensions from the DAE middle layer as the deep features of diffuse images. We extracted the deep features of 150 training subjects in different dimensions and adopted the GBR algorithm to establish the models of different dimension deep features, the results from the 38 testing subjects were as shown in Figure 5. The results showed that when the 1 × 16 dimensional vectors were selected as the deep features, the difference between the predicted value and the reference value was the smallest. Simultaneously, the prediction accuracy of the prediction model corresponding to the deep features of different dimensions were shown in Table 2. The results were evaluated in terms of the mean absolute error (MAE), root mean squared error (RMSE), and mean squared error (MSE).
[image: Figure 5]FIGURE 5 | The prediction result of different dimensional deep features (the ordinate is the difference between the predicted value and reference value, and the abscissa is the number of samples).
TABLE 2 | The prediction results of different dimension of deep features.
[image: Table 2]The results of Table 2 indicated that when we chose the 1 × 16 dimensional deep features, the MAE was the smallest (19.44 mg/dl). Hence, we selected the 1 × 16 dimensional deep features as the input to establish the GBR model to predict the blood glucose concentration in this paper. We believed that the reason was the uneven distribution of subjects’ blood glucose concentration. The most range of the blood glucose concentration from the subjects was concentrated in 90 mg/dl–234 mg/dl with a proportion of 87.5%. In addition, the number of subjects also limited the dimensionality of the deep features extracted. Indeed, the dimension of deep features depends on the number of blood glucose samples used for training and the range of concentration values of blood glucose samples. Due to the limitation of sample size and concentration range, when the dimension of the deep features is too small, the scattering information of the diffuse images cannot be fully carried. When the dimension of deep features is too abundant, the DAE network will appear overfitting. These will lead to an increase in the prediction error of blood glucose concentration.
We compared the performance of the proposed method with several different multivariate calibration methods in different testing subjects. The results were still evaluated in terms of MAE, RMSE, and MSE. In addition, we added the Pearson correlation coefficient (R) as an evaluation indicator. Previous studies [29] had shown that the prediction results of the support vector regression (SVR) model were more accurate than the partial least squares regression (PLSR) method. Our experimental results also confirmed this conclusion. The comparative results of 38 testing subjects were shown in Table 3. The values of MAE, RMSE, and MSE indicated that the proposed method achieved highly improved results as compared with the other commonly used multivariate correction methods. Furthermore, the results from the proposed model were consistent with the invasive results with an R of 0.73. The 38 testing subjects were from different individuals (including healthy and DM patients), which also demonstrated the universal applicability of the proposed model.
TABLE 3 | Performances of the different algorithms.
[image: Table 3]To further verify the accuracy, we used Clarke error grid (CEG) analysis to compare the results from the predicted blood glucose concentration values of 38 subjects with the invasive reference blood glucose concentration. Figure 6 presents the CEG analysis, where the scatter plot can be divided into five regions. These regions quantify the accuracy of the blood glucose concentration reference values as compared to the predicted blood glucose concentration values in terms of the different types of errors. The CEG analysis results showed 78.9% of the estimated blood glucose concentration values fell in zone A and 100% in the clinically acceptable zones A and B, demonstrating the efficacy of the proposed noninvasive blood glucose concentration measurement method. Our method adopted significantly improved the prediction accuracy as compared with the other commonly used multivariate correction methods.
[image: Figure 6]FIGURE 6 | CEG result of 38 in vivo subjects. 78.9% of the estimated blood glucose values fell in zone A and 100% in the clinically acceptable zones A and B.
In fact, the number and the distribution of blood glucose concentration values from subjects affected the accuracy of the prediction model. The blood glucose concentrations obtained from different subjects were densely distributed in the 90 mg/dl–234 mg/dl range, sparsely distributed near the upper and lower limits of the range. Therefore, the prediction concentrations of the blood glucose had a larger error near the upper and lower limits of 90 mg/dl–234 mg/dl range, which increased the average error of the GBR model. By increasing the number of subjects near the upper and lower limits of blood glucose concentration values, the accuracy of the prediction model can be further improved. Moreover, the number of subject samples affected the selection of the optimal dimension of the deep features extracted by the DAE network, which determined the prediction accuracy of the blood glucose concentration. Expanding the number of the subject samples can obtain a more reliable dimension selection of the deep features.
5 CONCLUSION
In this paper, a universal calibration model for the noninvasive measurement of blood glucose concentration based on diffuse images was presented. This model connecting the scattering information and blood glucose concentration was established by extracting the deep features of the acquired diffuse images. First, a diffuse image of the left-hand index finger pulp from each subject was collected via a special shell and recorded by the CCD. After that, the deep features DAE network extracted from the diffuse images were used in the GBR model to establish the relationship between blood glucose concentration and scattering information. Finally, in vivo experimental results indicated the feasibility of the proposed method for the noninvasive prediction value of blood glucose concentration with an MAE of 19.44 mg/dl and an R of 0.73 in 1 × 16 dimensional deep features.
In this case, ambient temperature-controlled at 26řC and relative humidity is 33%. The room temperature and humidity during the measurement are in a controlled manner. Indeed, there still has a limitation of our study that the recruited subjects were all Asian. For future works, we should be combined with other physiological parameters (such as skin color, hydration, temperature, and humidity, etc.) to improve accuracy and correlation with blood glucose levels. We will also aim to collect more diffuse images of subjects’ fingers, enrich the distribution of blood glucose concentration values from DM patients and healthy individuals to further improve the prediction accuracy of the model. In addition, we will select the more reliable dimension of deep features due to the increased number of subject samples.
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The aim of this study was to solve the problem that the existing identification parameters of rotor unmanned aerial vehicles (UAVs) are few and limited by the detection mode, and an identification method for estimating the rotor blade width based on the peak time-shift effect is proposed for the first time. Taking the width of the rotor blade as the parameter to identify the rotor of UAVs, the time-shift effect and its relationship with rotor blade width are verified by theoretical analysis and simulation. The proposed time-shift method has the characteristics of high-precision extraction of rotor width, and its effectiveness is verified by simulation and experiments. The aspect ratio of the rotor is accurately extracted based on the proposed time-shift method under the condition of an unknown pitch angle. Simulation results show that the estimation accuracy of the width and aspect ratio is up to 98 and 98.4%, respectively. The experimental results show that the relative errors of the width and aspect ratio are less than 7 and 4%, respectively. This study provides the theoretical basis and technical support for the high-accuracy identification of rotorcraft UAVs.
Keywords: UAV, laser radar, micro-Doppler, peak time-shift method, size estimation
INTRODUCTION
The rotor blade is the main power component of the rotorcraft, and its rotating motion modulates the Doppler echo generated by the UAV fuselage motion to form micro-Doppler signals [1–3]; therefore, the echo signal contains the size information of the rotor [4–6]. Different types of rotorcraft UAVs have different blade parameter information [7], mainly including blade width and aspect ratio of a rotor blade, which are crucial reference indexes for identifying rotorcraft UAVs [8–10].
At present, there are only three parameters available for rotor UAV identification: rotor blade length [11–13], number of blades [14–16], and number of rotors [17]. The different models of rotor blades reflect different information and can extract different parameters. In a certain establishing model, the whole rotor blade is equivalent to a point target and used to simulate the rotation of the rotor [18–20]. This model can vividly reflect the motion trajectory of rotor blades. Unfortunately, this model is too rough and has a big difference from the actual echo signal. Chen et al. [21] equated rotor blades to linear scatterers. Based on this modeling, the length of the rotor blade, number of blades, and number of the rotor can be extracted. On the contrary, this kind of modeling lacks lot of detailed information [22, 23]. Chen et al. [24] discretized the rotor blade into scattering panel elements with uniform scattering coefficients and equally spaced distribution. The echo of a rotor blade is superimposed by the echo, which is formed by countless scattering surface elements. Jiang et al. [25] verified through this model that the envelope shape in the time–frequency diagram formed by different blade width and blade tip sweep angle is different. Wang et al. [26] confirmed that the greater the rotor blade width, the greater the sub-frequency band. However, the peak phenomenon in the time–frequency diagram was not introduced in detail, ignoring the contribution of rotor blade width to peak time-shift. In addition, the contribution of rotor blade thickness to echo could not be verified, either. Based on the aforementioned research results, it is necessary to establish a new model to verify the influence of various parameters of rotor blades on laser micro-Doppler echo. Based on this model, a new identification parameter of the rotor UAV is extracted. The width and aspect ratio of the rotor blade are urgently required to establish a high-precision identification method that can accurately identify the width and aspect ratio parameters of the UAV blade.
As the parameters of rotorcraft UAV identification based on the laser micro-Doppler effect are few and cannot be accurately identified [27, 28], this study proposed the UAV parameter high-precision identification avenue based on the time-shift method for the first time. By using the high spatial resolution lidar [29–31] and establishing a cuboid geometric model with multiple scattering points, it ensures that the echo signal contains a lot of details of the rotor [32–34]. Based on the proposed time-shift method, the influence of blade width on the micro-Doppler echo signal is studied with the proven correctness by simulation and experiment. The results show that the proposed method can achieve a high recognition rate extraction of rotor width and aspect ratio. The UAV width recognition rate is 98% and its aspect ratio is 98.4% in simulation, while they are 93 and 96% in theoretical verification, which provides the technical support for further recognition of UAVs.
THEORETICAL MODELING AND ANALYSIS OF THE SINGLE-BLADE ROTOR
Multipoint Scattering Rotor Echo Modeling
As shown in the small diagram in Figure 1, the light emitted by the lidar shines on the rotating rotor blade target of rotorcraft UAVs and scatters, and the rotating motion of the rotor blade modulates the echo signal and forms the micro-Doppler echo signal. The micro-Doppler echo signal contains geometric structure information such as the length, width, and length–width ratio of the rotor blade target. The rotor blade targets are identified by extracting the information from the micro-Doppler. Assuming that the rotation center of the rotor blade is located at the coordinate origin O, [image: image] is azimuth which is zero here, along with [image: image] which is the pitching angle. The distance between the lidar and rotor center is R0, where z0 is the height of the rotor blade, the distance between the scattering point on the blade and the rotor center is [image: image] ([image: image]), and the scattering point rotates around the z-axis at constant angular velocity [image: image]. Supposing that the initial phase of point M on the rotor blade is [image: image], the rotor blade passes through time t from point M to point [image: image]. Based on single-point modeling, the baseband signal returned by the scattering point at distance R is [2, 3].
[image: image]
[image: Figure 1]FIGURE 1 | Relative position of the rotor and laser line of sight.
The rotor blade is equivalent to a cuboid with a certain thickness, and it has meshed. The points on the meshing are named scattering points to replace the central points of the scattering surface element of the rotor blade. Let the coordinates of scattering points be (xi, yj, and zk), where i, j, and k are integers; the distance between the rotor center O and each scattering point is [image: image]. Then, the scattering echo signal is modified as follows:
[image: image]
where [image: image] σ is the scattering coefficient
Contribution of Rotor Width to Echo
The relative position of the rotor and lidar is shown in Figure 1. The distance between the lidar and target rotor is much larger than the length of the rotor L, and the visible laser is a parallel ray (parallel line with an arrow on the right of the Figure 1). To simplify the calculation, the lidar is equivalent to point Q, and the line QO is parallel to the lidar line of sight. The distance between lidar Q and the rotation center O of the rotor blade is R0, and the distance between Q and point M on the top of the rotor blade is RM. [image: image] is the rotation angle of the line between point M and the rotation center O of the rotor blade around the x-axis, and its magnitude is complementary to the included angle between the linear velocity direction and radial velocity direction of point M. From the references of [13, 30], it can be known that
[image: image]
According to Eq. 3, the micro-Doppler frequency-shift generated by scattering points on rotor blades is related to [image: image] and [image: image]. When [image: image], the micro-Doppler shift reaches the minimum value zero. So, the time–frequency diagram is periodic.
As shown in the upper right corner of Figure 1, points A and B are the two vertices of the blade, and the width of the rotor blade is AB. The rotor rotates at the same angular velocity. When [image: image], the maximum micro-Doppler frequency-shift is generated due to the influence of the length of the rotor blade, and its magnitude is
[image: image]
However, when the connection between rotor apex A and rotor blade rotating center O is perpendicular to the radar line of sight (OA is perpendicular to the radar line of sight), the micro-Doppler frequency-shift generated by vertex B does not reach the maximum value. When OA rotates [image: image] angle, the linear velocity direction of vertex B is parallel to the radar line of sight direction and the micro-Doppler frequency-shift reaches the maximum value. According to Eq. 4, the maximum frequency-shift of the micro-Doppler is related to L. The distance between vertex A and B and rotor blade center O is the greatest. Therefore, in this process, the micro-Doppler frequency-shift gradually decreases from the maximum frequency-shift at point A to the minimum value at the center point AB and then increases gradually to the maximum value at point B, that is, two peak values appear, and the time taken to generate the two peak values is the time taken for the angle change [image: image], which is called the peak time-shift [image: image] in this study, and
[image: image]
SIMULATION ANALYSIS OF THE ECHO SIGNAL FOR THE ROTOR BLADE
As shown in the small diagram in Figure 1, the larger the width of the rotor blade is the bigger the phase [image: image] of the corresponding rotation center o is. Combining with Eq. 5, it can be found that under the condition of the same rotation frequency of the rotor, the larger the [image: image] is the longer the rotor rotates around the whole width. To verify that the simultaneous peak effect of the rotor blade width contributes to the micro-Doppler echo is more intuitive, the rotor blade width was simulated with equal columns of the 0.06-m interval based on the fixed rotor blade length. The numerical values are 0.18 m, 0.12 m, 0.06 m, and 0.01 m. The peak can be clearly seen in Figure 2A. There is a large distance between the two peaks. The peak of Figure 2B decreases relative to the peak in Figure 2A. Similarly, the peaks of Figures 2C,D gradually decrease relative to the previous simulation time–frequency map. The width relative to the length of the rotor blade can be considered a line when the width ratio of the rotor blade is 40:1:1. The same results, as in [18–20] linear modeling, correct the results of this study. Table 1 shows the parameters used in the simulation, in which the results are shown in Figure 2.
[image: Figure 2]FIGURE 2 | Time–frequency diagram of the different rotor widths. Length: width: height (A) 40:30:1. (B) 40:20:1. (C) 40:10:1. (D) 40:1:1.
TABLE 1 | Echo signal simulation parameters of the rotor single blade.
[image: Table 1]The laser micro-Doppler echo signal formed by the rotor blade rotation is a time-varying nonstationary signal. Then, the original time–frequency diagram can be obtained. However, the data span ambassador in the original time–frequency map has a large dynamic range using the log compression dynamic range. Meanwhile, the points in the time–frequency map are discrete, and Gaussian smoothing is taken and filtered.
Figure 2 shows that the simulation time–frequency diagram changes periodically and the time spectrum is a visually twisted rope, completing four cycles within a second, which expressed the rotation of the rotor as 4 HZ. As can be seen from Figure 2A, there are two peaks at the peak location in one cycle. In Figure 2A, the physical quantity of abscissa is time, the physical quantity of ordinate is micro-Doppler frequency, and the maximum micro-Doppler frequency shift generated at the peak is 11 MHz. The interval between the two peak values is the time-shift. When the aspect ratio decreases in equal proportion, the time-shift decreases with the decrease of rotor width. As shown in the simulation time–frequency diagram, according to the proportional relation of the aspect ratio, the width of the rotor blade in Figure 2A is the largest, and the corresponding time-shift is larger. When the rotation frequency is the same, the longer it takes for the vertex at one end of the width to reach the peak formed by the other vertex the larger the interval between the two peaks and the bigger the time-shift. The aforementioned simulation verification and analysis show that the time-shift effect does exist and the time-shift method can be used to estimate the width of the rotor blade.
ROTOR SIZE ESTIMATION BASED ON THE PEAK TIME-SHIFT METHOD
It can be seen from the aforementioned section that the echo signal time–frequency diagram will show a peak time-shift due to the influence of rotor width. In this section, the time-shift method will be used for parameter estimation and error analysis of the rotor width and aspect ratio.
Rotor Width Estimation
Assuming that the pitch angle of the rotor is 30°, the rotation frequency f0 = 4 Hz, and the maximum micro-Doppler frequency-shift corresponding to the length of the rotor is [image: image], the length of the rotor can be obtained from Eq. 4 as follows:
[image: image]
The ratio of length to width of the selected rotors in this study is not less than 3:1, in which the width can be approximated as [image: image]. Combining Eqs 5, 6, the width can be obtained as follows:
[image: image]
The simulation results show that the thickness of the rotor blade has no contribution to the maximum micro-Doppler frequency-shift, rotation frequency, and waveform envelope in the time–frequency diagram after processing. Therefore, this article does not study the correlation effect of rotor blade thickness. In the simulation calculation of the contribution of the rotor blade size to echo signal, the width is changed by adjusting the aspect ratio, and the thickness of the rotor is set as 1/40 of the length. According to Eq. 7, the width of the rotor blade determines the peak ([image: image]) in the time–frequency diagram. According to the characteristics of the time–frequency diagram, the rotor blade rotation frequency [image: image] and the maximum micro-Doppler frequency-shift [image: image] can be extracted as shown in Figure 3A.
[image: Figure 3]FIGURE 3 | Rotor size estimation based on the peak time-shift method. (A) Flow chart of the blade width extractional algorithm. (B) Relationship between estimated width and actual width. (C) Width estimation error.
The laser micro-Doppler echo signal formed by the rotating rotor blade is transformed into the original time–frequency diagram by a short-time Fourier transform. The original time–frequency map has some disadvantages, such as less low-frequency details reserved, low contrast between time–frequency features and background, unsmooth edge leading to time–frequency spectrum repetition period, and the unclear edge of the outer envelope. Logarithmic transformation and Gaussian filtering are used to smooth the edge noise of the original time–frequency graph in order to compress the dynamic range of the data while increasing the low-frequency details, and the time-spectrum envelope is clearer.
The outer envelope function of the time–frequency diagram is extracted, and its derivative is used to calculate the maximum value of the function. The outer envelope function takes time as a variable, and the maximum value of the function is the maximum frequency-shift of micro-Doppler. According to the maximum value of the envelope function, the corresponding occurrence time is calculated. The two nearest adjacent maximum values and the corresponding time interval are the peak value of the micro-Doppler frequency-shift and its corresponding time-shift, respectively.
Substituting the laser wavelength [image: image] nm, [image: image] rad/s, sampling rate 10,000, and pitch angle [image: image]°into Eq. 7, the results are shown in Table 2. The length of the simulation setting is 0.24 m. According to the equivalent length–width ratio of the real rotor blade between 4:1 and 16:1, the width value of the rotor blade is set to be between 0.08 and 0.015 m. Based on this, this study extracted the width of the rotor blade in turn based on the peak method and the equal difference decreasing law of the width of the rotor blade. The average value of the peak value ([image: image]) and time-shift ([image: image]) in each cycle of the time–frequency diagram of each group of experiments was calculated and recorded. The extraction results are shown in Table 2.
TABLE 2 | Width estimation results.
[image: Table 2]The relationship between the estimated width and the actual rotor width can be obtained according to Table 2, as shown in Figure 3B. The line is the linear fitting result of the estimated width. The slope of the line is 1.016 and the sum of squares of residuals is 5.37 × 10−7, which is extremely linear, indicating that the estimated result is consistent with the real width value.
The width estimation error obtained from Table 2 is shown in Figure 3C. The red dotted line and black dotted line are cubic spline interpolation curves of the width estimation error of the rotor blade. When the length is constant, the vibration amplitude increases with the increase of the width from 0.015 to 0.045 m and decreases with the increase of the width from 0.045 to 0.080 m. Similarly, the extraction result of the width of the rotor blade is related to the length–width ratio of the rotor blade. The higher the length–width ratio of the rotor blade, the smaller the time-shift of the time–frequency diagram formed. Due to the influence of time resolution, the larger the extracted time-shift ([image: image]) error is the larger the estimated error of the rotor blade is. The amplitude of the error vibration decreases slowly. In other words, when the actual width is large, the absolute error is enormous too, but not more than 1 mm. The relative error fluctuates around 1.09%, and the maximum relative error is less than 2%. In conclusion, the time-shift method proposed in this study can estimate the rotor width accurately, and the estimation results have high credibility.
The main error sources of width estimation in this study are as follows:
1) Discrete error: In the process of modeling, the model is gridded; in a word, the model is dispersed. The degree of model dispersion will have a certain influence on estimation accuracy. The more the grid dividing the higher the estimation accuracy is recognized and the smaller the error will be. The discrete error is inevitable, so this study minimizes the error as far as possible within a reasonable range.
2) Maximum frequency-shift extraction error: Because there is no absolute edge in the time–frequency graph and the frequency resolution in this study is 0.01 MHz, there is an error in the extraction of the maximum frequency-shift of the micro-Doppler, which leads to the error of width estimation.
3) Time-shift extraction error: Because the peak time-shift generated by the smaller rotor width is relatively small, the time resolution in this study is 0.1 ms, and it is difficult to accurately extract the time difference between the two peak values, so the error is generated.
Estimation of the Rotor Aspect Ratio
According to Eq. 7, the estimated width is related to the pitch angle. However, the real situation is the generally unknown pitching angle, so it is hard to estimate the width directly. Combined with Eqs 6, 7, we can get
[image: image]
As shown in Eq. 8, the expression of the aspect ratio of the rotor only includes the rotation speed [image: image] and the time-shift [image: image], which has nothing to do with the pitch angle parameter. In other words, the aspect ratio of the rotor can also be solved by the unknown pitch angle. The simulation calculation is carried out according to the following process, and the estimated results of the time-shift rotor aspect ratio are shown in Table 3.
TABLE 3 | Estimation results of the aspect ratio.
[image: Table 3]The flow chart of the rotor aspect ratio estimation algorithm based on the time-shift method is shown in Figure 4A The relationship between the estimated aspect ratio and actual aspect ratio is drawn according to Table 3, as shown in Figure 4B. The red dot is the estimated aspect ratio of simulation, and the black line is the linear fitting result of the real ratio and estimated ratio. The straight slope is 1.007, and the sum of squares of residual errors is 0.029. The results show that the simulated aspect ratio is close to the set aspect ratio. The absolute and relative errors of the estimated aspect ratio are shown in Figure 4C. The red curve and green curve are the cubic spline interpolation results of the absolute and relative errors, respectively. It shows that the absolute error of the estimated aspect ratio fluctuates between 0 and 0.2, while the absolute error shows a rising trend with the increase of the aspect ratio. Similarly, the relative error increases with the increase of the aspect ratio, and the actual maximum relative error is only 1.6%. Similar to the width estimation, the estimation error of the aspect ratio mainly comes from the discrete error introduced by model meshing and the extraction error of time-shift, while the extraction result of frequency-shift does not affect the estimation of the aspect ratio. Therefore, the relative error of the estimation result of the aspect ratio is smaller than that of the width estimation result. It can be seen from the aforementioned analysis that the time-shift method proposed in this study has a good effect and high credibility in the estimation of the rotor aspect ratio parameters.
[image: Figure 4]FIGURE 4 | (A) Flow chart of the rotor aspect ratio estimation algorithm based on the time-shift method. (B) Relationship between the estimated aspect ratio and actual aspect ratio. (C) Estimation error of the aspect ratio.
EXPERIMENTAL VERIFICATION OF UAV PARAMETER ESTIMATION
Different types of rotor UAVs have different rotor blade size information, but the same type of rotor UAVs has the same size information. The micro-Doppler echo signal formed by rotor blade rotation of the same UAVs carries the same information. Based on this, a single rotor blade contains the micro-Doppler echo information formed by all the rotor blades. The rotor UAVs can be recognized by extracting the information of a single rotor blade. The equivalent width and aspect ratio of rotor blades are important parameters to identify UAVs with different signals. In this study, the equivalent width and length–width ratio of the rotor are extracted by the following experimental devices, and the correctness of the simulation experiment is verified.
Figure 5 is a schematic diagram of a UAV rotor blade parameter estimation experimental device. The laser beam from the 100-mW seed laser is divided into signal light and intrinsic light using a fiber beam splitter. The signal light with 90% of the total power is reflected after irradiating to the target of the rotor blade through the transmitting optical system. The reflected micro-Doppler echo signal is transmitted to the optical fiber buncher through the receiving optical system, that is, the Eigen light incident acousto-optic modulator with a frequency-shift of 70 MHz. The outgoing light passes through the fiber attenuator and enters the fiber buncher. The two beams are mixed in the fiber combination and transmitted to the balance detector to form heterodyne interference and retain the difference frequency part. The optical signal is converted into an electrical signal collected by the acquisition card. Finally, the time–frequency diagram is obtained by computer processing.
[image: Figure 5]FIGURE 5 | Schematic diagram of the rotor blade echo experiment.
In this experiment, the pulsed lidar at 70 GHz was used. The distance between the laser and target is 80 m, and the spot diameter of the laser beam is about 3 cm. The number of revolutions of the motor is 500 r/min, and the target rotating the power supply voltage is 6 V. Figure 6 shows the time–frequency diagram obtained using experimental measurements when the equivalent length–width ratio of rotor blades is 3:1. The length and width of a single blade of the rotor are 9 and 3 mm, respectively, and its rotation frequency is 1.59 Hz. The time–frequency diagram after data processing mainly comprises two parts: the main part with the envelope of the micro-Doppler echo signal formed by the rotation of the rotor blade and the irregular burr edge part formed by noise. In the time–frequency diagram, the two vertical lines are the peaks formed by the two tip points of the rotor width, and the optimal envelope function in the time–frequency diagram is extracted, and the maximum frequency-shift of the rotor and the corresponding t are calculated through several iterations. The five groups of data were averaged for each group, and the time when the peak occurred and the corresponding maximum frequency-shift were recorded. The experimental and simulation results are as follows:
[image: Figure 6]FIGURE 6 | Experimental result of the time–frequency diagram.
As the accuracy of the simulation is higher than that of the experiment, it can be concluded from Table 4 that the maximum relative error of rotor width recognition is 3.33%, and the maximum relative error of the aspect ratio is 4.52%. The aforementioned comparison results prove the feasibility of the UAV parameter estimation method proposed in this study, which can accurately extract the rotor width and aspect ratio.
TABLE 4 | Comparison between experimental results and simulation results.
[image: Table 4]CONCLUSION
Aiming at the problems of low spatial resolution and few parameters of the rotor UAVs identified by the microwave radar, this study proposes a method for identifying the rotor UAV blade parameters based on the peak time-shift method and high spatial resolution lidar. To solve the problem of the lack of rotor geometric structure information in single-point scattering modeling of rotorcraft UAV identified by the microwave radar, a rectangular multipoint scattering geometric model is established in this study. This method can identify two crucial parameters of rotorcraft UAV, rotor width, and aspect ratio with high accuracy.
Based on the established multipoint scattering rotor echo model, the contribution of rotor width to the micro-Doppler echo signal is studied theoretically, and the existence of the time-shift effect is verified using theoretical analysis and simulation. Based on the relationship between the contribution of rotor width to the echo and the time-shift effect, the UAV parameter estimation method based on the time-shift effect is proposed. The estimation accuracy of the rotor width is 98 and 93%. The aspect ratio of the UAV rotor is extracted using the time-shift method. The results show that the relative errors of the aspect ratio of the UAV rotor identified by the simulation and experiment are less than 1.6 and 4%, respectively. This study proposes a new parameter estimation method for laser micro-Doppler identification of rotorcraft UAVs and provides a theoretical and technical basis for further identification of details and structural parameters of rotorcraft UAVs.
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The concentration of smoke in an environment can cause obvious interference to visible light intensity imaging, and it is a non-negligible factor in the polarized imaging of ground-based targets. Smoke particles cause severe scattering of photon intensity, resulting in polarization. In this case, low-visibility targets can be effectively identified by detecting the polarization dimension of targets. However, the polarization transmission of smoke in an environment is unclear, and the theoretical simulation lacks experimental reliability verification. To study this problem, this study constructs a polarization transmission model in a smoke environment and simulates and analyzes the scattering of visible polarized light at 450, 532, and 671 nm under different smoke densities. The optical thickness is determined to establish a reliable connection between the simulation and the external field long optical path test and verify the transmission of polarized light. Results show that the method has a 60% confidence in the polarization transmission model. With the increase in optical thickness, the degree of polarization (DOP) of the three wavelengths in the visible light band decreases, and the DOP of each polarized light decreases. No obvious difference is found between the DOPs of circularly polarized light at 450 nm and linearly polarized light. The DOP of circularly polarized light at 532 nm is 1–5% higher than that of linearly polarized light, 1–10% higher than that of the outdoor test, 1–5% higher than that of circularly polarized light at 671 nm, and 2–15% higher than that of the outdoor test. Therefore, the shorter the wavelength in the visible band, the higher the DOP. With the increase in wavelength, the polarization characteristics of circularly polarized light are gradually better than those of linearly polarized light.
Keywords: smoke environment, long optical path, optical thickness, polarization, visible laser
INTRODUCTION
With the development of intelligent transportation and navigation, the demand for optical sensors that can penetrate a strong scattering environment has increased. At present, the low-visibility conditions caused by haze lead to frequent traffic accidents, abnormal airplane landings, and navigation ship accidents. Such scenarios have a significant economic impact, cause a huge waste of human, material, and time resources, and limit the development of transportation, aviation, navigation, and other fields [1, 2]. Haze poses a major safety challenge to the spatial perceptive ability in these fields and thus must be effectively detected in low-visibility environments, such as a car driving on a foggy road, a plane trying to land in the fog, or a ship in the sea fog [3–6].
The emission of a large number of fine particles can cause haze easily. Using the persistence and memory of visible polarized laser can effectively improve the action distance of the scattering environment, which has aroused the interest of researchers. Recently, polarimetric imaging has been widely exploited in target detection [7, 8], remote sensing [9, 10], and biomedical imaging [11, 12].
This study aims to characterize the propagation of polarized laser in different bands in a real haze long optical path environment. Our previous work simulated the polarization change of a short optical path linearly polarized laser in an oil mist particle environment and showed that linearly polarized laser in different bands is sensitive to concentration change. In the present work, we determine the characteristics of laser polarization with haze concentration change combined with numerical simulation and real long optical path haze environment test. In addition, we summarize the polarization transmission law of multiple band and polarization states.
Considering the lack of polarization characteristic tests in a real haze environment, few studies have shown the transmission law of polarized laser in haze environments with different concentrations. In addition, the influence of visibility on polarization characteristics in real haze weather remains unclear to date.
Most previous studies performed the numerical simulation of the polarization characteristics of fog particles or the indoor simulation of a fog environment with a short optical path and a single wavelength.
Wu analyzed the influence of a 550-nm laser on the polarization of dust particle and dig particle’s Muller matrix. The depolarization coefficient of dust particles was 0.6, and that of dig particles was 0.8. Dust particles have stronger depolarization than dig particles, which means that when illuminated by polarized light, dust particles produce scattered light with less polarization than dig particles. However, an analysis of the influence of the concentrations of dust and dig particles on polarization remains lacking [13]. John D. van der Laan simulated the evolution of circular and linear polarization in a polystyrene microsphere environment model with particle diameters of 0.1, 2.0, and 3.0 µm and an illuminating wavelength of 543.5 nm [14]. Xiangwei Zeng expressed the transmission distance by the relative distance of particles at the band of 0.5–4.2 μm. The circular linear polarization difference at a 0–1.5 relative distance of a single particle was numerically simulated [15]. Using the fog particle distribution model, D. Vander and J.B. Wright studied changes in the polarization degree (DOP) of 0.4- to 1.2-μm circularly polarized light with a wavelength under optical thicknesses of 5, 10, and 15 [16]. Ryan investigated the depolarization of a linearly polarized 514-nm wavelength beam through 1 m of laboratory-generated fog [17]. Their work was limited to a single fog concentration. Jinkui Chu et al. experimentally explored polarization state persistence through the polystyrene microsphere turbid liquid environments of 530-nm particles at varying concentrations. The scattering solution was held in a glass cubic cuvette at a length of 2.6 cm. At different concentrations, circularly polarized light had superior polarization state persistence to linearly polarized light [18]. Vanitha Sankaran analyzed the polarization discrimination of 632-nm coherently propagating light in polystyrene samples placed in a 1-cm path-length glass cuvette to simulate turbid media. The results indicated that polarization was maintained even after unpolarized irradiance through each sample had been extinguished by several orders of magnitude [19].
These studies produced a useful conclusion on polarized light propagation. However, polarization transmission characteristics in a real haze environment remain difficult to determine because they are carried out in well-established and well-controlled environments. In fact, the combined effects of changes in the density and size of particle scatterers in haze environments and changes in atmospheric conditions are difficult to model in the laboratory.
In the present study, we use the optical thickness to characterize and unify the haze concentration of the real ground haze environment and the simulated haze environment, obtain the variation law of laser polarization characteristics in different polarization states, find the detection laser wavelength and polarization state suitable for different concentration haze environments, establish the polarization transmission model around the optical thickness, and verify the model by performing a real field long path polarization test. These works are helpful to study the effects of different optical thicknesses on the transmission characteristics of different polarized lasers. The circular polarization and multiple linear polarizations of different wave bands are sensitive to the change in real haze concentration.
This article is organized as follows. Monte Carlo Method of Particle Swarm Optimization covers the background of polarization and the polarization-tracking Monte Carlo simulations. Numerical Results for Polarization Characteristics describes the smog environments of interest, including their particle distributions. Experiments presents general comments about the transmission results and details the results for each polarization at wavelengths ranging from 450 to 671 nm and over increasing optical thickness/range. Conclusion concludes that circularly polarized light maintains its signal better than linearly polarized light through the 450-, 532-, and 671-nm bands.
MONTE CARLO METHOD OF PARTICLE SWARM OPTIMIZATION
Concentration Characterization of Polarized Scattering of Smoke Particles
When visible light is transmitted in smoke particles, the Stokes parameter of reaction polarization characteristics is calculated as follows [20]:
[image: image]
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The matrix element of the scattering phase function matrix of soot particles and its expression can be written as follows:
[image: image]
where [image: image] is the logarithmic particle spectrum distribution of transmission medium particles, and it can be expressed as follows:
[image: image]
where [image: image] is the logarithmic particle spectrum distribution; [image: image] is the number of aerosol particles per unit volume of air (number/ [image: image] ), which represents the concentration of particles; [image: image] is the geometric mean radius; and [image: image] is the geometric standard deviation. The relationship between particle concentration and Stokes parameter can be obtained; in other words, the relationship between particle concentration and polarization characteristics can be obtained. However, it is hard to obtain the number of aerosol particles in the actual environment. Thus, we hierarchically describe the transmission medium by optical thickness. The relationship among particle spectrum distribution, scattering coefficient, and absorption coefficient is shown as follows:
[image: image]
where [image: image] is the scattering coefficient, [image: image] is the absorption coefficient, and [image: image] is the extinction coefficient. The relationship between extinction coefficient and particle spectrum distribution is shown as follows:
[image: image]
According to Beer’s law, the relationship between optical thickness [image: image], transmission distance S, and extinction coefficient [image: image] is shown as follows:
[image: image]
where Q is the extinction factor. The aforementioned formula shows that different concentrations of smoke can be represented by the optical thickness [image: image], and Q is directly proportional to the optical thickness. The aforementioned formula can be achieved by changing the optical thickness in the Monte Carlo transmission model. The optical thickness can also be controlled in the experiment, and the extinction factor can be calculated by the Monte Carlo polarization transmission model of smoke particles. Therefore, using the optical thickness to characterize the concentration of smoke particles can connect the experiment with the simulation.
Relational Model Between Smoke Particle Concentration and Polarization Transmission Characteristics
The reference plane is defined as shown in Figure 1. The yellow line and the direction of photons at the scattering point determine the propagation direction of photons. The included angle between them is the scattering angle. The X-axis, Z-axis, and scattering plane constitute the reference plane before and after scattering. For every scattering that occurs, the Stokes component must be adjusted to make the reference plane a new reference plane.
[image: Figure 1]FIGURE 1 | Definition of reference plane.
After defining the reference plane, we set the scattering coefficient [image: image], absorption coefficient [image: image], extinction coefficient of atmosphere [image: image], incident wavelength of laser [image: image], particle diameter [image: image], particle complex refractive index m, and initial values of Stokes parameters of light with different polarization states. Photons are incident in the positive direction of the z-axis. The initial position [image: image] is (0, 0, 0), and the initial direction cosine D0 is (0, 0, 1). The polarization reference plane is composed of an x-axis and a z-axis. We define the initial Stokes parameters of photons and set each Stokes parameter after scattering to 0.
The step length of particle transmission is the photon free path, and the relationship between optical thickness and photon free path is given as follows:
[image: image]
Once the photon free path is determined, the photons move. The current location [image: image] and transmission direction [image: image] determine that the coordinate [image: image] of the next scattering point reached by the photon is given as follows:
[image: image]
Whether the photon emits the boundary determined by the reference plane is determined according to the coordinate position. If it emits the boundary determined by the reference plane, the Stokes parameter of the photon is calculated. By contrast, the Stokes component must be adjusted to make the reference plane a new meridional plane, and then the particle radius must be selected again.
After photons collide with particles, the sampling of the scattering angle [image: image] and azimuth angle [image: image] is obtained from the joint probability density function (PDF), and the relationship between the function PDF and incident light’s Stokes component [image: image] is follows:
[image: image]
where [image: image] and [image: image] are the corresponding elements in Mueller matrix [image: image] of spherical particles:
[image: image]
[image: image] have the following relationship with scattering amplitude values [image: image] and [image: image]:
[image: image]
The energy weight of photos after n times of scattering becomes:
[image: image]
When the photon energy weight is lower than a certain threshold (i.e., [image: image]) or fly away from the boundary, the photon transmission is terminated. When a photon is emitted from the boundary of the polydisperse system, its Stokes vector must undergo the last rotation to ensure that the reference plane is the same as the plane where the detector is located, and the rotation angle is follows:
[image: image]
The reflection mode takes a positive sign, and the transmission takes a negative sign. Due to different scattering paths, the time of photons arriving at the detector is different. For a beam whose polarization component is shaped like [image: image], the time-domain polarization degree is defined as follows:
[image: image]
The total polarization degree of the scattered beam is defined as Eq. 15, where [image: image], [image: image], [image: image], and [image: image] represent the cumulative values of photon polarization components arriving at the detector at different times.
According to Eqs 7, 8, 13, and 15, after substituting the changes in the optical thickness τ and extinction factor Q into the Monte Carlo polarization simulation of smoke particles, the original free path, scattering angle and azimuth sampling, and photon energy weight also change. Finally, an improved relationship model between smoke particle concentration and polarization transmission characteristics can be obtained.
NUMERICAL RESULTS FOR POLARIZATION CHARACTERISTICS
Environments
When winter comes in December, northern China starts heating, and the haze weather is the most serious. At this time, the climate is dry with minimal precipitation, which can almost eliminate the impact of humidity on aerosol particles. Soot particles are the main factor affecting visibility. The PM10 index is the highest in the whole year, and the particle content of 0.8–1.1 µm is the highest [21]. The relationship between particle size and concentration is displayed in Figure 2.
[image: Figure 2]FIGURE 2 | Distribution of PM10 particle size content in winter.
In this study, the physical parameter of optical thickness is used to unify the visibility of a real haze environment and the concentration of simulated haze. Thus, the two results can verify each other. The visibility of the real haze environment is tested as follows.
The relationship between visibility [image: image] and transmittance [image: image] is shown in Eq. 16:
[image: image]
The relationship between transmittance [image: image] and optical thickness [image: image] can be obtained according to the Beer–Lambert Law:
[image: image]
Eqs 16, 17 are combined to obtain the conversion formula of visibility and optical thickness:
[image: image]
Thus, the relationship between outdoor visibility and optical thickness under different central wavelengths is shown in Table 1.
TABLE 1 | Comparison between outdoor visibility and optical thickness.
[image: Table 1]Simulation Results and Analysis
We simulate the polarization characteristics of six types of polarized light passing through the real smoke environment. PM 1 µm particle size with the largest distribution percentage in smoke particles is up to more than 50%, so we select the simulated smoke particle radius 1 µm, and the refractive index is 1.53 + 0.008i, and the number of particles set during simulation is 106. The smoke particles adopt the logarithmic particle spectrum distribution, and the optical thickness is measured according to the real smoke environment. The polarization states of simulated polarized light are 0°, 45°, 90°, 135°, left-handed circular polarization, and right-handed circular polarization. The simulation results are shown in Figures 3, 4.
[image: Figure 3]FIGURE 3 | Simulation curves of polarization transmission characteristics at different wavelengths:(A) 450 nm, (B) 532 nm, and (C) 671 nm.
[image: Figure 4]FIGURE 4 | Simulation curves of polarization transmission characteristics of different polarization states:(A) 0°, (B) 45°, (C) 90°, (D) left-hand rotation, and (E) right-hand rotation.
As shown in Figures 3A–C, the DOP changes of left-handed and right-handed circularly polarized light are consistent, and the DOP changes of the three linearly polarized light are also consistent. It can be seen that because the DOP difference between left-handed circularly polarized light and right-handed circularly polarized light is less than 1%, the DOP curves of the two overlap; the DOP difference of 0°, 45°, and 90° linearly polarized light is less than 1%, resulting in the three DOP curves overlapping. The DOP difference between circularly polarized light and linearly polarized light in a thick smoke environment (the optical thickness after stabilization is greater than 1.0) is more obvious than that in a thin smoke environment (the optical thickness after stabilization is 0.3–1) because circularly polarized light has better polarization-maintaining ability. When the polarized light passed through the smoke, it would cause multiple scattering, and multiple scattering would cause depolarization. As the concentration increased, multiple scattering increased, then there would be more polarized light depolarized. With the increase in wavelength, the polarization characteristic of circularly polarized light is better than that of linearly polarized light. At 450 nm, the difference between circularly polarized light and linearly polarized light is not obvious; at 532 nm, the DOP of circularly polarized light is approximately 10% higher than that of linearly polarized light; at 671 nm, the DOP of circularly polarized light is approximately 20% higher than that of linearly polarized light. In the case of a long wavelength, the polarization-maintaining characteristic of circularly polarized light is better than that of linearly polarized light. However, with the increase in optical thickness, the DOP of the outgoing polarized light of the three wavelengths decreases gradually. When the concentration increases, the number of collisions of photons in the transmission medium increases, resulting in depolarization.
Figures 4A–E represent the variation curve of polarization with visibility when the incident polarized light is divided into 0° linear polarized light, 90° linear polarized light, 45° linear polarized light, left-handed circular polarized light, and right-handed circular polarized light. The DOP at 450-nm wavelength is higher than those at 532- and 671-nm wavelength. This result can be ascribed to the fact that the reflectivity of smoke increases with the increase in wavelength in the visible band [22], and the relationship between spectral reflectivity and spectral DOP is inversely proportional. Therefore, the DOP at 450-nm wavelength is higher than that at 671-nm wavelength. The aforementioned simulation results show that in the visible band, the shorter the wavelength, the higher the DOP, and the polarization-maintaining characteristic of circularly polarized light is more obvious when the wavelength is longer.
EXPERIMENTS
Experimental Setup
We designed a series of experiments to compare the polarization state change of parallel linearly and circularly polarized light interacting with scattering media. The experimental scheme is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Experimental scheme.
The test in the real haze environment and experimental scenario is shown in Figure 6. Polarized light modulation is performed, and the distance between the transmitting and receiving ends is 1 km. A multiband laser beam (450, 532, 671 nm) is launched and polarized as the input to pass through scattering media and be collected by a detector. An attenuator and a quarter wave plate are sequentially placed in front of the laser source to produce uniformly circularly polarized light. A pass-through polarizer (labeled P1) and a quarter wave plate (labeled Q1) are placed in front of the laser source successively to obtain five types of stable polarized light, namely, 0° linear polarized light, 45° linear polarized light, 90° linear polarized light, left-handed circularly polarized light, and right-handed circularly polarized light. Linearly polarized (without using Q1) or right/left circularly polarized light is obtained by rotating them to different positions. The aforementioned six polarized lights pass through the smoke and dust atmospheric environment with a different visibility of 1 km. The prism at the receiving end divides the collected polarized scattered light into two channels. One channel records the changes in the polarization state and DOP through the polarization state-measuring instrument, and one channel reaches the optical power meter through a quarter wave plate, polarizer, and filter, which are used to calibrate and verify the accuracy of output light.
[image: Figure 6]FIGURE 6 | (A)Distance between field test sites is 1 km; (B) experimental scene light path diagram.
The transmission band of the polarizer is 400–700 nm, the transmittance of each wavelength can reach more than 80%, the extinction ratio is 1,000:1, and the actual output power of the laser is 49.99 mw (the output wavelengths are 450, 532, and 671 nm).
Measuring Method
The polarized light with different polarization states generated by the transmitting end is scattered by the real smoke environment and divided into two beams by the light splitting prism. One beam enters the polarization state-measuring instrument, and the other enters the optical power meter. The polarization information of a monochromatic plane wave can be characterized by four Stokes parameters: [image: image], [image: image], [image: image], and [image: image]. Full polarization information can be obtained using the rotation of polarizer and wave plate at different angles. [image: image] is the included angle between the fast axis and the horizontal direction, and [image: image] is the magnitude of the phase delay. The two are multiplied to obtain the actual Muller matrix of the polarizer, and then the final outgoing light intensity is multiplied by the incident Stokes vector as follows:
[image: image]
The aforementioned formula indicates that the four Stokes vectors [image: image], [image: image], [image: image], and [image: image] can be calculated by measuring the light intensity in any four directions. The angles selected in this study are 0°, 60°, and 120°. After calculation, the incident Stokes vector can be obtained as follows:
[image: image]
The circular polarization component is added to the measurement method to realize the full polarization characteristic measurement of the target and compensate for the error caused by the previous polarization characteristic measurement only for the linear polarization component.
Experimental Results and Discussion
The transmission experiment of polarized light with three wavelengths and six polarization states is carried out under seven visibility environments. According to the relationship between optical thickness and outdoor visibility in Table 1, the researchers tested and recorded the polarization characteristics data under different visibility conditions. Figures 7, 8 data are the statistical results of the 1-month test on polarization characteristics in different visibilities. The experimental results are plotted, as shown in Figures 7, 8.
[image: Figure 7]FIGURE 7 | Field test curves of polarization transmission characteristics at different wavelengths:(A) 450 nm, (B) 532 nm, and (C) 671 nm.
[image: Figure 8]FIGURE 8 | Field test curves of polarization transmission characteristics of different polarization states:(A) 0°, (B) 45°, (C) 90°, (D) left-hand rotation, and (E) right-hand rotation.
As shown in Figures 7A–C, the DOP changes of left-handed and right-handed circularly polarized light are consistent, and the DOP changes of the three linearly polarized light are also consistent. It can be seen that because the DOP difference between left-handed circularly polarized light and right-handed circularly polarized light is less than 3%, and the DOP curves of the two overlap; the DOP difference of 0°, 45°, and 90° linearly polarized light is less than 3%, resulting in the three DOP curves overlapping. With the increase in wavelength, the polarization characteristic of circularly polarized light is better than that of linearly polarized light. At 450 nm, the difference between circularly polarized light and linearly polarized light is not obvious. At 532 nm, the DOP of circularly polarized light is 1–10% higher than that of linearly polarized light. At 671 nm, the DOP of circularly polarized light is 2–15% higher than that of linearly polarized light.
The three groups of wavelength field test data in Figures 7A–C) show that for any polarized light of any wavelength, the DOP decreases gradually with the increase in transmission environment concentration. This result can be ascribed to the fact that the polarized light belongs to multiple scattering when passing through the smoke. In addition, the higher the smoke concentration, the higher the scattering times, the more the backscattering will increase, and the more the depolarization of polarized light occurs. When the concentration is low, the forward scattering of polarized light increases. Thus, the DOP will be greater than that when the concentration is high. In the visible light band at 450 nm, the DOP of circularly polarized light is close to that of linearly polarized light. The DOP of 532-nm circularly polarized light is slightly higher than that of linearly polarized light by 1–10%. Moreover, the higher the concentration, the more obvious the difference between the DOPs of circularly polarized light and linearly polarized light. The DOP of circularly polarized light is gradually higher than that of linearly polarized light. When the wavelength of polarized light increases to 671, the outgoing polarization degree of circularly polarized light is higher than that of linearly polarized light by 2–15% at all concentrations. This finding is consistent with the simulation results of concentration and polarized light transmission characteristics. With the increase in wavelength, the DOP of circularly polarized light is slightly higher than that of linear polarization. Therefore, if the polarization-maintaining characteristics of circularly polarized light are used, a long wavelength band must be used as much as possible because the polarization-maintaining characteristics of circularly polarized light of the same wavelength are better than those of linearly polarized light in this case.
Figures 8A–E show that in the smoke environment, the DOP at 450 nm of the five polarization states is higher than that at 532 and 671 nm. The simulation results of the change in DOP with dust concentration under different wavelength conditions are consistent.
The confidence between the test and simulation data is calculated as follows:
[image: image]
where [image: image] and [image: image] are the DOP values obtained by simulation and measurement under the same conditions. The simulation and measurement experiments are carried out for seven optical thicknesses, n = 7. Thus, the DOP confidence of five polarization states is calculated. The calculation results are as follows:
The confidence calculation results in Tables 2–4 show that in the visible band, the visibility is 0.6–10 km, the particle size is 0.7 µm, the particle refractive index is 1.53 + 0.008i, and the optical thickness is in the range of 0.3–8. The lowest confidence of the simulation model is 60.08%, and the highest is 83.58%. All confidence calculation results are greater than 60%, indicating that the results of the simulation model are reliable.
TABLE 2 | Calculation results of confidence of 450 nm polarized light simulation and test verification.
[image: Table 2]TABLE 3 | Calculation results of confidence of 532 nm polarized light simulation and test verification.
[image: Table 3]TABLE 4 | Calculation results of confidence of 671 nm polarized light simulation and test verification.
[image: Table 4]When testing the polarization characteristics in the field smoke environment, outdoor environmental factors such as wind force, temperature, and humidity will always affect the accuracy of the experimental measurement, resulting in inevitable errors in the data obtained from the field test. Therefore, in the subsequent experimental research, we should consider the outdoor environmental factors as variables to obtain the influence law of environmental factors on the experimental test to reduce errors. In addition, the simulation only focuses on the multiple polarization scattering characteristics of smoke particles with the same particle size. In the future, the external field and experimental research on the polarization characteristics of multiple particle sizes should be carried out.
CONCLUSION
In a smoke particle environment, the changes in polarization characteristics of visible polarized light transmitted through the medium are studied. By analyzing the size distribution of particles in a smoke environment, the polarization characteristic model of multiple scattering of polarized light in the visible band is established based on the Monte Carlo method, and the transmission characteristics of polarized light are studied by combining indoor and outdoor experiments. With the increase in optical thickness, the DOP at three wavelengths in the visible light band decreases, and the DOP of each polarized light decreases. No obvious difference exists between the DOP of circularly polarized light at 450 nm and linearly polarized light. The DOP of circularly polarized light at 532 nm is 1–5% higher than that of linearly polarized light, 1–10% higher than that of outdoor test, 1–5% higher than that of circularly polarized light at 671 nm, and 2–15% higher than that of outdoor test. Moreover, the DOP of the three wavelengths is always 450 nm > 532 nm > 671 nm. Therefore, the shorter the wavelength in the visible band, the higher the DOP. With the increase in wavelength, the polarization characteristics of circularly polarized light are slightly better than those of linearly polarized light. In the case of a long wavelength band, the polarization-maintaining characteristics of circularly polarized light at the same wavelength are better than those of linearly polarized light. In the follow-up work, we will carry out experimental research on the influence of particle size on polarization characteristics, expand the research scope to the near-infrared band, master the influence law of outdoor real environment on polarization characteristics, and provide a theoretical basis for the development of polarization imaging.
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Early accurate diagnosis and assessment severity of the hypoxic state of diabetic foot is of paramount importance. In this paper, a noninvasive monitoring method of the hypoxic state of the diabetic foot based on diffuse reflectance spectroscopy is proposed. Monte Carlo simulation method is used to imitate the effect on diffuse reflectance of the foot from different blood volume fractions and blood oxygen saturations. Moreover, the in vivo experiments of the hypoxic state of the foot based on the binding method is carried out using an integrating sphere system. Monte Carlo simulation results show that the diffuse reflectance of the foot under normal state and hypoxic state is significantly different. In vivo experimental results are highly consistent with the Monte Carlo simulation results. In vivo experiments further indicate that six characteristic wavelengths (440, 469, 514, 540, 560, and 576 nm) of the diffuse reflectance are more able to distinguish the normal oxygen state and hypoxic states of the foot. The proposed method promotes the development and application of the diffuse reflectance spectroscopy method in the noninvasive detection of biological tissue.
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1 INTRODUCTION
Diabetes mellitus (DM) is a metabolic disorder disease characterized by hyperglycemia. According to the statistics of the World Health Organization, the complications caused by DM are more than 100, involving diabetic retinopathy, diabetic nephropathy, and even death [1, 2]. Among these complications, the incidence rate of diabetic foot is as high as 25% [3]. The etiology of diabetic foot is extremely complicated. Peripheral arterial disease (PAD) plays a major role in the pathogenesis of diabetic foot, which has been generally recognized. PAD is a common finding in DM patients with diabetic foot complications and is associated with poor outcomes, such as amputation. PAD leads to vasoconstriction, which will block the vascular microcirculation, reduce the blood supply of the lower limbs, and finally generate foot infection and gangrene. Pay special attention to the oxygen assessment and blood perfusion of the vascular microcirculation of the foot, especially the changes of blood volume fraction and blood oxygen saturation, which is very important to monitor the deterioration degree of foot lesions. Timely diagnosis and treatment of the foot may even reverse the occurrence of foot complications in the preclinical stage. Doppler test [4], percutaneous oxygen tension [5], and angiography may be the most prevalent used approaches for clinically monitoring the blood oxygen status of the lower extremity vascular microcirculation in patients with DM. However, these methods not only rely on expensive instruments and professional knowledge to evaluate the vascular microcirculation state and blood perfusion in the diabetic foot, but also are difficult to judge these changes in real-time and quickly.
The diffuse reflectance spectroscopy (DRS) method uses optical analysis methods to obtain real-time optical information such as physiology, morphology, and composition of human tissue, which has become one of the main noninvasive research methods of human tissue. DRS method has been widely used to characterize normal and malignant states of different types of human tissues including colon [6], cervix [7], ovary [8], breast [9], liver [10], lung [11], and skin tumors [12]. Recently, the DRS method has been gradually applied to the study of diabetic foot. Kumar et al. [13] quantitatively measured localized blood volume fraction from various sites of the human foot sole by using the DRS. The investigation also illustrated that the blood volume fractions were different from four sites of the human foot sole. Anand et al. [14] implemented a DRS approach to monitor blood oxygenation of diabetic foot. This study mainly indicated the relationships among diffuse reflectance intensity measurements, tissue oxygenation, and wound healing process. However, these related studies only achieved the measurement of diffuse reflectance spectra of the diabetic foot in DM patients and studied a simple analysis of these spectra. Pathological analysis of diabetic foot is insufficient. In addition, for DM patients without diabetic foot complications, monitoring the diffuse reflectance spectra of the foot is also very important for preventing the occurrence and deterioration of diabetic foot. Lower extremities of DM patients with an early diabetic foot complication often suffer from numbness, weakness, and other symptoms [15, 16]. Unfortunately, these symptoms are often ignored due to no obvious wound on the surface of the DM patients’ foot. Due to lack of foot care, foot hygiene and minor wounds are underestimated, which further leads to the deterioration of foot ulcers. To our best of knowledge, the DRS method has not been demonstrated to be devoted to exploring the pathology of the hypoxic state of diabetic foot.
The purpose of our current research is to qualitatively determine the pathological mechanism of the hypoxic state of the diabetic foot by simulation and in vivo experiments. In this paper, Monte Carlo (MC) [17] simulation is implemented to imitate the hypoxic state of the foot. In the MC simulation experiments, a nine-layer skin model in terms of optical characteristics of the foot skin tissue is established. Combined with the skin tissue model, the hypoxic state of the foot is created by adjusting blood oxygen saturation and blood volume fraction. Based on the MC simulation experiments, the pathological mechanism of the hypoxic state of the foot is analyzed. The MC simulation results are further verified by in vivo experiments, i.e., binding the subjects’ toes with the elastic bands to imitate the hypoxic state of the foot. To elucidate the effect of changes in the hypoxia degree on the diffuse reflectance, experiments on the hypoxia degree in the toes are also performed. The pathological mechanism of foot hypoxia and the significance of foot hypoxia monitoring are indicated based on MC simulation and in vivo experiments.
2 MATERIALS AND METHODS
2.1 Monte Carlo Simulation
To accurately simulate the changes of the diffuse reflectance resulting from blood oxygen saturation and blood volume fraction of DM patients’ foot, an appropriate skin tissue model is required to establish. Due to the multi-layer structure and physiological characteristics of skin tissue, the establishment of the skin tissue model is extremely complex. The traditional three-layer tissue model is composed of epidermis, dermis, and subcutaneous tissue, which is simple and convenient to calculate. However, the traditional skin tissue model assumes that chromophores are uniformly distributed on the epidermis or dermis. Therefore, the traditional skin tissue model makes the simulation value deviate greatly from the truth value in terms of diffuse reflectance.
In this paper, we adopt the nine-layer skin tissue model designed by Maeda [18]. The epidermis and dermis of the nine-layer skin tissue model are finely divided on the basis of the three-layer traditional tissue model. Figure 1 shows the nine-layer structure of the skin tissue model. The stratum corneum (L1) is located above the epidermis. The epidermal layer is mainly composed of stratum granulosum and stratum spinosum (L2), and the stratum basale (L3). The dermis is under the epidermis and classified into five layers consisting of the papillary dermis (L4), subpapillary dermis (L5), upper blood net dermis (L6), reticular dermis (L7), and deep blood net dermis (L8), respectively. The subcutaneous tissue (L9) is under the dermis.
[image: Figure 1]FIGURE 1 | Illustration of nine-layer structure of skin tissue: stratum corneum (L1), stratum granulosum and stratum spinosum (L2), stratum basale (L3), papillary dermis (L4), subpapillary dermis (L5), upper blood net dermis (L6), reticular dermis (L7), deep blood net dermis (L8) and subcutaneous tissue (L9), respectively.
Each layer of skin tissue contains particular chromophores, which determines each layer of skin tissue with specific optical absorption properties. The baseline absorption of both epidermis and dermis is expressed by the following μa.baseline [19], approximated as a function of wavelength λ:
[image: image]
The absorption coefficient of the dermis depends on a minor baseline skin absorption (water, fat, and other absorption components) and a dominant hemoglobin absorption due to the cutaneous blood perfusion.
[image: image]
where Bf denotes blood volume fraction, S denotes the blood oxygen saturation. μa.oxy and μa.deoxy are the absorption coefficient of oxyhemoglobin and deoxyhemoglobin respectively, for the hematocrit Ht = 45% [20].
The chromophore of the epidermis is mainly melanin. The absorption coefficient of the epidermis is followed as:
[image: image]
where Mf denotes the melanin volume fraction and μa.mel denotes the melanin absorption coefficient. The values of Mf and μa.mel are from Ref. [21].
The fibrous components in the dermis such as collagen and elastin, are related to the scattering properties of the skin tissue. Scattering properties are the contributions due to Rayleigh scattering by the small-scale structure associated with the collagen fibers and other cellular structures and the Mie scattering by the large cylindrical dermal collagen fibers.
The reduce scattering coefficients of the Rayleigh scattering and Mie scattering can be written as [image: image] and [image: image], respectively.
[image: image]
[image: image]
The scattering theory of Eq. 4 and Eq. 5 comprehensively analyzes the relationship between wavelength and various components in skin tissue. The scattering coefficient of the epidermis and dermis can be approximated as a standard value by using the relation equation given by Gemert [22].
[image: image]
where the anisotropy parameter (g) of the epidermis and dermis is approximately written as:
[image: image]
The refractive index is given by Meglinski [23], and the tissue thickness is from the Das [24]. We adjust the above parameters of optical properties in each layer of skin tissue based on data from these empirical literature, and finally establish the skin tissue model of the foot. MC simulation is employed to simulate the diffuse reflectance spectra of the foot according to these parameters of optical properties.
2.2 Experiment Setup
A single integrating sphere system designed by our team to measure the diffuse reflectance spectra of the foot in vivo is shown in Figure 2. The single integrating sphere system mainly consists of a deuterium tungsten halogen light source (HYBEC, HBL-273) with the wavelength in the range of 190–800 nm, an integrating sphere (Aimealth Technology Co., Ltd., Beijing), a photomultiplier tube (Hamamatsu, R928) and a computer. The power of the single integrating sphere system is 20W. The light emitted from the halogen light is split through a monochromator in the beam-splitting system to emit light of a specific wavelength, and then reaches the sample port of the integrating sphere through a series of mirrors. Subsequently, the light reflected by the sample tissue, carrying the optical information of the tissue, undergoes a series of reflections and refractions in the integrating sphere, and is finally received by the photomultiplier tube. The photomultiplier tube transmits the received diffuse light to the computer. The computer processed the diffuse reflectance spectra of the foot under the control of the self-made spectroscopy software.
[image: Figure 2]FIGURE 2 | Scheme of the integrated single integrating sphere system (Left); Physical diagram of the single integrating sphere system (Right). The light emitted from the halogen light is split through a monochromator in the beam-splitting system to emit light of a specific wavelength, focuses on the incident port and reaches the sample port. Subsequently, the light reflected by the sample tissue through a series of reflections and refractions in the integrating sphere, which is finally received by the photomultiplier tube at the detection port.
For each measurement, the diffuse reflectance spectra of the white reflectance standard (SRS-99-010, Labsphere, Inc., North Sutton, NH) and background noise are measured first. The diffuse reflectance of the sample tissue (MR(λ)) is calculated according to the diffuse reflectance spectra of the sample tissue, the white reflectance standard, and the background noise. Eq. 8 is written as follows:
[image: image]
where the diffuse reflectance spectrum of the sample tissue is expressed as R(r), the diffuse reflectance spectrum of the white reflectance standard is expressed as Rstd, and the diffuse reflectance spectrum of the background noise is expressed as Rdark.
The subjects’ great toes are selected as our measurement site since great toes are easy to bind and measure. The diffuse reflectance spectrum of each subject’s great toe is measured in the same environment and kept clean. To avoid interference from external pressure, we choose the same type of elastic bands, the same number loops of an elastic band, and the same binding time to control the pressure [25] for every subject in vivo experiments. During the measurement process, the same site of the subjects’ foot is chosen each time. First, the diffuse reflectance spectrum of the subjects’ great toes under a normal state is measured by the integrating sphere system. Subsequently, the diffuse reflectance spectrum from the same site of a great toe is measured again when the subjects’ great toe is bound over time t.
3 RESULTS AND DISCUSSION
3.1 Results and Analysis of MC Simulation Experiments
The changes in blood volume fraction and blood oxygen saturation mainly affect the optical parameters of the dermis and subcutaneous tissue, specifically the L4-L9 layer of the skin tissue model (Shown in Figure 1). Adjusting blood volume fraction and blood oxygen saturation of the L4-L9 layer, the diffuse reflectance of the great toes under normal state and hypoxic state are simulated.
For healthy people, the blood volume fraction is between 2% and 7% and the blood oxygen saturation is above 95%. To simulate the diffuse reflectance under different oxygen states, different concentration ranges of blood volume fraction and blood oxygen saturation are set based on parameters of healthy people. First, the blood volume fraction varies over a wide range, while the oxygen saturation maintains a healthy parameter to simulate diffuse reflectance. Subsequently, the blood volume fraction maintains unchanged, and the blood oxygen saturation is changed in a large range, thereby realizing the simulation of diffuse reflectance. The simulation results are shown in Figure 3. Bf denotes blood volume fraction and S denotes the blood oxygen saturation. Figure 3A indicates the diffuse reflectance in the blood volume fraction with the range of 0.1%–20% and the blood oxygen saturation with 98%. When the blood oxygen saturation remains constant at 98%, the diffuse reflectance decreases as the blood volume fraction increases. When the blood volume fraction is less than the normal level (<2%), the gap from peak and valley of diffuse reflectance in the wavelength range of 540–580 nm gradually gets smaller. When the blood volume fraction is higher than the normal level (>7%), the variation amplitude of the diffuse reflectance in the wavelength range of 440–520 nm is lower than the normal blood volume fraction. Figure 3B shows the changes of the diffuse reflectance of the skin tissue when the blood volume fraction is at a healthy level and the blood saturation changes from healthy states (95%, 98%) to abnormal states (75%, 80%, 85%, and 90%). When the blood volume fraction is 2%, although the blood oxygen saturation decreases from the normal level (more than 95%) to the abnormal level, the diffuse reflectance basically maintains the same trend. However, the shape of the diffuse reflectance produces a flip in the wavelength range of 400–440 nm. This flip is mainly due to changes in the absorption coefficients of oxyhemoglobin and deoxyhemoglobin. The diffuse reflectance exhibits pathological features when the blood volume fraction is above healthy levels and blood oxygen saturation is below healthy levels.
[image: Figure 3]FIGURE 3 | The diffuse reflectances of different blood volume fraction and blood oxygen saturation: (A) The blood oxygen saturation is 98%, and the blood volume fraction is 0.1%, 2%, 7%, 10%, 15%, and 20%; (B) The blood volume fraction is 2%, and the blood oxygen saturation is 75%, 80%, 85%, 90%, 95%, and 98%.
To verify the above analysis, further simulations are carried out with increased blood volume fraction and decreased blood oxygen saturation. The blood volume fraction we adopted is above the healthy level (2%–7%), which is 10% and 20%, respectively. The blood oxygen saturation is lower than the healthy level (95%–100%) and is set to 55%, 65%, and 75%, respectively. The simulation results of diffuse reflectance based on the MC algorithm are shown in Figure 4. The simulated diffuse reflectance of the great toe first bulge and then descend with the wavelength range of 450–530 nm compared with the diffuse reflectance under normal state. The diffuse reflectance of oxyhemoglobin and deoxyhemoglobin (543–585 nm) are attenuated under hypoxia compared with normal conditions. Combining the optical characteristic parameters of oxyhemoglobin and deoxyhemoglobin, when the blood volume fraction increases and the blood oxygen saturation decreases, the absorption coefficient of the tissue will increase (the effect of oxygen saturation on the absorption coefficient predominates when fluctuations in the fractional blood volume are small). The other optical properties caused by blood volume fraction and blood oxygen saturation are ignored. Therefore, the absorption coefficient of the skin tissue increases, while the scattering coefficient remains relatively unchanged, which will lead to an increase in light absorption and a corresponding decrease in diffuse reflectance. Figure 4 shows that when the blood volume fraction is from 10% to 20% (oxygen saturation remains the same), the diffuse reflectance in the wavelength range of 400–500 nm significantly decrease. Figure 4 indicates the pathology of the diabetic foot, i.e., hypoxia results in increased blood volume fraction and decreased blood oxygen saturation in localized areas of the foot.
[image: Figure 4]FIGURE 4 | The diffuse reflectances of more blood volume fraction and lower blood oxygen saturation. The blood oxygen saturation is 55%, 65%, and 75%, respectively. The blood volume fraction is 10% and 20%, respectively.
The above MC simulation results show that hyperglycemia damages the nerve fiber and reduces blood supply, causing tissue hypoxia and metabolism alteration in the lower limbs. The vasoconstriction of the lower limbs of DM patients leads to insufficient blood supply and tissue hypoxia. In terms of optical characteristic parameters, these problems lead to increased blood volume fraction and decreased oxygen saturation in the local area.
3.2 Results and Analysis of In vivo Experiments
To further verify the simulation results of MC under hypoxia state, in vivo experiments are implemented. The occurrence of the diabetic foot means that the patient already has DM. A variety of complications DM accompanied that have a certain impact on blood circulation. Therefore, to analyze the pathological mechanism of the hypoxic state of the diabetic foot, healthy people are selected as our subjects. We imitate the hypoxic state of the diabetic foot by binding elastic bands to the great toes of healthy people and measure the diffuse reflectance spectra of great toes by a single integrating sphere system (See Section 3). A total of 34 healthy subjects (19 men and 15 women), aged 20–35 years, are studied. The research protocol is approved by the Medical Ethics Committee of Medical and Laboratory Animal of Beijing Institute of Technology with approval code 2021–004. Detailed information on healthy subjects is from the Beijing Institute of Technology shown in Table 1.
TABLE 1 | The detailed information of the subjects.
[image: Table 1]Figure 5 shows the diffuse reflectance of the great toes of three subjects (A, B, and C) under normal state and hypoxic state (binding time t for 1 min). The blue solid lines represent the diffuse reflectances under normal state, and the red solid lines represent the diffuse reflectances under hypoxic state. The trends of diffuse reflectances of three subjects’ great toes under normal state and hypoxic state in the wavelength range of 350–700 nm are roughly consistent and are corresponding with the MC simulation results (Shown in Figure 3 and Figure 4). When the toe is bound by an elastic band, the transport of oxygen is blocked and the local tissue swells. Compared with the diffuse reflectances under normal state, the amplitudes and shapes of diffuse reflectances of three subjects’ great toes are moving down in wavelength range 350–700 nm under the hypoxic state. The peaks and valleys of the diffuse reflectances almost completely disappear, specifically in the wavelength range of blood oxygen saturation and hemoglobin sensitive area, i.e., wavelength in the range with 540–580 nm. The diffuse reflectances have inflection points at some special wavelengths compared with the normal oxygen state. The wavelengths of these inflection points are 440, 469, 514, 540, 560, and 576 nm, respectively. In all subjects, these diffuse reflectances under normal state are consistent with the related literature [26], which can confirm the correctness of the diffuse reflectance from MC simulated and the integrating sphere system collected. Combined with the absorption maxima of some chromophores of the skin tissue and inflection points of the subject’s diffuse reflectances, six average wavelengths are selected as the characteristic wavelengths. The six characteristic wavelengths are shown in Table 2.
[image: Figure 5]FIGURE 5 | The diffuse reflectances of three subjects under normal state and hypoxic state. (A) The diffuse reflectance of the subject A; (B) The diffuse reflectance of the subject B; (C) The diffuse reflectance of the subject C.
TABLE 2 | The absorption maxima of chromophores and characteristic wavelengths.
[image: Table 2]In fact, hypoxia problems can also cause the skin on the foot to darken, appearing red or purple. Prolonged hypoxia can cause foot skin ulcers and even cause more serious lesions. However, the color change of skin tissue caused by hypoxia is not obvious at first. Due to the thicker skin of the foot, it is still difficult to distinguish the hypoxia degree from the color of the foot despite chronic hypoxia. In addition, due to the lack of sensitivity of the foot skin, we also lack special attention to these changes. To further prove the effect of blood volume fraction and blood oxygen saturation to the toes involving the surface skin color and diffuse reflectance, we achieve the hypoxia degree experiment. In the hypoxia degree experiment, we adopt the same binding method for the great toes as the above experiment, only change the binding time for the hypoxia degree experiment. The time when the great toe is not tied with the elastic band is taken as the initial time, and the corresponding diffuse reflectance is marked as the normal state. As the time for the great toes to bind the elastic band increased, the diffuse reflectance of the great toes are measured in 1st, 10th, 20th and 30th min, respectively. Finally, five diffuse reflectances within 30 min from each subject are obtained. We capture the image area where the toes are bound with the elastic within 30 min. The device for collecting images is an ordinary camera (FLIR co. BFLY-U3-23S6C-C) with a resolution of 1920 × 1,200 pixels. The skin color change and degree of edema of the great toe in the subject A are shown in Figure 6. With the increase of great toe binding time, the skin color presents a changing dark red. The elastic band prevents the blood flow of the great toe, causes insufficient oxygen supply, so the great toe is swollen. However, when the great toe binding time is too long, the effect of the degree of hypoxia on changes in skin color was difficult to distinguish.
[image: Figure 6]FIGURE 6 | The change of skin color and degree of edema of great toe from subject A. The red numbers in the figures indicate the time when the toe is bound by the elastic band.
The diffuse reflectances obtained by the hypoxia degree experiment from subject A are shown in Figure 7. Figure 7 shows that the characteristics of the diffuse reflectances under different binding times are consistent with the results of our simulation and in vivo experiments. More specifically, the diffuse reflectances obviously increase with binding time t in the 1st, 10th, 20th, and 30th min, respectively. A similar trend is also found from the diffuse reflectances of other subjects’ great toes. When the great toe is just bound, the blood oxygen saturation decreases rapidly and the blood volume fraction increases, so the absorption coefficient of the skin tissue increases. The absorption coefficient of the skin tissue increases, while the change of the scattering coefficient is ignored, resulting in an increase in the absorption of light by the tissue and a decrease in the diffuse reflectance obtained by the integrating sphere. When the binding time t reaches a certain level, the local hyperemia of the great toe begins to increase relatively slowly, i.e., the blood volume fraction maintains a relatively stable change state. Although the blood volume fraction changes slowly with the increase of the binding time t, the blood oxygen saturation is still decreasing, resulting in a decrease in the absorption coefficient of the tissue based on the initial state, which makes the tissue diffuse reflectance obtained by the integrating sphere increase steadily. This explains the increase of the amplitudes of the diffuse reflectances under a hypoxic state over binding time t. To further analyze the diffuse reflectances at characteristic wavelengths, the diffuse reflectance value at the 0th minute is set to R0 and the diffuse reflectance value at other times is set to the Rminute. The value changes of diffuse reflectance can be written as Eq. 9.
[image: image]
[image: Figure 7]FIGURE 7 | Diffuse reflectances of subject A in hypoxia degree experiment with time followed by 0th, 1st, 10th, 20th, and 30th min, respectively.
The values of Δreflectance at six characteristic wavelengths with binding time t are shown in Table 3. Table 3 indicates that at any characteristic wavelength, the value of Δreflectance decreases with the increase of binding time t. The minimum value of Δreflectance is 0.01 at 469 nm wavelength. At characteristic wavelengths of the oxyhemoglobin (540 and 576 nm), the values of Δreflectance are basically the same at different binding times t. Especially at the 20th and 30th min, the values of Δreflectance at these two wavelengths are 0.20 and 0.04, respectively. Figure 8 shows that when the time changes from the 10th minute to the 20th min, the values of Δreflectance at the characteristic wavelengths are relatively smooth. From the 1st min to the 10th min (the hypoxia state just starts) and the 20th min to the 30th min (longer duration of the hypoxia), the changes of Δreflectance fluctuate greatly. However, the effect on skin color is not obvious. These results illustrate that the diffuse reflectances at these characteristic wavelengths are more meaningful for the evaluation of the hypoxia degree. In vivo experiments illustrate that when lower extremity vascular microcirculation is hindered and the oxygen supply is insufficient, the diffuse reflectances of the tissue are obviously different from those of the normal state, especially at these characteristic wavelengths. Therefore, monitoring diffuse reflectance at characteristic wavelengths timely to evaluate the blood oxygen supply level has great potential to prevent tissue lesions caused by insufficient oxygen supply. The hypoxic state simulation of the great toes is caused by pressure generated by the binding elastic bands in this method. In fact, the pressure also affects the absorption coefficient and scattering coefficient of the skin, resulting in changes in the diffuse reflectance of the skin tissue [27]. Moreover, the diffuse reflectances at characteristic wavelengths have some differences due to the influence of individual and hypoxic degrees. Therefore, comprehensively analyzing the changes of diffuse reflectances at multiple characteristic wavelengths to determine the hypoxia degree of the great toes is necessary. Indeed, the diffuse reflectances of patients with the diabetic foot are more complex due to pathology. Patients with such hypoxic symptoms may also be accompanied by other diseases. Thus, when the diffuse reflectances from the patient’s foot are matching the phenomenon of the hypoxic condition, further combining the patient’s usual symptoms and clinical diagnosis to determine the patient suffering from the degree of the diabetic foot. Monitoring the diffuse reflectance of the patient’s foot to determine whether the patient has symptoms of hypoxia, and early treatment is adopted to prevent the symptoms from further worsening, which is of great significance for the prevention of diabetic foot.
TABLE 3 | The change values of diffuse reflectances at characteristic wavelengths with binding time t.
[image: Table 3][image: Figure 8]FIGURE 8 | The values of the Δreflectance over binding time t.
4 CONCLUSION
We propose and demonstrate a noninvasive DRS method for the assessment and monitoring of the hypoxic state in the diabetic foot. Based on MC simulation, a nine-layer skin tissue model is established. This model is used to simulate the diffuse reflectance of the pathological mechanism of hypoxia in the diabetic foot. MC simulation experiments show that the diffuse reflectances under the hypoxic condition are quite different from under a normal state. Subsequently, we verify the MC simulation results are consistent with the in vivo experiments by the toes binding method. In vivo experiments further indicate that the diffuse reflectances at characteristic wavelengths are extremely effective to distinguish the healthy state and hypoxic state.
For DM patients with symptoms such as lower extremity hypoxia, monitoring the diffuse reflectance rather than the change in foot skin color can prevent further deterioration of the hypoxic state. Our preliminary results illustrate that the DRS approach has the potential to quantitatively determine the hypoxic state of the foot in a noninvasive manner. This method provides a novel idea for the detection of the most susceptible part of diabetic foot ulcers and is expected to prevent the occurrence of the diabetic foot.
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We demonstrate a high-power Nd: YVO4 picosecond laser amplifier that is capable of generating 51.5 W of average output power at a wavelength of 1,064 nm, with a repetition rate of 70 MHz and a pulse duration of 8.5 ps. This system encompasses three stages of laser diode end-pumped Nd: YVO4 amplification including two double-pass amplifiers and a single-pass amplifier. Laser output with near-diffraction-limited beam quality (M2 < 1.1) was maintained throughout the entire power scaling range of the laser. The system exhibited very high output power stability with a root-mean-square amplitude fluctuation of less than 0.2% over a period of 15 h of continuous operation.
Keywords: high-power, high repetition rate, picosecond, laser amplifier, Nd:YVO4
INTRODUCTION
Lasers characterized by different duration of emission have shown different advantages in respective fields [1–5]. Short pulse lasers with high output power and high repetition rates have found significant application in fields such as nonlinear optical frequency conversion [6–8], precision materials processing [9–11], satellite ranging [12, 13], gas detection [14], and optoelectronic countermeasures [15]. The ultrashort pulse duration [typically in the range of picoseconds (ps)] of these lasers is shorter than the electron-lattice relaxation time of many materials [16, 17], allowing a significant reduction in heat transfer between the laser pulse and the material, during the interaction between the laser photons and the material molecules. As such, laser pulses in the ps-range are often used in applications such as precision laser machining, biomedicine, and laser cleaning (particularly of precious and historical artifacts). While femtosecond lasers offer even shorter pulse durations, it is typically easier to design and construct lasers which output ps-pulses with high pulse energy and high power output. As such, picosecond lasers are a powerful tool in the study of the interaction between light and matter [18].
One of the most commonly used methods to generate ps-pulse duration laser outputs is mode-locking. Mode-locking is capable of producing laser pulses down to ∼10 ps, however, this is typically accompanied by extremely low pulse energy (∼nJ) and low average power (∼mW). This therefore limits the range of applications of these laser sources. To address this shortcoming, laser amplifiers are often applied to increase the power scaling capabilities of these systems. These amplifiers are mainly divided into two categories: regenerative amplifiers and traveling-wave amplifiers. Regenerative amplifiers have the advantages of high gain, high stability, and low seed laser power requirements, and the amplification of a pulsed laser can be regulated by the pressurization time of the electro-optical crystal. However, due to its resonant cavity design, the amplification of spontaneous radiation can occur which reduces the pulse contrast. Furthermore, the electro-optical crystal needs to be driven using a high-frequency and high voltage signal which matches the seed laser frequency. Also, for high repetition rates (in the MHz-range), a frequency selection module also needs to be added [19] and this greatly increases the complexity of the overall system. Other deleterious effects which may occur during amplification include multiplicative period bifurcation effects and gain narrowing [20, 21]. In comparison, traveling wave amplifiers are more compact, comprising fewer optical components which also introduce fewer optical losses. Although the regenerative amplifier can achieve an amplification factor of over 106 times, high-power picosecond lasers based on the traveling-wave amplification process offers the advantages of higher stability and robustness, and is therefore more suitable for industrial applications. At present, Nd:YAG, Nd:YLF and Nd:YVO4 are commonly used gain media for 1 μm picos amplifiers. Among them, Nd:YVO4 has a large emission cross-section, which facilitates the gain of the system and thus achieves high optical conversion efficiency during the amplification.
In recent years, there have been numerous reports on picosecond amplifiers using traveling-wave configurations. In 2018, Cheng et. al. [22] demonstrated ps-pulsed output with an average power of 11.34 W using single-pass amplification of a self-developed picosecond seed source with a repetition rate of 3.2 GHz and an average power of 1.38 W. In 2019, Liu et. al. [23] demonstrated laser output with a maximum power of 16.19 W and an optical-optical conversion efficiency of 51.07% by double-pass amplifying a single pulse from a ps-pulsed seed laser. The seed laser had a repetition rate of 500 kHz and pulse energy of 7.68 μJ. Compared with regenerative amplification techniques, which are limited by the need for high-frequency voltage drivers, traveling-wave amplification techniques can directly amplify lasers with repetition rates from the kHz to GHz range. In 2020, Dong et. al. [24] demonstrated a two-stage amplification system to amplify the output from a seed laser with a pulse width of 10.2 ps and a repetition rate of 18.9 MHz. One of the most appealing advantages of the traveling wave amplification technique is that it can be used in a multi-pass and/or cascaded manner in order to make up for its shortcomings of low single-pass and double-pass amplification.
In this brief report, we demonstrate a stable picosecond laser amplifier that utilizes three fiber-coupled LD directly pumped Nd:YVO4 amplifier stages. Key to the efficient operation of this multi-stage amplification setup is the precise matching of the spatial modes of the pump laser and seed laser spatial profiles, and this is achieved by using a lens set for pump and seed light shaping, resulting in high pumping efficiency and high beam quality output. We observe that thermally-induced effects have little impact on the output laser beam quality, and thus high beam quality is maintained with efficient amplification. We use this design to amplify a seed laser which has an average power of 320 mW, a pulse duration of 8.2 ps and a repetition rate of 70 MHz to an output with an average power of 51.5 W, and a pulse duration of 8.5 ps.
EXPERIMENT AND RESULTS
The setup of the experimental laser system is shown in Figure 1. It consists of a laser oscillator, two double-pass amplifiers and a single-pass amplifier. The seed laser (FPS200-MO-70MHZ; EKSPLA, Lithuania) had an output wavelength of 1,064 nm, a repetition rate of 70 MHz, a pulse width of 8.2 ps and an average power of 320 mW. The seed was collimated and focused using lens sets F1 [radius of curvature (ROC) of 15.5 mm] and F2 (ROC = 93 mm), then passes a half-wave plate (HWP) to adjust its polarization angle. It then entered the first double-pass pre-amplification stage through an optical isolator consisting of a polarizing beam splitter and a Faraday rotator (HPDFSI-06-100-5-H-H-P; EMGO-TECH, ZhuHai, China), which serves to protect the optical components from being damaged by the amplified laser pulse. The first stage amplifier used a 0.7 at. % doped Nd:YVO4 crystal as the gain medium (with dimensions 4 mm × 4 mm × 30 mm). The crystal is wrapped by indium foil and then dissipated through a copper heat sink with cooling water temperature of 25°C. The crystal was end-pumped with a fiber-coupled LD pump source (NLIGHT; United States) with a central wavelength of 808 nm and a spectral width of 1.5 nm. The pump laser was collimated and focused by passing through a plano-convex lens set to achieve mode matching of the pump laser to that of the laser beam under amplification, thus maximizing the amplification efficiency. M3 and M4 are two 1,064 nm high-reflection (HR) convex mirrors with R = 1,500 mm. M3 also has anti-reflective (AR) coating at 808 nm wavelength. The seed laser was reflected from the polarizing beam splitter of the optical isolator after passing through the gain medium twice, at which point the laser was S-polarized. The S-polarized laser was then re-shaped and passed through the HWP, changing the polarization state of the laser to P-polarized. The P-polarized laser beam then passed through the optical isolator of the second stage amplifier and entered the second double-pass amplification stage. The structure of the second amplifier stage was the same as that of the first stage. The pre-amplified laser was amplified twice again in the second stage before being reflected by the polarizing beam splitter of the second optical isolator into the final (third-stage) single-pass amplifier. This single-pass amplification stage also used a 4 mm × 4 mm × 30 mm Nd:YVO4 crystal as the gain medium and was also end-pumped with a fiber-coupled LD pump source with a central wavelength of 808 nm. After the third single-pass amplification stage, the laser was collimated by a convex lens and then output.
[image: Figure 1]FIGURE 1 | Schematic showing the layout of the high-power, high-repetition rate picosecond laser amplifier system. HWP, half-wave plate; FR, Faraday rotator; M, mirrors; F, focus lens.
In our experiments, the injection pump and amplified beam in each stage were shaped through the lens to achieve optimum mode matching. The spot diameter of the output seed is 1.2 mm. After shaping by the lens set at each stage, the spot diameter at the center of the crystal is set to be 1.3 mm, then is adjusted to be 1.4 mm at one-third of the crystal. In each amplification stage of the system, the Nd:YVO4 crystal was pumped with an incident diode pump power of 110 W. We also observed that the gain crystal absorbs ∼83% of the pump laser field. In the first amplifier stage, the power of the seed laser was amplified to ∼2.1 W in a single pass and then to ∼10 W in a double pass through the gain medium. We attribute the relatively low photo-optical conversion efficiency to the low power of the seed laser. Following amplification in the second stage double-pass amplifier, the optical power increased to ∼35 W. After amplification in the third stage, single-pass amplifier, the average output power rose to 51.5 W. The photo-optical conversion efficiency was ∼30.9%.
Shown in Figures 2A,B, the pulse characteristics of the amplified output. A photodiode (PulseCheck SM1600; Ape, Germany) was used to measure the pulse train. It can be seen that the frequency of the laser output after final amplification was 70.2 MHz, and the pulse width (as measured using a autocorrelator and normalized) was slightly broadened to 8.5 ps. We attribute the slight broadening of the output to the effects of dispersion and gain narrowing which occurs during the amplification process. The wavelength spectrum of the amplified output (as measured using a spectrometer and normalized) is shown in Figure 2C; the central wavelength was 1,064.4 nm, and the measured linewidth was 0.22 nm. Figure 2D shows the focusing characteristics of the output beam and the inset shows the near-field spatial profile of the output. The output beam had a radius of 1.2 mm and a beam pointing stability of 2.8 μrad. The beam quality factor (M2) of the output was measured to be 1.08 and 1.09 along the x and y axis directions, respectively. The experimental results indicate that thermally-induced effects do not appear to manifest in these amplifiers, both in the case of single-pass and double-pass amplification. Figure 2E shows a plot of the power stability of the laser output as measured over a period of 15 h (with the system at room temperature). This plot shows that the system had excellent output stability with a root-mean-square (RMS) power fluctuation of less than 0.2%. The polarization ratio of the output beam was measured to be 220:1. These results serve to demonstrate that through the application of a three-stage amplification setup, high average power, high repetition rate picosecond-pulse laser output with very high stability can be achieved.
[image: Figure 2]FIGURE 2 | Compilation of output characteristics of the amplified ps-pulse duration laser beam. (A) Normalized pulse characteristics of the output with a close-up shown inset; (B) temporal characteristic of a single output pulse with an autocorrelation trace; (C) normalized wavelength spectrum of the amplified laser output; (D) plot of the focusing characteristics of the output laser beam along with the near-field spatial profile (inset); (E) plot tracking the stability of the output power over a period of 15 h; and (F) photograph of the packaged picosecond laser amplifier.
CONCLUSION
In this study, a cascaded, picosecond laser amplifier utilizing both double-pass and single-pass configurations was constructed and characterized. This amplifier design was used to amplify a beam produced by a mode-locked laser which had an average power of 320 mW, a pulse duration of 8.2 ps and a repetition rate of 70 MHz. The resultant amplified output had an average power of 51.5 W, a pulse duration of 8.5 ps, a spectral width of 0.22 nm, and a repetition rate of 70.2 MHz. Notably the amplifier design ensured that the beam quality of the output was maintained (with a measured M2 value of 1.08 being recorded) and the output power was very stable, exhibiting the RMS fluctuation of less than 0.2%.
We believe that the results demonstrated in this work are of great significance for the future realization of practical and industrially-applied, high power, high repetition rate, high beam quality and stable picosecond pulsed laser sources. Furthermore, the moderate single pulse energy (∼μJ) of this system also makes it an ideal source for applications in nonlinear optics, such as second-order nonlinear frequency conversion [25, 26], and high-power crystalline-based wavelength convertors using the stimulated Raman/Brillouin scattering process [27–31].
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Aluminum grating has wide applications in laser systems and photoelectric equipment. Research on the laser damage characteristics of aluminum grating has guiding significance and application value for improving the laser damage resistance. The aim of this study is to investigate the characteristics of damage induced by nanosecond pulsed lasers on the aluminum grating. To better understand the laser damage characteristics of aluminum grating, herein, Maxwell’s equations were numerically solved according to the finite difference time-domain method, and the electric field model of 1,064 nm Gaussian laser damage aluminum grating was established. The simulation results showed that the light field is modulated by the grating; furthermore, the maximum value of the electric field occurred at the ridge of the grating when the laser is irradiated vertically. Analysis suggested that the electric field distribution is in accordance with the laser energy distribution, and the distribution region of the maximum electric field is a vulnerable location. To further verify the local electric field enhancement effect, based on the 1-on-1 laser damage measurement method, an experimental study of the nanosecond laser (@1,064 nm, 6.5 ns) damage to the aluminum grating was carried out. Moreover, the damage morphology was analyzed using a scanning electron microscope (SEM), and the simulation results showed good agreement with the experimental results.
Keywords: nanosecond pulsed laser, aluminum grating, electric field enhancement effect, damage characteristics, damage morphology
1 INTRODUCTION
In recent years, with the development of high-peak intensity laser technology [1–4], the interaction between laser and film materials has become an important topic for scholars [5–10]. On the one hand, the diffraction gratings are an important pulse compression element in the high-peak power laser system [11–13], and its laser-induced damage threshold (LIDT) limits the laser energy output and affects the operational cost of refurbishment or replacement of the optics. On the other hand, the gratings whose general structure is to deposit films on a glass substrate with regular grooves on the surface of the film play a critical role in spectroscopy equipment. In laser systems and photoelectric imaging equipment, to achieve an optimal design of gratings and the practical value for high-power laser systems, it is highly important to study the laser damage characteristic and mechanism of gratings.
For thin film structure materials, the electric field enhancement effect could easily induce frequent damage at some locations, such as the nodule defects [14], impurities, contaminations [15], and the interface between the substrate and the thin film, which will generally expand the damaged area. The influence of these factors will significantly decrease the LIDT of the thin film. Compared to the thin film, the grating is a surface relief structure formed on the surface of the thin film. Ignoring the contamination and defects introduced in the processing, the periodic structure of the grating itself has a modulation effect on the light field; meanwhile, the redistribution of the light field also determines the position where damage is more likely to occur during laser irradiation. Many studies have focused on the multilayer dielectric gratings in the fs [14, 16, 17] or ps regimes [18, 19]. For ultrashort pulsed lasers, initially, the back edges of the grating pillar, which is in correspondence with the electric field intensity maximum, incurred damage [20]. However, there are few reports on the damage characteristics of nanosecond pulsed laser on the aluminum grating. In addition, the incident angle between the laser and the material has an important influence on LIDT, which is closely related to the maximum value of the electric field [21]. Previous studies have shown that when the laser is incident obliquely, the electric field of the grating is stronger at the gate ridge opposite to the incident direction [20, 22], forming a burr structure [23]. In the practical application process, the situation of the normal incidence of the laser must also be considered. It is crucial to explore the influence of the redistribution of the optical field of the grating and the damage characteristics by the electric field induced by the gratings under the condition of the normal incidence of the laser. Furthermore, the characteristics of laser damage induced by electric field enhancement of aluminum film grating need to be further clarified.
In this work, to study the damage characteristics of the aluminum grating irradiated by laser, we used the finite difference time-domain (FDTD) method to solve Maxwell’s equation and numerically simulated the electric field distribution of the aluminum grating. To verify the simulation result, the single pulse damage induced by the nanosecond laser (@1,064 nm, 6.5 ns) on the aluminum grating was experimentally studied; the experimental damage morphology was found to be in good agreement with the simulated electric field distribution.
2 SIMULATION METHOD
Nanosecond pulsed laser damage of aluminum grating involves complex damage mechanisms. It is difficult to reveal damage mechanism and characteristics of aluminum grating only through experimental research. A laser is a type of electromagnetic wave; the distribution of the electric field, which determines the energy distribution of the laser to some extent, is modulated by the periodic structure of the grating when the grating is irradiated. Therefore, to deepen the understanding of damage characteristics of an aluminum film by laser @1,064 nm, in this section, we simulated the electric field distribution of 1,064 nm Gaussian laser irradiating the aluminum grating from a microscopic point of view and explored the influence of laser field on the grating damage characteristics.
2.1 Electric Field Model
Based on the FDTD method, we simulate the electric field of 1,064 nm Gaussian laser-irradiated aluminum film grating. Before we started modeling, we made the following assumptions: 1) the grating is ideal without considering defects, impurities, pollution, etc.; 2) the grating ridge is rectangular; and 3) the Gaussian beam waist radius is set to 300 um, and the grating line density is 1800 gr/mm. Owing to the size difference between the spot diameter and the grating period of the order of 103, it is computationally intensive to completely simulate the entire region of laser action. Thus, from a microscopic point of view, we only simulate the electric field distribution of four grating ridges in the laser action center to reveal the influence of grating electric field distribution on laser damage morphology.
The three-dimensional model of the aluminum grating irradiated by 1,064 nm Gaussian laser is established, as shown in Figure 1, which only calculated the 3D model of four grids to save computer resources. Based on our actual grating samples (introduced in the third section), the grating period is 555 nm, the duty cycle is 0.7, the remaining layer thickness is 20 nm, and the ridge height is 105 nm. Because the real substrate thickness of gratings is 6 mm, the sum of the heights of the residual layers and ridges is 125 nm. Owing to the difference in thickness, on the one hand, the original scale modeling is inconvenient to show the results. On the other hand, as we focus on damage to the grating structure, the gratings could be considered as functionally damaged, and the use of the original proportional modeling results in wastage of computing resources. Therefore, we only calculate and simulate the electric field distribution of the substrate film interface and grating structure. The (n, k) parameters of air and the aluminum film are (1,0) and (1.3763, 10.245) @1064 nm [24], respectively. The parameters of the K9 glass are taken from the material library of CDGM H-K9L. Next, boundary conditions are set as shown in Figure 1. The periodic boundary conditions (PBS) are set in the x and y directions to simulate the periodic structure. The perfect matching layer (PML) is set in the z-direction; the boundary of the perfect matching layer is at least half a wavelength away from the object. At the top of the grating, the laser is incident vertically, and the beam waist radius of the Gaussian beam is 300 μm; the laser action position is (0, 0, 6000125 nm), and the grid element and precision are 2 nm and 8, respectively.
[image: Figure 1]FIGURE 1 | Electric field model of the grating.
Furthermore, Maxwell’s equations are solved numerically based on FDTD, as shown in Eq. 1, and vector E represents the electrical field; μr and εr are the relative permittivity and the relative permeability, respectively; and k0 is the wavenumber of free space, and its expression is shown in Eq. 2, where ω, ε0, and μ0 are the angular frequency, permittivity of free space, and permeability of free space, respectively. c0 is the speed of the wave in free space.
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[image: image]
2.2 Simulation Results
The calculation results are shown in Figure 2. Figures 2A,C are the x-z sections of |E| and |E|2 along the y = 0 direction, respectively. Figures 2B,D are the x-y sections of |E| and |E|2 on the grating surface, respectively. It can be seen from Figure 2 that the maximum value of the |E| or |E|2 appeared at the ridge angle of the grid ridge. The simulation results of the electric field distribution show that the grating modulates and distributes the light field when the laser is irradiated vertically on the surface of the grating, which results in local electric field enhancement at the ridge corner of the aluminum grating. The position of the maximum electric field represents the position of the maximum light intensity, which implies that damage is most likely to occur at the ridge corner of the grating.
[image: Figure 2]FIGURE 2 | Electric field distribution of aluminum grating: (A) electric field of the x-z plane (y = 0); (B) electric field of the x-y plane (z = 6000125 nm); (C) |E|2 distribution of the x-z plane; (D) |E|2 distribution of the x-y plane (z = 6000125 nm); and (E) |E|2 distribution in the x direction (y = 0 nm, z = 6000125 nm).
Figure 2E shows the electric field distribution of the four ridges in the center of the top layer of the grating along the x-axis. The solid blue line shown in Figure 2E represents the change in the electric field of the ridge along the x-direction, and the red dashed line represents the raster ridge outline. It shows that the curve of |E|2 is axisymmetrically distributed at the center of laser action x = 0, representing the same electric field at the same position from the laser center. With the periodic structure of the grating, the electric field is distributed periodically, and the square of the electric field mode at the edge of the grating ridge is significantly larger than that in the middle region of the grid. This indicates a significant electric field enhancement at the ridge corner that is consistent with the results given in Figures 2A–D.
As a Gaussian electromagnetic wave, the electric field distribution in the optical structure of the laser reflects the energy distribution of the laser. The relation between the laser intensity and the electric field amplitude of the incident laser can be expressed as Eq. 3 [25].
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where n0 is the refractive index of the dielectric at the central frequency of the incident laser and ε0 is the permittivity of free space.
3 EXPERIMENT
3.1 Experimental Setup
To verify the electric field model and explore the damage characteristics of the aluminum grating with nanosecond pulsed laser irradiation, we carried out an experimental study. The experimental device is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Diagram of the experimental setup of nanosecond laser damage to the gratings.
The nanosecond pulsed laser system (@1,064 nm, 6.5 ns, 10 Hz, maximum single pulse energy 900 mJ) produced by Beamtech Optronics Co., Ltd. in China was used; this system has an energy stability (RMS) of ≤1%. The emitted laser energy is adjusted by an attenuator consisting of a half-wave plate and a polarizer. The reflected beam split by the beam splitter reaches the energy meter (Ophir, PE50-DIF-C), which is used for the real-time monitoring of energy to the target vertically. The transmitted beam is focused at the center of the target surface through the plane convex lens (f = 100 mm). Using the knife-edge method test, the waist radius of the nanosecond Gaussian beam is found to be 300 μm. The gratings are placed on a three-dimensional displacement platform (1 μm accuracy), and the position of laser action can be precisely controlled by a computer. Damage is monitored by online plasma flash detection and a charge-coupled device (CCD). The dust from the surface of the sample is cleaned before the experiment begins. The experiment was carried out in the air under 10000-level laboratory conditions. Based on the 1-on-1 damage threshold test method, the damage morphology was tested at 10 points under the same energy density. The laser fluence was gradually increased, and the damage morphology was observed using a Nomarski microscope (EB-4, produced by Taiwan Yiye International Co., LTD., with a total magnification of 200X) and SEM (S-4800, produced by HITACHI, Japan, maximum magnification is 20000X). The definition of LIDT is according to LIDT ISO 21254 standards [26]. Damage is defined to be a visible change in the surface morphology under the offline microscope. Here, owing to the uncertainties in laser energy measurement and facula effective area measurement, the relative error of the damage threshold by measurement is assessed closer to 3%.
3.2 Aluminum Grating
The aluminum gratings were designed to have a groove density of 1800 gr/mm and were produced by the National Engineering Research Center for Diffraction Gratings Manufacturing and Application in China. A resin glue of 30 μm thickness was spun onto 40 × 40 × 6 mm3 K9 glass substrates. A 125-nm-thick aluminum film of 99.9999% purity was used to fabricate the surface relief grating structure using E-beam evaporation. The photo-resistant material was spun onto the aluminum film, a photo-resistant grating structure was manufactured using a holographic method, and the structures of the photo-resistant gratings were transferred to the aluminum film layer by reactive ion beam etching. Finally, gratings with a diffraction efficiency of 70% were made. It can be seen that the grid lines in Figure 4 are clear and continuous.
[image: Figure 4]FIGURE 4 | SEM image of aluminum film grating.
3.3 Experimental Results
To analyze the damage morphology under different laser energy densities, we carried out a parametric scan of the laser energy density based on the experimental research in Section 3. With the change in the energy density of the single pulse of the applied laser, the grid incurred different degrees of damage. The damage probability is 100% at 0.67 J/cm2 and 0% at 0.63 J/cm2. The continued reduction of the laser resulted in no damage to the energy density.
In this section, to verify the effectiveness of the model and reveal the influence of the electric field enhancement effect on laser damage, the damage morphologies were compared and analyzed based on the experimental research in Section 3. To study the grid damage, we focused on the damage morphology of 0.67 J/cm2, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Damage morphology of aluminum grating under a laser energy density of 0.67 J/cm2.
Figure 5 shows the micro-damage morphology of grating ridges, which was measured experimentally. Figure 5A is the overall damage morphology measured at a laser energy density of 0.67/cm2. Figures 5B and C are the SEM images that are magnified 5000X from the central and the edge of the damaged region in Figure 5A. Figure 5D is magnified 20000X of the marginal damaged area. Comparing Figures 5B and C, it can be found that owing to the energy distribution of the Gaussian laser, the degree of damage to the grid in the damaged area is reduced from the center to the edge. Figure 5D from right to left indicates the direction away from the laser action position, and it can be found that damage can easily occur at the corner of the ridge. Furthermore, the damage morphology at the gate ridge was observed, and it was found that the main damage mechanism of nanosecond laser damage to the aluminum grating was thermal-induced film peeling and ablation. The electric field distribution determines the energy distribution of the laser in the grating, and it leads to preferential ablation at the corner of the grid ridge.
4 DISCUSSION
In this section, we will compare the experimental and simulation results to verify the local electric field enhancement effect of the grating ridge. Figure 4 shows the grating without laser damage, and it shows that the grating has clear and regular grid lines. Compared with the damaged morphology vertically irradiated by the laser, as shown in Figure 5D, it can be found that the grating grid was damaged. The grid damage was more serious in areas closer to the center of the laser spot; the damage location was at the edge of the grid ridge. This morphology is consistent with the conclusion given in Figure 2 of the electric field simulation results. The main reason for damage is that when the laser irradiates the grating surface vertically, the Gaussian distribution of the laser light field is modulated by the grating structure. Consequently, the electric field is locally enhanced at the ridge angle of the grating, and the distribution of the electric field represents the distribution of laser energy. Therefore, the density of laser energy is high at the ridge angle of the grating. Under the same irradiation conditions, the ridge corner area of the grid ridge preferentially reaches the melting point of the material, which results in the occurrence of ablation and spalling.
To achieve high diffraction efficiency, there is an optimal incidence angle of grating in the process of grating design and research. For the research of grating laser damage, more emphasis has been placed on the oblique incidence of laser; however, the vertical incidence of laser is also important in the process of practical application. Laurent Gallais et al. conducted an electrical simulation on the grating waveguide structure irradiated by laser and found that when the laser is in oblique incidence, it is easy to form a burr structure at the rear edge of the excitation incidence direction owing to the electric field enhancement effect [23]. Lingyun Xie studied the laser oblique incidence rectangular multilayer dielectric grating and clearly verifies that damage initiates at the edge of the grating pillars where the maximum EFI exists [20]. These studies show that the grating ridge area could be easily damaged by the laser, and the maximum value of the electric field corresponds to the position of LIDT, which is similar to the conclusion given in this study. The result of this study is that when the laser is vertically incident, there is the maximum value of the electric field at the ridge angle of the grating ridge, which makes it highly prone to laser damage. Therefore, compared to existing research, the present research work is credible and meets the requirements for practical applications.
5 CONCLUSION
The aim of this study was to explore the characteristics of damage induced by nanosecond pulsed laser on the aluminum grating. First, FDTD was used to numerically solve the electric field distribution of nanosecond laser-irradiated aluminum grating, wherein it was found that the local electric field enhancement effect occurred in corner of the ridges of the grating. Second, to verify the local enhancement effect at the corner of the grating ridge, an experimental study of nanosecond laser (@1,064 nm, 6.5 ns) damage to the aluminum grating was carried out based on the 1-on-1 laser damage measurement method. The results suggest that damage could easily occur at the grating ridges. The reason for analysis is that the modulation of the electric field by the grating makes the laser energy redistribute on the surface of the grating, which makes the film layer highly prone to ablation and peeling at the ridge angle of the gate ridge. It has good consistency with the electric field simulation of the aluminum grating. Our research results have guided significance for the design of grating and military application. This method will be further developed by considering more influencing factors, such as impurity, defects, and contamination.
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Accurate intraoperative identification of gliomas is of utmost importance. This task often remains a challenge for the pathologist and neurosurgeon because of the absence of full intraoperative microstructure feature details of the tumor. Here, multiphoton microscopy (MPM), based on second harmonic generation (SHG) and two-photon excited fluorescence (TPEF), is applied for label-free detecting the microstructure feature differences between normal brain tissue, low-grade, and high-grade gliomas. MPM can not only capture the difference of their qualitative microstructure features such as increased cellularity, nuclear atypia, microvascular proliferation, and necrosis that are significant for diagnosing and grading of glioma, but also visualize some additional features such as collagen deposition that cannot be seen by conventional methods. In addition, automated image analysis algorithms are developed to automatically and accurately calculate the quantitative diagnostic features: collagen content, the number and area of nuclei to further quantitatively analyze the microstructure features difference of collagen deposition, cellularity, and nuclear atypia between normal brain tissue, low-grade, and high-grade gliomas. With the development of two-photon fiberscope, combined MPM and image processing techniques may become an imaging tool for assisting intraoperatively diagnosing and grading gliomas.
Keywords: multiphoton microscopy, harmonic generation, two-photon excited fluorescence, high-grade gliomas, low-grade gliomas, image analysis
INTRODUCTION
The goal of glioma surgery is “maximum safe resection” and the procedure is an invasive one. It is therefore important to determine before and during surgery whether the lesion is a glioma and whether the glioma is a high-grade or low-grade. Current techniques of intraoperative histopathological diagnosis including frozen sectioning and cytological preparations performed neuropathologist and skilled technicians. However, these techniques have limitations. First, in order to minimize damage to normal brain tissue, the size of tissue samples available for intraoperative neuropathological analysis is often small, which may affect diagnostic accuracy, especially when considering the heterogeneous nature of brain tumors [1]. Second, some brain tumors have histopathological features that are rarely seen and may be misclassified [2]. Third, the typical processing of intraoperative tissue samples, such as fixation and embedding, not only time-consume, but also leads to the appearance of artefacts and the loss of some biological components, which may affect the subjectivity of interpretation during subsequent diagnosis and delay surgery [3]. Four, in traditional intraoperative pathology, the pathologist often uses a light microscope to view the lesions on the pathology slides, which is relatively inefficient [4]. With the current shortage of pathologists and the increasing demand for screening biopsies for various diseases, the traditional method of reading further increases the burden and responsibility of pathologists [5]. Furthermore, and most importantly, this labelled pathological findings lack direct guidance for preoperative or intraoperative assessment, and do not simultaneously reflect the broader signal in biological tissue. Therefore, there is an urgent need for a new intraoperative imaging technique which can label-free provide pathological-images of the tissue microstructure feature.
Multiphoton microscopy (MPM), based on two photon excitation fluorescence (TPEF) and second-harmonic generation (SHG), represents a promising new adjunctive technology in the in vivo and real-time diagnosis of tissue [6, 7]. In comparison to conventional histopathology methods, MPM technique allows for the real-time simultaneous excitation of multiple endogenous signals in different components of biological tissue without the need for additional staining. Besides, combined with custom-developed image processing algorithms, it more reliably and rapidly shows the morphological characteristics and offer quantitative information of unstained tissues. Many previous reports have demonstrated that MPM enables tissue adjunctive diagnosis at the cellular level, for instance, skin aging [8], liver fibrosis [9], basal cell carcinoma [10], ovarian cancer [11], gastric cancer [12], breast cancer [13], colonic adenoma [14].
Previous studies also support the hypothesis that brain tumors and normal brain tissue can be well discerned based on label-free MPM imaging [15–22]. Gliomas were shown to have a specific morphochemistry in the TPEF images, with cell proliferation bearing enlarged nuclei. In unlabelled multiphoton images, several diagnostic features of some brain tumors in unstained multiphoton images have been determined and may be used as tumor markers [17]. Cytological and architectural features required for pathological tumor typing and grading in 55 lesions of the central nervous system can be retrieved by label-free multiphoton microscopy [21]. Moreover, a study of 382 tumor patients indicated that the combined analysis of texture parameters of the CARS and TPEF signal proved to be most suited for the discrimination of nontumor brain versus brain tumors leading to a correct rate of 96% [22].
In the present study, we aim to provide the basis for clinical translation of label-free multiphoton imaging as an intraoperative tool for gliomas delineation. Therefore, we imaged fresh unstained human normal brain tissue, low-grade, and high-grade gliomas using the combination of TPEF and SHG. Several qualitative microstructure features differences between normal brain tissue, low-grade, and high-grade gliomas, such as collagen deposition [23, 24], increased cellularity, nuclear atypia, microvascular proliferation, and necrosis were visualized. To describe the degree of collagen deposition, increased cellularity and nuclear atypia, some automated image analysis algorithms based on image segmentation technology were developed to automatically calculate the quantitative diagnostic features: the collagen content, the number, and area of nuclei.
MATERIALS AND METHODS
Sample Preparation
From 2014 to 2018, 20 glioma patients (10 high-grade gliomas, 10 low-grade gliomas) and 5 traumatic brain injury patients from the Department of Neurosurgery at the First Affiliated Hospital of Fujian Medical University were invited to join in the research. The research was approved by Fujian Medical University Clinical Research Screening Committee for Studies Involving Human Subjects. All of the subjects signed a written consent prior to the research. During neurosurgical procedures, the structurally normal tissue and glioma specimens were taken from the same patient to carry out the conventional diagnostic procedure. After resection, the specimens were delivered to the pathology department within 30 min. To verify the feasibility of MPM in tissue detail imaging, each specimen was divided into two parts. One portion of the fresh tissue was processed as five serial frozen slices by cryostat microtome. The middle slice with thickness of nearly 5 μm was stained with H&E staining for histological comparison with MPM outcomes. The remaining 4 slices with thickness of nearly 20 μm were sandwiched between microscope slide and a cover slip for MPM imaging (Figure 1). The other part of the fresh tissue is left in the pathology department to be processed into paraffin blocks for subsequent histopathological examinations (including standard hematoxylin and eosin staining, specific staining, and immunohistochemistry et) and molecular pathology examinations for the final diagnosis of glioma. Gliomas were classified and graded according to the criteria outlined by the 2016 World Health Organization. The pathological diagnoses were reaffirmed independently by two experienced neuropathologists.
[image: Figure 1]FIGURE 1 | Demonstration of preparation and analysis of the frozen sections in this study.
Multiphoton Microscopic Imaging System
The MPM imaging system used in this study was previously mentioned in detail [25]. Briefly, this system is composed of a Zeiss LSM 510 system (Zeiss, Jena, Germany) and a Ti:sapphire femtosecond laser (Mira 900-F, Coherent Inc., Santa Clara, CA, United States), which can be tuned in the range of 700–980 nm. In this study, the laser power was set as 5 mw and excitation wavelength at 810 nm. 63×Plan-Apochromat oil immersion objective allows to focus the excitation beam and collect the backward signals. META detector is made up of an optimized 32-channel photomultiplier tube (PMT) array and high-quality reflective grating to detect the emission signals in the backward direction. In this system, 8 independent channels are included, of which individual channel(s) can be selected to capture emission signals, covering wavelength from 377 to 716 nm. And then images can be obtained. In this research, 2 independent channels were chosen to detect TPEF and SHG signals from the specimens. One channel detected TPEF signals, covering wavelength from 430 to 716 nm; the other channel detected SHG signals, covering wavelength from 387 to 419 nm. In order to strengthen the contrast of TPEF/SHG images, TPEF images were shown in red and SHG images were shown in green. All images were obtained at 2.56 μs per pixel and had a 12-bit pixel depth. The image acquisition time was 1.97 s/frame with a resolution of 512 pixels × 512 pixels.
Image Analysis Methods
Analysis of Collagen Density
MPM images were segmented and analyzed through custom-developed software in MATLAB Image Processing Toolbox (The MathWorks, Inc.). The patients enrolled in this study were split into training/test datasets at a ratio of 2:1. We collected 300 MPM images from the fresh ex vivo brain tissues without staining, obtaining 120, 120, and 60 images of diagnosed low-grade glioma, high-grade glioma and normal brain tissues, respectively. In our experiment, collagen content, number, and area of nuclei were automatically calculated by our self-written program. Collagen density was calculated as the ratio of SHG pixels to all pixels in every image. In order to calculate collagen content, MPM images were analyzed through the following algorithm: First, the SHG image was converted to grayscale image and then a Gaussian filter (size = 5, sigma = 1) was used to reduce noise and enhance the collagen details of image; Next, the enhanced results were carried out by Otsu threshold segmentation and mathematical morphological processing; Finally, the segmentation template was obtained, and collagen ratio was calculated according to the occupied area of the collagen. The flowchart of the algorithm is shown in Figure 2A.
[image: Figure 2]FIGURE 2 | (A) Flowchart of the proposed collagen density segmentation. (B) Flowchart of the proposed nuclear density and size segmentation.
Analysis of Nucleus Density and Size
The segmentation approach based on watershed was used to depict cell boundaries and automatically calculate the number and area of nuclei. The flowchart of this algorithm is shown in Figure 2B. Detailed analysis steps were as following: first, the original MPM image in RGB color space was changed to CIE Lab space; then six-dimensional characteristic quantity was extracted, including image color space LAB color feature, phase, and XY position. Next, distance measurement was performed for the extracted six-dimensional eigenvectors, image pixels were clustered by similarity matrix spectrum, and segmentation was carried out with the marked watershed algorithm method. In the CIE Lab color space, the darkest one is selected with Fuzzy C-Means algorithm (FCM) as the final segmentation result; meanwhile, number and area of nuclei can be automatically calculated based on the segmentation results.
RESULTS
Multiphoton Microscopic Imaging of Normal Human Brain Tissue
Figure 3 showed representative TPEF/SHG images and the corresponding H&E images of the normal brain tissue. Figures 3A–D showed the large-scale MPM images and the corresponding H&E stained images of the normal brain tissue (white matter), demonstrating the capability of MPM to displayed large-area histoarchitectural features. In the large-scale images, major components of the brain, such as extracellular matrix, cells, and blood vessels emitted strong multiphoton signals, which could be explicitly identified in multiphoton images. Figures 3E–L showed the selected regions at higher magnifications (yellow and white box in Figure 3C). In the magnified images, more details of cells and blood vessels were revealed. MPM showed that nonfluorescent cell nuclei were marked as dark spot while the tightly condensed matrix emitted strong TPEF signals was color-coded in red, highlighting the distinguishable individual cells. Those cells (yellow arrowheads) of round shape and uniform size were found to be evenly distributed in the normal brain tissue. A blood vessel (cyan arrowhead) could be identified owing to its tubular structure defined by elastin and collagen. The identified blood vessel was marked in yellow because collagen in the wall emitted strong SHG signals while elastin produced comparable TPEF signals. Except for blood vessel wall, SHG signals were not detected, indicating that the stroma in the normal brain tissue had limited collagen content. These results were consistent with what have been previously reported [23]. These characteristics can also be seen in the corresponding H&E-image. However, collagen could not be displayed in H&E images as clearly as this in MPM images.
[image: Figure 3]FIGURE 3 | Representative MPM images and the corresponding images of H&E stained normal brain (white matter) tissue. (A–D) TPEF, SHG, TPEF/SHG overlaid images, and corresponding image of H&E stained normal brain tissue. (E–H) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (yellow square box) in Figure 3C. (I–L) The magnified TPEF, SHG, TPEF/SHG overlaid, and corresponding H&E image of the selected area (white square box) in Figure 3C. Yellow arrowheads: cells in normal brain tissue; cyan arrowhead: blood vessel in normal brain tissue.
Multiphoton Microscopic Imaging of Low-Grade Glioma
The structural differences of low-grade gliomas were featured as variably increased cellularity and slight nuclear atypia, which also helped to distinguish between normal and abnormal tissue. Figure 4 displays MPM images and the corresponding H&E images of low-grade gliomas. Compared with the normal brain tissue, low-grade gliomas showed moderate architectural and cytological abnormalities in MPM images. As it could be seen in the large-scale images in Figures 4A–D, cell density in low-grade gliomas was greatly increased compared to normal brain tissue. Figures 4E–L showed higher magnification images of selected areas from Figure 4C. In Figures 4E–H, MPM images could clearly reveal morphological details of tumor cells (yellow arrowheads) in low-grade gliomas. The tumor cells were of medium size with slightly enlarged nuclear, distinct cell borders, and round, oval or short fusiform nuclei. However, nuclear atypia was not obvious as it was only seen in a fraction of cells. In addition, the morphology of extracellular matrix was moderately changed. A few of collagen fibers were found to be irregularly scattered in the red extracellular matrix background. More collagen details were presented in Figures 4I–L. Through SHG signals, collagen fibres (pink arrowheads) with reticular morphology were shown in green. A few of collagen fibres were shown in yellow, meaning they concurrently generated comparable SHG and TPEF signals, indicating that they might have a distinct photochemical composition. These details were readily correlated with those in the corresponding H&E images. However, for these collagen differences between normal brain tissue and low-grade gliomas could also not be displayed clearly in H&E images as those in MPM images. The research findings showed that the microstructure features of low-grade gliomas could be well characterized by MPM technology.
[image: Figure 4]FIGURE 4 | Representative MPM images and the corresponding images of H&E stained low-grade glioma. (A–D) TPEF, SHG, TPEF/SHG overlaid images, and corresponding image of H&E stained low-grade glioma. (E–H) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (yellow square box) in Figure 4C. (I–L) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (white square box) in Figure 4C. Yellow arrowheads: cells in low-grade glioma; pink arrowhead: collagen in low-grade glioma.
Multiphoton Microscopic Imaging of High-Grade Glioma
Compared to normal tissue and low-grade gliomas, high-grade gliomas have features such as variably increased cellularity, obvious nuclear atypia, microvascular proliferation, intense vascular proliferation, and necrosis. Figures 5, 6 showed representative TPEF/SHG images and the corresponding H&E images of the central tumor region and necrotic area of high-grade glioma (glioblastoma), respectively. Unlike normal brain tissue and low-grade gliomas, high-grade gliomas showed more severe architectural and cytological abnormalities in MPM images. Figures 5A–D clearly revealed the increased cellularity, obvious nuclear atypia, and intense vascular proliferation in the high-grade glioma tissue (tumor central region). In the magnified images (Figures 5E–L), the entire area of high-grade gliomas was almost filled with tumor cells that had indistinct cell borders and were unevenly distributed. The nuclei had larger areas and more severe nuclear pleomorphism. Intense vascular proliferation, seen as important histopathological hallmark of high-grade glioma, was easily detected via SHG signals that were emitted by collagen in the vessel walls. Blood vessels (cyan arrowheads) of different sizes and shapes were found to be scattered in the extracellular matrix. Compared with low-grade gliomas, more SHG signals were detected as denser collagen deposition (pink arrowheads) was notably presented in high-grade gliomas. Microvascular proliferation and necrosis, seen as two fundamental features of glioblastoma and two major predictors of the aggressive diffuse astrocytomas [26–28], were well characterized in Figure 6. Compared with its surrounding tumor cells, the tumor necrotic had been identified owing to their “pseudopalisading” pattern (Figures 6A,E) and higher TPEF signal intensity (yellow arrowheads). Near the necrotic core, the reactive hyperplasia of vascular endothelial cells in the blood vessel wall was visualized in the glomerulus-like arrangement (Figure 6K); emitted TPEF signals in the endothelial cells (cyan arrowheads) were weaker than those of the surrounding tumor cells. Thus, microvascular proliferation could be readily recognized in MPM images. These morphological characteristics of high-grade gliomas were also seen in the corresponding H&E images. Again, same as low-grade gliomas, collagen deposition was excluded since it could not well display in H&E images. These results indicated that characteristics of high-grade gliomas could be well captured by MPM. To some extent, MPM had a better effect than H&E-stained technology.
[image: Figure 5]FIGURE 5 | Representative MPM images and the corresponding H&E stained images of high-grade glioma (tumor central region). (A–D) TPEF, SHG, TPEF/SHG overlaid and corresponding H&E image of high-grade glioma. (E–H) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (white square box) in Figure 5C. (I–L) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (yellow square box) in Figure 5C. Cyan arrowheads: blood vessels in high-grade glioma; pink arrowhead: collagen in high-grade glioma.
[image: Figure 6]FIGURE 6 | Representative MPM images and the corresponding images of H&E stained high-grade glioma (necrotic area). (A–D) TPEF, SHG, TPEF/SHG overlaid images, and the corresponding H&E image of high-grade glioma. (E–H) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (white square box) in Figure 6C. (I–L) The magnified TPEF, SHG, TPEF/SHG overlaid images, and corresponding H&E image of the selected area (yellow square box) in Figure 6C. Yellow arrowhead: tumor cells; cyan arrowheads: endothelial cells.
Automatic Identification of Glioma
In order to further characterize the morphological differences between low-grade and high-grade gliomas, quantitative analysis was conducted. The collagen content, number and area of nuclei were automatically calculated through the proposed image analysis method. Figures 7A–D showed the representative collagen segmentation images. The collagen enhancement segmentation image (Figure 7B), perivascular collagen position segmentation image (Figure 7C), and final segmentation image (Figure 7D) can all be well correlated with original SHG images (Figure 7A) at the subcellular level. More segmentation details could be seen in the magnified images from Figures 7E–H. Results of comparing collagen density between normal brain tissue, low-grade gliomas, and high-grade gliomas using this collagen analysis method were shown in Figure 7I; Table 1, respectively. Quantitative analysis results showed that the collagen density of high-grade gliomas (0.157 ± 0.023) was significantly higher than that of low-grade gliomas (0.013 ± 0.005) and normal brain tissue (0.005 ± 0.001). The more severe the malignant tumor was, the higher the contents of collagen could be. These results were consistent with the other research findings [23].
[image: Figure 7]FIGURE 7 | Quantitative analysis of collagen. (A–D) Representative segmentation results of the automatic analysis algorithm: an original SHG image in a high-grade glioma (A), the result after image enhancement (B), the segmentation result of collagen position (C) and the final segmentation result of collagen content (D) are displayed from left to right. (E–H) Magnified region marked in (A–D). (I) Collagen content variations in the normal brain tissue, low-grade and high-grade gliomas using the algorithm.
TABLE 1 | Quantitative parameters of low-grade and high-grade gliomas.
[image: Table 1]Figure 8 showed the processing results of nuclear segmentation. The number of nuclei, and the mean and standard deviation of the nuclear area could be automatically calculated. Figures 8A–E illustrated the representative nuclear segmentation results. As it was shown in Figure 8A, the original MPM image indicated low SNR as the cell boundaries were not clear and difficult to be precisely positioned by human eyes. The segmentation result after spectral clustering was shown in Figure 8B. In Figure 8C, image noises were reduced while cell boundaries were enhanced after watershed segmentation. Then the average gray-scale based on the above segmentation results was applied to correctly depict cells from the complicated background. The final segmentation image was shown in Figure 8D. In this image, cells can be automatically positioned and cell boundaries can be correctly depicted from the complicated background. In this way, cell number and nuclear area could be automatically quantified. MPM images (Figure 8A) well matched with segmentation results (Figure 8D) at the subcellular level. The comparison results of cell density, mean and standard deviation of nuclear parameters between normal brain tissue, low-grade gliomas, and high-grade gliomas using this analysis method were shown in Figures 8E,F and Table 1, respectively. Quantitative analysis results revealed that compared to low-grade glioma, nuclear number was sharply increased and presented a larger standard deviation in high-grade gliomas. In summary, MPM and image analysis method provided quantitative assessment of morphological changes of low-grade and high-grade glioma tissues. Above results showed that collagen density, cell density, and mean and standard deviation of nuclear area are representative features to different normal brain tissue, low-grade, and high-grade gliomas. Comprehensive analysis of them could rapidly offer additional assessment metrics to pathologists and surgeons. Thus, MPM combined with image analysis method has the potential to establish an objective standard about grading of gliomas.
[image: Figure 8]FIGURE 8 | Quantitative analysis of number and area of nuclei. (A–E) Representative nuclear segmentation results of the automated analysis algorithm: an original MPM image in a low-grade glioma (A), the result after super-pixel segmentation and spectral clustering (B), the result after watershed segmentation (C), and the final segmentation results (D) are displayed from left to right. (E) Number of nuclei of normal brain tissue, low-grade, and high-grade gliomas quantified using this algorithm. (F) Area of nuclei of normal brain, low-grade, and high-grade gliomas quantified using this algorithm.
DISCUSSION
MPM, based on intrinsic TPEF and SHG signals, shows label-free images by allowing the nonlinear excitation of different intrinsic biomacromolecules, and obtaining the subcellular resolution from unstained and fresh tissue [29–31]. In this study, we used label-free MPM to obtain the microstructures of human normal, low-grade and high-grade brain tissues. Our results show that the morphology, content and morphology of the main components including cells, blood vessels and collagen in these three tissues have apparently different properties. Based on these differences, several diagnostic features including increased cellularity, nuclear atypia, intense vascular proliferation, microvascular proliferation, and necrosis can be extracted to distinguish between normal, low-grade and high-grade brain tissues, Meanwhile, collagen deposition, an additional feature that cannot be seen by the conventional methods, is clearly observed in MPM images. Compared to classic traditional intraoperative diagnosis techniques, MPM can affords real-time imaging of brain tissues without destructive procedures and staining. In addition, all images were acquired at a rate of 2.56 µs per pixel. Therefore, multichannel detection, combined with increased accuracy and speed, makes MPM highly suitable for characterizing morphologic features of cell, blood vessel and collagen at subcellular resolution.
Automated image analysis has become a powerful tool for solving biomedical problems in macroscopic image [32]. In this study, several image analysis algorithms were developed to calculate the determination of collagen location, collagen content, nuclei area, nuclei number and nuclei area variance in this study. Relay on this, the extent of collagen deposition, nuclei size, cellularity and nuclear atypia can be rapidly and quantitatively analysed. Thus, our research may be taken as an alternative and adjunctive approach to the diagnosis and grading of brain tumors. While compared with pathologist’s examination and traditional MPM technique, our proposed method can quickly display image characteristics and reduce amount of manual observation. Recent research studies indicate that MPM combined with image analysis method has major advantages in the feasibility of clinical translation [33].
Regarding the applicability of the proposed method in clinical settings, some limitations remain to be addressed. The number of patients enrolled in this study was relatively small. More data of patients should be evaluated. Besides, current label-free MPM images cannot get the depth in micrometer, the high-resolution images are often acquired by ex vivo histopathologic section or in vivo intraoperative biopsy. Fortunately, the advances of two-photon microendoscope and fiberscope have provided insights and feasibility in clinical practice [34–39]. The miniaturized two-photon fiberscope has enabled high-resolution optical recording of neural activity at the cellular level from freely moving animals in their natural behaviors [39]. Then small-diameter (350 um) gradient refractive index (GRIN) lens with side-view design could be inserted to solid tissues [37–39]. Under the fixation condition, the high-quality MPM images in many centimeters could be obtained from the object plane. From a recent clinical resection case of glioblastoma, multiphoton tomography showed its ability to rapidly identify the native glioma tissues without tissue staining or processing [40]. Thus, the proposed method in this study combined with MPM endomicroscopy could be taken as a powerful diagnosis tool for the auxiliary diagnosis and grading of gliomas in the operating room to offer real-time histology-like images and perform automated image analysis for higher diagnostic accuracy of neuropathology.
In the future, our research will focus on enrolling more patients, the intraoperative in vivo imaging through MPM microendoscopes and the optimization of algorithms for quantitative diagnosis. As probes and optical fiber are miniaturized and optimized, it is anticipated that our combined method may be used for auxiliary diagnosis and grading of gliomas in the operating room to offer real-time histology-like images and perform automated image analysis for higher diagnostic accuracy of neuropathology.
CONCLUSION
In summary, we demonstrated the capability of label-free MPM to identify differences of microstructure features between normal brain, low-grade and high-grade gliomas, revealing key microstructure features including collagen deposition, increased cellularity, nuclear atypia, microvascular proliferation, and necrosis were visualized. Furthermore, the combination of label-free MPM and image processing provided a supplementary methodology for quantitatively analysis microstructure features differences. Therefore, our presented method provides insights about both morphological and quantitative information of the gliomas tissues, which has the great potential for becoming a valid intraoperative imaging tool for assisting in diagnosing and grading of gliomas.
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In this work we detail the design of a novel, hybrid waveguide structure which enables independent control of phonon modes and optomechanical driving forces, thereby yielding customizable Brillouin coupling over a very broad bandwidth. The Brillouin gain reaches 4400 W−1m−1, with tunable phonon frequencies from 1–95 GHz. This hybrid waveguide relies on tuning of its width and enables photon-phonon conversion based on the Brillouin nonlinear effect, and importantly, it can guide and manipulate the phonons emitted by the Brillouin effect on a chip-level device. There is hence excellent potential for this technique to be applied in microwave sources using the on-chip Brillouin photoacoustic coupling mechanism.
Keywords: diamond, tunable, suspended waveguide, optic, Brillouin
INTRODUCTION
Stimulated Brillouin scattering (SBS) is a third-order nonlinear optical process that uses the interaction of two photons in a medium to generate new photons and phonons [1–3]. Therefore, the SBS effect can be used to force interaction between acoustic and optical waves, thereby generating higher frequency photons and phonons. Customizable slow light can be generated through techniques such as waveguide SBS photon-phonon coupling [4, 5], radio frequency (RF)-photon signal processing [6, 7], narrow linewidth laser sources [8–10], RF-waveform synthesis [11, 12] and optical frequency comb generators [11, 13, 14]. Silicon is the ideal platform for nanophotonic devices because it is compatible with complementary metal-oxide semi-conductors (CMOS). It enables nanoscale traveling-wave photon-phonon coupling through Brillouin interactions to achieve high-performance signals [1, 15–18]. In the case of nano-scale silicon-based optical waveguides, tight optical confinement results in significantly enhanced Raman and Kerr nonlinearities [19–21]. In 2013, Rakich’s group proposed a novel type of photon-phonon hybrid waveguide, which proved for the first time the process of forward SBS (FSBS) nonlinearity and gain in a silicon waveguide [22]. In their work, the structure comprised a suspended waveguide with Si3N4 on both sides and Si in the middle. Due to the significant difference in refractive index between silicon (n = 3.5) and silicon nitride (n = 2.0), the structure tightly confines the optical field mode to the central region of the silicon waveguide. The silicon nitride films on both sides guide the phonons to perform photon-phonon coupling within the silicon waveguide core. The SBS gain reached 2570 W−1m−1, and a tunable phonon range of 1–18 GHz was realized.
As diamond and silicon both belong to the fourth group of elements, they have many similar optical properties. Compared to silicon, diamond has lower loss and higher nonlinear coefficient across a wide range of operating wavelengths and can be used for highly accurate phase-matching [23]. In addition, diamond has excellent physical and chemical stability, especially with regard to its extremely high thermal stability, enabling it to overcome the inevitable thermal effect which can plague traditional laser gain media at high powers [24, 25]. Meanwhile, its wide spectral transmission range enables the operating wavelength of diamond lasers to cover the ultraviolet, visible to mid-infrared [24, 26]. Moreover, diamond has been proved to be a promising Brillouin material for its high Brillouin gain coefficient and large Brillouin frequency shift [27]. Currently, tens of watts of single-frequency and cascaded Brillouin lasing have been realized in diamond based on free-space structures [27, 28]. However, there are very few studies on the characteristics of diamond Brillouin lasers which employ a waveguide structure. Therefore, it is important to investigate schemes which will yield higher Brillouin gain, especially in the form of highly integrated and tunable on-chip Brillouin lasers.
In this brief report, we detail the design of a novel type of photon-phonon waveguide structure utilizing forward SBS (multi-mode SBS). Here, the optical field is coupled in different spatial modes to achieve the customizable FSBS of a traveling wave. The Brillouin gain reaches 4400 W−1m−1, and the generation of phonons with frequencies across the range 1–95 GHz is realized. The simulation results show that the nonlinear (Brillouin) enhancement caused by the radiation pressure due to the design of the structure far exceeds the nonlinear enhancement caused by the material. We believe that this enhanced broadband coherent phonon emission paves the way for hybrid on-chip CMOS signal processing technologies.
THEORETICAL MODEL
The FSBS process involves the interaction between pump, Stokes (or anti-Stokes) and acoustic waves [29, 30]. Specifically, in the FSBS process, the optical waves (pump and Stokes) propagate in the same direction while the acoustic (phonon) wave propagates perpendicular to the optical waves [31, 32]. Phase matching of the FSBS process requires the conservation of energy and momentum yielding the following conditions:
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Where, [image: image], [image: image] and [image: image] represent pump, Stokes, and acoustic waves, respectively. Considering the propagation direction of optical waves, SBS can be categorized as FSBS and backward SBS (BSBS). In this paper, we only focus on the coupling between modes in FSBS.
For the FSBS process, let us assume that the propagation directions of the pump wave and Stokes wave are both along the z-axis, so the optical wave field of the pump wave and Stokes wave can be described as:
[image: image]
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Where Ep (z, t) is the pump optical wave, and Es (z, t) is the Stokes optical wave. Using small signals as an approximate replacement, when the power of the pump wave in the waveguide is greater than the power of the Stokes wave, the coupling between the two optical waves should meet the following conditions [33]:
[image: image]
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Where Pp and Ps are the power of the pump wave and the power of the Stokes wave respectively, α is the linear loss coefficient of optical wave caused by the structure, size, and other parameters of the material. β and γ are nonlinear loss coefficients (including two-photon absorption and free-carrier absorption). In Eqn. 6, g represents the Brillouin gain coefficient, which has a Lorentzian shape and can be expressed as [34]:
[image: image]
Ωm is the characteristic frequency that is satisfied by the total characteristic equation of the acoustic mode when the acoustic loss is ignored. [image: image] is the loss coefficient of acoustic mode when acoustic loss is taken into account [35], depending on the mechanical quality factor Qm with the relation given as: [image: image] [36]; subscript m is the mth acoustic mode (m = 1,2,3 … … ).
Considering the acoustic loss, the peak value of the SBS gain spectrum can be simplified as follows:
[image: image]
Where Vg, ε, and ρ are the optical group velocity, conductivity and density, respectively. f is the total of the optical forces of the pump and Stokes waves. It is assumed that [image: image] and [image: image] integrally cover the entire waveguide cross sectional. It is the overlap integral between the total optical force [37] and a single mth optical eigen-mode, and it represents the optical-mechanical coupling strength of the suspended waveguide [38].
The acoustic displacement field is included in the total optical force, satisfying the phase-matching conditions of Equations 1, 2 [35]. To facilitate the calculation um, the elastic loss in the isotropic medium can be ignored, and the ideal acoustic equation should satisfy:
[image: image]
Where Cijkl denotes the photo-elastic tensor, and fi is the ith component of the total optical force of the acoustic field [image: image] is the derivative along the jth space direction of j, in which [image: image]. When the driving force fi is absent in Eqn. 9, the displacement component umi of the acoustic field in different modes can be obtained. Hybrid acoustic waves (HAW) include transverse waves and vertical displacement components which are excited in the waveguide structures.
To more clearly describe Eqn. 8 and 8 can be transformed into:
[image: image]
Where [image: image] denotes the influence of optomechanical coupling on Gm, while [image: image] is the influence of other factors (including optical group velocity, material quality factor, optical energy flow, and phonon energy flow) on Gm, where, [image: image], [image: image]. From the two parameters in the above expression, we can see that in the waveguide structure, the angular frequency, the group velocity of the optical waves, the energy flow of the optical and acoustic waves, and the characteristics of the waveguide material are all related to COTm.
In the suspended waveguide structure, the linear sum of all overlap integrals between a single optical force and the mth acoustic eigenmode during the optical-mechanical coupling process can be expressed as:
[image: image]
It is worth noting that the contribution of a single overlap integral depends on the optical force, and its relative phase is affected by interference effects. In a nano-level waveguide, the Brillouin gain coefficient in Eqn. 8 needs to consider two influencing factors: the electrostriction force and the radiation pressure, namely f Total = f PE + f MB. Electrostriction is the secondary response of mechanical strain excited by an external electric field. The ith component of the electrostriction force is defined as [39]:
[image: image]
Where σij is the electrostriction tensor that is given by:
[image: image]
Where [image: image] denotes the photo-elastic tensor, and εr and ε0 are the relative permittivity and vacuum permittivity of the material respectively. Since common materials used in integrated photonics have either a cubic crystalline lattice (e.g., silicon) or are isotropic (e.g., silica glass), and most waveguide structures are fabricated to be aligned with the principal axes of the material, we consider the crystal material of the waveguide to have spatial symmetry. [image: image] is zero if it contains odd number of a certain component, and Eqn. 13 can be written as:
[image: image]
When the acoustic wave with frequency Ω excited by the electrostriction body force propagates, the dielectric constant inside the bulk medium changes by Δε. In this process, the photon-phonon interaction mainly occurs inside the medium. The electrostriction force is generated by the dynamic mechanical response of the medium to the optical waves, and the relative permittivity inside the medium changes so that a complex spatial force distribution occurs inside the medium. Its magnitude and direction are determined by the photo-elasticity tensor of the material, and the electrostriction body force becomes fPEei(qx−Ωt) according to Eqn. 14, with vector components:
[image: image]
Radiation pressure acts only on boundaries where the gradient of εr is not equal to zero [40]. It can be derived from the Maxwell tensors between material 1 and 2, which can be written as:
[image: image]
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Where n is the normal vector points from material one to material 2. For the waveguide with constant horizontal direction, only the transverse component of the force can contribute to the SBS gain coefficient.
RESULTS
The factors affecting SBS gain mainly include electrostriction force and radiation pressure. Since waveguide size needs to reach the order of micrometers to nanometers, the SBS nonlinearity caused by the material will be weakened, resulting in lower SBS gain of the entire waveguide. So we need to design some specific structures to increase the SBS gain. At the micro-nanometer scale, the SBS nonlinearity caused by radiation pressure also plays a key role. Our waveguide model adds an air slot in the center of the waveguide, this results in an increase in the radiation pressure, and the contribution to the SBS nonlinearity caused by the radiation pressure is much higher than that from the material itself. In addition, the use of suspended waveguides better promote photon-phonon coupling because the suspended waveguide better confines the optical field and the acoustic field in the waveguide in comparison to a waveguide within the substrate [41].
As shown in Figure 1A, the Brillouin laser system is made from a diamond wafer. The diamond parameters are as follows: Young’s modulus E = 1,220 GPa, Poisson’s ratio v = 0.07, density ρ = 3515 kg/m3, photo-elastic tensor p11 = −0.249, p12 = 0.043, p44 = −0.172, relative Permittivity ε = 5.86. The outline of the air slot is shown in Figure 1B. The thickness of the diamond wafer was t = 215 nm, wafer width w = 800 nm, and width of the air slot s = 2 nm. The waveguide width was variable with width w = 500–2,000 nm, and the displacement field associated with the waveguide mode satisfying the phase matching relationship is shown in Figure 1C. In the FSBS, the m = 0 order acoustic mode phase-matching conditions are shown in Eqs. 1, 2. This multi-mode, suspended waveguide provides low-loss guidance for different types of acoustic modes, resulting in higher mechanical quality factor (Qm) cavity modes with altered free-spectral-range (FSR). As shown in Figure 1D, when the pump wave with frequency ωp was injected into the slot waveguide, a beat frequency signal with frequency Ω was generated. Under the action of the beat frequency signal, an optical force was be generated in the waveguide, and the exciting optical force caused the waveguide material compress or expand, creating an acoustic signal:
[image: Figure 1]FIGURE 1 | (A) Schematic diagram of the suspended waveguide structure. (B) Front view of the suspended waveguide highlighting the internal air slot; t = 215 nm, w = 800 nm, air slot length s = 2 nm. (C) Frequency-wavevector plot showing the interaction of the pump, Stokes and phonon waves in the FSBS process; the optical curves represent the optical resonances generated for different spatial modes. (D) Schematic diagram of the generation of Stokes and phonon waves produced by the annihilation of a pump wave.
Finite Element Simulation using COMSOL software was applied to examine the in the inter-mode FSBS; here the pump and the Stokes waves were injected into the optical waveguide as different modes. At the time, the incident pump frequency, Stokes frequency, and the generated phonon frequency satisfy Eqs. 1, 2 (s = 2 nm, w = 800 nm). To simplify the calculation, we assumed that the optical quality factor Q = 1,000 and the transformation of the eigenfrequency of the optical mode did not affect the optical quality factor Q. By examining the results shown in Figure 2A, it was found that the radiation pressure at the central air slot was significantly higher than that compared to other sections. Figure 2B shows the distribution diagram of the electric field components when m = 0 (basic optical mode). It can be observed that both optical and acoustic waves were guided in the thin film waveguide of Figure 1A. The optical wave was confined in the air slot by total internal reflection, guiding the TE-like optical mode. This produced strong Brillouin coupling, which significantly improved the photon-phonon coupling efficiency.
[image: Figure 2]FIGURE 2 | Data obtained showing the radiation pressure distribution of the designed waveguide in the case of an acoustic mode m = 0. (A) Schematic diagram showing the radiation pressure distribution of the slot waveguide. (B) The guiding lateral profile of the fundamental optical mode highlighting the Ex, Ey and Ez field components.
We calculated the total optical force as shown in Figure 3A. The result was consistent with the previous conjecture. Due to the existence of an air slot, most of the optical force was concentrated in the air slot. The acoustic displacement presented a symmetric and anti-symmetric spatial pattern in different directions for different acoustic modes. These are plotted in Figure 3B, and the pump wave is 1,550 nm. Efficient selection of waveguide and acoustic modes enables autonomous regulation of the photon-phonon coupling. As shown in Figure 3C, when the waveguide width was 800 nm, the slot waveguide exhibited five acoustic modes (m = 5) under the action of the PE and the MB effect. Especially between the first-order acoustic breathing mode and the TE optical mode, the strain component of the acoustic and the optical mode had a significant overlap integral, which significantly improved the photon-phonon coupling efficiency. Figure 3A and Figure 3B show that the higher the degree of agreement between the optical force and acoustic mode distribution, the higher the photon-phonon coupling efficiency. In the case of the first-order acoustic mode, the optical force and the acoustic displacement distribution in this mode had a very high degree of overlap. At the same time, with the increase of the mode order, the overlap integral of the optical force and the acoustic displacement became smaller, so the degree of Brillouin coupling gradually decreased. Since optical fields are symmetrically distributed in space, only the acoustic field modes with symmetry or anti-symmetry can produce effective Brillouin coupling with the optical field, as shown in Figure 3C. When the Brillouin spectrum changes with the size of the waveguide, a Brillouin resonance of 1–95 GHz is produced, achieving unprecedented nonlinear tunability. For example, in the case of the first-order acoustic mode, when the waveguide, initially 2000 nm wide, becomes 500 nm wide, the frequency of the acoustic wave shifts from 6.14 to 22.8 GHz, and a strong Brillouin resonance occurs at this frequency. In Figure 3D, it can be observed that in the case of the first-order acoustic mode, the photon-phonon coupling efficiency reaches the maximum, which is due to the optical force distribution mentioned above and the modal distribution of the acoustic wave being very consistent.
[image: Figure 3]FIGURE 3 | (A) Distribution diagram of the total optical force within the waveguide. (B) Displacement diagrams of phonons in the x and y directions for each mode. (C) Representations of the mode distribution diagram of each acoustic mode determined in b which satisfies phase matching when the waveguide width is 800 nm. (D) Finite element simulation of the photoacoustic coupling rate varying with the width of the waveguide in the slot waveguide structure. The depth of the color represents the coupling efficiency.
In the case where the optical quality factor was set to Q = 1,000 and the waveguide width was set to w = 800 nm, the resultant Brillouin gain is as shown in Figure 4A. In the case of a first-order mode, the Brillouin gain reaches a maximum of 4400 W−1m−1. It can be seen that the gain is mainly produced by the MB effect, while the Brillouin gain produced by the PE effect is minimal. With the increase in the mode order, the Brillouin gain gradually decreases. This is due to the mismatch of the optical force distribution due to the complicated profile of the model in space so that the rapid spatial oscillation of the elastic mode largely offsets the overlap integral. At the same time, it can be observed that in the case of the third-order acoustic mode, the partial gain (SBS nonlinearity caused by the radiation pressure) exceeds the total gain. This is due to the coupling between the third-order breathing mode and the surrounding TE modes, the competition between the photo-elastic effect, and the moving boundary effect [42]. The boundary and volume integrand have opposite phases for this geometry, causing a self-canceling effect.
[image: Figure 4]FIGURE 4 | (A) Plot showing the Brillouin gain as a function of frequency with the waveguide width set to w = 800 nm; the red line represents the MB effect, the orange line the PE effect, and the blue line the total gain. (B) Calculated FSBS gain coefficients as the width of the air slot s is varied.
Next, the effect of the air slot width s on the FSBS gain coefficient was studied. We fixed the geometric size letting w = 800 nm and t = 215 nm. Then we varied s from 2 to 40 nm and calculated the FSBS gain coefficients. The corresponding FSBS gain coefficients are plotted in Figure 4B. The results show that as the air slot width S decreased, the total Brillouin gain decreased. This strong photon-phonon coupling phenomenon is produced by the combined action of electrostriction force and nanoscale radiation pressure, and the narrow air slot in the middle has considerable radiation pressure. The emergence of large radiation pressure-induced coupling represents a new form of boundary-induced Brillouin nonlinearity and a new form of boundary-mediated Brillouin coupling in subwavelength structures. This novel waveguide geometry enables independent control of acoustic modes and optomechanical driving forces, creating customizable Brillouin coupling over a 1–95 GHz bandwidth. The finite element simulations show that the FSBS effect is produced in the suspended slot waveguide and the obtained SBS gain reaches 4400 W−1m−1.
CONCLUSION
In this work, we designed a novel hybrid waveguide system. We demonstrated a Brillouin laser with a slot waveguide structure, which leveraged the favorable refractive index and the photo-elastic characteristics of diamond to generate a broad Brillouin frequency shift. The design uses the FSBS effect and by adjusting the cross-sectional width of the slot waveguide, achieves tuning of the frequency of the SBS acoustic wave. Multiphysics simulations reveal that the strength of photon-phonon coupling is dependent on the combined action of electrostriction force and nanoscale radiation pressure, with the narrow air slot in the middle of the waveguide generating considerable radiation pressure. The photon-phonon coupling induced by significant radiation pressure is a new form of Brillouin coupling which is induced by boundary-induced Brillouin nonlinearity and subwavelength structures. This suspended waveguide structure enables independent control of the acoustic wave and enables customizable Brillouin coupling over an ultra-wide bandwidth of 1–95 GHz. According to the PE and MB effect, the SBS laser of this slot waveguide shows an SBS gain of 4400 W−1m−1. At the same time, multiple transverse acoustic modes were coupled to produce relatively flat Brillouin gain across the 1–95 GHz frequency range. Therefore, this slot waveguide width tuning scheme can yield photon-phonon conversion based on the Brillouin nonlinear effect and guide and manipulate the phonons emitted by the Brillouin process on a chip. Therefore, we believe that this technique provides a means by which microwave sources can be produced via an on-chip Brillouin photoacoustic coupling mechanism.
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In this study, a 100-kHz narrow-linewidth burst-mode laser system combined with a master oscillator power amplifier (MOPA) structure was reported with a stable pulse burst profile over 2 ms duration. A theoretical model was established to characterize and compensate the variation characteristics of coefficient of variation (COV) within a burst envelope for the double-pass three-stage amplification system, in terms of different parameter factors. Simulated results yielded similar tendency with the measured ones. For a stable burst envelope with a COV of 2.72% and 2.93%, output pulse energy at a 100 kHz repetition rate was scaled up to 1.08 and 4.38 mJ in the case of an input average pulse energy of 8.6 and 116.51 nJ, respectively. Corresponding Mx2 and My2 values with 2.2 and 2.4 were endowed with 1.08 mJ output single-pulse energy and 2.7 and 2.1 for 4.38 mJ pulse energy. The spectral linewidth of amplified pulses was measured to be less than 83.1 and 67.9 MHz, with respect to output pulse duration of 10.3 and 96.1 ns, respectively.
Keywords: burst-mode, narrow-linewidth, double-pass amplification, MOPA, COV
1 INTRODUCTION
The parameter measurements (e.g., temperature, velocities, and mixture fraction) for high-speed flows have greatly boosted the advancements of aerospace and scramjet by use of optical imaging techniques [1–6]. Especially, the solid-state laser system, with a high rate and high energy [7–11], has great potential for optical diagnostic applications, such as planar laser-induced fluorescence (PLIF) [12–14], particle imaging velocimetry (PIV) [15, 16], and filtered Rayleigh scattering (FRS) [17, 18]. Among those measuring techniques, FRS serves as a promising approach in imaging high-speed reacting flames and non-reacting jets for its strong suppression in background noise, with the same wavelength as an input laser, from the Mie scattering and windows and highlights weaker broadened Rayleigh–Brillouin scattering (RBS) signal intensity. Typically, the turbulent reacting and non-reacting flow fields are commonly featured with frequencies up to hundreds of kilohertz [19], and the adopted laser sources are required with high-rate operation to enable high temporal resolution for sufficient analysis of time-varying flow information via the FRS imaging technique. In addition, the collected FRS imaging intensity is dependent on pulsed laser energy, which allows for the laser system with high-energy pulses to enhance the signal-to-noise ratio (SNR) in supersonic–hypersonic flow fields. As a result of advancement in the diode-pumped solid-state (DPSS) laser, it is capable of producing a pulsed laser with frequencies up to tens to hundreds of kilohertz [20, 21]. However, severe thermal loading at the high repetition rate comes into formation in the gain module to further constrain high-energy pulse laser generation.
The burst-mode technique, coupled with DPSS sources, can provide an effective method for both high-rate and high-energy pulsed laser, which is filled with multiple benefits featured with high efficiencies and significant beam characteristics compared with a traditional repetitively Q-switched continuously pulsed laser. Hence, such an effective pulse burst laser has attracted much more interests for achieving high repetition rate with significant pulse energy at low average power, by integrating a series of pulses into a burst envelope and reducing the duty cycle for thermal dissipation. In 2014, Slipchenko et al reported a 100-kHz dual-wavelength diode-pumped Nd:YAG burst-mode laser centered at 1,064 nm, with average pulse energy as high as 40 mJ per pulse over 100 ms burst duration [22]. In 2017, Wu et al illustrated a 100-kHz cavity-dumped burst-mode laser system with 2 ms burst duration, realizing the maximum pulse energy of 9.47 mJ per pulse and the energy extraction efficiency of 30% [23]. In 2019, Smyser et al investigated a burst-mode laser system for generating a high-peak power pulse laser, from which peak power reached 1.24 GW at the 100-kHz repetition rate over 1 ms burst duration with a transform-limited pulse width of 234 fs [24].
In supersonic–hypersonic flow field diagnosis, the FRS scheme necessitates to put forward some additional requirements for performances of laser sources further (e.g., narrow spectral linewidth, stable burst envelope, and so on). Specifically, such narrow-linewidth sources can enhance the transmission purity of stimulated RBS with a temperature-based thermal broadening spectral profile, when a molecular iodine vapor cell serves as a filtering narrow-linewidth background with a similar spectrum to that of the input laser and stable pulse-to-pulse intensity distribution benefits a series of time-relevant uniform FRS imaging intensity within recorded length. In the burst-mode laser system, a short-cavity oscillator based on Q-switching could provide with high-energy pulses, as illustrated in [25, 26], while seeding of those Q-switching lasers is restrictive of their applications in which narrow-linewidth is requisite. During burst-mode amplification, it is interestingly found that the first several pulses are endowed with higher- or lower-intensity distribution, resulting in inhomogeneous intensity variation within the burst envelope, which could further yield significant fluctuation of collected imaging intensity for flow field diagnosis. Hence, a theoretical model is built to give possible investigation and compensation for pulse intensity variation in terms of multiple factors, resulting in dynamic equilibrium in both pumping and amplification for a stable burst envelope. The burst-mode laser could play a significant component in optical diagnosis based on the FRS imaging technique, especially for these measuring relevant to multiple parameters in high-speed flow fields. In 2018, Feng et al illustrated the FRS intensity sensitivity to temperature and pressure in hot jets by utilizing a burst-mode source with total burst energy of 20 mJ per burst and 30 pulses within a burst at 63 MHz spectral linewidth [27].
In this work, a 100-kHz burst-mode master oscillator power amplifier (MOPA) laser was illustrated with narrow spectral linewidth for a stable burst envelope. Pulse intensity variation was investigated within the burst envelope theoretically and experimentally for multiple parameter factors. A stable burst envelope was characterized with the coefficient of variation (COV) of 2.72% and 2.93%, with respect to the burst energy of 217.08 and 880.38 mJ per burst at 2 ms duration, respectively. Relevant spectral linewidth was measured to be less than 83.1 and 67.9 MHz.
2 THEORETICAL ANALYSIS
In terms of burst envelope intensity variation, it is investigated starting from pulse amplification. The process of amplification is first based on the energy stored in the gain medium before the arrival of the input beam, and then the pulse is amplified with depletion of some particles when passing through an amplifier. For stored energy, the basic expression illustrated in the study mentioned in reference [28] has been deduced by Mance et al by means of solving the differential equation. If we take into account the necessary energy transfer factors, the stored energy Estore could be further developed and presented in Eq. 1, where Ei is initial energy storage in gain medium, τf is upper-level fluorescence lifetime of the Nd:YAG crystal, P is pump peak power, ηa is absorption efficiency of the input pump beam in active medium, ηs is Stokes transfer efficiency, and ηq is expressed as quantum transfer efficiency.
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Output energy after amplification could be illustrated by the Frantz–Nodvik formula [29, 30] in the case of known input energy Ein, saturation energy fluence Esat, pump area Sp, and small signal gain factor G0, the expression of which is given by
[image: image]
where the small signal gain factor G0 is determined by stored energy Estore, saturation energy fluence Esat, and pump area Sp. The nonlinear relationship among these parameters is denoted as follows:
[image: image]
The pump and amplification cycle for the pulse burst laser is exhibited in Figure 1A. To simplify the cycle process, some assumptions are carried out for neglecting the amplified spontaneous emission (ASE) effect and ignoring pump time during pulse laser duration. Initially, there is no energy stored in gain medium, resulting in Ei = 0, before pump injecting into the active medium and then stored energy comes into formation during pump time τ (delay time between pumping and the first pulse amplification) by using Ei = 0 in Eq. 1; after that the first pulse within the burst envelope is amplified through Eq. 2 on basis of accumulated energy storage. Meanwhile, the remaining energy is endowed as Ei to prepare stored energy for the next pulse during pump time τp, and the second pulse reaches its amplification with energy being extracted. Such an iteration process is repeated continuously within the burst envelope until output pulses obey convergence distribution featured with stable tendency. As for double-pass or multistage amplification, an additional process is supplemented here such that the output from the first pass is the input of the second pass and output of the previous stage becomes the input for next stage. Therefore, a model suitable for pulsed pumped amplification could be established to investigate the intensity variation within the burst envelope in diverse burst-mode amplification configurations.
[image: Figure 1]FIGURE 1 | (A) Schematic of the pump and amplification cycle for the pulse burst laser; (B) COV versus pump time τ and pulse interval; (C) COV versus pump time τ and input seed energy.
Figure 1B illustrates the dependence of COV (defined as the ratio of standard deviation within the burst envelope into the mean) on pump time τ and pulse interval in the double-pass, three-stage amplification system over 2 ms burst duration based on the aforementioned model. In this simulation, the adopted basic parameter values are given in Table 1, and amplifiers are provided with pump areas of 0.071, 0.071, and 0.283. With increasing pump time τ from 1 μs and decreasing from 2,500 µs, the variation of the COV exerts a gradual upward and downward trend, respectively and then finally possesses relatively stable distribution at approximately 500 µs (dashed white line) in the range of the pulse interval from 1 to 200 µs(5 kHz–1 MHz) toward the amplification system with pump peak power of 900 W, 900 W, and 2800 W for constant energy transfer factors. At higher pump time τ, the first few pulses could obtain more stored energy due to high gain in active medium, resulting in less energy for subsequent amplification. Moreover, the opposite could occur in burst-mode amplification with lower pump time τ. The obvious COV variation for different pump time τ, at a specific repetition rate, is mainly due to the lack of dynamic equilibrium in pumping and amplification. Typically, it is conducive to reach high-energy pulse amplification for a low repetition rate. In that case, relatively high pump time τ is required to compensate for the excessive energy extraction to sustain dynamic equilibrium between pumping and amplification within the burst envelope at the low repetition rate compared with high frequency. Hence, there is an increasing trend of pump time τ at stable COV distribution (red line) based on simulated results, with respect to a pump interval range of 1–200 µs (5 kHz–1 MHz).
TABLE 1 | Basic parameter values used in the simulation.
[image: Table 1]The COV versus pump time τ and input seed energy is presented in Figure 1C at a 100-kHz repetition rate. The COV variation also shows a trend of decreasing first and then increasing in the case of increasing pump time τ from 1 to 1,000 μs for different input laser energy (1 nJ–1 μJ), induced by non-equilibrium for pumping and amplification. At stable COV distribution, pump time τ versus input seed energy is indicated with a red line. With increasing of input laser energy from 1 nJ–1 μJ, the pump time τ for achieving a stable envelope shows a decreasing trend, moving away from the white dashed line gradually (τ = 500 µs). Due to increase of input laser energy, the saturation effect tends to come into formation in pulse amplification, resulting in the burst envelope close to steady-state distribution. Consequently, lower pump time τ is required to compensate for weaker variation within the burst envelope at higher input laser energy. In addition, the variation of the COV is endowed with approximately decreasing tendency at specific pump time τ for increasing the input laser energy in the range of 1 nJ–1 μJ, which might also be attributed to saturation effect.
3 EXPERIMENTAL SETUP
The schematic of the fiber-bulk MOPA burst-mode laser system is presented in Figure 2. The fiber laser seed is provided with 24-mW continuous wave (CW) laser centered at 1,064.201 nm with spectral linewidth of less than 10 kHz. The spectral wavelength is tunable over a spanning of 30 GHz by adjusting the voltage imposed on a piezoelectric transducer (PZT) to match the seed laser wavelength. Both the 975-nm laser diodes (LDs) are coupled into two Yb-doped fiber amplification stages to scale CW seed power up to the watt level. A fiber-coupled acousto-optic modulator (AOM) is introduced into the optical path for the slicing-amplified CW laser into a pulse train with arbitrary duration, which is directly controlled by an AOM driver that is dependent on an external SRS DG645 delay generator. The AOM is preferred in enhancing the contrast ratio of laser intensity to the background due to its faster falling edge than the electro-optic modulator (EOM) can do. For an all-fiber system, the used gain fiber and transmission fiber are featured with single longitudinal mode and polarization maintenance, which is with respect to the fiber size of 5/130 μm and a numerical aperture (NA) of 0.12 for gain fiber and 6/125 μm and 0.1 in transmission fiber.
[image: Figure 2]FIGURE 2 | Optical layout of the burst-mode laser system. OI: optical isolator, LD: laser diode, WDM: wavelength division multiplex, YDF: Ytterbium-doped fiber, AOM: acousto-optic modulator, HWP: half-wave plate, PBS: polarizing beam splitter, QWP: quarter-wave plate, AMP: amplifier module, DG: delay generator, and LDP: laser diode power supply.
The pulse amplification system consists of three LD side-pumped Nd:YAG modules, with Nd3+ doping concentration and rod dimensions of 1 at% and Φ3 × 67 mm2 (AMP1 and AMP2), 1 at% and Φ6 × 85 mm2 (AMP3), respectively. First, two amplifier modules are involved with three diode arrays distributed at an angle of 120o for each other, and the third contains seven diode arrays arranged symmetrically in different directions. All the amplification stages are designed in double-pass configurations for realizing the high-gain pulsed laser. Two pairs of plano-convex lenses (fL1 = +50 mm and fL2 = +50 mm; fL3 = +50 mm and fL4 = +50 mm) are responsible for delivering excellent beam characteristics for pulses amplification, while another one (fL5 = +100 mm, fL6 = +200 mm) is used for matching the pulsed laser with AMP3. The optical isolator (OI) is placed in front of each amplifier so as to prevent feedback of backward beam propagation. Amplified pulses are returned through a 0o reflector with high reflectivity (HR) coated at 1,064 nm and then passed through a quarter-wave plate (QWP) the second time and are eventually reflected by a polarizing beam splitter (PBS), close to AMP3, with the maximum polarization extinction ratio (PER) of more than 30 dB. The operation temperature was set to 25°C for the burst-mode laser amplification system.
For time-sequence controlling of the burst-mode laser system, an SRS DG535 is utilized to offer two channels with a delay time, one is first connected with laser diode power supplies (LDP) for synchronous triggering of pumping, and another one is applied to DG645 for AOM modulation after a delay time. The time controlling on the whole is accomplished using the SRS DG535 delay generator combined with an SRS DG645 delay generator.
4 RESULTS AND DISCUSSION
4.1 Seed Characterization
Output single-pulse energy was measured and plotted in Figure 3 for different repetition rates over 2 ms burst duration. From the measured results, the obtained pulse energy was provided with an approximately linear increase with the increasing of absorbed pump power and possessed similar distribution at different repetition rates. In Figure 3A, the maximum output pulse energy was expressed as 8.61, 8.47, 8.67, and 8.64 nJ for absorbed pump power of 2.53 W at the injected modulation signal with single-pulse duration of 10 ns, with respect to the repetition rate of 10 kHz, 20 kHz, 50 kHz, and 100 kHz, respectively. In the case of injected electric signal varying into 100 ns, the corresponding maximum output pulse energy reached 116.75, 115.92, 116.94, and 116.41 nJ as exhibited in Figure 3B, from which the enlarged resulted from the higher-duty cycle in the injected modulation signal.
[image: Figure 3]FIGURE 3 | Output single-pulse energy versus absorbed pump power. (A) For electric signal input with single-pulse duration of 10 ns. (B) At modulation signal input with a single pulse width of 100 ns.
Figure 4 presented the recorded output burst envelope with 2 ms duration in the range of repetition rates from 10 to 100 kHz, consisting of pulses counts with 21–201. It could be seen that there was no obvious emergence of pulses loss in burst train distribution. As shown in Figures 4A–D, the output burst envelope was uniformly distributed with a COV of 0.91%, 0.89%, 0.82%, and 0.86% for the electric signal input of 10 ns, corresponding to 10 kHz, 20 kHz, 50 kHz, and 100 kHz repetition rates, respectively. In terms of the input modulation signal changing into 100 ns, the relevant burst train with a COV of 1.04%, 0.84%, 0.97%, and 0.95% was further formed and exhibited in Figures 4E–H, respectively. The recorded output burst envelope was possessed with uniform and flat distribution at the repetition rate of 10–100 kHz, indicating the stable modulation characteristics for the external electric signal input with arbitrary duration.
[image: Figure 4]FIGURE 4 | Recorded output pulse-burst profile at different repetition rates in terms of electric signal input with duration of 10 and 100 ns, respectively. (A) At 10 kHz repletion rate for 10 ns electric signal input. (B) At 20 kHz repletion rate for 10 ns electric signal input. (C) At 50 kHz repletion rate for 10 ns electric signal input. (D) At 100 kHz repletion rate for 10 ns electric signal input. (E) At 10 kHz repletion rate for 100 ns electric signal input. (F) At 20 kHz repletion rate for 100 ns electric signal input. (G) At 50 kHz repletion rate for 100 ns electric signal input. (H) At 100 kHz repletion rate for 100 ns electric signal input.
At the 100-kHz repetition rate, the output individual pulse waveform approximately exerted Gaussian-like distribution as shown in Figure 5C due to the faster rising/falling time of 10 ns for the AOM in the case of the external square wave signal input with 10 ns in Figure 5A. Moreover, the nearly flat-top pulse profile distribution is presented in Figure 5D for an external electric signal input of 100 ns shown in Figure 5B. The output pulse laser duration was measured as 10.8 and 98 ns, with respect to the output pulse energy of 8.64 and 116.41 nJ, respectively.
[image: Figure 5]FIGURE 5 | Recorded input electric signal waveform and the output single-pulse laser profile at the 100 kHz repetition rate. (A) Input electric signal waveform with duration of 10 ns. (B) Input electric signal profile with duration of 100 ns. (C) Output single pulse laser with pulse duration of 10.8 ns. (D) Output single pulse laser with a pulse width of 98 ns.
4.2 Free-Space Operation
The output burst envelope during 2 ms duration, through a double-pass, three-stage amplification construction, was recorded and presented in Figure 6 at different pump time τ (pump time before burst envelope), with the average input pulse energy of 116.51 nJ for the repetition rate of 10 kHz, 20 kHz, 50 kHz, and 100 kHz. In the first few pulse distribution, it was exerted with gradually increasing intensity distribution at pump time τ of 0.2 ms as shown in Figures 6A–D, which was induced by weaker amplification of the initial pulse to accumulate more stored energy for subsequent pulses. However, the relatively higher intensity dispersion occurred in the first several pulses due to excessive compensation brought by higher pump time τ of 1 ms, resulting in a convex burst envelope with the triangle-like distribution. For a horizontal comparison at pump time τ of 0.5 ms, the pulse burst distribution in Figure 6E was different and induced by inadequate compensation, while the excessive compensation occurred in Figures 6F–H. Compared with pump time τ of 0.2 and 1 ms, it yielded decreasing variation of the COV within the burst envelope for different repetition rates at a pump time τ of 0.5 ms. Such a variation trend of COV was consistent with the simulated results. Also, it was found in later experiments that the dispersion of the recorded burst envelope was provided with similar variation tendency for input pulse energy varying into 8.6 nJ.
[image: Figure 6]FIGURE 6 | Recorded pulse-burst distribution at different pump time τ for different repetition rates. (A) At 10 kHz repetition rate for pump time τ with 0.2 ms. (B) At 20 kHz repetition rate for pump time τ with 0.2 ms. (C) At 50 kHz repetition rate for pump time τ with 0.2 ms. (D) At 100 kHz repetition rate for pump time τ with 0.2 ms. (E) At 10 kHz repetition rate for pump time τ with 0.5 ms. (F) At 20 kHz repetition rate for pump time τ with 0.5 ms. (G) At 50 kHz repetition rate for pump time τ with 0.5 ms. (H) At 100 kHz repetition rate for pump time τ with 0.5 ms. (I) At 10 kHz repetition rate for pump time τ with 1 ms. (J) At 20 kHz repetition rate for pump time τ with 1 ms. (K) At 50 kHz repetition rate for pump time τ with 1 ms. (L) At 100 kHz repetition rate for pump time τ with 1 ms.
For stable pulse burst profile output, it is exhibited in Figure 7 at repetition rates of 10 kHz, 20 kHz, 50 kHz, and 100 kHz in terms of the input pulse energy of 8.6 and 116.51 nJ. The COV of recorded burst train, from Figures 7A–D, was measured to be 2.69%, 2.75%, 2.38%, and 2.72% at 8.6 nJ pulse energy input, corresponding to a COV with 2.53%, 2.29%, 2.33%, and 2.93% presented in Figures 7E–H for 116.51 nJ pulse energy input. At stable burst envelope distribution, the required pump time τ versus the repetition rate was investigated and given in Figure 8A, with respect to different pulse energy input. There was a decreasing trend for pump time τ with increasing of the repetition rate from 10 to 100 kHz, also shown was endowed with decreasing tendency of pump time τ for higher pulse-energy input, indicating the consistent trend with the simulated ones in the abovementioned section. At the 100 kHz repetition rate, the output single-pulse profile with a duration of 10.6 and 96.1 ns is recorded in Figures 8B, C, respectively. Here, it could be seen that relatively steep distribution emerged for leading edge compared with the trailing edge at the output pulse temporal waveform with 96.1 ns duration, resulting from consumption of more inversion particles in leading edge during approximately flat-top pulse amplification.
[image: Figure 7]FIGURE 7 | Recorded stable burst envelope output at different repetition rates for different input energy. (A) At 10 kHz repetition rate for 8.6 nJ input. (B) At 20 kHz repetition rate for 8.6 nJ input. (C) At 50 kHz repetition rate for 8.6 nJ input. (D) At 100 kHz repetition rate for 8.6 nJ input. (E) At 10 kHz repetition rate for 116.51 nJ input. (F) At 20 kHz repetition rate for 116.51 nJ input. (G) At 50 kHz repetition rate for 116.51 nJ input. (H) At 100 kHz repetition rate for 116.51 nJ input.
[image: Figure 8]FIGURE 8 | (A) Pump time τ versus repetition rate at stable burst profile distribution for different input energy. (B) Recorded output single-pulse profile at the 100 kHz repetition rate with a pulse width of 10.6 ns. (C) Recorded output single-pulse waveform at the 100-kHz repetition rate for pulse duration with 96.1 ns.
The double-pass output laser energy was measured and plotted in Figures 9A, B at different repetition rates for the stable burst envelope distribution, in terms of the input single-pulse energy of 8.6 and 116.51 nJ respectively. The amplified single-pulse energy at a lower repetition rate was provided with obvious advantages over a higher repetition rate with the increasing of input pump peak power, while the contrary tendency occurred in variation of burst envelope energy. In the case of the input single-pulse energy of 8.6 nJ, the maximum output single-pulse energy, at total input pump peak power with 4600 W, was measured to be 1.52 and 1.43 mJ for repetition rates of 10 and 20 kHz, 1.22 and 1.08 mJ at a repetition rate of 50 and 100 kHz, which corresponded to the burst envelope energy of 31.92, 58.63, 123.22, and 217.08 mJ, respectively. Moreover, it was scaled up to as high as 10.1, 7.08, 5.92, and 4.38 mJ due to the higher input single-pulse energy of 116.51 nJ, respectively, resulting in burst envelope energy with 212.1, 290.28, 597.92, and 880.38 mJ. At the 100 kHz repetition rate, the resulting amplification factor (the ratio of output pulse energy into input pulse energy) was endowed with 1.26 × 105 (51 dB) at the input single-pulse energy of 8.6 nJ and 3.76 × 104 (45.75 dB) was provided for 116.51 nJ single-pulse energy input.
[image: Figure 9]FIGURE 9 | Output burst energy and single-pulse energy versus input pump peak power at different repetition rates during double-pass amplification. (A) At the input single-pulse energy of 8.6 nJ. (B) For the input single-pulse energy of 116.51 nJ.
The spectral profile of the MOPA output, at the 100 kHz repetition rate, was measured by means of the scanning Fabry–Perot interferometer with a free spectral range (FSR) of 10 GHz and resolution of 67 MHz. From Figure 10A, the measured spectral linewidth, FWHM of Lorentz fit, was expressed as 83.1 MHz for 1.08 mJ pulse energy output, operating with 10.3 ns pulse width. At the output pulse energy of 4.38 mJ, the measured spectral linewidth with 67.9 MHz, approximately the spectral resolution, is shown in Figure 10B, with respect to pulse duration of 96.1 ns In fact, the obtained spectral profile could be regarded as the convolution between the Fabry–Perot resonator mode and Fourier transform of relevant pulse duration from the actual MOPA output, resulting in the broadened spectral profile. Hence, the actual spectral linewidth was less than the measured ones for the 100-kHz repetition rate at maximum MOPA output.
[image: Figure 10]FIGURE 10 | Spectral profile of MOPA output at the 100-kHz repetition rate. (A) For 1.08 mJ single-pulse energy output with a pulse width of 10.3 ns. (B) At 4.38 mJ single-pulse energy output with pulse duration of 96.1 ns.
Utilizing the 90/10 knife-edge method [31–33], the obtained M2 curves of the output beam on the different directions are presented in Figure 11A and Figure 11B at the 100 kHz repetition rate for different output laser energy, respectively. As shown in Figure 11A, the measured M2 values, on the x and y directions, were expressed as 2.2 and 2.4 at a maximum output 1.08 mJ single-pulse energy with a pulse duration of 10.3 ns Moreover, the M2 values were measured to be 2.7 and 2.1 with the maximum output single pulse energy of 4.38 mJ for a pulse width of 96.1 ns in Figure 11B, respectively. The inter-burst interval was set as 100 ms to allow for the release of thermal loading. There was no emergence of serious beam distortion for recorded two-dimensional (2D) beam profiles with approximately smooth mode distribution.
[image: Figure 11]FIGURE 11 | Output beam diameter versus beam position on different directions for the 100-kHz repetition rate. (A) At output 1.08 mJ single-pulse energy with a pulse width of 10.3 ns. (B) At output 4.38 mJ single- pulse energy with a pulse width of 96.1 ns.
5 CONCLUSION
In summary, a burst-mode MOPA laser system was characterized with excellent output characteristics in this study. Relevant characteristics for burst envelope distribution were simulated and discussed in detail under the action of multiple parameters (input pulse energy, repetition rate, and pump time τ), indicating the steady-state distribution approximately approaching 0.5 ms pump time τ. A double-pass, three-stage amplified burst envelope over 2 ms duration, at different pump time τ, was investigated in the experiment for the repetition rate from 10 to 100 kHz, corresponding to the input pulse energy of 8.6 and 116.51 nJ, respectively. Here, it could be illustrated that the COV variation tendency was consistent with that of the simulated ones. Maximum output pulse energy reached 10.1, 7.08, 5.92, and 4.38 mJ at the repetition rate of 10 kHz, 20 kHz, 50 kHz, and 100 kHz, respectively. In terms of the 100-kHz repetition rate, the output beam was endowed with uniform mode distribution with Mx2 and My2 of 2.2 and 2.4 at 1.08 mJ pulse energy and 2.7 and 2.1 for 4.38 mJ pulse energy output. The relevant spectral linewidth was less than 83.1 and 67.9 MHz, with respect to output pulse duration of 10.3 and 96.1 ns respectively. It was believed that such a burst-mode laser system could possess great potential for its application in high-speed field diagnosis based on the FRS technique.
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The calibration-free laser-induced breakdown spectroscopy (CF-LIBS) technique requires no reference samples of the same matrix to establish the calibration curve, not affected by the matrix effect. In recent years, the CF-LIBS technology has greatly progressed, and the accuracy of quantitative analysis has gradually improved. The purpose of this review was to introduce the CF-LIBS fundamental and modified algorithms. The Boltzmann plot method, Saha–Boltzmann plot method, and column density Saha–Boltzmann plot (CD-SB) method were discussed. Moreover, as a critical factor in CF-LIBS, the self-absorption effect and its influence on CF-LIBS were also introduced. CF-LIBS has been applied in a variety of fields, such as environmental protection, explorations of space, cultural heritage preservation, and geological survey, which were also described in this review.
Keywords: CF-LIBS, quantitative analysis, elemental analysis, self-absorption effect, applications
1 INTRODUCTION
The types and compositions of elements in materials have an impact on their properties, either directly or indirectly. It is crucial to make elemental analyses evaluate material performance. Conventional methods include atomic absorption spectrometry (AAS), inductively coupled plasma mass spectrometry (ICP-MS), inductively coupled plasma emission spectrometry (ICP-AES), X-ray fluorescence spectrometry (XRF), tunable diode laser absorption spectroscopy, quartz-enhanced photoacoustic spectroscopy, quartz-tuning-fork enhanced photothermal spectroscopy (QEPTS), and dual-comb absorption spectroscopy [1–3]. Due to their complicated operation and time-consuming process, these methods are usually used in laboratories. In recent years, scientists have been looking for and have developed new analytical assays with rapid response, easy operation, and high reliability.
Laser-induced breakdown spectroscopy (LIBS) is a new promising atomic spectrometry, more versatile than traditional methods [4]. LIBS is also often referred to as laser-induced plasma spectroscopy (LIPS) or laser spark spectroscopy. As the excitation source in LIBS, a pulsed laser beam is focused onto the sample surface by using a focusing lens. Through multiphoton ionization, atoms, ions, and molecules in the laser focus focal area absorb the laser energy and generate initial free electrons. With the inverse bremsstrahlung effect, the free electrons are accelerated by the electromagnetic field of the laser beam and then collide with particles in the ambient gas and sample materials to produce more free electrons. The newly created free electrons are also accelerated by the electric field, resulting in an electron avalanche ionization (EAI) process throughout the laser pulse duration [5]. During a breakdown phenomenon, plasma is generated on the sample surface. The surface species can be quantitatively deduced by analyzing the plasma emission spectrum [6]. LIBS has become an attractive and popular technique in the field of chemical analysis due to its unique advantages, such as its application to liquids [7, 8], gases [9, 10], and solids [11, 12], no sample pretreatment, simultaneous detection of multiple elements, and noncontact remote detection in many fields, including laser cleaning [13, 14], environmental protection [15, 16], space exploration [17, 18], and cultural heritage preservation [19, 20].
Generally, a series of certified samples of similar matrices are required for the quantitative analysis to establish the calibration curves in LIBS, called the referenced calibration method (RCM). However, it is extremely difficult or even impossible to obtain similar referenced samples in many cases, such as soil, mining, and biological tissues, where the matrix effect is hardly avoided [21, 22]. Furthermore, the RCM requires consistency in the experimental conditions, such as laser power density, temperature, and humidity. The limitations to the reference sample have hindered the development of LIBS.
Ciucci was the first to propose a determination method without referenced samples: the calibration-free laser-induced breakdown spectroscopy (CF-LIBS) [23]. The elemental concentration information is determined by describing the physical states of the laser-induced plasmas through mathematical models. There is no need for referenced samples or calibration curves, and matrix effects can be effectively avoided. CF-LIBS has piqued researchers’ interest since its introduction in 1999, although analytical accuracy is less satisfactory than the RCM.
In the past few decades, experimental modification and physical algorithmic improvements in CF-LIBS have been made by scholars all around the world. Analytical accuracy keeps increasing. To overview the development and the state-of-the-art CF-LIBS, this review included three parts: the essential assumptions and the basic mathematical model, a modified model combined with the Saha-Eggert equation, and the self-absorption and its effect on CF-LIBS. The purpose of this review was to give LIBS researchers some inspiration to promote the exploration.
2 FUNDAMENTAL ALGORITHM
The basic assumptions of CF-LIBS include (1) chemometric ablation, in which elemental composition and content in plasmas are the same as in samples [23, 24]; (2) local thermal equilibrium (LTE), ensuring the particles are in the excited energy level, following the Boltzmann distribution [25]; (3) optical thinness, meaning that the self-absorption in the selected spectral line can be ignored for calculation; and (4) elemental information wholeness, observed spectra including all the species of elements [26]. Based on the aforementioned assumptions, the spectral intensity at wavelength [image: image] is as follows:
[image: image]
[image: image] is the experimental parameter involving the receiving system optical efficiency and plasma number density; [image: image] is the concentration of the emitting species [image: image]; [image: image] is the spontaneous transition probability; [image: image] and [image: image] are the statistical weight and energy of the upper level [image: image]; [image: image] is the Boltzmann constant; [image: image] is the partition function at the temperature [image: image]. Equation 1 should be transformed, and the logarithm of both sides should be considered:
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Equation 2 can be rewritten in a linear form:
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A relationship of [image: image] and [image: image] can be linearly fitted, called the Boltzmann plot. The linear plot can be drawn by each type of atom and ion. The plasma temperature and concentration of species s can be deduced by the line slope [image: image] and intercept [image: image], according to Eqs 6, 7, respectively.
The partition function [image: image] is calculated as
[image: image]
The value of [image: image] can be determined through normalization, which states that the sum of all species in the sample equals 1:
[image: image]
Then, the concentration of each element in the sample can be determined as
[image: image]
Ideally, an accurate elemental determination requires two conditions [27–29]: (1) the fitting linear curve of the same species has high linearity ([image: image] close to 1) and (2) the fitting lines of various species are nearly parallel (shown in Figure 1 [30]). However, the analytical accuracy is generally influenced by five factors: (I) the measured spectral intensities are inaccurate; (II) the Boltzmann plot established for atomic lines generally yields a lower plasma temperature than for ionic lines; (III) the transition species are close to but not in LTE conditions (due to ionization/recombination reactions through electronic impacts); (IV) plasma in LIBS is optically thick and thermally inhomogeneous, and the temperature in the plasma center is much higher than that at the plasma periphery; and (V) Equation 1 is ideal and cannot accurately describe the plasma [19, 31].
[image: Figure 1]FIGURE 1 | Typical Boltzmann plots for estimating the plasma temperature. Emission lines from singly ionized Cu and Ni are used for obtaining the temperature. Reproduced with permission from [30], ©2016 Cambridge core.
The laser-induced plasma is transient and inhomogeneous. It only approximately meets the conditions for LTE within the appropriate temporal and spatial window [19]. Deviation from LTE conditions will badly influence the analytical accuracy. The McWhirter criterion is the most commonly used criterion for verifying LTE, especially because in plasma with the presence of high-density particles, the collisional transitions dominate the radiative transitions between all states. It is a necessary but not sufficient condition for LTE because it only applies to homogeneous and static plasmas [32]. The McWhirter criterion can be used as
[image: image]
where [image: image] represents the maximum adjacent energy level gap.
The obtained spectral intensity is proportional to the relative efficiency: the light emitted by the plasma is coupled to the spectrometer, where the detector converts the optical signal into an electrical signal. Because the transmission and conversion efficiency of the optical system and the spectrometer are wavelength-dependent, the spectral intensity obtained directly must be corrected:
[image: image]
where [image: image] is the relative efficiency; [image: image] is the signal intensity output from the spectral detector; and [image: image] is the spectral intensity emitted from the plasma. The spectral response can vary significantly in different spectral regions, so spectral correction must be performed across a wide range of wavelengths [31, 33]. A deuterium-halogen tungsten lamp, a combination of deuterium/halogen broadband source, a mercury lamp, and diffusely scattered pulsed laser light sources are general calibration light sources [34].
The Boltzmann plot was applied by researchers in various fields. Fahad et al. quantified the composition of the limestone, as shown in Figure 2; the results of the CF-LIBS technique compared to scanning electron microscopy combined with energy-dispersive X-ray spectroscopy and electron probe microanalysis are in good agreement [35]. Pandhiji et al. used the CF-LIBS method to quantify the elements in the coral skeleton, except for Sn(Certified data: 10 ppm and CF-LIBS data: 6 ppm); all of the values were in general agreement with the verified values. The results were somewhat different compared to ICP-MS, and the reason for this disagreement may be that the CF-LIBS data were related to the surface of the coral, while the ICP-MS data were related to its overall mass [36]. In the following year, they determined toxic heavy metals (Cd, Co, Pb, Zn, Cr, etc.) in soil samples from four industrial areas by the calibration curves, CF-LIBS, and ICP-OES methods. The results showed that the limits of detection (LOD) for Cd and Zn in soil were 0.2 and 1.0 ppm, respectively, and the ICP-OES method was in good agreement with the CF-LIBS method [37]. Similarly, Kumar et al. created a Boltzmann plot for different elements (Ca, Fe, and Pb) in the sludge to determine the concentrations of toxic elements Cr and Pb [38]. Agrawal et al. used CF-LIBS as a quality control tool to monitor the composition of various mineral elements in food additives. The quantitative analysis results were consistent with those on the additive label. The presence of new (not on the label) elements and non-detected elements may be related to errors in the food additive and was not reported by the manufacturer due to low concentrations [39]. Yang et al. used CF-LIBS to quantify the H/D concentration ratio in titanium alloys, and the relative error of the H/D concentration ratio was only 1.33% when a Boltzmann plot was used to calculate the plasma temperature (choosing the spectral line of titanium) due to the scarcity of H and D elemental spectral lines, as well as their susceptibility to interference from titanium spectral lines [40].The quantitative analysis of the composition of elements in different karats of gold by Ahmed et al. showed that the Au content increases from 75.9% to 92.7%, with increasing gold purity (18–22 K), and the corresponding Cu content decreases from 17% to 5.7% [41]. Hamad et al. analyzed the composition of pressed cement samples, and the calculated elemental concentrations agreed with the XRF results with a maximum relative percentage error of 5% [42].
[image: Figure 2]FIGURE 2 | Relative elemental abundance of the limestone sample at the fundamental harmonic (1064 nm) of the Nd:YAG laser. Reproduced with permission from [35], ©2018 Institute Of Physics.
Under optimized experimental conditions, CF-LIBS allows more accurate elemental content analysis, with results comparable to those of XRF, ICP-MS, ICP-OES, AAS, and RCM in LIBS. Moreover, a series of standard samples are not required, making it more cost-effective and less time-consuming. When referenced samples are unavailable for establishing calibration curves, CF-LIBS is the only choice for the quantitative analysis using LIBS.
3 MODIFIED ALGORITHM
3.1 Saha–Boltzmann Plot
Species in the same ionized state generally do not have enough spectral lines for representing the whole energy level and poor calculation accuracy of the plasma electron temperature. Yalcin et al. proposed a method of introducing the Saha–Eggert equation with the Boltzmann plot (Saha–Boltzmann plot method) in 1999 [43] and studied the effects of environmental conditions and laser energy on the plasma temperature. This method indeed improved the accuracy and reliability of temperature measurements.
The Saha–Boltzmann plot method must satisfy the condition of LTE, as well as the Boltzmann plot method. The Saha–Eggert equation describes the totality of neutral and singly ionic states of the same elements under the LTE condition:
[image: image]
where [image: image] and [image: image] represent the number density of species in the atomic and single ionic states of the same element, respectively; [image: image] is the electron mass; [image: image] is the first ionization energy.
[image: image] is proportional to [image: image], [image: image]. Equation 1 can be modified as
[image: image]
Combining Equations 13, 14, the intensity of the ionic line can be rewritten as
[image: image]
Rearranging the aforementioned equation and taking the logarithm of both sides, we obtained the following equation:
[image: image]
where [image: image], [image: image], and [image: image], [image: image]. To improve the accuracy and precision of plasma temperature, several emission lines that cover a wide range of upper energies were used (as shown in Figure 3, Ref. [44]). To some extent, this method mitigates the effect of line strength decline due to self-absorption [45]. This method is becoming increasingly popular among researchers in a variety of studies. Zhang et al. assessed the Ca/Na and Mg/Na ratios in human biological tissues and compared them to the ICP-OES method, revealing that the relative errors in hair and nails were less than 10% (the specific comparison graph, as shown in Figure 4), demonstrating the analytical accuracy [45]. Veis et al. quantified the H/D ratio in Be/W mixture coatings [46]. Pribula et al. studied the composition of tungsten-based samples with protective carbon layers using the W III spectral line to obtain more accurate results (quantitative results significantly influenced by the self-absorption effect of single ionized atoms) [47]. Alicia et al. explored the quantitative analysis of ps-CF and ns-CF LIBS for tungsten-based model materials (WCu) and found that the high linearity of the Saha–Boltzmann plot using the ps state resulted in a more accurate estimation of plasma temperature [48]. Horáková et al. measured the composition of acid pitchstone and found that the results agreed well with those of the electron microprobe analysis (EMPA) [49]. Wang et al. studied the emission spectra of Codonopsis pilosula to determine the elemental contents of Mg and Ca and compared them with liquid cathode glow discharge-atomic emission spectrometry (LCGD-AES) and inductively coupled plasma mass spectrometry (ICP-MS) [50].
[image: Figure 3]FIGURE 3 | Saha–Boltzmann plot for silicon and aluminum. Reprinted from [44], Copyright (2013), with permission from Elsevier.
[image: Figure 4]FIGURE 4 | Comparison of ICP-OES and LIBS results in hair and nails. Reprinted from [45], Copyright (2021), with permission from Elsevier.
3.2 Columnar Density Saha–Boltzmann Plot
The methods based on the Boltzmann plot and the Saha–Boltzmann plot both have significant limitations: (I) optical thinness is needed; (II) the plasma electron temperature cannot be accurately deduced by the slope of the Boltzmann or Saha–Boltzmann plot when only a small number of spectral lines for elements in the same ionization state can be observed.
The column density Saha–Boltzmann (CD-SB) method can effectively overcome the aforementioned limitations [51], where the column density of the ground state can be directly calculated. Furthermore, the presence of self-absorption in the resonance lines ensures long-term atomic evolution [52]. This method proposed by Cristoforetti and Tognoni opened up a new avenue for accurate plasma temperature calculation (the columnar density Saha–Boltzmann plot, shown in Figure 5 [51]).
[image: Figure 5]FIGURE 5 | Modified Saha–Boltzmann plot built by using the columnar density of self-absorbed lines from Al and Mg species. Reprinted from [51], Copyright (2013), with permission from Elsevier.
Similar to the conventional CF-LIBS method, the plasma is assumed to be spatially homogeneous over the measured time interval in the CD-SB plot method. Equation 13 can be rewritten according to [51]:
[image: image]
This equation describes the equilibrium population of different ionization stages in terms of the number density of the lower level of an ionic transition ([image: image]). [image: image] is the energy of the ionic transition at the lower energy level, and [image: image] is the reduced ionization energy due to the plasma environment, which is 1–2 orders of magnitude lower than the sum of [image: image] and is generally negligible. The columnar density [image: image] can be determined as the following:
[image: image]
where [image: image] and [image: image] are in [image: image] units; the value of [image: image] can be evaluated by the self-absorption coefficient, and f is the line oscillator strength.
Similarly, the Boltzmann Equation can be rewritten as
[image: image]
where [image: image] is the energy of the atomic transition at the lower energy level [image: image].
Combining Equations 17, 19, the column density Saha–Boltzmann equation can take the following format:
[image: image]
where [image: image] and [image: image]; for atomic lines, [image: image] and [image: image]; for ionic lines, [image: image] and [image: image]. The plasma temperature is deduced by the slope of the linear fitting curves in the CD-SB plot method. The [image: image] coordinate is calculated based on the column density of the atomic and ionic lines, rather than the intensity of spectral lines; the [image: image] coordinate indicates the lower (instead of higher in the Boltzmann plot method) energy level value.
Since its introduction in 2013, this method has piqued the interest of many researchers because there is no need to search for optically thin spectral lines, calibrate the detection system, or correct self-absorption (instead, using self-absorbed lines to establish the CD-SB plot directly). Safi et al. determined the electron temperature of plasmas in aluminum alloys, which shows that the CD-SB plot is more suitable for plasma temperature determination, especially in the later stages of plasma evolution [52]. Hu et al. utilized the CD-SB plot in conjunction with the standard reference line method to determine the elemental composition of aluminum-bronze and aluminum alloy samples, demonstrating that this method outperformed the traditional CF-LIBS method in terms of precision and accuracy [53]. As shown in Figure 6, the CD-SB method combined with the standard reference line improves the results of quantitative elemental analysis compared to the traditional CF-LIBS method. Overall, this method not only improves accuracy compared to the traditional CF-LIBS method but also eliminates the need for complex self-absorption correction procedures.
[image: Figure 6]FIGURE 6 | AEs of aluminum-bronze alloy (A) and aluminum alloy (B) were calculated by classical CF-LIBS and CF-LIBS with CD-SRL. Reprinted from [53], Copyright (2021), with permission from Elsevier.
4 SELF-ABSORPTION CORRECTION
4.1 Effect of Self-Absorption on CF-LIBS
The plasma is optically thin under ideal LIBS conditions, where the light emitted from the plasma is free from self-absorption. The intensities of spectral lines and elemental concentrations have a linear relationship. However, according to the classical radiation theory of spontaneous radiation and stimulated absorption, self-absorption is bound to exist, especially at higher elemental contents, corresponding to optically thick plasmas. The light emitted from the plasma center would be absorbed by atoms and ions at the plasma periphery. The self-absorption effect of the emission spectral lines increases the full width at half-maximum (FWHM), reduces the intensity, and even produces severe self-reversal phenomena. As a result, the optical information emitted from the plasma is distorted, far away from the original relationship with elemental contents. The complexity of laser-matter interactions, the inhomogeneity of the plasma, and the transient nature of plasma evolution make self-absorption a very complex phenomenon. The principle of the self-absorption process in plasma, including self-absorption and self-reversal, is shown in Figure 7 [54, 55]), influenced by laser energy [56, 57], delay time [56–58], ambient gas [57, 59, 60], gas pressure [60], geometrical optical configuration [61, 62], and other methods [55, 63–65].
[image: Figure 7]FIGURE 7 | Self-absorption process in the plasma (Refs. [54, 55]). Reproduced with permission from [54], ©2019 Institute Of Physics; Reproduced with permission from [55], ©2015 Optical Society of America.
CF-LIBS was based on optically thin plasmas, without self-absorption. The electron temperature of the plasma was evaluated using the Boltzmann or Saha–Boltzmann plot, and the content of the elements in the sample was determined. Actually, inevitable self-absorption reduces the spectral intensity, resulting in an unrealistic higher value of the calculated plasma electron temperature, while the calculated intercept is lower.
4.2 Self-Absorbing Correction Improves the Accuracy of CF-LIBS
4.2.1 Curve of Growth
The curve of growth is a self-absorption correction model that can be applied to CF-LIBS to calculate plasma-related parameters in an iterative form based on the corrected experimental intensities. Gornushkin et al. first used the COG method for elemental analysis in stainless steel [66], establishing a Boltzmann plot for the iron ion lines with different laser energies, and the results showed that the higher the temperature, the higher was the excitation of the higher energy states. Bulajic applied the COG model to CF-LIBS and used it to correct for self-absorption, elucidating the effect of self-absorption on the line profile [67]. The self-absorption was corrected by the plasma electron temperature, electron number density, Gaussian broadening, Lorentzian broadening, and optical path length using the COG method. Three different steel and ternary alloy samples were used to validate the COG model. The precious alloy Au917 was used to create a Boltzmann plot without self-absorption correction and with the COG method after self-absorption correction, as shown in Figures 8, 9. It illustrates the findings of its quantitative analysis. The results demonstrated that the COG model could be applied with CF-LIBS, and the quantitative analysis results after self-absorption correction are very close to the certified values. Based on Bulajic’s method, Praher et al. investigated the relationship between line broadening and self-absorption and proposed a simplified model [68]. Alfarraj et al. used the COG model, number density N, and absorption path length l to calculate the optical depth and self-absorption of strontium and aluminum lines under various conditions of different laser energies, gate delay time, and gate width time [69]. The COG method has been demonstrated to effectively correct self-absorption to improve the LIBS analysis performance. Nevertheless, this method and its variants have high algorithmic complexity, limiting practical applications.
[image: Figure 8]FIGURE 8 | Boltzmann plot for precious alloy Au917 (without self-absorption corrections) and the Boltzmann plot for precious alloy Au917 (with self-absorption corrections). Reprinted from [67], Copyright (2002), with permission from Elsevier.
[image: Figure 9]FIGURE 9 | Quantitative analysis for precious alloys. Reprinted from [67], Copyright (2002), with permission from Elsevier.
4.2.2 Self-Absorption Coefficient
The so-called self-absorption coefficient method is to select an optically thin line (or [image: image] line) as an internal reference line (or theoretical FWHM) for self-absorption correction. Sun et al. proposed an internal reference for the self-absorption correction (IRSAC) method [27]. Several lines with ignorable self-absorption were selected as references to correct other lines with self-absorption based on the initial temperature and the intensity of the reference line. Finally, the optimal plasma temperature was determined by an iterative procedure until the convergence of the correlation coefficients on the Boltzmann plot. The Boltzmann plot of the aluminum alloy before and after correction is shown in Figure 10 (see Ref. [27] for Fe-Cr alloy and Fe-Cr-Ni alloy). Similarly, Shakeel et al. applied the CF-LIBS method to Al-Si alloys, optimized the experimental conditions, removed background signals, and corrected for self-absorption with an internal reference line [70]. It is worth noting that the effectiveness of an optically thin plasma can be verified by comparing the intensity of two observed lines of the same element in the same state and transition energy level with the intensity calculated from the known atomic parameters [71, 72]. Based on this, Ahmed et al. constructed a Boltzmann plot with optically thin lines and compared it to the IRSAC method [73]. Dong et al. proposed an internal reference-external standard with the iteration correction (IRESIC) procedure based on the IRSAC approach, which requires a standard sample to estimate the plasma temperature using a genetic algorithm [74]. Furthermore, the internal reference line can be chosen manually or programmatically based on the emission coefficient [75], and temperature estimation can be optimized using a particle swarm algorithm [76]. However, the method of IRSAC still has some limitations: (I) the choice of the internal reference line has a significant impact on the final result, while it is not always possible to select the spectral line with the self-absorption coefficient [image: image]; (II) a spectral line with almost no self-absorption was chosen as the internal reference line for each element. After the last iteration, the Boltzmann plot may reveal that the fitted lines for various elements are not parallel. Eventually, setting the initial temperature of the element with the highest temperature estimated as the mean value of the temperatures determined by all elements may not be the best choice.
[image: Figure 10]FIGURE 10 | (A) Initial Boltzmann plot derived from the raw line intensity of the aluminum alloy sample. (B) Boltzmann plot corrected by the IRSAC for the aluminum alloy sample. Reprinted from [27], Copyright (2019), with permission from Elsevier.
The self-absorption coefficient can be also expressed as [77]
[image: image]
where [image: image]; [image: image] is the FWHM of the actual measured spectral line, and the Stark broadening can be separated t by the deconvolution method. The deconvolution method, however, is excessively time-consuming and can be approximated in the computation by assessing the actual measured width minus the Gauss instrumental broadening [image: image]; [image: image] is the line FWHM, generally calculated by the [image: image] line. Using the [image: image] line for electron density measurement has the distinct advantage of providing a result that is not affected by self-absorption. Furthermore, there is also no need to scrounge around for electronic collision parameters [78, 79]. The specific formula for calculating the electron number density using the [image: image] is as follows:
[image: image]
where [image: image] is the half-width of the reduced Stark profiles and is a weak function of electron density and temperature, whose value can be found in [80]. Mansour obtained a more accurate electron temperature by analyzing the electron density ratio of the observation line to the optically thin [image: image] line, corrected for the self-absorption effect of the aluminum atomic line [81]. Similarly, Iqbal et al. compared the effect of self-absorption correction on the emission intensity of spectral lines using the internal reference line and density methods, respectively [82]. Based on Sun’s method, Yang et al. proposed a modified method [83]: the spectral intensity was first corrected using the IRSAC method, and second the self-absorption effect was calculated, according to the electron number density and theoretical broadening.
4.2.3 Microwave-Assisted Excitation and Geometrical optical Configuration
The mechanism of microwave-assisted excitation is similar to the LIBS method of stimulated absorption, where the ground-state atoms in the plasma absorb microwave energy coupled to near-field radiation and transition to a higher energy level state. By adjusting the position of the sample relative to the microwave radiator, sharper peaks and better profiles were observed [84], and the schematic diagram of the device is shown in Figure 11. Over a wide spectral range, the microwave-assisted approach can reduce multiple elemental self-absorption in LIBS. In addition, some exceptional geometries of optical systems can reduce the effects of self-absorption to a certain extent. In unusual parallel laser irradiation, the sample is ablated by a shockwave generated from the air breakdown plasma formed near the sample surface [61]; a dual pulse system with an orthogonal configuration of pre-ablation (the first pulse laser used to generate air breakdown plasma; the second laser is propagated perpendicular to the sample for sample ablation) and reheating models (the first laser is focused perpendicularly to the sample surface for sample plasma generation; the second laser propagated parallel to the sample for plasma heating) [85, 86]; the dual pulse system in collinear configuration [87, 88].
[image: Figure 11]FIGURE 11 | Schematic presentation of two different microwave radiator locations related to the laser plasma and the sample in measurements: the two needles of a microwave radiator located about 2 mm above the sample surface and (A) 0.5 mm horizontally away from the ablation spot; (B) a 5-mm horizontal pass away from the ablation spot. Reprinted with permission from [84], ©The Optical Society.
Although few people have studied the microwave-assisted and geometrical optical configuration in CF-LIBS, it gives us some inspiration to utilize the aforementioned methods in CF-LIBS.
5 CONCLUSION
Taking the matrix as part of the analysis interest, CF-LIBS can effectively avoid the matrix effect. It is based on basic assumptions of chemometric ablation, local thermal equilibrium, and optical thinness to describe the spectral intensity by mathematical models. The plasma electron temperature and elemental ratio are obtained by the slope and intercept of the Boltzmann plot. After normalization, the concentration of each element can be obtained. Generally speaking, the higher the linearity of the fitted lines for individual elements (same ionized state) and the more parallel the fitted lines for different elements, the higher will be the accuracy of the calculated results. The accuracy of the plasma electron temperature calculated by the Boltzmann plot method is low when only a small number of spectral lines of species in the same ionized state can be observed, or the corresponding energy level distribution range is small. The method of the Saha–Boltzmann plot was a modified method for solving this problem. CD-SB is another modified method, which can directly use atomic and ionic lines in the ground state. According to classical radiation theory, self-absorption exists. The self-absorption will inevitably affect the calculation of the plasma temperature and CF-LIBS accuracy. The methods for mitigating self-absorption are required, including the COG method, the self-absorption coefficient method, and the microwave-assisted and geometrical optical configuration methods. In recent years, CF-LIBS attracts increasing attention in a variety of fields, such as environmental protection, explorations of space, cultural heritage preservation, and geological survey.
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In order to achieve a clear observation of the ultra-low brightness solar corona and provide a physical basis for forecasting space weather that seriously affects the human living environment, the stray-light suppression level becomes the key factor affecting the development of the coronagraph. In this study, a stray-light suppression method is adopted for Solar Corona Imager (SCI) which is a dual-waveband internally occulted reflecting coronagraph simultaneously and independently observing the inner corona in the HI Lyman-alpha (121.6 ± 10 nm) line and white-light (700.0 ± 40 nm) wavebands with a field-of-view (FOV) from 1.1 to 2.5 R⊙ (R⊙ stands for the mean solar radius). The scattered stray-light from the primary mirror, including the surface errors, cosmetic defects, and particulate contamination, is analyzed and suppressed, and the corresponding scattering models are established for simulation based on the laboratory testing. The stray-light measurement results for SCI in the laboratory show that the stray-light level can be suppressed to the order of 10−8 B⊙ at 2.5 R⊙ (B⊙ is the mean brightness of the solar disk) in the white-light (WL) band, which is consistent with the stray-light level obtained by simulation and verifies the modeling and simulation.
Keywords: solar corona imager, internally occulted reflecting coronagraph, stray-light, surface quality, scattering
1 INTRODUCTION
The corona is the outermost layer of the Sun’s atmosphere, extending from the edge of the solar chromosphere to several solar radii, which is composed of thin plasma. The ejection of the plasmas has a great impact on the space environment around the Earth. Research on coronal mass ejections (CMEs) is of great significance for exploring the response of different layers of the solar atmosphere to solar eruptions and for providing observation data for space weather forecasting and the safety of the space environment.
In the past decades, a number of solar coronagraphs have been developed, and a lot of high-quality imaging and spectroscopic data have been provided. The representative ones are OSO-7 in 1971, Skylab-HAO in 1973, SOHO LASCO-C1 in 1995, STEREO SECCHI-COR1 in 2006, Solar Orbiter-Metis in 2020, and ADITYA-L1 VELC planned for launch in 2022 [1–6]. Advanced Space-based Solar Observatory (ASO-S) is a mission proposed for the 25th solar maximum by the Chinese solar physics community, which is scheduled to be launched in 2022 for imaging the inner corona from 1.1 to 2.5 R⊙ in the Lyman-alpha (121.6 ± 10nm) line and white-light (700.0 ± 40 nm) wavebands, which will not only advance our understanding of the underlying physics of solar eruptions but also help to improve forecast capability of space weather [7].
In this study, we describe the optical layout of the SCI instrument in Section 2, present the stray-light analysis and suppression in Section 3, present the stray-light measurement in Section 4, and summarize the study in Section 5.
2 DESCRIPTION OF SCI
The SCI employs an internally occulted design, which avoids the problems of low spatial resolution and large volume of the externally occulted coronagraph [8]. Due to the imaging observation of the inner corona in both Lyman-alpha and white-light wavebands, the two working wavebands are far away that the transmission optical system cannot achieve imaging of the two wavebands simultaneously. Therefore, an off-axis three-mirror reflective structure is applied that can effectively suppress the stray-light of the system. Figure 1 shows the detailed optical layout of the SCI [9].
[image: Figure 1]FIGURE 1 | Schematic optical layout of SCI.
The sunlight illuminates the off-axis parabolic primary mirror (M1) through the entrance aperture (A1). M1 images the solar disk and the corona on a convex secondary mirror (M2), which has a cone-shaped hole to ensure the solar disk light passes through and enters the light trap behind M2. Then, the coronal light remains and is reflected from M2 to an off-axis third mirror (M3). A Lyot stop (A2) is placed in the conjugate plane of A1 imaged by M1, M2, and M3 to block the light diffracted from the edge of A1. A beam splitter (M4) composed of a multilayer film is used to separate the Lyman-alpha corona and the white-light corona to CMOS 1 and CMOS 2 [10].
3 STRAY-LIGHT SUPPRESSION OF SCI
The brightness of the corona is extremely weak compared to that of the solar disk, as shown in Figure 2 [11]. In order to observe the corona from 1.1 to 2.5 R⊙, the stray-light suppression level must be as low as 10−4 to 10−6 B⊙ in Lyman-alpha wavebands and 10−6 to 10−8 B⊙ in white-light wavebands. Therefore, stray-light suppression becomes the most important issue for SCI. Three main stray-light sources need to be suppressed, including the direct stray-light from the solar disk, the diffracted stray-light from the edge of A1 that is illuminated by the Sun, and the scattered stray-light from M1. For an internally occulted reflecting coronagraph, the scattered stray-light from the primary mirror determines the stray-light suppression level [12–15]. Owing to the extremely high requirements for stray-light suppression in the white-light wavebands, detailed analysis of the scattered stray-light in the white-light wavebands is required.
[image: Figure 2]FIGURE 2 | Brightness of the corona compared to the solar disk in Lyman-alpha and white-light wavebands.
3.1 Direct Stray-Light From the Solar Disk
Because of no external occulter in front of M1 to block the solar disk light, the light will directly enter SCI and become the first source of stray-light. In order to eliminate the direct light from the solar disk, M2 is designed with a cone-shaped hole at the center as the internal occulter, which is located at the focal position of M1, to ensure that the solar disk light passes through and enters the light trap behind it. The taper of the cone-shaped hole is greater than the divergence angle of the light after M2 converges so that the direct light from the solar disk will not be scattered inside the cone-shaped hole. In order to reduce the concentration of solar energy in the light trap, a spherical collimating mirror is designed behind M2, and then the solar disk light is reflected to the plane mirror and finally absorbed by Acktar Absorbent Panels. The solar disk light will not return to the coronal imaging path to become stray-light. The ray-tracing process is shown in Figure 3. The design of the cone-shaped hole inside M2 and light trap ensures the elimination of direct stray-light from the solar disk.
[image: Figure 3]FIGURE 3 | Ray-tracing diagram of direct stray-light from the solar disk.
3.2 Diffracted Stray-Light From the Edge of the Entrance Pupil A1
Since the entrance pupil A1 is directly exposed to strong sunlight, strong diffracted stray-light will be generated that need to be suppressed when the sunlight hits the edge of A1. The Lyot stop A2 is designed at the conjugate position of A1 imaged by M1, M2, and M3, to block the diffracted stray-light. The diffracted stray-light is displayed in Figure 4. By establishing a coherent light source with a wavelength of 700.0 nm at the position of A1, the distribution of the diffracted stray-light is simulated at its conjugate position, as shown in Figure 4A. The diffracted image of A1 is distributed in the range of its conjugate surface from 21.0 to 22.4 mm (shown in Figures 4B,C). The design of the Lyot stop A2 with the diameter of 21.0 mm can effectively prevent the diffracted stray-light from reaching the focal plane. The diffracted stray-light effect of 121.6 nm is similar to that of 700.0 nm, and the same size of A2 can block the diffracted stray-light of 121.6 nm, which is not repeated here.
[image: Figure 4]FIGURE 4 | Simulation results of diffracted stray-light at 700.0 nm. (A) Diffracted stray-light image at the Lyot stop A2 position. (B) Relative intensity distribution curve of diffracted stray-light from a radius of 10.5–11.2 mm. (C) Partial enlarged view of a diffracted stray-light image.
3.3 Scattered Stray-Light From the Primary Mirror M1
For an internally occulted reflecting coronagraph such as SCI, the solar disk light will directly illuminate the surface of the primary mirror M1, and strongly scattered stray-light is generated, which contributes the majority of the stray-light. It has been demonstrated that the stray-light level of the LASCO C1 coronagraph—an internally occulted coronagraph similar to SCI—is determined by the surface quality of the primary mirror [16]. Therefore, in order to achieve the high stray-light suppression level for SCI, excellent surface quality of the primary mirror is also required. The scattered stray-light resulting from the surface quality of the primary mirror needs to be analyzed and suppressed with emphasis, including the contribution of surface errors, cosmetic defects, and particulate contamination to the stray-light for SCI.
3.3.1 Scattered Stray-Light From Surface Errors of M1
In order to accurately evaluate the influence of the surface errors on the scattering, it is necessary to measure the surface errors in all relevant spatial frequencies. The power spectral density (PSD) of surface errors as a function of the spatial frequencies is accepted as an all-inclusive way to characterize optical surfaces, which can quantitatively describe the distribution of super-polished surface topography in spatial frequency ranges, and provides abundant data for the analysis of surface errors. The PSD [17] curve over the entire spatial frequency ranges can be obtained by Fourier transform of the surface profile errors as follows:
[image: image]
Here, L is the sampling length that can represent its geometric characteristics. It is the diameter of the mirror if sampling using an interferometer, and it is the field-of-view corresponding to different objective magnifications if sampling using a white-light optical profiler. z (x) is the surface profile error function, and “x” is the 1D coordinates of the sample along the surface. f is the spatial frequency. Equation (1) can be used to evaluate whether the surface errors of M1 meet the stray-light requirement for SCI. It is of great guidance to the surface polishing improvement.
According to the Harvey–Shack scattering theory, surface errors in different spatial frequency ranges have different effects on imaging quality [18–20]. Low-spatial frequency surface errors produce conventional aberrations, which affect the convergence of the Sun at the position of M2 and result in the stray-light of the inner FOV for SCI; mid-spatial frequency surface errors produce small-angle scattering, which affects the stray-light level of the inner FOV for SCI; and high-spatial frequency surface errors produce large-angle scattering, which affects the stray-light level of the outer FOV for SCI. Therefore, it is necessary to specify and measure the surface errors of M1 over the entire spatial frequency ranges to ensure that M1 meets the requirement, thereby suppressing the stray-light over the full FOV for SCI.
To specify the contribution of surface errors of M1 to the stray-light level, the Harvey–Shack ABg bidirectional scattering distribution function (BSDF) model is applied to characterize the surface errors of M1. This model is suitable for the scattering mainly caused by roughness, and the RMS roughness is much less than the wavelength. The BSDF function of an optical surface with an RMS roughness of “σ” [21, 22] is expressed in Eq. (2):
[image: image]
Here, [image: image], [image: image], and g is the logarithmic slope of the tail of BSDF. It is a dimensionless constant and is usually taken as 2, △n is the change in the refractive index (△n = 2 for mirrors), and λ is the wavelength. l is the auto-correlation length related to the scattering properties. When the RMS roughness of M1 is 0.3 nm and the wavelength is 700.0 nm, then A = 1.15 × 10−6 andB = 1.24 × 10−6; the BSDF resulting from surface errors of M1 is shown in Figure 5A. A simulated solar disk source with a divergence angle of 32′ is established in non-sequential ray-tracing software to illuminate the SCI, and the stray-light distribution at the focal plane is simulated as shown in Figure 5B. Under this condition, the irradiance of the stray-light and the solar disk source at the focal plane can be obtained, and the ratio of the two represents the stray-light suppression level. Simulation results show that the stray-light suppression level can be as low as 10−7 B⊙ at 1.1 R⊙ and 10−8 B⊙ at 2.5 R⊙.
[image: Figure 5]FIGURE 5 | Scattered stray-light simulation results from surface errors of M1 at 700 nm. (A) BSDF curve as a function of the scattering angle for M1 due to a surface roughness of 0.3 nm at 700 nm. (B) Stray-light distribution at the focal plane (CMOS2).
When the wavelength is 121.6 nm, then A = 3.82 × 10−5 andB = 3.75 × 10−8; the BSDF resulting from the surface errors of M1 is shown in Figure 6A, and the stray-light distribution at the focal plane is shown in Figure 6B. The stray-light suppression level can be as low as 10−5 B⊙ at 1.1 R⊙ and 10−6 B⊙ at 2.5 R⊙.
[image: Figure 6]FIGURE 6 | Scattered stray-light simulation results from surface errors of M1 at 121.6 nm. (A) BSDF curve as a function of the scattering angle for M1 due to a surface roughness of 0.3 nm at 121.6 nm. (B) Stray-light distribution at the focal plane (CMOS1).
After specifying surface errors of M1, different metrology instruments (laser interferometer for low-spatial frequency and white-light optical profiler for mid-spatial and high-spatial frequencies) are required to measure them. The spatial frequency range of different metrology instruments for measuring surface errors is determined by the sampling length L and the resolution of CMOS [23]. The minimum spatial frequency that can be measured is 1/L, where L is the FOV corresponding to different objective magnifications for the white-light optical profiler or the measurable aperture diameter for the laser interferometer. The maximum spatial frequency that can be measured is 1/(2d), which is the Nyquist cut-off frequency, where d is the sampling interval corresponding to the pixel size of CMOS [24, 25].
Since surface scatter phenomenon is a diffraction process, according to the grating equation (26), components with a spatial frequency greater than 1/λ will produce a small amount of optical scattering for SCI, which can be ignored. Therefore, the upper limit of the spatial frequency of the PSD curve is 1/λ, and the lower limit of the frequency is 1/D, where D is the aperture diameter of M1. According to the metrology data for different measuring instruments [27] in their specified spatial frequencies, the PSD [28] curve over the entire spatial frequencies is shown in Figure 7, which is obtained by Eq. 1. While measuring the surface errors, random errors such as mechanical vibration and electronic noise are removed by multiple phase averaging, and the system error is removed by subtracting the surface errors of the standard sample. The metrology data after removing random errors and system errors are under the PSD limit line of the polishing requirement; otherwise, another polishing and testing cycle is necessary.
[image: Figure 7]FIGURE 7 | Composite surface PSD function of M1 determined from different metrology instruments.
3.3.2 Scattered Stray-Light From Cosmetic Defects of M1
Scratches and digs on the optical surface are cosmetic defects, which will generate unnecessary light scattering and contribute to stray-light for SCI. In order to quantify the stray-light level from cosmetic defects, a dark-field microscope is used to measure the number and size of scratches and digs on M1. The sub-field testing results are shown in Figure 8, in which mark 1 is a scratch, marks 2–5 are digs, and 6–9 are dust.
[image: Figure 8]FIGURE 8 | Sub-field testing results from cosmetic defects using a dark-field microscope.
According to the Gary L. Peterson’s cosmetic defects scattering theory, stray-light due to scratches or digs includes geometric refraction inside the scratches or digs and diffraction of light that passes around scratches or digs can be quantitatively analyzed by BSDF.
BSDF from scratches [29] is given by the expression:
[image: image]
Here, [image: image], [image: image], Ns is the density of the scratches (number of scratches per unit area), D is the diameter of the optical element, w and l are their typical width and length from microscopy, respectively, θ is the scattering angle with respect to the surface normal of the optical component, and ls is the roll-off angle of the BSDF curve. We note that the factor l in the numerator of Eq. (3) will cancel with the factor of l in Ns, so the width has a dominant effect on the BSDF from scratches. According to the statistical testing results of scratches for M1 over the full FOV, the typical width w is less than 0.002 mm.
The Harvey–Shack scattering model based on the scalar diffraction theory can predict the scattering distribution of a super-polished optical surface, which is given by the expression:
[image: image]
Here, b0 is the intercept of the BSDF at the specular angle, θ is the scattering angle, and L is the shoulder of the BSDF curve and equals the sine of the shoulder angle. According to the calculation result of BSDF from scratches, a fitting Harvey–Shack scattering model is established with b0 = 3 × 10−2, L = 2 × 10−3, and s = -2. The fitting BSDF curve is shown in Figure 9A, and the simulated stray-light distribution resulting from scratches is shown in Figure 9B.
[image: Figure 9]FIGURE 9 | Scattered stray-light simulation results from scratches of M1 at 700 nm. (A) BSDF curve as a function of the scattering angle. (B) Stray-light distribution at the focal plane.
BSDF from digs is given by the expression:
[image: image]
Here, [image: image], [image: image], Nd is the density of the digs (number of digs per unit area), d is the diameter of the dig from microscopy, θ is the scattering angle, ld is the roll-off angle, and D is the diameter of the optical element. Combined with the statistical testing result of digs for M1 over the full FOV, the diameter of the dig d is less than 0.01 mm. According to the calculation result of BSDF from digs, a fitting Harvey–Shack scattering model is established with b0 = 1 × 10−5, L = 2 × 10−2, and s = −2. The fitting BSDF curve is shown in Figure 10A, and the simulated stray-light distribution resulting from digs at 700.0 nm is shown in Figure 10B.
[image: Figure 10]FIGURE 10 | Scattered stray-light simulation results from digs of M1 at 700.0 nm. (A) BSDF curve as a function of the scattering angle. (B) Stray-light distribution at the focal plane.
3.3.3 Scattered Stray-Light From Particulate Contamination of M1
The surface BSDF scattering resulting from particulate contamination is a function of the particle density function f(D) [30]. According to the Mie scattering theory, BSDF can be estimated when the MIL-STD-1264B Cleanliness Level (CL) is used to describe f(D). Spyak and Wolfe’s work shows that particulate contamination scattering is also shift invariant, and the Harvey–Shack model can be used to predict particle scattering in accordance with Spyak and Wolfe’s BSDF curve. For particulate contamination scattering [31], the parameter b0 in Eq. (4) can be taken by the total integrated scattering (TIS) [32] corresponding to the cleanliness level of M1 as follows:
[image: image]
According to the statistical testing results of dust for M1 over the full FOV, the cleanliness level for M1 is better than class 100, and the fitting parameters are inserted into the Harvey–Shack scattering model with L = 2 × 10−2, TIS = 1.3 × 10−5, b0 = 2 × 10−3, and s = −2.2. The BSDF curve for cleanliness level 100 at 700.0 nm is shown in Figure 11A, and the simulated stray-light distribution resulting from particulate contamination is shown in Figure 11B.
[image: Figure 11]FIGURE 11 | Scattered stray-light simulation results from particulate contamination with CL100 at 700.0 nm. (A) BSDF curve as a function of the scattering angle. (B) Stray-light distribution at the focal plane.
According to the aforementioned BSDF Eqs. 2–5, combined with the testing results of the white-light optical profiler and the dark-field microscope for M1, the BSDF scattering curves resulting from roughness (red line), scratches (violet line), digs (green line), and particulate contamination with cleanliness level 100 (blue line) at 700.0 nm are shown in Figure 12. Their contributions to the stray-light level for SCI are shown in Table 1. After using the aforementioned testing results for stray-light simulation, the overall stray-light level for SCI can be suppressed to 10−8 B⊙ at 700.0 nm.
[image: Figure 12]FIGURE 12 | BSDF curves as a function of the scattering angle for SCI M1 at 700.0 nm.
TABLE 1 | Summary of scattered stray-light level contributions at 700.0 nm.
[image: Table 1]4 STRAY-LIGHT MEASUREMENT FOR SCI
After analyzing the various factors that affect the stray-light suppression level of SCI, it is necessary to measure it in our laboratory. The stray-light measurement device includes a solar radiation simulator and a cooled CMOS camera as shown in Figure 13. A xenon lamp illuminates a diffuser and aperture mounted at the focal plane of the collimator to form a beam of simulated solar disk light [33]. The diameter of the aperture can be determined by [image: image], where f is the focal length of the collimator and Ω is the divergence angle of the simulated solar disk light and equals to 32′.
[image: Figure 13]FIGURE 13 | Schematic diagram of the stray-light measurement device.
While measuring stray-light, the optical axis of the solar radiation simulator is aligned with SCI, the solar disk light passes through M2 and enters the light trap of SCI, and the cooled CMOS camera only receives the stray-light image, as shown in Figure 14A. Then, the SCI is rotated and an attenuator is added so that the solar disk light illuminates the imaging area of M2, and the solar disk is imaged on the camera, as shown in Figure 14B. The full well of the camera is 51400 e, the readout noise is 1.5 e, the frame rate is set to 0.02, and 16-bit images are obtained. The stray-light suppression level of SCI is represented by the brightness ratio of the stray-light to the solar disk as Bstray/Bsun. The measurement should be carried out in an ultra-clean laboratory to reduce the impact of ambient stray-light caused by the scattering of particles in the air. In addition, the solar simulator should be installed inside a black shading box and far enough from SCI to ensure that stray-light from the solar simulator cannot enter SCI.
[image: Figure 14]FIGURE 14 | (A) Stray-light image. (B) Solar disk image. (C) Stray-light suppression level as a function of the distance from the solar center.
The measurement results show that the stray-light can be suppressed to the order of 10−8 B⊙ at 700.0 nm, which is consistent with the simulation results combined with the testing surface roughness, cosmetic defects, and particulate contamination of the primary mirror.
5 DISCUSSION
In this study, the main sources of stray-light were analyzed and suppressed in detail, including the scattered stray-light from the primary mirror, the direct stray-light from the solar disk, and the diffracted stray-light from the edge of the entrance pupil. The surface errors, cosmetic defects, and particulate contamination of the primary mirror were tested in the laboratory. Based on the testing results, the corresponding scattering model was established for simulation, and the stray-light suppression level was verified via the laboratory stray-light measurement, and the influence of surface quality characteristics on the stray-light level for SCI was demonstrated. This modeling and simulation method based on the individual mirror laboratory testing is suitable for stray-light analysis and suppression of all coronagraphs.
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The performance of a mid-infrared laser heterodyne radiometer (MIR-LHR) based on a micro-electro-mechanical system (MEMS) mirror is demonstrated in ground-based solar occultation mode. A MEMS mirror is employed as an alternative modulator to the traditional mechanical chopper. High-resolution (∼0.0024 cm−1) transmission spectrum near 3.93 μm was obtained for atmospheric observation of N2O absorption. Operation of the MIR-LHR with laser-induced shot-noise limited performance was analyzed and experimentally achieved. The laser heterodyne spectrum obtained is consistent with Fourier-transform infrared (FT-IR) spectrometer and atmospheric transmission modeling. Compared to the traditional chopper, the MEMS mirror is smaller, lighter and lower power consumption which makes the system more stable and compact. The reported MIR-LHR in this article has great potential in aircraft instruments and satellite payloads.
Keywords: laser heterodyne radiometer, micro-electro-mechanical system, nitrous oxide, noise analysis, field measurement
INTRODUCTION
Long-term continuous observations of greenhouse gases (GHGs) in the atmospheric column are urgently needed to address global climate change and to improve scientific understanding of climate change [1]. At present, several approaches have been proposed and played unique roles in the monitoring of GHGs concentrations, such as satellite remote sensing, LIDAR, and sounding balloons, these approaches are suitable for different fields [2–5]. The detection range of satellite is wide, but the temporal and spatial resolution is low. The detection accuracy of LIDAR is high, however the detection range is limited. The sounding balloon can simultaneously detect a variety of atmospheric parameters and the detection height is up to 30 km, however the cost is high and the path is not uncertain. Laser spectroscopy has been widely used in trace gas detection [6–9]. Ground-based high-resolution Fourier-transform infrared (FT-IR) spectrometers are used to real-time obtain solar spectra and then retrieve vertical concentration profiles of the target GHGs, and the results can also be used for cross-validation of satellite observations [10, 11].
Laser heterodyne radiometer (LHR), which extracts absorption information from a broadband light source (such as the Sun or interstellar medium) by beating it with a narrow-band local oscillator (LO) in a high speed detector, has been widely applied for remote sensing of earth atmosphere and astronomy since the 1970s. Compared to the FT-IR measurement, LHR offers unique advantages including high spectral resolution, fast response time, small size and high sensitivity. Weidmann et al. and Shen et al. established mid-infrared (MIR) LHR systems to measure a variety of GHGs, such as CH4, CO2, H2O, O3 and N2O in the atmospheric column [12, 13]. Wilson et al. and Wang et al. developed all-fiber coupled near-infrared (NIR) LHRs for the measurements of CH4 and CO2 absorption in the atmospheric column [14, 15]. Robinson et al. demonstrated a hollow waveguide-based miniaturized quantum cascade laser (QCL) heterodyne spectro-radiometer, meanwhile offers an efficient path to miniaturization of the MIR-LHR [16]. In general, sunlight modulation in a LHR system is performed to improve the measurement sensitivity. A mechanical chopper was usually used to realize such modulation. Wang et al. and Wilson et al. implemented a fiber optical switch to modulate the sunlight which made the LHR more compact and robust [17]. However, the fiber optical switch is only available for application in the near-infrared at the moment.
In this paper, we introduce a micro-electro-mechanical system (MEMS) mirror to modulate the sunlight in a MIR-LHR, which provides many options for the design and development of MIR-LHR. The developed system shows good performance in terms of its spectral resolution and stability. The developed MEMS modulator-based MIR-LHR was validated through measurement of N2O absorption in the atmospheric column in ground-based solar occultation mode.
EXPERIMENTAL DETAILS
The MIR-LHR developed in the present work is schematically presented in Figure 1. A distributed feedback interband cascade laser (DFB-ICL) operating around 3.93 μm at room temperature is used as a LO. It is continuously tunable in frequency from 2,535 cm−1 to 2,543 cm−1 with the optical output power of more than 15 mW. sunlight containing atmospheric absorption information is captured with a home-made high-precision solar tracker. Solar motion is tracked by photoelectric tracking and proportion-integral-derivative (PID) control with an accuracy of seven arc seconds.
[image: Figure 1]FIGURE 1 | Schematic of the developed MIR-LHR. BS: beam splitter; BP: band-pass; RF: radio frequency; DAQ: data acquisition card; LIA: lock-in amplifier; L: lens; OAPM: off-axis parabolic mirror.
A MEMS mirror (Hamamatsu, S12237–03P) is used to replace a conventional mechanical chopper to modulate the sunlight. As shown in Figure 2, the MEMS mirror is composed of a mirror chip and a magnet that generates a magnetic field. Electrical current passing through the coil produces a Lorentz force under the magnetic field based on Fleming’s left-hand rule. This Lorentz force rotates the mirror and the angle of the rotation is proportional to the current injected in the coil. This Lorentz force causes the mirror to rotate at an angle proportional to the current injected into the coil. The surface of the MEMS mirror is coated with aluminum to ensure high reflectance in the MIR spectral region. The modulation of sunlight is realized by the deflection of MEMS mirror. The MEMS mirror features a large optical reflection angle, high mirror reflectance and low power consumption.
[image: Figure 2]FIGURE 2 | Operation principle of the MEMS mirror.
The electrical and optical characteristics of the used MEMS mirror are shown in Table 1. In order to minimize the optical noise caused by reflection from other parts of the MEMS mirror, the solar beam size must be smaller than the mirror size (2.6 mm in diameter). According to the divergence angle of the sunlight (∼9.2 mrad), a pair of OAPMs (OAPM1and OAPM2) is used to focus and collimate the sunlight to ensure sufficient signal power for the MIR-LHR. The distance between OAPM1 (f1 = 152.4 mm) and OAPM2 (f2 = 101.6 mm) is 27.5 cm, and the MEMS mirror is placed at the focal point of OAPM1. The solar power injected into the LHR system is increased by a factor of ∼2.5 via collimation and focus of the OAPM pair.
TABLE 1 | Electrical and optical characteristics of the MEMS mirror.
[image: Table 1]As shown in Figure 2, the torsion bar serves as not only an axis of rotation but also a spring for restraining the mirror rotation. The mirror stops rotating and holds an angle when Lorentz force and elastic force of torsion bar spring are equal. The reflection angle and modulation frequency of the MEMS mirror can be adjusted by changing the amplitude and frequency of current in the coil, respectively. The theoretical optical reflection angle θc is expressed as follows [18, 19]:
[image: image]
where Ac is the amplitude of the current flowing in the coil.
The actual optical reflection angle θs, affected by the temperature coefficient, can be expressed as:
[image: image]
where
[image: image]
where a(m, n) is the correction factor, m is the order, ϕ is the phase, and the influence of the phase in the phase-locked demodulation is negligible [20].
Since resonance occurs when the mirror exhibits square wave motion, it is important to set the period of the square wave as close as possible to the integer multiple of the resonant frequency’s reciprocal [21]. The characteristic resonant frequency of the used MEMS mirror is approximately 530 Hz in the operating temperature range of 25 ± 10°C.
The sunlight collected by the solar tracker is shaped and modulated by the MEMS modulator module, the modulation frequency and duty cycle of the MEMS mirror can be adjusted through its drive current (The duty cycle used in this study is fixed at 50%). The beam splitter is adopted as a mixing device to combine the modulated solar beam with the LO light beam from the ICL. The combined beams are filtered by an optical filter (with a FWHM (full width at half maximum) of 100 nm centered at 3.94 μm) and focused on the photomixer (Detector 1: PV-2TE-4, VIGO System S. A.). A small fraction of the ICL beam reflected through BS is used for frequency calibration, a germanium etalon (with a free spectral range of ∼0.0246 cm−1) followed by Detector two is applied for relative frequency metrology. The intermediate frequency (IF) signal at radio frequency (RF) from the AC output of the photomixer is filtered with a band-pass filter and converted into a DC signal by a Schottky diode (HEROTEK, DHM080BB). The IF signal is then amplified by a low-noise preamplifier (SR560, Stanford Research Systems) with a gain of 60 dB. The amplified IF signal is demodulated using a LIA (Standford, SRS850) at the modulation frequency of the MEMS mirror and is then acquired by a DAQ card (USB-6210, NI Inc.) at a sampling rate of 500 kHz via a LabVIEW-based program. The DC output of the photomixer for monitoring the ICL power is acquired by the DAQ card.
INSTRUMENT PERFORMANCE
In order to obtain the best signal-to-noise ratio (SNR), modulating frequency of the MEMS mirror was investigated. Figure 3 shows the square wave responses of sunlight modulated by the MEMS mirror at different frequencies. The high-frequency oscillation is suppressed when the drive frequency fs is 5.3 Hz Figure 3A, and the corresponding period (∼0.188,679 s) is close to the integer multiple of the characteristic resonant frequency’s reciprocal (∼0.00188,679 s). When the drive frequency fs is 8 Hz Figure 3B, the oscillation occurs, as shown in the inset of Figure 3B, and it takes time to stabilize the given optical reflection angle depending on the drive current Is. Therefore, the modulation frequency of 5.3 Hz, which can reduce the influence of the oscillation of the MEMS mirror on the modulation, was selected for the further MIR-LHR measurements.
[image: Figure 3]FIGURE 3 | Square wave responses at (A) 5.3 Hz; (B) 8 Hz, the inset: high-frequency oscillation features.
Due to the narrow linewidth of the ICL [∼megahertz (MHz)], the spectral resolution of the LHR is usually determined by the electronic bandwidth of the band-pass filter. Subsequently, an appropriate band-pass filter was selected by analyzing the spectrum of heterodyne signal and background noise via a RF signal analyzer (Agilent Technologies, N9000A), as shown in Figure 4, As can be seen, several noise peaks appear in the regions from 10 to 40 MHz and 80–120 MHz, respectively (Figure 4 in blue), which may significantly impact the LHR performance. Therefore, a filter with a pass-band of 45–81 MHz, which has low noise, was applied for LHR measurement. The selected pass-band results in a double-sideband spectral resolution of 72 MHz (0.0024 cm−1).
[image: Figure 4]FIGURE 4 | Spectral analysis of heterodyne signal (blue curve); band-pass signal (red curve) and background signal (black curve).
As LO power is usually much larger than the incident sunlight power, the sunlight power induced noise can be rendered negligible in practical application, and the main dominant sources in a LHR receiver are detection noise, laser-induced noise, sunlight-induced noise [22]. The sunlight-induced noise can be rendered negligible because LO power is usually much larger than sunlight power. In order to obtain the optimal LO power range (as a linear function of the LO injection current) of the LHR system, it is necessary to analyze noise sources at different LO injection current. The total noise densities Ntotal from the RF output of the VIGO detector within a RF filter pass-band of 45–81 MHz were measured at different LO photocurrents using the signal analyzer, as plotted in Figure 5 (black square). The total noise density Ntotal (nV/Hz1/2) of a LHR system can be expressed by [22, 23]:
[image: image]
and
[image: image]
where NDet was directly measured at the RF output of the VIGO detector without light incidence including the background noise, the Johnson noise, and the dark noise. NLIN is the total laser-induced noise density, including laser-induced shot-noise NLSN and laser relative intensity noise NRIN.
[image: Figure 5]FIGURE 5 | Plots of measured system total noise density, laser-induced noise density, detection noise density, laser-induced shot noise density, and laser relative intensity noise density versus LO injection current, respectively.
Given the detection noise NDet of 297 nV/Hz1/2 (Figure 5, gray triangle) measured without LO light and the resolution bandwidth (RBW) is 1 MHz. The laser-induced noise density NLIN (Figure 5, red circle) is obtained by subtracting the detection noise NDet from the measured total noise density Ntotal based on Eq 4. The laser-induced shot-noise density NLSN (Figure 5, green triangle) was calculated by [24]:
[image: image]
with Rti = 2200 V/A the transimpedance of the photomixer and Idc is the LO injection current as a linear function of LO power. The laser relative intensity noise NRIN is obtained by subtracting the laser-induced shot-noise density NLSN from the laser-induced noise density NLIN based on Eq 5. As shown in Figure 5, at LO injection current Idc < 63 mA, the laser relative intensity noise NRIN is larger than the laser-induced shot-noise density NLSN. And at LO njection current >63 mA, the laser relative intensity noise NRIN is approximately equal to the laser-induced shot-noise density NLSN, and they are both larger than the detection noise NDet. At LO injection current Idc > 50 mA, NLSN is larger than NDet. Meanwhile, the maximum current tuning range of the LO (ICL) laser is 0–100 mA. Therefore, the optimal LO injection current Idc of the LHR system should be in the range of 63–100 mA.
FIELD RESULTS
LHR measurements have been performed in Hefei (31.9°N/117.166°E, 40 m above sea level) in China at 15:00 on 10 November 2021. The LO frequency was tuned from 2,537.552 cm−1 to 2,539.828 cm−1 via the current tuning in point-by-point mode with a current step of 0.1 mA, to detect two N2O absorption lines at 2,538.343 cm−1 and 2,539.355 cm−1, respectively. The LHR signals at MEMS modulation frequencies of 5.3 Hz (red curve) and 8 Hz (blue curve) are shown in Figure 6, where the LHR signal at 5.3 Hz modulation frequency exhibits higher SNR. Figure 6 shows a calibration curve of the laser wavelength as a function of the laser current at temperature of 16°C.
[image: Figure 6]FIGURE 6 |  Raw heterodyne signals at 5.3 Hz (red curve) and 8 Hz (blue curve) modulation frequencies, LO wavelength as a function of the injection current.
The absorption spectrum of N2O in the atmospheric column measured by the MIR-LHR system is shown in Figure 7A, accompanied a FT-IR spectrum Figure 7B measured with a Bruker IFS 125HR Fourier-transform spectrometer (FTS) (resolution: 0.02 cm−1) recorded at the same location and same time. A calculated spectrum from the atmospheric transmission modeling is given as well in Figure 7C.
[image: Figure 7]FIGURE 7 | (A) LHR spectrum, (B) FT-IR spectrum, and (C) atmospheric transmission modelling spectrum of N2O in the atmospheric column.
As expected, the LHR spectrum based on the MEMS mirror modulator is basically consistent with the two reference spectra. Since the laboratory is located in the middle of the round island, affected by the interference of geographical position, water vapor absorption and absorption path (solar zenith angle), the line-shape and absorption depth of the LHR spectrum are slightly different from the two reference spectra [25]. Compared with FT-IR spectrum, LHR spectrum shows a higher SNR. Moreover, compared with traditional choppers, the MEMS modulator allows for a more compact, stable and versatile MIR-LHR because of its small size (32.3 × 32.3 × 20 mm3 vs 90 × 120 × 70 mm3), light weight (0.1 vs 2 kg) and low power consumption (0.2 vs 20 W). It is worthwhile to note that the MEMS mirror can achieve simultaneous measurement of multi-channel and multi-band laser heterodyne spectra those cannot be achieved by traditional choppers, which expands the application of MIR-LHR in the field of atmospheric detection.
CONCLUSION
In conclusion, a MIR-LHR system using a MEMS mirror modulator was developed. The modulation frequencies of MEMS modulator-based MIR-LHR were experimentally investigated. The contributions of main noise sources in the LHR system were quantitatively analyzed. N2O absorption in the atmospheric column was measured by the developed MIR-LHR system in the ground-based solar occultation mode. The measured LHR spectrum was consistent with the FT-IR spectrum and the atmospheric transmission modeling. Lighter, smaller and lower power consumption MEMS mirror has greatly improved the volume and stability of MIR-LHR, which makes MIR-LHR very suitable, not only for ground-based but also for aircraft- and satellite-based measurements.
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A novel folded multi-pass cell consisting of three non-coaxial mirrors (spherical mirror or plane mirror) is proposed for laser spectroscopy. Three mirrors of the folded multi-pass cell can arrange in V-shape to form a stable non-coaxial multi-pass cell. Furthermore, in order to research the stability of the multi-pass cell under off-axis mirror’s astigmatism circumstance, an equivalent coaxial multi-pass cell and modified ABCD matrix model for the spot pattern of the folded multi-pass cell is proposed, by which a series of the detailed numerical calculations were implemented to analyze the optical path length of the multi-pass cell. Many spot patterns obtained with a high fill factor improve the utilization efficiency of the surface of the mirror and produce a longer total optical path length. The several typical types of folded multi-pass cells consisting of the different mirrors and base lengths were selected to demonstrate the cell’s self-consistent condition and power for a longer-optical path length. Three effective optical path lengths of 49.6, 97.6 and 173.6 m were obtained, respectively.
Keywords: folded multi-pass cell, non-coaxial mirror, modified ABCD matrix, dense spot pattern, long optical path length
INTRODUCTION
The multi-pass cell (MPC) is regarded as an important part of laser absorption spectroscopy for an effective long optical path length (OPL).In addition, due to its real-time online, high sensitivity, high selectivity non-contracted and non-intrusive advantages, the laser absorption spectroscopy is widely used in the fields of atmosphere, environmental pollution, and industrial process, industrial emissions for trace gas chemical composition analysis, and measurement (CH4, CO2, CO, HCHO, N2O, NH3, etc.) [1–10]. Early White cells, Herriot cells, and Chernin cells [11–13] are still used in a laser-based spectroscopic trace gas sensor due to the advantages of the MPC. The White cells, Herriot cells, and Chernin cells have some drawbacks, such as a relatively large volume, low effective utilization areas of mirrors and complex structure, which limits their application in miniaturization instruments. Considering the advantages of the MPC in laser spectroscopy, the design of miniaturized and weight light MPC will be one of the mainstream development trends in the future. For more compact size and longer OPL, recently, many various MPCs have been reported and developed, in which at least one spherical mirror was replaced with an aspherical mirror. In 2013, BélaTuzson et al. [14, 15] developed a toroidal MPC, which consisted of a single piece of reflective toroidal surface forming a near-concentric cavity in a circular configuration with a volume of merely 40 ml, for this new type of MPC, two effective OPLs of 2.2 and 4.1 m were chosen to demonstrate the cell’s suitability. In 2015, Liu et al. [16] designed a novel compact dense-pattern multi-pass cell (DP-MPC) with a 280 ml sampling volume, whose minimum detectable concentration of 100 ppb was obtained. In 2016, Dong et al. [17–19] developed the ultra-compact multi-pass gas cell, which offered a 54.6 m OPL in physical size of 17*6.5*5.5 cm3 with a 220 ml sampling volume. In 2017, Ozharar et al. [20] designed an aspherical MPC, in which the focal length of aspherical mirrors varied inversely to the ray height from the optical axis, for aspherical MPC a very rich set of exotic spot patterns can be formed on the end mirrors by numerical simulations. In 2019, Kong et al. [21] reported a new design method for the multi-pass cell with a similar traditional configuration. For instance, the OPL is 20.4 m after the beam passes 183 times in the cell, and the sample volume is approximately 332.1 ml. In 2020, Cui et al. [22] reported three-dimensional printed miniature fiber-coupled multipass cells with an optical absorption path length of 4.2 m and dimensions of 4* 4*6 cm3. A limitation of laser absorption spectroscopy originates from the requirement of the long OPL, especially when detecting the low concentrations of the trace gas on the order of ppm. In this article, a novel folded multi-pass cell consisting of three non-coaxial mirrors is presented. Three mirrors of the folded multi-pass cell can arrange in V-shape to form a stable non-coaxial multi-pass cell. Furthermore, in order to research the self-consistent condition of the multi-pass cell and the number of reflections, an equivalent coaxial multi-pass cell and modified ABCD matrix model for the spot pattern of the folded multi-pass cell is proposed, by which a series of the detailed numerical calculations were implemented to analyze the optical path length of the multi-pass cell. Due to the off-axis mirror’s astigmatism, many dense spot patterns obtained with a high fill factor produce a longer total optical path length. The folded multi-pass cell with dense patterns shows superior characteristics, such as small volume, simple structure, long effective OPL, high detection sensitivity, and affordable cost, which make them very suitable for various field applications, particularly for trace gas sensing. The proposed MPCs can overcome the disadvantage of the number of reflection times possible for the Herriott cell and can achieve up to hundreds of reflections with a small overlap. Despite the optical interference fringes due to the small overlap tend to cause difficulties in multi-pass absorption spectroscopy and limit its sensitivity. The optical interference fringes can be effectively suppressed by wavelength-modulation spectroscopy (WMS) and frequency-modulation spectroscopy (FMS) [23].
OPTICAL SETUP OF THE FOLDED OPTICAL MULTI-PASS CELL
The optical setup for a novel folded optical multi-pass cell is shown in Figure 1. First, the incident ray transmits between two spherical mirrors (M1 and M2) and then reflects from the M2 surface to the spherical mirror (M3) surface; after that reflects from M3 to M2; at the last, the ray is transmitted to M1 surface to complete a pass count in the structure of the folded MPC.
[image: Figure 1]FIGURE 1 | Transmission of the rays in the folded MPC consisting of three mirrors M1, M2, and M3; the reflection on the M2, M3 surface in the x–z plane of a Cartesian coordinate system; R radius of the curvature of the spherical mirror; L1 L2, mirror distance; θ inclination angle of the mirror M2.
Compared with the coaxial MPC, the non-coaxial MPC is much more complicated. In order to simplify the analysis of complicated non-coaxial MPC, according to the theory of laser cavity, an equivalent coaxial multi-element MPC is proposed as displayed in Figure 2.
[image: Figure 2]FIGURE 2 | As equivalent cavity, two spherical mirrors M1, M3, and an equivalent convex lens M2; L1 L2, mirror distance.
An equivalent cavity consists of two spherical mirrors and a lens that possesses different focal lengths in the meridian plane and sagittal plane due to the astigmatism of the off-axis spherical mirror M2. In the meridian plane and sagittal plane, the focal length is defined as fm = [image: image] R*cos (2θ), fs = [image: image] R*sec (2θ), respectively. If the astigmatism of the off-axis spherical mirror is not considered, a set of beautiful spot patterns on the mirrors cannot be calculated by a numerical calculation model based on the ABCD matrix.
CALCULATION MODEL OF THE SPOT PATTERN OF THE FOLDED OPTICAL MULTI-PASS CELL
In this paper, in consideration of the astigmatism of the off axis spherical mirror (M2), the modified 4*4 ABCD matrix describing one complete pass count is proposed, which consists of the standard transmission matrix and the standard reflection matrix of the ray:
[image: image]
[image: image]
where [image: image] is expressed as a one-way ABCD matrix in the cell.
If an incident ray enters the MPC from M1 with the initial parameters (x0, x’0)’, (y0, y’0)’ on the M1 surface. x0, y0, x’0, y’0 serve as incident location and inclination angle, respectively. After n pass counts, a ray is described by the coordinates (xn−1, x’n−1)’, (yn−1, y’n−1)’ of the point where it is located on the spherical mirror’s surface.
[image: image]
CONFINEMENT STABILITY OF THE FOLDED OPTICAL MPC
The theoretical study of the self-consistent condition of the MPC is the first step before designing any optical MPC (choice of the curvature radius, base length of the cell). Based on laser cavity theory, the optical cavity’s eigenvalue method used to judge the stability of the cell is more concise. Taking one mirror as the reference plane, the corresponding eigenvalue lambda λ of the ABCD matrix of the equivalent MPC in the meridian plane or the sagittal plane is determined by Eqs 4–6. The criterion for a stable cell or cavity can be strictly exhibited as follow:
[image: image]
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When the [image: image] [image: image] λ consists of a pair of real numbers, which means that in a cycle the ray (x0, x’0)’ or (y0, y’0)’ is at magnification (decrease) of [image: image]. So, under the self-consistent condition, the ray will diverge (converge) into a point-source of ray in the cavity, which is called an unstable cavity. When the [image: image] it is concluded that the lambda λ consists of a pair of conjugate complex numbers, whose real part and imaginary part stand for the curvature of the wavefront and the radius of the ray spot, respectively, according to the diagonalization of the complex wavefront. therefore, the optical cavity is stable.
OPTICAL ARRANGEMENT OF THE FOLDED OPTICAL MULTI-PASS CELL
The optical arrangement of the folded MPC involving three identical spherical mirrors is shown in Figure 3. As a requirement to get a long OPL, three high reflectivity dielectric-coating spherical mirrors (reflectivity of 99.993% at the wavelength of 1.573 µm) are employed to form a folded MPC. The three identical spherical mirrors have a diameter of (50.8 mm) and a radius of (1,000 mm), which are non-coaxial arrangements, and the arm’s base lengths L1 and L2 are 150 mm, 200 mm, respectively. The spherical mirror M1 and M3 are 90° angles to the optical axis respectively, which is equivalent to θ with a value of 10° as shown in Figure 1. Around the MPC, there are gas-in and gas-out holes for gas change. The spherical mirror M1 possess ray-in and ray-out windows as displayed in the mechanical structure drawing Figure 3.
[image: Figure 3]FIGURE 3 | Mechanical structure drawing of the V-shape MPC includes spherical mirrors M1, M2, and M3; gas-in and gas-out hole, and ray-in and ray-out window.
RESULTS AND DISCUSSION
Three typical folded MPC are selected to show, whose eigenvalue λ is the conjugate complex numbers with value of (−0.28 ± 0.9600i, −0.28 ± 0.9600i), (−0.8487 ± 0.5289i, −0.8377 ± 0.5461i), (−0.7524 ± 0.6588i, −0.7393 ± 0.6734i), respectively, which means that those folded MPCs selected to show is stable. On the base of the stable cavity, by adjusting incident ray’s parameters such as initial incident angle, initial entry location on M1, mirrors separated distance (L1) or distance (L2) between mirrors, some satisfying number of the reflections on x-y plane of the mirrors can be obtained. Therefore, it is demonstrated that an original folded MPC is powerful to create a long OPL. In the calculation model, with a fixed inclination angle θ (10°) of the spherical mirror M2, the longest OPL is the spot pattern of Figure 6 with a value of 173.6 m. In fact, a ratio of the total OPL to the volume can better reflect the space utilization of the ray in the MPC. According to the ratio of OPL to V (RLV) in Table 1, the most efficient space utilization is the spot pattern with a value of 22 in Figure 6. Those extraordinary spot patterns result mainly from the astigmatism of the off-axis spherical mirror M2, which plays an important role in the spot pattern evolution caused by the off-axis spherical mirror’s astigmatism. When the important ray’s parameter such as the incident location ([image: image]), incident vector (x’, y’, z’), mirrors spacing (L1), (L2), and curvature radius (R) is depicted in Table 1 of the spherical mirrors, each spot pattern in Figures 4–6 can evolve more spot patterns to increase the spot density or down. In Figures 4, 6 the pass counts are 61 times, 122 times, and 248 times, respectively. It is found that the number of the reflection of the ray on the M2 is twice as much as that on the M1, M3 mirror surface due to the folded MPC consisting of two subs-resonators. In Figures 4–6 the OPL of the folded MPC is 49.6, 97.6 and 173.6 m under different ray parameters shown in Table 1.
TABLE 1 | Incident location ([image: image]), Incident vector (x’, y’, z’), Curvature radius (R) of three mirrors, M2, M3, Mirrors separated distance (L1), (L2), Volume (V) and Ratio (RLV) used to obtain the spot patterns depicted in Figures 4, 9.
[image: Table 1][image: Figure 4]FIGURE 4 | Spot patterns simulated by optical software, (A–C) Spot patterns on spherical mirrors M1, M2, and M3 of three different MPCs, respectively. The initial ray parameters for the spot pattern are listed in Table 1. Pass counts n = 61 times.
[image: Figure 5]FIGURE 5 | Spot patterns simulated by optical software, (A–C) Spot patterns on spherical mirrors M1, M2, and M3 of three different MPCs, respectively. The initial ray parameters for the spot pattern are listed in Table 1. Pass counts n = 122 times.
[image: Figure 6]FIGURE 6 | Spot patterns simulated by optical software, (A–C) Spot patterns on spherical mirrors M1, M2, and M3 of three different MPCs, respectively. The initial ray parameters for the spot pattern are listed in Table 1. Pass counts n = 248 times.
In order to validate the calculation model based on the modified ABCD matrix, a comparison of the blue spot patterns in Figures 7A–9A simulated by optical software with the red spot patterns Figures 7B–9B from the modified ABCD matrix model shows that the consistency between the calculated and simulated spot patterns demonstrates the validity of the modified 4*4 ABCD matrix with the astigmatism of the off-axis mirror. It is found that the slight difference between Figures 9A,B mainly results from the ABCD matrix’s paraxial approximation error which is amplified in hundreds of cycles. For non-paraxial rays, the paraxial approximation error will make the spot pattern seriously distorted in multiple cycles.
[image: Figure 7]FIGURE 7 | (A,B) The spot patterns of three different MPCs (●blue dot,● red dot) on spherical mirror M1 stimulated by optical software and modified ABCD matrix model, respectively. The optical parameters of spot patterns are identical to that in Figure 4.
[image: Figure 8]FIGURE 8 | (A,B) The spot patterns of three different MPCs (●blue dot, ●red dot) on spherical mirror M1 stimulated by optical software and modified ABCD matrix model, respectively. The optical parameters of spot patterns are identical to that in Figure 5.
[image: Figure 9]FIGURE 9 | (A,B) The spot patterns of three different MPCs (●blue dot, ●red dot) on spherical mirror M1 stimulated by optical software and modified ABCD matrix model, respectively. The optical parameters of spot patterns are identical to that in Figure 6.
CONCLUSION
In conclusion, a new folded MPC and a modified ABCD matrix with astigmatism are proposed. The spot patterns from the calculation model and optical software show that the new folded MPC is powerful to the long OPL with rich spot patterns, which are very same as the cylindrical and astigmatic MPC. For the new MPC, the excellent ratio of the total OPL to the volume can realize a highly sensitive and compact gas sensor with a low cost due to the use of a common spherical mirror and plane mirror to form two subs-MPCs. Compact or portable MPCs such as the one displayed on paper have many uses in various fields such as climate change, atmospheric monitoring, and medical diagnostics. Further topics of interest include the manufacture and testing of the folded MPC, as well as the investigation of laser beam spot interference and thermal stability of the folded MPC of this type.
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Lidar is a reliable tool for active remote sensing detection of atmospheric aerosols. A multi-wavelength aerosol lidar (MWAL) with 355 nm, 532 and 1064 nm as detection light sources has been developed and deployed for operational observations at Haidian District Meteorological Service of Beijing. The structure design, specifications, observation campaign, and detection principle of the MWAL are introduced. To ensure the accuracy and reliability of the lidar observation data, the calibration contents, and methods of lidar are proposed, including the correction, and gluing of the original data, the collimation of the transmitting and receiving optical axes, the testing of signal saturation, the correction of molecular Rayleigh fitting and the determination of the depolarization ratio correction factor. Finally, a haze process from 29 September to 2 October 2019 was observed and analyzed using the data of lidar, digital radiosonde, air quality and relative humidity observed by the Haidian District Meteorological Service. The detection results show the reliability of lidar which can effectively obtain the temporal and spatial variation characteristics of the haze. The profiles of aerosol extinction coefficient, potential temperature and relative humidity can be effectively used to analyze the haze thickness and the influence of relative humidity on aerosol particles. The data of air quality monitor shows that PM10 is the main pollutant and the ratio of PM2.5/PM10 is negatively correlated with relative humidity. Finally, the HYSPLIT trajectory tracking model of the National Oceanic and Atmospheric Administration (NOAA) is used to further study the source of pollutants in this haze process.
Keywords: atmospheric lidar, aerosol, calibration, depolarization ratio, haze
INTRODUCTION
In recent years, with the rapid development of urbanization and industrialization, pollution weather occurs frequently and lasts for a long time, which not only hurts transportation, but also seriously restricts the development of social and economic and threatens the health of people [1–3]. Atmospheric aerosols are the main factor of air pollution, playing an important role in the process of air pollution [4, 5]. Meanwhile, atmospheric aerosols are one of the important research objects of atmospheric science and play an important role in many atmospheric photophysical and chemical processes [6, 7]. Weather and climate are affected by aerosol-radiation and aerosol-cloud interactions. The direct climatic effect of aerosols is to affect the balance of earth-atmosphere radiation by scattering and absorbing solar radiation, thereby affecting climate change. And the indirect climatic effect of aerosols is to act as the condensation nucleus of clouds, which changes the optical properties of clouds, cloud amount and cloud lifespan, and then affects the earth-atmosphere radiation balance [8, 9]. In conclusion, atmospheric aerosols have important impacts on weather, climate, living environment and human health.
Lidar is an active remote sensing technology, which uses the pulse laser as the detection light source and has significant advantages in the observation of atmospheric aerosols and clouds with high spatial and temporal resolution [10, 11]. Recently, with the rapid development of laser technology [12], signal detection technology and data processing technology, lidar technology has gradually matured. This has promoted its long-term operational observation in meteorological and environmental protection departments, contributing to the monitoring of the atmospheric environment and providing technical support for research on weather phenomena [13]. Micro-pulse lidar from Sigma Space Corporation, CIMEL ELECTRONIQUE’s lidar CE370 and Raymetrics’ ESS-D series lidars have become reliable routine observation equipments for aerosols and have been used all over the world [14, 15]. To ensure the reliability of long-term observations, atmospheric aerosol lidars need to be calibrated and tested regularly. Consequently, reliable and efficient calibrations and test methods are particularly important.
Institute of Oceanographic Instrumentation, Qilu University of Technology (Shandong Academy of Sciences) has developed a set of multi-wavelength aerosol lidar (MWAL), which has been deployed at Haidian District Meteorological Service (HDMS) of Beijing for operational observation. In the long-term observations, the methods of regular calibration and test of atmospheric aerosol lidar have been accumulated so that the process data of different weathers have been obtained. In this paper, the mechanical structure and technical parameters of the lidar system are introduced firstly, and then the observation campaigns and detection principles are outlined. The contents and methods of calibration of atmospheric aerosol lidar are discussed, and the calibration results are analyzed. Finally, a haze process in Beijing is studied by using the data of lidar, digital radiosonde and ground station atmospheric elements monitoring, and the source of the haze is analyzed by using the HYSPLIT trajectory model of the National Oceanic and Atmospheric Administration (NOAA).
THE AEROSOL LIDAR SETUP
The MWAL with three-wavelength lasers of 355, 532, and 1064 nm has been developed by the Institute of Oceanographic Instrumentation, Qilu University of Technology (Shandong Academy of Sciences) for automatic observations of tropospheric aerosols and clouds. The echo signals generated by the interaction between laser and atmospheric aerosols and molecules are received by a Schmidt-Cassegrain telescope with a diameter of 300 mm. After passing through the pinhole and the collimating lens, the echo signals are divided into multi-wavelength optical signals by the dichroic mirrors. Each respectively passes through the optical receiving channel composed of narrow-band interference filter, converging lens and photodetector to obtain elastic scattering signals at 355, 532, and 1064 nm, and N2 Raman scattering signals at 387 and 607 nm. The 532 nm signal is divided into a parallel polarization component (532 nm-P) and a perpendicular polarization component (532 nm-S) by a polarizing beam splitter (PBS) with beam extinction ratio greater than 2000:1. The optical signals are converted into electrical signals after entering the photodetector and then collected by a six-channel Licel transient recorder. The MWAL can realize the real-time detection of atmospheric aerosol optical parameters within a range of 20 km and its optical structure is shown in Figure 1A. It is integrated and installed in a cabinet (Figure 1B), with the optical module installed on the right side, and the data collector, laser controller, industrial computer and circuit controller integrated on the left side. During the observation campaign, the cabinet is installed in a square cabin to ensure that the lidar works in a suitable temperature and humidity environment and can carry out continuous unattended observation all day.
[image: Figure 1]FIGURE 1 | (A) MWAL’s structure. (B) MWAL’s cabinet appearance.
The specifications of the MWAL are shown in Table 1.
TABLE 1 | The specifications of MWAL.
[image: Table 1]OBSERVATION EXPERIMENTS
The MWAL is deployed at the Haidian Park Observation Site (39°59′N, 116°17′E) of the HDMS to conduct all-day operational observations, which can be used to observe and study the spatial and temporal distribution characteristics, optical characteristic parameters and depolarization ratio of atmospheric aerosols and clouds, providing technical support for urban atmospheric environment monitoring and atmospheric pollution research. Figure 2A shows the MWAL at the Haidian Park Observation Site of HDMS, the geographic location of which is shown in Figure 2B. A variety of meteorological elements and atmospheric environment monitoring instruments installed in the HDMS can effectively obtain the data of wind speed, wind direction, temperature, relative humidity, air quality data such as the concentrations of PM2.5 and PM10. The GTS1 digital radiosonde carried by hydrogen balloon is usually released at 7:15 and 19:15 local time every day to obtain the profiles of the meteorological elements such as temperature, humidity, wind, and pressure. Through the combination of various data, the weather process can be better studied.
[image: Figure 2]FIGURE 2 | (A) MWAL observed at HDMS. (B) Observation sites of HDMS.
THE PRINCIPLE OF LIDAR DETECTION
The lidar equation is the basis for describing the detection principle of lidar and provides the relationship between the lidar echo signal and the optical properties of the measured object. The atmospheric backscattered signal power P(r) at distance r can be determined by the lidar equation [16]:
[image: image]
where P0 is the power of the transmitted laser, Ar is the effective receiving area of the telescope, and k is the lidar correction constant, which is related to the geometric overlap factor, the total transmittance, and the range resolution. α(r) and β(r) respectively represent the extinction coefficient and backscattering coefficient of atmospheric molecules and aerosols, which reflect the optical characteristics of the atmosphere. Here, we mainly use the Fernald method [17] to retrieve the optical parameters of aerosols.
The MWAL emits a 532 nm linearly polarized pulsed laser into the atmosphere and the parallel polarization and perpendicular polarization components can be received by two detection channels. Generally, the signal power of the two polarization channels can be described as follows [18].
[image: image]
[image: image]
The depolarization ratio δ of atmospheric particles can be defined by the ratio of parallel polarization signal Pp(r) and perpendicular polarization signal Ps(r) as shown in Eq. 4, where K is the calibration factor.
[image: image]
δ is in the range of 0–1, which can be used to study the shape of aerosol particles in the air. The more irregular it is, the larger the depolarization ratio is (such as dust and ice crystals are typical non-spherical particles), while the depolarization ratio of spherical particles (such as water droplets) is relatively small [19, 20]. In a fine and cloudless weather, the depolarization is caused by the atmospheric molecules and δ is about 0.365% for 532 nm [21].
SYSTEM CALIBRATION METHODS AND RESULTS
To ensure the accuracy and reliability of the lidar observation, it needs to be calibrated before and during the lidar observation. It mainly includes the correction and gluing of the original data, the collimation of the transmitting and receiving optical axes, the testing of signal saturation, the correction of molecular Rayleigh fitting and the determination of the depolarization ratio correction factor. The corresponding calibration methods are introduced, and the results are discussed.
Data Correction and Gluing
The MWAL uses a six-channel Licel transient recorder as the data collector, and each channel can simultaneously perform analog (AD) mode acquisition and photon counting (PC) mode acquisition with a range resolution of 3.75 m. AD mode has high responsivity to strong echo signals in near-range, while PC mode has higher sensitivity to weak light signals in long-distance. Therefore, gluing the data can effectively improve the signal-to-noise ratio, weak light signal detection capability and signal dynamic range.
Since the AD mode and PC mode in the Licel transient recorder are independent units, the data of the two modes may produce misalignment in the data recording. Therefore, it is necessary to correct the misalignment of data first. Taking the data at 0:00 on 9 September 2019 (local time, the same below) as an example, the signals of clouds from 8 to 9.5 km obtained by the two acquisition modes clearly show that the data collected by the AD mode is lagging the PC mode data (Figure 3A). After comparing the data of the two modes, the AD mode data can be alignment with the PC data by moving the AD data forward by nine points (Figure 3B).
[image: Figure 3]FIGURE 3 | (A) The data of AD mode and PC mode before data correction. (B) The data of AD mode and PC mode after data correction.
Then it’s necessary to glue the data collected in the AD mode and the PC mode after correcting the misalignment. Firstly, some proper range with a good linear relationship between AD mode data and PC mode data is selected as the gluing area, and then the coefficients a and b can be obtained by the least square method to convert the AD mode data into PC mode data [22, 23].
[image: image]
where PC(i) is the PC mode data and AD(i) is the AD mode data. The glued data calculated by this method is shown in Figure 4, from which the glued altitude is 2.25 km. Below the glued altitude, the AD mode data has a better response to low-altitude strong signals. While, above the glued altitude, the change trend of the AD mode data and PC mode data is basically consistent. However, with the increase of altitude, PC mode data has a better signal-to-noise ratio than AD mode data. Accordingly, the dynamic range and detection distance of the signal are effectively improved through data gluing.
[image: Figure 4]FIGURE 4 | The profiles of AD mode data, PC mode data and glued data.
The Collimation of the Transmitting and Receiving Optical Axes
The collimation of the laser transmitting and receiving optical axes is the key to improve the signal receiving efficiency. The MWAL adopts the paraxial mode, that is, the transmitting optical axis is located on one side of the receiving telescope. Therefore, the collimation of the transmitting and receiving optical axes is to make them parallel. Here, we propose a method of signal comparison in the four-quadrant of the telescope to collimate the optical axes. Firstly, the telescope is divided into four quadrants (Figure 5A), and then the echo signals of the left and right quadrants are collected and compared. Adjust the direction of laser emission to make the signals of the left and right quadrants completely consistent. Next, the echo signals of the front quadrant and the back quadrant are collected respectively. Because the distance from the front quadrant to the emitting laser is different from the distance from the back quadrant to the emitting laser, the near-range signals of the two quadrants will be different. However, in the case of the collimation of the transmitting and receiving optical axes, the far-range signals of the two quadrants should be consistent. Consequently, the forward and backward directions of the emitting laser should be adjusted according to the far-range signals. When the optical axes of the transmitting and receiving are aligned using the above method, each quadrant collects data for 1 min. Taking the signal of 532 nm as an example, as shown in Figure 5B, the signals of the left and right quadrants are consistent, and the signals of the four quadrants coincide 1 km away. Below the altitude of 1 km, the signals of the four quadrants are different due to the different distances from the emitted laser to the different quadrants.
[image: Figure 5]FIGURE 5 | (A) Four-quadrant division of the telescope. (B) Comparison of four-quadrant signals after collimation of the transmitting and receiving optical axes.
Signal Saturation Testing
During lidar observation, if the echo signal is saturated, it will lead to signal distortion and even cause damage to the detector. Therefore, it is necessary to test whether there is a problem with signal saturation. Cloudless weather with relatively stable atmospheric conditions is chosen for the test. Firstly, the output laser power is measured and its value is 0.495 W (Q1) during the lidar observation, and then a group of data accumulated for 1 min is recorded. Secondly, the laser emission power is adjusted by setting different delay time of the Q-Switch of the laser. The average power of the outgoing laser measured by a power meter is 0.413 W (Q2), 0.335 W (Q3), 0.273 W (Q4), 0.213 W (Q5), 0.14 W (Q6), and 0.073 W (Q7) respectively, and the corresponding 6 groups of echo signals accumulated for 1 min are recorded. Taking the signal of 532 nm parallel channel as an example, the 7 groups range corrected signals of 532 nm parallel channels are drawn together in Figure 6A. With the attenuation of laser power, the signal profiles decrease in the same trend. It can be preliminarily judged that there is no saturation phenomenon when the lidar observes with the laser power of Q1. A method of the linearity test is further used to verify the above inference. Taking the laser power Q2 to Q7 as ordinate and the maximum value of the corresponding 6 groups of echo signals as abscissa. A linear fitting line can be drawn, and then we can calculate the deviation between the actual measured value of Q1 and the value calculated by the fitting line. If the deviation between the calculated value and the measured value of Q1 is less than 5%, it indicates that the signal linearity is good and the signal is not saturated. If the deviation is greater than 5%, it is necessary to reduce the emission power of the laser for detection, and repeat the above test procedure until it reaches less than 5%.
[image: Figure 6]FIGURE 6 | (A) The echo signal profiles obtained with different emission laser powers. (B) The fitting line of the emission laser powers and the maximum value of the echo signal profiles.
As shown in Figure 6B, the coefficient of determination R2 between the maximum value of the 6 groups of echo signal and emission laser power is 0.99. The calculated value of Q1 is 0.518 W. Accordingly, the deviation between the calculated value and the measured value of Q1 is 4.6%, indicating that there is no saturation phenomenon when the lidar observes with the laser power of Q1.
Molecular Rayleigh Signal Fitting
At the altitudes with aerosols (such as low altitude) or clouds, the signal will be significantly enhanced because of Mie scattering. While at altitudes without aerosols, the lidar echo signal is mainly caused by molecular Rayleigh scattering. The molecular scattering signal obtained by the lidar can be compared with the standard atmospheric molecular Rayleigh signal to further check whether the lidar echo signal is normal [24]. In Figure 7, taking the observation data at 0:00 on 1 June 2021 as an example, the underlying aerosols are mainly distributed below 4.5 km, and clouds exist between 7.2 and 10 km from the range corrected signals of 355 nm, 532, and 1064 nm. The signals of aerosols and clouds are significantly larger than the molecular Rayleigh signals. However, the lidar echo signals of three wavelengths at the altitude between the underlying aerosols and clouds are in good agreement with the standard molecular Rayleigh signals.
[image: Figure 7]FIGURE 7 | Comparison of lidar range corrected signals and molecular Rayleigh signals of 355 nm, 532, and 1064 nm.
Determination of Depolarization Ratio Correction Factor
The correction factor K for calculating the depolarization ratio δ is related not only to the depolarization effect of the lidar system, but also to the detection efficiency of the two detection channels [25]. Therefore, K is one of the important factors to calculate δ. In order to obtain K accurately, a 1/2 wave plate is installed between the laser and the beam expander. A clear day is selected for the determination of K. First, the direction of the optical axis of the 1/2 wave plate is parallel to the laser polarization direction, so that the polarization state of the laser emitted from the wave plate is the same as before. Here the data of the parallel polarization channel and perpendicular polarization channel are recorded as P1 and S1 respectively. Then the 1/2 wave plate is rotated so that the angle between the optical axis direction of the 1/2 wave plate and the laser polarization direction is 45°. The laser outgoing from the wave plate is still linearly polarized, and the angle between the polarization direction of the outgoing laser and the polarization direction of the original incident laser is 90°. In this case the data of the two polarization channels are recorded as P2 and S2 respectively. After subtracting the background from P1 and S2, a region where both signals are smooth is selected and the K is approximately 1.65 calculated by P1/S2 (as shown in Figure 8A). In addition, δ of atmospheric molecules (approximately 0.365%) and high-altitude cirrus clouds (30%–80%) can be used to further test and revise the K [26]. As shown in Figure 8B, the lidar observation data at 19:15 on 20 June 2019 is compared and analyzed with the potential temperature and relative humidity profiles of the digital radiosonde (Figure 8C). Through the lidar echo signal profile, the aerosols are mainly distributed below 5 km, which is consistent with the altitude of the maximum gradient absolute value of relative humidity and potential temperature. The lower δ below 5 km is probably due to the higher relative humidity. The main components of the atmosphere from 6 to 10.5 km are atmospheric molecules, and δ is relatively small. The cirrus clouds are distributed from 10.5 to 13 km with a δ higher than 0.4, where the potential temperature changes slowly and the relative humidity is lower than 15%, indicating that the cirrus clouds are mainly composed of ice crystals.
[image: Figure 8]FIGURE 8 | (A) Correction factor K. (B) The profiles of range corrected signal and depolarization ratio at 19:15 on 20 June 2019. (C) The profiles of potential temperature and relative humidity at 19:15 on 20 June 2019.
OBSERVATION EXAMPLE ANALYSIS OF A HAZE PROCESS
After the lidar is calibrated, it can better serve the monitoring of the atmospheric environment. Using the joint analysis of lidar and other meteorological data, the weather process can be better analyzed, and the performance of the lidar can be further tested. Taking a haze process in Beijing from 29 September to 2 October 2019 as an example, the weather process, temporal and spatial distribution, and possible sources of the haze are studied through the analysis of multiple observations data.
Comparative Analysis of Lidar and Digital Radiosonde Data
From 29 September to 2 October 2019, the MWAL observed a haze process in Beijing. From the time-height-indication (THI) figure of the range corrected signal of 532 nm in Figure 9A, the aerosols are mainly distributed below 3 km and the haze is heaviest on 30 September. From the THI figure of extinction coefficient (Figure 9B), we can see that the extinction coefficient near the ground is higher and haze occurs a similar diurnal change trend in these 4 days. The concentration of aerosols near-ground gradually increases after 0:00, and so does the haze thickness. The height and concentration of haze gradually decrease in the afternoon.
[image: Figure 9]FIGURE 9 | (A) THI figure of range corrected signal at 532 nm from 29 September to 2 October 2019. (B) THI figure of extinction coefficient at 532 nm from 29 September to 2 October 2019.
Taking the weather process on 1 October as an example, the lidar observation data and the digital radiosonde data at three moments are used for analysis. The potential temperature and relative humidity profiles at 7:15, 13:15, and 19:15 on 1 October (Figure 10A) show that the relative humidity is approaching or exceeding 80% and the potential temperature changes slowly at the altitude from 1.5 to 3.5 km. The changing trend of the extinction coefficient profiles in altitude at three times (Figure 10B) is consistent with that of the relative humidity. The altitude of the maximum absolute value of the aerosol extinction coefficient gradient is the same with the altitude of the maximum absolute value of the potential temperature and relative humidity gradient, indicating the thickness of the haze. At the altitude of 1.5–3.5 km, the increase of relative humidity may lead to an increase of hygroscopic growth of aerosol particles and an increase of aerosols extinction coefficient.
[image: Figure 10]FIGURE 10 | (A) The profiles of potential temperature and relative humidity at 7:15, 13:15, and 19:15 on 1 October 2019. (B) The profiles of extinction coefficient at 7:15, 13:15, and 19:15 on 1 October 2019.
Analysis of Ground Observation Data
In order to better analyze the air quality situation near the ground, we can clearly see the changes of the PM2.5 and PM10 concentrations recorded by the air quality monitor from 29 September to 2 October 2019 (Figure 11). The concentrations of PM10 are all higher than 100 μg/m3, with the higher PM10 concentration during the daytime on 30 September, and the highest value of 252 μg/m3 at 14:00. The concentration of PM2.5 reaches a maximum value of 110.6 μg/m3 at 14:00 on 2 October. Figure 12 shows the ratio of PM2.5/PM10 is more than 80% at this moment. The ratio of PM2.5/PM10 at other time is basically less than 50%, indicating that the haze is mainly caused by PM10 pollutants, which should be caused by the transportation of urban floating dust.
[image: Figure 11]FIGURE 11 | Air quality monitoring data.
[image: Figure 12]FIGURE 12 | Variation curves of ground relative humidity and PM2.5/PM10.
As shown in Figure 12, during the observation period from 29 September to 2 October 2019, the relative humidity changes regularly. Generally, the relative humidity is high at night, and decreases during the daytime due to the variation of temperature. The relative humidity is basically above 90% from 0:00 to 6:00, and close to 100% from 0:00 to 6:00 on 1 and 2 October. High relative humidity will cause the hygroscopic growth and the sedimentation of aerosol particles, so the aerosols extinction coefficient observed by lidar at night is relatively low. It can be seen from Figure 12 that there is a negative correlation between relative humidity and PM2.5/PM10, that is, when the relative humidity is high, the proportion of PM2.5 is relatively low.
HYSPLIT Trajectory Analysis
The ground meteorological data recorded by HDMS show that the south wind class 1 to 2 is dominant during this period, indicating thar the aerosols is mainly transported by the south wind and there is a lack of good diffusion conditions. The NOAA HYSPLIT trajectory model can support the source analysis of this haze. Taking the Haidian Park observation site of HDMS as the reference location, the backward trajectory of aerosols at different altitudes could be tracked. As shown in Figure 13A, the aerosols at the altitudes of 100, 300, and 500 m at 8:00 Beijing time on 30 September 2019, mainly come from near ground aerosols of Hebei and Shandong provinces to the south of Beijing. From Figure 13B, at 10:00 Beijing time on 1 October 2019, the aerosols at 100, 300, and 500 m also mainly originated from the near-ground of the south of Beijing.
[image: Figure 13]FIGURE 13 | (A) Backward trajectories of aerosols at the altitudes of 100, 300, and 500 m at 8:00 on 30 September 2019, Beijing time. (B) Backward trajectories of aerosols at the altitudes of 100, 300, and 500 m at 10:00 on 1 October 2019, Beijing time.
CONCLUSION
A multi-wavelength aerosol lidar is carrying out an observation campaigns in HDMS of Beijing. The contents and methods of regular calibration of lidar are discussed, mainly including the correction and gluing of the original data, the collimation of the transmitting and receiving optical axes, the testing of signal saturation, the correction of molecular Rayleigh fitting and the determination of the depolarization ratio correction factor. All these can be used for the regular calibration of lidar operational observation to ensure the accuracy and reliability of the observed data. Finally, a haze process from 29 September to 2 October 2019 is analyzed by using the data of lidar, digital radiosonde, air quality and relative humidity of HDMS. The observation results show that the increase of extinction coefficient near the ground indicates the occurrence of haze phenomenon and the haze is most serious on 30 September. Comparing the profiles of potential temperature and relative humidity with the extinction coefficient profiles at three times on 1 October, it is found that the changing trend of the aerosol extinction coefficient in altitude is consistent with that of the relative humidity. High relative humidity will cause hygroscopic growth and the sedimentation of aerosol particles. Using the PM2.5 and PM10 data recorded by the air quality monitor, it is analyzed that the haze is mainly caused by PM10 pollutants and the PM2.5/PM10 has a negative correlation relation with the relative humidity. It can be inferred that pollutants should be caused by the transportation of urban floating dust. The aerosols mainly originated from the near-ground of the south of Beijing by the analysis of NOAA’s HYSPLIT trajectory model.
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In this article, with an anti-resonant hollow core fiber (ARHCF), fiber-enhanced Raman spectroscopy (FERS) for trace-gas sensing in a high-concentration gas background is demonstrated for the first time. The performance of the apparatus is verified by detecting trace-gas in the high concentration SF6 and gaseous impurities in the high concentration C2H6. With a 1.5 W laser source and 60 s exposure time, the limit of detection (LOD) of gases at tens of ppm levels is achieved, including carbonyl sulfide (COS), carbon tetrafluoride (CF4), carbon dioxide (CO2), carbon monoxide (CO), methane (CH4), acetylene (C2H2), ethylene (C2H4), propyne (C3H4), propylene (C3H6), and propane (C3H8). Quantification of multi-gas with great accuracy exceeding 94% is also realized. It shows that the FERS can demonstrate the ability of multi-gas sensing with high selectivity, sensitivity, and accuracy.
Keywords: anti-resonant hollow core fiber, fiber-enhanced Raman spectroscopy, trace-gas sensing, SF6, high selectivity
INTRODUCTION
Trace-gas sensing in a high-concentration gas background is important for environmental pollution [1], equipment fault diagnosis [2], chemical composition analysis [3], and gaseous energy detection [4]. For example, the natural gases extracted during the recovery and treatment of oilfield-associated gas contain acidic trace-gases such as hydrogen sulfide (H2S) and carbon dioxide (CO2), which will react with water and cause corrosion of natural gas transportation pipelines [5]. Sulfur hexafluoride [6] (SF6), a preferred insulating and arc-quenching medium in gas insulation equipment, decomposes and produces trace characteristic gases during partial discharge or overheating. By obtaining the type and concentrations of the decomposition gases, the equipment failure can be accurately diagnosed [7]. The content of impurities in the high-purity gas represents the purification of the standard gas [8]. Therefore, accurate monitoring of the types and concentrations of trace gases in a high-concentration gas background is necessary.
In some applications, the concentration of characteristic gas is very low and the composition is complex, which requires a highly sensitive and selective gas analysis method. At present, the existing gas analysis methods are mainly divided into chemical sensor methods [9], gas chromatography (GC) methods [10], and optical methods. The chemical sensor method has high sensitivity, rapid response, and small volume, but there exist shortcomings of cross interference, poor long-term stability, and repeatability. Although GC has high sensitivity, it is time- and gas-consuming, and the aging of the chromatographic column is adverse to quantification. Optical methods are mainly based on absorption and scattering effects, such as infrared absorption spectroscopy [11], photoacoustic spectroscopy [12], photothermal spectroscopy [13], and Raman spectroscopy, both of which can provide exceptional sensitivity and selectivity. However, since homonuclear diatoms (O2 and H2, etc.) only have a weak electric four-dipole moment [14], the absorption effect is extremely weak, so it is difficult to realize the detection of trace homonuclear diatomic gases [15]. In addition, the absorption spectrum lines are relatively dense, and the absorption spectrum of a high-concentration background gas is likely to overlap with the trace-gas spectrum lines. Therefore, it is difficult to detect trace gases in a high-concentration gas background based on the absorption effect. Moreover, different gases can only produce absorption effects on specific laser wavelengths corresponding to the energy level of each gas, so multiple laser sources may be required when detecting multi-component gases.
Raman spectroscopy is another effective optical method for gas sensing based on scattering effects. When the incident light with frequency ν0 passes through the gas, the incident laser light will excite gas molecules to generate spherical divergent Raman scattered light with frequency ν0±νR. Different gases have their own unique νR, namely Raman frequency shift, so Raman spectroscopy can detect the multicomponent gases (except for monatomic gases) simultaneously and highly selectively with a single-wavelength laser. It is worth noting that Raman spectroscopy can easily distinguish multi-component gases in a high-concentration gas background, owing to the relatively independent vibration Raman frequency shift with little overlapping. However, due to the extremely low gas Raman scattering cross section [16], the sensitivity is low, which limits its practical application in trace-gas detection [17], such as power transformer fault diagnosis [18].
The sensitivity of Raman spectroscopy can be improved when combined with an optical resonant cavity, namely, cavity-enhanced Raman spectroscopy (CERS) [19]. By locking the laser frequency to the resonant mode of a FP cavity, the laser will be confined and accumulated, resulting in quite a strong laser power buildup due to constructive interference. The sensitivity enhancement of CERS can reach three orders of magnitude. However, the resonant cavity has extremely high requirements for the collimation of the optical path, resulting in insufficient anti-interference ability and usually requiring tens of milliliters of gas volume, which is not suitable for many applications with only little gases.
Another method to enhance the sensitivity of Raman spectroscopy is combined with hollow core fiber or capillary, namely, fiber-enhanced Raman spectroscopy (FERS), which improves the collection efficiency of spherical divergent Raman scattered light to about 360°. It not only requires a small gas volume of microliters but also has a flexible layout. Compared to hollow-core capillary [20] with high-transmission loss [21], hollow-core fiber has lower transmission loss [22]. Therefore, FERS combined with hollow core fiber can achieve higher Raman signal enhancement. The hollow-core photonic crystal fiber (HCPCF) and anti-resonant hollow core fiber (ARHCF) are the most commonly used in FERS. Buric [23] uses FERS with HCPCF to analyze the fuel gases. The detection limit (LOD) of CH4 and C3H8 is less than 140 ppm bar with a laser of 100 mW at 514.5 nm and an exposure time of 1 s. Popp [24–26] reported the highly selective and sensitive detection of complex gas mixtures (consisting of H2, CH4, N2, O2, and CO2) by FERS with HCPCF. With a laser wavelength of 532 nm, laser power of 1.3 W, and 1 s exposure time, the LOD of N2, O2, CO2, CH4, and H2 are 140, 160, 80, 4, and 90 ppm bar, respectively. Compared with the HCPCF, the ARHCF has a larger core diameter and is easier to achieve efficient coupling and has lower transmission loss of about 80 dB/km at 532 nm or 13.8 dB/km at 539 nm, which is more conducive to signal enhancement. In addition, Andreas Knebl [27] first applied the ARHCF in FERS. With a laser wavelength of 532 nm, 1.3 W power, and a 30 s exposure time, the LODs of O2 and CO2 are 125 and 25 ppm bar, respectively. Duluo Zuo [28]integrated ARHCF into the Raman system, by collecting scattering radiation in the forward direction and filtering of the background through selection of an appropriate integral region, the LODs of CH4, C2H4, C2H2, C2H6, H2, and CO were determined as 1.2, 1.7, 2.6, 2.9, 13.8, and 16.7 ppm bar, respectively, with the input excitation laser power of 200 mW and exposure time of 60 s.
To our best knowledge, fiber-enhanced Raman spectroscopy for trace-gas sensing in a high-concentration gas background has not been reported. Therefore, in this article, we build FERS with ARHCF to realize the detection of multi-component trace gases in a high-concentration gas background. The performance of the apparatus is verified by the detection of decomposition gas in the high-concentration sulfur hexafluoride [29] (SF6) and gaseous impurities in the high-concentration ethane.
EXPERIMENT SETUP
The experimental setup of the FERS with ARHCF in this work is shown in Figure 1. A solid Nd: YAG laser-emitting linearly polarized light with a wavelength of 532 nm and a power of 1.5 W is used as a light source. The half-wave plate (HP, Thorlabs WPV10L-532) is used to adjust the polarization and power of the laser beam when cooperating with the polarization beam splitter (PBS, Thorlabs CCM1-PBS251). After reflecting by a dichroic mirror (F, Semrock LPD02-532RU-25), the laser beam passes through achromatic lens L1 (Thorlabs AC254-060-A), focuses into the ARHCF, and excites gas molecules in the core of ARHCF to generate spherical divergent Raman scattered light. The Raman scattering light is collected backward from the fiber enter end (A1) by the same lens (L1) and passes through the dichroic mirror (F) and the two long-pass edge filters EF (532 nm Semrock LP03-532RE-25), which are used to filter out laser radiation, Rayleigh scattering signals, and anti-Stokes Raman scattering light. Then, the remaining Stokes Raman scattering light is focused and coupled into the spectrometer (Andor SR500) through the achromatic lens L2 (Thorlabs AC254-075-A) and recorded using the CCD camera (Andor iDus 416). The grating line is 1,200/mm, and the blaze wavelength is 750 nm.
[image: Figure 1]FIGURE 1 | Schematic diagram of the FERS setup. The FERS setup consists of the following components: half-wave plate (HP), polarization beam splitter (PBS), dichroic mirror (F), pinhole (P), achromatic lens (L1, L2), gas cell (A1, A2), photodetector (PD), edge filter (EF), beam trap (BT), spectrometer (SPEC), and personal computer (PC).
The core diameter of ARHCF is 26 um. The transmission band is 440–1,200 nm with a loss at 532 nm of 80 dB/km, and the fiber length used in this work is 0.5 m. The pinhole (P) is for preliminary spatial filtering, which can adjust the laser spot size and filter the silicon signal of fiber by making full use of the spatial distribution pattern. The two ends of the fiber are fixed on the tapered V-groove fiber holder (Thorlabs HFV002) for better laser beam coupling. The holder is fixed in our self-made gas cells (A1, A2), which contain a pressure sensor to facilitate real-time acquisition of total gas pressure. The power meter (PD, Thorlabs PDA100A-EC) is placed at the output end of the fiber to monitor the laser output power in time.
The specific coupling parameters are measured using the beam quality analyzer (Thorlabs BC207VIS/M). The mode field diameter of the laser at L1 is 2 mm. The calculated mode field diameter of the fiber is 19.5 um according to the Gaussian beam lens transformation principle as in Eq. 1: (75% of the core diameter [30])
[image: image]
where F is the focal length of lens, λ is the laser wavelength, ω0 is the mode field diameter of the laser at a certain position, and ω1 is the mode field diameter of the fiber.
In order to achieve NA matching, the focal length of L1 needs to be 57.5 mm, which should be customized and expensive, so a 60-mm-focal length lens is used in this experiment. In order to precisely adjust the relative position of the achromatic lens L1 and the fiber to achieve efficient coupling, L1 is fixed on a manual three-axis micron-positioning stage. After measuring the incident and transmitted laser power through the ARHCF, which is 1.1 and 1.4 W, respectively, the coupling efficiency was calculated as about 85%.
Before loading the gas sample, the gas cells and ARHCF was first evacuated using a vacuum pump. Then, the measured gas was pumped into one of the gas cells (A2) to 5 bar. Finally, FERS of the measured gas can be detected after the internal pressure of the fiber reaches equilibrium.
RESULTS AND DISCUSSION
SF6 is widely applied as the preferred insulating and arc-quenching medium in gas-insulated switchgear (GIS) in power systems. The equipment will inevitably yield defects during preparation, installation, and operation. Over the long-term operation, some SF6 molecules decompose and produce several lower fluorides of sulfur SFX (X = 1, 2….5) such as SF2, SF3, SF4, and SF5 through partial discharge, arc, spark, and overheating caused by insulation defects. In addition, if the solid insulation (organic materials such as epoxy resin) of GIS is damaged by partial discharge, trace carbon-containing gases such as COS, CF4, CO, and CO2 will be generated. Accurate detection of these trace gases in the SF6 background can diagnose the type and severity of the insulation defects as well as GIS failures. So, in this experiment, we used this FERS apparatus to detect multi-component trace gases (COS, CF4, CO2, and CO) in a high-concentration SF6 background. In order to achieve the qualitative and quantitative analysis of the aforementioned multi-component gases, we need to detect reference spectra of a single gas first.
The experimental condition of SF6 is under 5 bar, which is the working pressure of a running GIS. Figure 2 shows the Raman spectrum of pure SF6 under a low laser power of 100 mW. The peak position of the Raman spectrum is 774 cm−1, which corresponds to the v1 transition vibration mode of the SF6 molecule and proves that the saturated Raman peak is an independent peak.
[image: Figure 2]FIGURE 2 | Raman spectrum of 5 bar pure SF6.
Figure 3 shows the Raman spectra of COS, CF4, CO, and CO2. Figure 3A shows the Raman spectrum of 0.05 bar COS (10,000 ppm of COS in Ar at 5 bar), and the exposure time is 60 s; the ν1 transition at 858 cm−1 and 2ν2 transition at 1,048 cm−1 are achieved, corresponding to the stretching vibration of C-S and bend vibration. According to three times the signal-to-noise ratio, the LOD is 11.6 Pa (858 cm−1), corresponding to 23.2 ppm at 5 bar. Figure 3B shows the Raman spectrum of 0.05 bar CF4 (10,000 ppm of CF4 in Ar at 5 bar), and the ν1 transition at 908 cm−1 is achieved, corresponding to the stretching vibration of C-F; the LOD is 24.2 Pa, equivalent to 48.5 ppm at 5 bar. Figure 3C shows the Raman spectrum of 0.05 bar CO2 (10,000 ppm of CO2 in Ar at 5 bar). A Fermi resonance pair (ν1/2ν2) is observed at 1,285 cm−1 (ν−) and 1,388 cm−1 (ν+), the hot band is observed at 1,409 cm−1, and 13CO2 can be also observed at 1,265 cm−1. A LOD of 0.54 Pa for CO2 (1,388 cm−1) is achieved, equivalent to 39.4 ppm at 5 bar Figure 3D shows the Raman spectrum of 0.05 bar CO (10,000 ppm of CO in Ar at 5 bar); the Q1 vibration of CO is observed at 2,142 cm−1, and the LOD is 52.4 Pa, corresponding to 104.8 ppm at 5 bar.
[image: Figure 3]FIGURE 3 | Raman spectrum of 0.05 bar gases, (A) COS, (B) CF4, (C) CO2, and (D) CO.
For online quantification of the concentrations of each gas in the high-concentration SF6 background, the Raman spectra of each gas should be taken at a known value of laser power, total pressure, exposure time, fiber length, and temperature. The test gas concentration (ratio of partial pressure to total pressure) will be acquired based on the peak intensity ratio of the calibration gas. We take COS, for example, as shown in Figure 4. This quantitative calibration is very robust owing to the linearity between partial pressure and Raman intensity, with an R-square value of 0.9997. The other gases have almost the same linear relationship.
[image: Figure 4]FIGURE 4 | Scattering intensity changes with partial pressure of COS. The R-square value is 0.9997.
Figure 5 shows the Raman spectra of trace multi-gas of COS, CF4, CO2, and CO in the high-concentration SF6 background (the concentration of each gas is COS: 100 ppm, CF4: 650 ppm, CO2: 450 ppm, and CO: 550 ppm, and the rest is SF6, the total pressure is 5 bar, and the exposure time is 60 s). Each peak can be identified for different gases, proving that Raman spectroscopy can be used to detect decomposition gas in the high concentration of SF6. Based on the built-up quantification curve of FERS, the calculated concentrations of COS, CF4, CO2, and CO are 105.6, 639.8, 437.3, and 542.9 ppm at 5 bar, respectively, which is basically consistent with the actual value. The measuring performance of FERS for SF6 depositions in the high-concentration SF6 background is summarized in Table 1.
[image: Figure 5]FIGURE 5 | Fiber-enhanced Raman spectrum of trace COS, CF4, CO2, and CO in the high-concentration SF6 background.
TABLE 1 | Measuring performance of FERS for SF6 depositions in the high-concentration SF6 background.
[image: Table 1]Ethane of high-purity is an important raw material for the organic synthesis industry, but it often contains alkane impurities, such as methane, ethylene, acetylene, propane, propylene, and propyne. In this article, the FERS apparatus is also used to detect impurities in high-concentration ethane. Similarly, in order to be able to qualitatively and quantitatively analyze impurity gases, the detection of the aforementioned reference spectra of single gases, such as methane, ethylene, acetylene, propane, propylene, and propyne (from Chongqing Lihong company), is carried out first.
Figure 6 shows the Raman spectra of 250 Pa methane, ethane, ethylene, acetylene, propyne, propylene, and propane (500 ppm each gas in Ar at 5 bar). The Raman spectrum of CH4 is shown in Figure 6 (a), which mainly contains ν1 transition at 2,917 cm−1 and ν3 transition at 3,020 cm−1, and a LOD of 4.41 Pa for CH4 (2,917 cm−1) is achieved. The Raman spectrum of C2H2 is shown in Figure 6B, including ν1 transition at 3,372 cm−1 and the ν2 transition at 1972 cm−1, and a LOD of 6.18 Pa for C2H2 (1972 cm−1) is achieved. The Raman spectrum of C2H4 is shown in Figure 6C, which includes the δπs transition at 1,344 cm−1, the ν2πs transition at 1,624 cm−1, the 2δπa transition at 2,880 cm−1, and the νπs transition at 3,020 cm−1, and a LOD of 8.47 Pa for C2H4 (1,344 cm−1) is achieved. The Raman spectrum of C2H6 is shown in Figure 6D, including the ν5 transition at 2,997 cm−1, the ν3 transition at 2,900 cm−1, and the 2ν10 transition at 2,955 cm−1, and a LOD of 18.02 Pa for C2H6 (2955 cm−1) is achieved. The Raman spectrum of C3H4 is shown in Figure 6E, including the ν1 transition at 3,336 cm−1, the ν2 transition at 2,943 cm−1, the 2ν7 transition at 2,883 cm−1, the ν3 transition at 2,136 cm−1, and the ν5 transition at 930 cm−1, and a LOD of 7.79 Pa for C3H4 (2,943 cm−1) is achieved. The Raman spectrum of C3H6 is shown in Figure 6F, including the 4ν14 transition at 3028 cm−1, the 2ν2 transition at 3,010 cm−1, the ν5 transition at 2,997 cm−1, the ν1 transition at 2,937 cm−1, the 2ν14 + ν6 transition at 2,905 cm−1, the 2ν6 transition at 2,871 cm−1, the ν6 transition at 1,415 cm−1, the ν13 transition at 1,300 cm−1, and the ν8 transition at 921 cm−1, and a LOD of 36.1 Pa for C3H6 (2,935 cm−1) is achieved. The Raman spectrum of C3H8 is shown in Figure 6G, including the ν1 transition at 2,976 cm−1, the ν2 transition at 2,958 cm−1, the 2ν4 transition at 2,946 cm−1, the 2ν5 transition at 2,929 cm−1, the 2ν11 transition at 2911 cm−1, the ν3 transition at 2,885 cm−1, the overtone 2ν6 transition at 2772 cm−1, the ν5 + ν12 transition at 2,737 cm−1, and the ν8 transition at 868 cm−1, and a LOD of 16.64 Pa for C3H8 (2885 cm−1) is achieved.
[image: Figure 6]FIGURE 6 | Raman spectra of 250 Pa of (A) CH4, (B) C2H2, (C) C2H4, (D) C2H6, (E) C3H4, (F) C3H6, and (G) C3H8.
The simulation detection of methane, ethylene, acetylene, propane, propylene, and propyne was also achieved as shown in Figure 7, which proves that FERS apparatus can be used to detect impurities in high-concentration ethane. The concentration of gaseous impurities in C2H6 is summarized in Table 2.
[image: Figure 7]FIGURE 7 | Fiber-enhanced Raman spectrum of impurities in the high-concentration C2H6 background.
TABLE 2 | Quantification of gaseous impurities in C2H6 based on FERS.
[image: Table 2]Figure 7 shows the Raman spectrum of alkane impurities in a high-concentration C2H6 background. The total pressure is 5 bar, and the exposure time is 60 s.
CONCLUSION
In this article, we demonstrate the utility of FERS with ARHCF as a unique analysis tool for trace-gas sensing in the high-concentration gas background of SF6 and C2H6. For NA matching, the 60-mm-focal length lens is employed in FERS. To obtain qualitative and quantitative analysis, the Raman spectra of COS, CF4, CO2, CO, CH4, C2H2, C2H4, C2H6, C3H4, C3H6, and C3H8 at standard concentration are acquired, respectively. With 60 s exposure time and 5 bar total pressure, the LOD for COS, CF4, CO2, CO, CH4, C2H2, C2H4, C3H4, C3H6, and C3H8 can be down to 23.2, 48.5, 39.4, 104.8, 8.8, 12.3, 16.9, 72.2, 15.6, and 33.3 ppm, respectively. It has been proved that the gas Raman scattering intensity has a good linear relationship with gas concentration. Quantification of multi-gas with great accuracy exceeding 94% is also realized. In order to further improve the performance of the system, in the future, we will improve the coupling efficiency of the ARHCF and reduce the signal noise to improve the signal-to-noise ratio of the system for practical multi-gas sensing.
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We demonstrate a Q-switched Er3+-doped ZBLAN fiber laser at 2.8 µm mid-infrared (mid-IR) region achieved by adopting Te as the saturable absorber mirror (SAM). The modulation depth and saturation intensity of the Te-SAM were measured to be ∼7.2% and 10.81 MW∕cm2, respectively. Stable Q-switched laser pulses with the maximum pulse energy of 3.05 µJ and the minimum pulse width of 0.457 µs at the launched pump power of 4.51 W were obtained. Maximum average output power of 357 mW with repetition rate of 116.98 kHz were achieved. The signal-to-noise ratio (SNR) is 52 dB, which is higher than that of most 2.8 µm mid-infrared Q-switched fiber lasers reported so far. To the best of our knowledge, this is the first demonstration from a Q-switched fiber laser at 2.8 µm based on a Te-SAM.
Keywords: Q-switched, Er3+-doped, ZBLAN fiber, mid-infrared, saturable absorber mirror
1 INTRODUCTION
In recent years, mid-infrared lasers have received enormous attentions owing to their substantial applications in gas detection, remote sensing, spectroscopy, and biomedical surgery [1–6]. In contrast to continuous-wave ones, mid-IR Q-switched fiber lasers feature the distinct advantages of high reliability, outstanding beam quality, excellent surface-to-volume ratio, and great efficiency, which promote their practical applications [7]. Up to present, semiconductor saturable absorption mirrors (SESAMs), Fe2+:ZnSe crystals, black phosphorus (BP), graphene and topological insulators (Tls) have been widely applied as saturable absorbers (SAs) in mid-IR passively Q-switched fluoride fiber lasers at 2.8 µm [8–21]. SESAMs have controlled modulation depth but the limited bandwidths make them not suitable for broadband pulsed lasers. Fe2+:ZnSe crystals exhibit a large saturable absorption cross section and high damage threshold (∼2 J/cm2). However, Fe2+:ZnSe crystals usually have the characteristics of complex preparation process, relatively expensive cost and narrow absorption band. BP exhibits a large modulation depth but it is easy to oxidize in the ambient air. Despite graphene is characterized by zero bandgap, the modulation depth of single-layer graphene is only about 2.3% [22–28].
In this letter, we report, as far as we know, a 2.8 µm mid-IR Er3+-doped ZBLAN Q-switched fiber laser using Te saturable absorber mirror (SAM) for the first time. The obtained maximum output power and pulse energy are 357 mW and 3.05 µJ, respectively. The results facilitate the application range of Te-SAM based Q-Switched fiber laser as well as affirm that Te is expected to be an effective SAM of mid infrared fiber laser.
2 PREPARATION AND CHARACTERIZATION OF TE SATURABLE ABSORBER MIRROR
In our experiment, Te-SAM were prepared by a common magnetron-sputtering deposition (MSD) method. First of all, Te target and gold mirror were simultaneously placed in a magnetron sputtering chamber, the vacuum pressure of the chamber was pulled to about 10−3 Pascal. Then, the stimulated ionized Argon ions rapidly bombarded the Te target. Thus, the Te atoms was slowly deposited on the gold mirror. An uniformly arranged tellurium film could be obtained on the surface of the gold mirror after deposition, the coating time was set to 1 min. The Raman shift spectra were measured by a Raman spectrometer (LabRAM HR Evolution, HORIBA Scientific, 514 nm emission) with an excitation wavelength of 514 nm. Figure 1A presented the surface of Te film, measured by a scanning electron microscope with a dense and well-distributed shape. The cross-section image of Te SAM with cold field emission scanning electron microscope was displayed in Figure 1B, where the thickness of the Te film was approximately measured to be 40.7 nm. The thickness of the film was measured by the atomic force microscope (AFM) in Figures 1A,C highly uniform surface can be observed. As shown in Figure 1D, the Raman spectra of Te film showed two obvious peaks located at 122 cm−1 and 140 cm−1, consistenting with the peaks reported in previous literature [29, 30], implying that the thin film used in the experiment has high purity. The nonlinear absorption of Te-coated fiber was studied by using a 2.8 µm ultrafast light source (pulse width: 350 fs, repetition rate: 68 MHz) built by our laboratory, and the experimental results were depcited in Figure 2A. The data conformed to the following equation:
[image: image]
[image: Figure 1]FIGURE 1 | (A) SEM image for surface topography and (B) the lateral surface of the Te-SAM. (C) AFM image. (D) Raman shift spectrum.
[image: Figure 2]FIGURE 2 | (A) Nonlinear saturable absorption curve of the Te-SAM. (B) XPS core level spectrum of Te 3d. (C) Full XPS spectrum of fabricated Te film.
Where [image: image] is the power-dependent transmission, [image: image] is the incident intensity, [image: image] is the modulation depth, [image: image] is the non-saturable loss, and [image: image] is the saturation peak intensity. The modulation depth [image: image], saturation peak intensity [image: image] and non-saturable loss [image: image] were ∼7.2%, ∼10.81 MW/cm2, ∼76.1% respectively. The lower modulation depth can be improved by changing the thickness of Te film. To determine the composition of the magnetron deposition film, X-ray photoelectron spectroscopy (XPS) measurements (Thermo Fisher Scientific, K-Alpha+) were performed, and the data obtained were shown in Figures 2B,C, all calibrated with a C1s peak of 284.8 eV. The fully binding energy spectroscopic scan shows a low energy resolution, and all peaks were related to the expected elements except for the weak C1s peak caused by air pollution. Figure 2B shows the high resolution XPS spectra of the characteristic peaks of the Te sample for determining chemical states and elemental bonds. Te3d3/2 and Te3d5/2 peaks were found at 583.45 and 573.14 eV, which closely matched the chemical state of Te.
3 EXPERIMENTAL SETUP
Figure 3 depicts the schematic diagram of the passively Q-switched Er3+-doped ZBLAN fiber laser. The pump was provided by a commercial 976 nm fiber coupled semiconductor laser (MChlight, Shenzhen) which can achieve higher pump efficiency with a maximum output power of 9 W, a core/cladding diameter of 105/125 μm and a numerical aperture of 0.22 NA. Two uncoated CaF2 plano-convex lenses (L1 = 40 mm, T = 98.8% at 976 nm, T = 99.5% at 2.8 µm, L2 = 40 mm, T = 99.5% at 2.8 µm) were used to collimate and focus the pump beam into a 3 m long double-cladding 7 mol%-doped Er:ZBLAN fiber with a core diameter of 15 μm, 1st cladding diameter of 240*260 μm, 2nd cladding diameter of 290 μm, and a numerical aperture (NA) of 0.12. Between the two CaF2 plano-convex lenses, a dichroic mirror M1 with high reflectance of 94% at around 2.8 µm and high transmittance of 97.6% at 976 nm was placed at a 45° angle of incidence surface to couple out the 2.8 µm laser. The front end of the fiber was angle-cleaved at 0° to provide ∼4% Fresnel reflection, while the other fiber end was cleaved at angle of 8° to suppress parasitic oscillation. Two uncoated CaF2 plano-convex lenses (L3 = 40 mm, T = 98.8% at 976 nm, T = 99.5% at 2.8 µm, L4 = 40 mm, T = 99.5% at 2.8 µm) were used to collimate and focus the 2.8 µm laser beam from the angle-cleaved fiber end onto the Te-SAM. Then another dichroic mirror M2 (T > 95% @ 976 nm & R > 99% @ 2.8 µm) was placed at 45° to couple out the surplus 976 nm pump light. The average output power of the cavity was acquired by a power meter (Laserpoint) together with an IR bandpass filter (Thorlabs, FB2750-500) placed before the detector which was used to remove the background light. An detector with a response time of ∼2 ns was connected to a 4-GHz bandwidth digital oscilloscope (ROHDE & SCHWARZ, RTO2044) to measured the pulse temporal trains. The optical spectrum was monitored by a optical spectrum analyzer (YOKOGAWA, AQ6376) with a minimum scanning resolution of 0.1 nm. A RF spectrum analyzer (ROHDE & SCHWARZ, FSWP) with a scanning range of 1 MHz–8 GHz was utilized to analyze the radio frequency (RF) spectrum.
[image: Figure 3]FIGURE 3 | The schematic of the Q-switched Er:ZBLAN fiber laser.
4 EXPERIMENTAL RESULTS AND DISCUSSION
Figure 4 presents the Q-switched pulse sequences and pulses profiles under different pump powers. Figure 5A displays the measured output power and calculated pulse energy of Q-switched pulses as a function of the launched pump power. It can be achieved in the broad pump power range of 0.99–4.51 W with an output power of 35–357 mW at a slope efficiency of 9.2% and a pulse energy of 0.77–3.05 µJ. Figure 5B shows the pulse repetition rate and pulse width as a function of the launched pump power. As expected, with the increase of the launched pump power, the repetition rate increased and the pulse width decreased. When the pump power increased within the above range, the pulse repetition rate increasd from 45.34 to 116.98 kHz, and the pulse width decreased from 1.624 to 0.457 µs. In the system, CW began to oscillate when the launched pump power was about 0.87 W. A self-starting Q-switching train was observed with a pulse width of 1.62 µs and a repetition rate of 45.34 kHz when the launched pump power exceeded the threshold of 0.99 W, as shown in Figure 4A and Figure 5B. As presented in Figure 4B and Figure 5B, stable Q-switching can be maintained by slightly increasing the launched pump power to 2.33 W and the pulse width was 0.73 µs at a repetition rate of 80.75 kHz. When the launched pump power continued to increase, the Q-switching operation can be maintained. Typical Q-switched pulse waveforms at launched pump power of 3.64 and 4.51 W are shown in Figures 4C,D. Their pulse width were 0.54 and 0.457 µs, respectively. At the same time, the corresponding repetition rates were 104.63 and 116.98 kHz, respectively. The optical and RF spectrum were measured at the maximum pump power of 4.51 W. Figure 5C depicts the pulse spectrum of the laser under continuous-wave (CW) centered at 2,775 nm and Q-switching operation centered at 2,782.35 nm, the recording range is 70 nm (from 2,740 to 2,810 nm). The signal-to-noise ratio (SNR) of the RF spectrum is measured to be 52 dB at a resolution bandwidth (RBW) of 100 Hz in a 1000-kHz scanning span, indicating a stable Q-switching regime, as shown in Figure 5D. When the launched pump power was higher than 4.51 W, the Q-switching pulse began to become unstable but Q-switching can still be realized by focusing.
[image: Figure 4]FIGURE 4 | Typical Q-switched pulse trains at the launched pump powers of (A) 0.99 W, (B) 2.33 W, (C) 3.64 W and (D) 4.51 W, respectively.
[image: Figure 5]FIGURE 5 | (A) Average output power and pulse energy. (B) Repetition rate and pulse width of the Q-switched Er:ZBLAN fiber laser as a function of the pump power. (C) Spectrum of Q-switching and CW operation. (D) Fundamental repetition rate with RBW of 100 Hz.
5 CONCLUSION
In conclusion, we have presented a mid-infrared 2.8 µm Q-switched Er:ZBLAN fiber laser using Te as a Q-switcher for the first time to the best of our knowledge. The Te-SAM has a modulation depth of ∼7.2% and saturation intensity of 10.81 MW/cm2, respectively. Stable Q-switched pulse trains were obtained with a repetition rate of 116.98 kHz and a pulse width of 0.457 µs at the maximum launched pump power. The maximum pulse energy of 3.05 µJ, average output power of 357 mW were achieved, respectively. The signal-to-noise ratio (SNR) is 52 dB, which is higher than most known 2.8 µm mid infrared Q-switched fiber lasers. The research results not only indicate that Te is an excellent SA material for stable pulses generation in mid-IR Q-switched fiber lasers but also provides a cost-effective method for the preparation of mid-infrared SAM.
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As an autonomous mobile robot, the unmanned intelligent vehicle is often installed with sensors to collect the road environment information, and then process the information and control the speed and steering. In this study, vehicle-mounted camera, laser scanning radar and other sensors were equipped to collect real-time environmental information to efficiently process and accurately detect the specific location and shape of the obstacle. This study then investigated the impact of two In-Vehicle Information Systems (IVISS) on both usability and driving safety. Besides, the laser perception sensing technology was applied to transmit the information of the surrounding around the real-time driving area to the vehicle system. Simulating vehicle checkerboard and hierarchical IVIS interface layouts, we also examined their usability based on task completion time, error rate, NASA-TLX, and System Usability Scale (SUS). It was suggested that the results offer a supporting evidence for further design of IVIS interface.
Keywords: smart car, laser radar, camera, obstacle detection, 3D target detection
1 INTRODUCTION
With the ongoing economic and social development, vehicles on the road have soared dramatically in the recent decades, which created various problems such as traffic congestion, excessive energy consumption, environmental pollution, property damage and heavy casualty, and exposed the conflict between the existing transport infrastructure and the vehicles [1]. Many countries have thus initiated research projects to develop intelligent transportation systems [2] based on the latest technologies in the fields of information, automation, computer and management. Their common goal is to improve the efficiency of vehicles and transportation, enhance safety, minimize environmental pollution and expand the capacity of existing traffic [3]. The research of intelligent vehicle targets to address the abovementioned problems by reducing the human workload in driving tasks with the adoption of new technologies in lane warning monitoring, driver fatigue detection, automatic speed cruise control, etc. [4].
The key technology for driverless intelligent vehicles is the recognition and detection of obstacles [5], and the result of the detection determines the stability and safety of the intelligent vehicle driving [6]. Current obstacle detection methods include vision-based detection, radar-based detection and ultrasonic-based detection [7], which differentiate each other in their detection accuracy. Vision-based detection simply uses vehicle-mounted HD cameras to capture images of obstacles and environments. The exact location of an obstacle can then be calculated according to its position in the image, and its parameter values estimated by the camera. Vision-based detection is robust, allowing real time analysis, but susceptible to light and other external factors [8]. Radar-based detection is just the opposite, having fairly strong resistance to external influences [9]. For example, three-dimensional LIDAR, though expensive, provides three-dimensional information about the obstacle during scanning and imaging, while 2D LIDAR, with a simple and stable system and fast response time, only scans a flat surface [10]. Ultrasound-based detection technology, with low resolution and accuracy, is seriously limited in providing comprehensive boundary data and obtaining environmental information, thus scarcely used in driverless intelligent vehicles [11].
However, there is no one-size-fits-all sensor perfect for obstacle detection by intelligent vehicles [12], although the commonly used sensors in intelligent vehicles contain inertial navigation, laser scanning radar, millimeter wave radar and on-board cameras [13]. Single sensors are unstable and incomprehensive when it comes to obtaining information about their surroundings. They need to complement each other [14], and now multi-sensor-based technology fusion has become a trend in intelligent vehicle research [15], which shows its advantages in obtaining target information, extracting the sensing area and finally completing the detection of obstacles [16]. Currently, convergence-based detection has developed to converge the data of multiple sensors. Reviewing the literature concerning the sensors used in unmanned intelligent vehicles that are developed in different countries as shown in Table 1, we found that the countries had made different trade-offs and improvements in technology selection based on their existing problems. Nevertheless, in China, the technology of this type of sensors still falls behind the developed countries.
TABLE 1 | Sensors used in unmanned intelligent vehicles.
[image: Table 1]In this study, we used a vehicle-mounted camera in conjunction with a laser scanning radar for obstacle recognition and detection [17], and developed a computational model for a theoretical framework to cognize visual and auditory information that allows high-speed real-time computation. This framework converged the information from multiple sensors, including the vision system, the Global Positioning System (GPS), the speed detection system and the laser scanning radar system, and endowed a driverless vehicle platform with natural environment perception and automatic decision-making capabilities in various road conditions. Aiming for the application in the driverless intelligent vehicle platform, this study also expects to achieve 1) autonomous driving along prescribed routes, 2) driving along lanes according to road signs and markings, as well as 3) autonomous obstacle avoidance, acceleration, and deceleration [18].
2 METHODS, EXPERIMENTS AND RESULT ANALYSIS
The collection of information about the external environment is the key to designing an unmanned intelligent vehicle, and the various data collection sensors installed on the vehicle are equivalent to the driver’s eyes [19]. Only the timely and proper acquisition and processing of external environment data can ensure the safe and stable driving [20]. Considering that a single sensor cannot be complete or reliable for external environment information collection, this study thus used two sensors equipped with a laser scanning radar and on-board cameras to detect and recognize obstacles, and combined the data from both sensors, which is conducive to improving the accuracy and reliability of obstacle recognition [21].
2.1 Data Collection and Processing
In this study, the image processing was mainly implemented using the algorithmic functions of OpenCV, which is an open-source computer vision library based on the Open Source Computer Vision Library developed by Intel Corporation. Composed of a series of C functions and some C classes, OpenCV supports the execution of different common algorithms in digital image processing and computer vision systems, which are highly portable and accessible to multiple operating systems without code modification and thus widely used in object recognition, image segmentation and machine vision. Besides, it runs in real time and can be compiled and linked to generate executable programs [22]. The modules of OpenCV adopted in this study are listed as follows:
OpenCV_core: Core functional modules, including basic structures, algorithms, linear algebra, discrete Fourier transforms, etc. OpenCV_imgproc: Image processing module, including filtering, enhancement, morphological processing, etc.
OpenCV_feature2d: 2D feature detection and description module, including image feature value detection, description matching, etc.
OpenCV_video: Video module, including optical flow method, motion templates, target tracking, etc.
OpenCV_objdetect: Target detection modules.
OpenCV_calib3d: 3D module, including camera calibration, stereo matching, etc.
2.2 Multi-Sensor Data Convergence
Data convergence from multiple sensors in the research of unmanned intelligent vehicles is a technology for comprehensive analysis, processing and optimisation of the information acquired by multiple sensors [23]. Under certain guidelines, the collected data was integrated, utilized and synthesized in time and space to refine the target information and then improve the control system. Data convergence brings a linkage of each other in a certain way and then the optimization of all the collected data [24]. The process of data convergence is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Data convergence chart.
In this study, laser scanning radar and vehicle-mounted camera sensors were used for obstacle detection, and the information collected by the two sensors was converged and matched in time and space to maintain consistency in the collected data. Data convergence has a number of advantages in intelligent control as follows:
1) Providing the data collected by the whole system with a higher accuracy and reliability;
2) Enabling the system to obtain more information in the same amount of time;
3) Reducing the impact of natural external factors on the multi-sensor system;
4) Accelerating data processing and increasing information reuse.
2.2.1 Principle of Multi-Sensor Data Convergence
To fully utilize the information collected by multiple sensors, and then rationally process and analyze the collected data, this study formulated some principles to converge and match the redundant or complementary information of multiple sensors in space or time. The principles are as follows:
1) Multiple sensors of different types are used to collect data information of the detection target;
2) Feature values are extracted from the output data of the sensors;
3) The extracted feature values (e.g., clustering algorithms, adaptive neural networks or other statistical pattern recognition methods that can transform feature vectors into target attribute judgments, etc.) are processed by pattern recognition to complete the recognition of the target by each sensor;
4) The data from each sensor are converged using data convergence algorithms to maintain consistency in the interpretation and description of the detection target [25].
2.2.2 Multi-Sensor Data Convergence Algorithms
The selection of an effective data convergence method in a study is determined by the specific application context. The frequently-employed methods for multi-sensor data convergence include weighted averaging, Kalman filtering and multi-Bayesian estimation [26].
1) Weighted averaging
The weighted averaging method is the simplest and most intuitive of the algorithms for data convergence. It takes the redundant information provided by a group of sensors and weights the average, with the result being the data convergence value, which is a direct manipulation of the data source.
2) Kalman filtering
The Kalman filtering method is primarily used to converge redundant data from low-level real-time dynamic multi-sensors. The algorithm uses recursion of the statistical properties of the measurement model to determine the optimal convergence and data estimation in a statistical sense. In the model, the dynamical equations, i.e., the state equations [27], are used to describe the dynamics of the detection target. If the dynamical equations are known and the system and sensor errors fit the Gaussian white noise model, the Kalman filter will provide the optimal estimate of the converged data in a statistical sense. The recursive nature of the Kalman filter allows the system to process without the need for extensive data storage and computation.
3) Bayesian estimation
Bayesian estimation is one of the common methods for synthesizing high level information from multiple sensors in a static environment. It enables sensor information to combine according to probabilistic principles, with measurement uncertainties expressed as conditional probabilities. Bayesian estimation is adopted in the case that sensor measurements have to be converged indirectly [28]. Treating each sensor as a Bayesian estimate, Multi Bayesian estimation synthesizes the associated probability distribution of each individual object into a joint posterior probability distribution function. It provides a final fused value of the multi-sensor information by using the likelihood function of the joint distribution function as the minimum and synthesizing the information with a prior model of the environment providing a characterisation of the whole environment.
In this study, Bayesian estimation was employed, based on the fact that n sensors of different types were involved to detect the same target. To ensure the target to identify m attributes, we proposed m hypotheses or propositions Ai, i = 1...m. The steps for the implementation of the Bayesian convergence algorithm are explicated as follows (Figures 2–4): Firstly, to n times observe B1, B2...Bn given by n sensors; secondly, to calculate the probability of each sensor’s observation under each hypothesis being true; thirdly, to calculate the posterior probability of each hypothesis being true under multiple observations according to Bayesian formula; finally, to determine the result.
[image: Figure 2]FIGURE 2 | Bayesian data convergence process.
[image: Figure 3]FIGURE 3 | Raw data collected by radar.
[image: Figure 4]FIGURE 4 | Pre-processed data.
2.3 Radar and Camera Data Matching
2.3.1 Temporal Matching
Temporal matching of data is the process of synchronising the data collected by each sensor. The sampling frequency of different sensors is different, thus causing a variation among the collected data even although synchronously acquired. With the time variable as a parameter, the process of data synchronisation can be completed by granting different GPS times to different sensors, which is featured by a relatively high accuracy convergence of data and a strong impact on the real-time nature of data.
Considering that the sensors selected in this study differ greatly from each other in their sampling frequency, the firstly ensured was the synchronization of the information from LIDAR with that from camera during the data acquisition [29]. Then, two separate data collection threads were produced for the two sensors (the laser scanning radar and the camera) to collect the data from the two sensors at the same interval each time and then synchronise the two sets of data in time, i.e., matching the data.
2.3.2 Spatial Matching
Data matching in space is a multi-level and multi-side processing of the collected data, including the steps of automatic detection, correlation, estimation and combination of data and information from multiple sources. It aims to obtain more reliable and accurate information as well as most reliable information-based decision, i.e., to optimize the value of the target location based on the multi-source observations. Spatial matching of data is to unify the transformation relationship between the sensor coordinate system, image coordinate system and vehicle coordinate system in space. Once the constraint of equations for the camera parameters is removed, the interconversion relationships of the four coordinate systems can be determined, and then the data points scanned by the LIDAR can be projected onto the image coordinate system using the established camera model. Based on the previous theoretical model, the conversion relationship between the point in space p(xs, ys, zs) and the corresponding point in the image coordinate system p(xt, yt) is expressed as:
Where ρ is the distance from the LIDAR laser beam to the spatial point (xs, ys, zs), β is the angle swept by the LIDAR, α is the pitch angle of the LIDAR installation, h is the LIDAR installation height and p is a 3 × 4 matrix. This change allows the data collected by the LIDAR to accurately mirror in the image data space, thus enabling the spatial conversion between the two sets of data.
Spatial matching of data have some advantages. First, it is conducive for the control system to making the most accurate judgment on the specific distance and location of the obstacle. Second, data matching in space facilitates the LIDAR scanned data to converge the image, then to form the target area on the image coordinate system in real time, and finally the recognition of the obstacle [30].
2.4 Radar-Based Obstacle Detection
2.4.1 Radar Data Pre-Processing
UXM-30LX-EW laser scanning radar was employed to pre-process the data in this study. It has the advantages of great detection range, large measuring range, high measurement accuracy and angular resolution. As the range of the laser scanning radar increases, the measurement accuracy will decrease. The scanning plane angle of the LIDAR was set at 190° horizontally, greater than the maximum angle captured by the camera. Unnecessary laser points have to be removed during the data convergence process to ensure the accuracy of the final results. Thus, in this study, we first removed the laser beam falling outside this angle according to the camera’s shooting angle, which accelerates the operating, and then made judgment and analysis using the pre-processed radar data.
2.4.2 Obstacle Detection
The detection and identification of obstacles was performed in this study by the LIDAR installed in the front of the vehicle and the camera on the roof. To ensure the safety in roads, the control system of a vehicle must be able to control the braking or steering in an emergency when an obstacle such as a vehicle and pedestrian is found. However, when the vehicle is turning or travelling in a straight line, the scope for determining the presence of an obstacle in the area in front of the vehicle will change. For example, when a vehicle turns according to the traffic light, the obstacles in the area directly in front of the vehicle are not easy to be detected and thus mistreated, leading to a sharp braking by the driverless intelligent vehicle and even a failure in fulfilling the required tasks such as turning [31]. Hereby, three actual road conditions were analysed and discussed.
1) When an unmanned vehicle is travelling straight ahead
In this situation, the area to be determined in this case is well defined. As shown in Figure 5, a rectangular area with length of a and width of k in front of the vehicle is the detection area, divided into three blocks marked as I, II and III.
2)When no one is turning right
[image: Figure 5]FIGURE 5 | Smart car front area in straight ahead.
Figure 6 shows the smart car right turn schematic. As is seen, the shaded part of the vehicle is the area through which the steering wheel of the unmanned vehicle turns to the right at a certain angle through an all-round corner, where the sensing area detected by the LiDAR is located. The quadrilateral ABCD was chosen as the sensing area in order to maximise the overlapping area between the sensing area and the shaded area. The distance between AD and BC is marked as s, which on the one hand determines the size of the shaded area, and on the other hand is a function of the speed (marked as v) and determined by it, i.e., s = f (v). Thus, it can be concluded that the shape of the quadrilateral ABCD obtained varies with the angle of rotation of the front wheels, and the area of this quadrilateral is the manifestation of the function of the speed and the angle of rotation of the front wheels.
[image: Figure 6]FIGURE 6 | Smart car right turn schematic.
2.5 Camera-Based Vision Detection of Obstacles
2.5.1 Image Data Preprocessing
During the capture and transmission of images, the data signal is very susceptible to the external environment, which brings image noise, variations in the quality of the captured images, and finally a direct influence on the recognition of obstacles and the convergence of other data. Therefore, the captured image in this study was pre-processed, such as image denoising, to provide a clear depiction of the real road conditions and then improve the accuracy of the obstacle detection recognition. The main methods for image pre-processing adopted in this process include image greyscaling, image denoising, image segmentation and the application of image morphology [32], for noise removal in image processing neighbourhood averaging, and median filtering, and for image segmentation threshold-based segmentation, region-based growth and merge segmentation, and eigenvalue space clustering-based segmentation.
2.5.2 Identification of Road Environment
Nowadays, the road system is very complicated especially after lane lines marked, thus becoming a great change for the vision system of driverless intelligent vehicles. Road recognition becomes a key to the obstacle detection system of these vehicles. It then necessitates the collection of lane recognition images and the identification of real obstacles in the lanes [33]. Considering this as well as the requirement for a high degree of accuracy in time and obstacle description, this study employed two main algorithms for lane recognition: 1) The overall road surface algorithm, mainly for the entire road surface gray detection and achieved using the area detection method; 2) the lane detection algorithm, achieved through the recognition of the edge or lane separation.
2.5.3 Extraction of Interested Obstacle Areas
For the images acquired by the camera, we only extracted the sensing area to avoid processing unnecessary parts of the image, then reduce the processing time of the system, and finally ensure the real-time performance of the system. Based on the data transmitted by the LIDAR, a fixed value was set to detect the location of the general area where the cone ahead was located, and the results are shown in Figures 7–9.
[image: Figure 7]FIGURE 7 | Collected raw images.
[image: Figure 8]FIGURE 8 | Pre-processed images.
[image: Figure 9]FIGURE 9 | Interested obstacle Areas.
2.5.4 Obstacle Detection
The image segmentation technique is to segment the target from the image and contributed to providing convenience for the subsequent image processing. Spatial eigenvalues were adopted to extract the obstacle from the image during the obstacle detection of the captured by camera. Figure 10 shows the image of the identified obstacle in the sensing area, where the grey scale value of the other parts of the image was placed at 0, and Figure 11 the final results after image segmentation. As is seen in Figure 11, on the edge of the image exist some burrs and unsmooth points. Hereby, the image morphology of the open operation was introduced to remove the burrs and points, and then the region growth segmentation to segment the image, identify the information of the obstacle segmentation and finally recognize the basic information of the real obstacle, as shown in Figure 12. It is noted that when the specific information is detected, the system will transmit it to the planning and decision-making part of the intelligent vehicle, which then will plan a safe route to bypass the recognized obstacle and command the control system to follow the planned.
[image: Figure 10]FIGURE 10 | Retaining images of the sensing area.
[image: Figure 11]FIGURE 11 | Image segmentation process.
[image: Figure 12]FIGURE 12 | Obstacle infographic.
3 CONCLUSION
Multi-sensor technology is becoming more efficient, and has been increasingly employed in driverless intelligent vehicles in recent years. Multi-sensor data convergence includes the integration of vision systems with ultrasonic technology and laser scanning radar with vision systems. This technology in the study of unmanned intelligent vehicle obstacle detection effectively solved the problems of insufficient data collection by a single sensor and unstable unmanned intelligent vehicle [33]. OpenCV algorithm functions were proposed to achieve the detection of obstacles as well as the principle and algorithm of multi-sensor data convergence. This paper firstly introduced the method of obstacle identification and detection by laser scanning radar during the process of obstacle detection, including the pre-processing of laser data, and then elaborated the process of obstacle identification based on camera, the acquisition of the pre-processing of images, road recognition and finally detection of lane edges and obstacle detection [34].
The technical approaches to obstacle detection in this study can be summarised as follows: e current commonly used technology in driverless intelligent vehicles: LIDAR-based detection, vision system-based detection, ultrasonic-based detection and multi-sensor-based data convergence detection. The technical solution was proposed to determine according to the actual situation.
1) The multi-sensor data convergence involves the conversion of coordinates and data between sensors. In this study, the vehicle body coordinate system, sensor coordinate system and image coordinate system were designed as three separate coordinate systems, and the interconversion relationship among them was analysed, laying a foundation for the later processes.
2) In the radar obstacle detection, the collected data was firstly pre-processing to eliminate some camera shooting range outside the point, thereby improving the efficiency of the processing. Then, based on the driving condition of the vehicle in straight, left- and right-turn, three situations of the intelligent vehicle in front of the sensing area were discussed to determine the location of the obstacle in the sensing area, which is the preparation for the subsequent obstacle target extraction.
3) In view of the enormousness of the amount of the information contained in the camera-captured images of the road environment, it is a great challenge to reduce the processing time and enhance the efficiency of the system. Thus, in this study image pre-processing was first performed on the collected original pictures, the process of which includes image greyscaling, image denoising and other processing to retain the original information. Besides, the data from the laser scanning radar and the on-board camera were converged temporally and spatially, then the sensing area extracted and the obstacle detection completed in the sensing area, which reduces the amount of and ensures the real-time performance of the algorithm and the robustness of the system.
Based on the above analysis, LIDAR or camera feature oriented data convergence is suggested to realize a more accurate identification and detection of obstacles. Moreover, a joint calibration of the radar and camera and error analysis will be helpful to improve the accuracy of the data acquisition [35, 36].
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Raman spectroscopy is widely used in many fields with the advantages of simultaneous species detection and molecular fingerprint characteristics, but the low detection sensitivity limits its further development, especially for highly scattering or turbid mediums. In this consideration, a new method called quartz tube enhanced Raman scattering spectroscopy was proposed for the first time in this paper. A quartz tube was inserted into the powder sample to improve the coupling of light into the medium and increase the interaction volume of the laser with the sample (“volume-excitation”), multiple scattering of the light within the turbid medium resulted in an increased Raman signal. In this paper, the effect of different sizes of quartz tubes on the sensitivity enhancement was studied. The results show that the enhancement factor of the signal intensity was nearly 5.37 (the Raman signal of HCO3−) compared to traditional Raman spectroscopy technology. Furthermore, the method was successfully applied to improve the Raman signal intensity of the mixed sample (1:5, m (PO43−):m (HCO3−)) and detect the baking soda powder buried under a 6 mm thick layer of potassium dihydrogen phosphate powder. The results show that the technology will open a new way for the quantitative analysis and detection of powder samples.
Keywords: Raman spectroscopy, quartz tube, powder samples, signal enhancement, new method
1 INTRODUCTION
In recent years, laser spectroscopy technology has made great progress, and its application fields have been continuously expanded [1–3]. With the most significant advantages such as simplicity, high chemical specificity, multicomponent and nondestructive detection, spectroscopy has been used in many fields [4], e.g., food adulteration [5], hazardous chemical detection [6], and drug analysis [7]. However, the Raman-scattering signal was very weak, which has an intensity lower than (10–6) that of the excitation [8]. Therefore, approaches to enhance Raman scattering signals are always important to improve and realize related detection techniques. At present, the methods to improve the detection sensitivity mainly include UV resonance Raman spectroscopy (UV-RRS) [9], surface-enhanced Raman scattering (SERS) [10, 11], and tip-Enhanced Raman Spectroscopy (TERS) [12]. These methods were mainly developed for gas or liquid samples, and they are almost useless for powder samples. Thus, it is meaningful to explore new methods to enhance the Raman detection sensitivity for powder samples.
Many studies have been involved in approaches to improve the powder detection sensitivity of Raman spectroscopy. Mastousek et al. [13] suggested using a dielectric filter to selectively return reflected laser photons back to the samples. This technique provided a 6 times enhancement of the Raman signal, but the signal-to-noise ratio was only 2 times for powder samples. Anupam K et al. [14] suggested a simple procedure improving detection limits for micro-Raman by producing micro-cavity in a reflecting metal substrate. Peter J. Larkin et al. [15] proposed increasing the path of action between the laser and the sample by drilling a conical/cylindrical hole in the tablet, thereby provided 3–5 times enhancement of Raman signal and 2 times increase of the accuracy. Lohumi S et al. [16] proposed a mirror was used to improve the detection sensitivity of Raman imaging spectroscopy, which increased the Raman signal intensity of powder samples by 2 times. Besides, it verified the feasibility of the technique used for food adulteration in the paper. Lednev V N et al. [17] suggested using a high-energy laser to act on the powder sample to produce a laser crater. Furthermore, using another low-energy laser to excite the Raman signal. The results showed that the detection sensitivity could be enhanced nearly 14 times. Besides, this research group optimized the experimental parameters, including laser wavelength, laser energy, particle size distribution, etc [18]. From the above analysis, the last technique was the better among those methods, but the high energy could damage the samples. In addition, it was difficult to detect deep target substances with the powder state for traditional Raman spectroscopy, because of the ability limitation of light penetration [19, 20]. At present, Transmission Raman spectroscopy (TRS) [21] and Spatially-offset Raman spectroscopy (SORS) [22] were representative and mature techniques, with commercial instruments in pharmaceuticals and other industries to chemically analyze powder samples. However, the TRS and SORS may have some disadvantages in some applications. Regarding SORS, the optimal spatial offset distance needs to be found for every detection. Furthermore, the packaging is easily damaged because of the high-power laser density. Regarding TRS, the sample needs to be completely taken out before the detection. In addition, the laser light source and detector have opposite positions. it is inconvenient that the portable device was realized.
As mentioned above, some methods have been used to improve the detection sensitivity for powder samples. To further explore a simple but effective method, quartz tube enhanced Raman spectroscopy was proposed in this paper. The feasibility of the technique was demonstrated by combining theoretical analysis and experimental research. The advantages of this method can be briefly summarized. First, the method has a simple structure and high signal collection efficiency. Second, the depth and position of detection can be flexibly changed according to requirements by this technology. Third, it can easily be extended to the fluorescence spectrum detection of powder samples.
2 MTHODS AND EXPERIMENTS
The power emitted by a Raman line of powder material is given by the product of the effective volume of light interacting with the sample, the number density of the emitting molecules, the Raman cross-section for that line, the laser intensity and the excited volume, etc. this is given by [23]:
[image: image]
Where [image: image] is the scattering coefficient, [image: image] is the solid angle of signal collection, [image: image] is the effective volume of light interacting with the sample, [image: image] is the differential scattering cross-section, [image: image] is the number density of the emitting molecules, [image: image] is excitation light power. As described above, the intensity of the Raman signal can be enhanced by increasing the power of the excitation light, effective volume V of the laser in the sample, and the collection solid angle Ω. About the proposed method, the effective volume V (“volume-excitation”) was increased compared with the traditional method.
Kubelka-Munk theory in a one-dimensional approximation could be used to study the coupling of laser radiation into turbid samples [19, 24]. For thicker samples with an infinitely wide slab medium of thickness, only a small fraction of laser radiation will reach the target layer buried deeply in turbid media. Therefore, traditional Raman spectroscopy technology has lower detection sensitivity. In addition, it is difficult to detect the information of powder samples with deep layers and low concentrations for traditional method. About the proposed methods was shown in Figure 1A, a quartz tube was inserted into the powder sample to improve the coupling of light into the medium and prevent light energy loss, and multiple scattering of the light within the turbid medium. It is obvious from Figure 1B that more photons interacts with the sample and has a deeper penetration depth compared with the traditional method. Therefore, it can improve the detection sensitivity and detect deep-layer samples.
[image: Figure 1]FIGURE 1 | (A) Diagram of two types of detection methods: traditional and Quartz tube enhanced Raman spectroscopy technology and (B) Image of scattering from a powder sample acquired using a cell phone camera: traditional and Quartz tube enhanced Raman spectroscopy technology.
Quartz glass has a silicon dioxide content of up to 99.99% and better optical properties than other materials. It has high transmission in the wavelength range of 200–1,000 nm, which involves ultraviolet to near-infrared light. It has excellent physical properties, including high-temperature resistance and good chemical stability [25]. Therefore, the quartz tube was selected as a medium to guide the light in this study. Figure 2 shows that the transmission of quartz is up to 93% in our target wavelength range of 785–1,000 nm.
[image: Figure 2]FIGURE 2 | Diagram of the transmittance curve of 10 mm thick quartz [26].
A quartz tube enhanced Raman spectroscopy detection setup was built based on a 785 nm Raman probe (focal length of 7.5 mm). A diode-pumped 785 nm laser with an average power of 300 mW was used as the excitation source. A spectrometer (Ocean Optics-QEPro) was used to collect the Raman signal, and the main specifications were as follows: the spectral resolution is 0.91 nm, and the wavelength range is 650–1,000 nm. A cuvette was used to hold the sample; then, a quartz tube was inserted into the powder sample. The experimental setup and schematic diagram of the method are shown in Figure 3. Two groups of quartz tubes (a total of eight types) were used in the experiment; the lengths were 10 and 20 mm, and the inner diameter and outer diameter were 0.6 × 0.9, 1 × 1.3, 1.65 × 1.95, and 2 × 2.4 (mm) respectively. Baking soda powder (NaHCO3, ≥99%) and potassium dihydrogen phosphate powder (KH2PO4, ≥99.5%) were used as samples in the experiment.
[image: Figure 3]FIGURE 3 | Schematic of the quartz tube enhanced Raman spectroscopy system. (A) Experimental setup; (B) Schematic diagram.
To prove the signal enhancement effect and practicability of quartz tube Raman spectroscopy technology for powder samples, three experiments were performed in this study. First, the Raman signal enhancement effect of the method for powder samples was studied using eight different sizes of quartz tubes. Second, quartz enhanced Raman spectroscopy technology was used to detect mixed powders. A mixed sample of baking soda and potassium dihydrogen phosphate powder (1:5, weight ratio) was detected by proposed method. Third, we verified the feasibility of this technology for detecting samples buried under powder. The baking soda powder was placed under a powder sample of potassium dihydrogen phosphate of approximately 6 mm thickness and was detected by Raman probe with a quartz tube (20 × 1.00 × 1.30 mm).
3 RESULTS AND DISCUSSION
3.1 The Method of Spectral Processing
The first step of the data collection was to obtain the background spectra; for the analysis, the dark spectra were subtracted from the raw spectra. The spectral collection parameters were set as follows: the exposure time was 3 s, and the accumulated cycle time was 1. The Raman original spectra of baking soda powder were obtained using traditional Raman spectroscopy technology as shown in Figure 4A. HCO3− has three Raman peaks, at 689 cm−1, 1,043 cm−1 and 1,275 cm−1. The strongest intensity was located at 1,043 cm−1 among the three Raman peaks. Therefore, the Raman peak was used as a reference in the analysis. The Partial Least Squares, (PLS) data processing method was used to eliminate the influence of the baseline [27]. The spectrum range was 950–1,100 cm−1, as shown in Figure 4B.
[image: Figure 4]FIGURE 4 | Raman spectrum of baking soda. (A) original spectrum; (B) Raman spectrum of the baseline correction.
3.2 The Raman Signal With Different Quartz Tubes
The influence of different quartz tubes on the signal enhancement effect was studied by comparing it with the traditional method. The data processing method was identical to the aforementioned method. The enhancement factors of different sizes of quartz tubes are shown in Figure 5. The amplitude ratio of Raman bands (1,043 cm−1 at HCO3−) after background correction is defined as enhancement factor.
[image: Figure 5]FIGURE 5 | Enhancement effect of different sizes of quartz tubes. (A) Raman spectrum of soda powder using different quartz tubes; (B) Enhancement factors of different quartz tubes.
The quartz tubes of different sizes have obvious enhancements for powder samples as shown in Figure 5; Table 1. Compared to traditional Raman spectroscopy, the minimum enhancement factor was 1.84 (20*2.00*4.00 mm), and the maximum factor was up to 5.37 (10*1.00*1.30 mm). This result shows that quartz tube enhanced Raman spectroscopy technology has obvious advantages in the detection of powder samples and significantly improves the sensitivity of Raman spectra. For quartz tubes with the same length (10 or 20 mm), the signal enhancement factor does not linearly increase with increasing core diameter. In addition, the 20-mm-long quartz tube had a lower signal enhancement factor than the 10-mm-long tube.
TABLE 1 | Enhancement effect of Raman signals with different sizes of quartz tubes (mm).
[image: Table 1]An explanation of the above experimental phenomenon can be given as follows. The quartz tube enhanced Raman scattering spectroscopy method can be decomposed into two processes. First, the laser beam is coupled to the bottom of the quartz tube and interacts with the sample to generate the Raman signal. Most of the laser energy will be reflected during this process [24]. Second, the reflected laser interacts with the powder sample again to generate a Raman signal during the propagation process and collected by the device. This model of this method is similar to transmission Raman spectroscopy technology [19]. About the first process, it is obvious that the Raman signals generated by quartz tubes of different lengths are the same. However, the loss of the Raman signal of quartz tubes with a length of 20 mm more than 10 mm in the propagation process. Regarding the second process, the Raman signal intensity will first increase and then decrease with increasing quartz tube length. Based on the above analysis, it is easy to understand that the signal enhancement factor of quartz tubes of each size with a length of 20 mm was lower than that of tubes 10-mm-long.
3.3 The Ability of the Method to Detect the Mixed Sample
To demonstrate the ability of quartz tube enhanced Raman spectroscopy to detect the mixed samples, soda and potassium dihydrogen phosphate powder at a ratio of 5:1 (weight ratio) was prepared. A quartz tube (10 × 1 × 1.3 mm) was fully inserted into the mixed powder sample; then, the Raman probe was used to detect the Raman signals. Two methods were used to collect the spectrum of the same sample, and the spectra in the range of 800–1,150 cm−1 were processed to eliminate the baseline. The results are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Results comparison of quartz tube enhanced Raman spectroscopy and traditional Raman spectroscopy for mixed samples (1:5, m (PO43-):m (HCO3−)).
For the mixed sample, the Raman signal intensity using the proposed method has significantly increased compared to the traditional method from the above results. For traditional Raman spectroscopy technology, it was difficult to identify the spectral peaks because the signal intensity of PO43− (913 cm−1) was quite low. However, for quartz tube enhanced Raman spectroscopy, there was a significant enhancement of Raman signal intensity, and the Raman signals of PO43− and HCO3− were clear. In addition, the two samples had different enhancement factors: the HCO3− enhancement factor was 2, but the Raman signal of PO43− enhancement was nearly 4 times. The reason for this result was that the different particle sizes, Raman scattering cross-sections and compactness of the mixed sample cause different enhancement factors. This result shows that quartz tube enhanced Raman spectroscopy technology has obvious advantages in the detection of mixed powder samples.
3.4 The Ability of the Method to Detect the Buried Samples
To demonstrate the ability of the proposed method to detect buried samples, a related experiment was performed. A cuvette with dimensions of 10 × 10 × 50 mm was used to hold the sample in the experiment. The depth of soda powder was approximately 44 mm at the bottom, and the depth of potassium dihydrogen phosphate powder was approximately 6 mm at the top. Two types of methods were used to detect the prepared sample, and the experimental results were further analyzed. A quartz tube (20 × 1 × 1.3 mm) was fully inserted into the prepared powder sample; then, the Raman probe was used to detect the Raman signals. The original spectra are processed to eliminate the baseline (range: 750–1,150 cm−1), and the results are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Results comparison of quartz tube enhanced Raman spectroscopy and traditional Raman spectroscopy for powder samples with deep layers.
The results show that it was impossible to detect the Raman signal of HCO3− at the bottom using traditional Raman spectroscopy technology due to the limited laser penetration ability in the powder sample. However, the Raman signal of HCO3− was clear using quartz tube enhanced Raman spectroscopy, because the laser through the quartz tube contacted the buried sample in the deep layer. Therefore, the Raman signal of HCO3− (1,043 cm−1) could be clearly observed, and the Raman signal of PO43− was also enhanced. The experimental results show that quartz enhanced Raman spectroscopy technology has obvious effects on the detection target powder with the deep layer.
4 CONCLUSION
In summary, quartz tube enhancement Raman spectroscopy technology was reported for the first time in this paper. The influence of different parameters of quartz tubes on Raman signal enhancement was studied. The results show that compared with traditional Raman spectroscopy technology, the maximum enhancement factor of quartz enhancement technology could reach 5.37-fold. In addition, the feasibility of the technology to detect mixed powder and target samples buried in deep layers was validated using related experiments. As a whole, this technology will play an important role in food safety, hazardous chemical detection, drug analysis, etc., expanding the further development of Raman spectroscopy technology.
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Increasing the emission intensity of laser-induced breakdown spectroscopy (LIBS) is an effective way to improve the sensitivity of LIBS technology to elements analysis in liquid samples. In this work, the influence of the distance from lens to sample surface (DFLS) on the spectral emission of femtosecond laser-induced plasma of NaCl water film was studied by measuring Na atomic line. The results showed that the emission intensity of the spectral line presented the phenomenon of double peaks with an increase in the DFLS. The position for the highest spectral intensity was not geometric focal point of focusing lens, but was located in front of the geometric focal point. In addition, we carried out quantitative analysis on Na element with different concentrations, showing a calibration curve of Na element, and calculating limit of detection (LOD) and relative standard deviation (RSD) for different DFLSs. Subsequently, the changes in the LOD and RSD with the DFLS are discussed. With the increase of the DFLS, the LOD and RSD were greatly reduced. At the DFLS of 99.0 mm, the line intensity was highest, and the LOD and RSD were better. Therefore, it can be confirmed that femtosecond LIBS of water film can be optimized by changing the DFLS, the experiment shows great potential in real-time water quality monitoring.
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1 INTRODUCTION
Laser-induced breakdown spectroscopy (LIBS) is an analysis technique based on atomic emission spectroscopy of laser-induced plasma [1–5]. After decades of development, LIBS technology has become a very popular and effective element analysis method [6–8]. However, this technology is mainly for solid samples and gas samples, while the analysis of liquid samples is still rarely reported. In recent years, the LIBS technology is extensively used to the rapid chemical element analysis of liquids, which has many potential application prospects, including water quality monitoring [9, 10], environmental monitoring [11, 12], food industry quality monitoring [13–15], medical monitoring [16–18], etc. But, the use of LBS technology to detect liquid samples faces a series of problems, for example, dissolved gas, particulate material and bubbles generated by previous laser pulse can cause the laser beam to fail to be focused; the liquid evaporation causes the loss of laser energy, which reduces the availability of plasma excitation energy; high local density in the liquid leads to rapid quenching, which prohibits time-selective detection, etc. Due to the inherent problems mentioned above, LIBS technology has not fully developed its potential in the field of liquid sample analysis. In order to overcome these drawbacks, researchers are trying to find appropriate experimental methods and sample preparation methods to improve the stability and analytical sensitivity of liquid sample.
Enhanced laser-induced plasma emission intensity is the main way to make up for these disadvantages of LIBS technology. Based on solid samples, researchers believe that many methods, including double-pulse [19], spatial confinement [20–22], magnetic confinement [23], spark discharge enhancement [24–27], increasing sample temperature [28–31], changing the distance from lens to sample surface (DFLS) [32–34], can improve the stability and analytical sensitivity of liquid samples. Among them, the double-pulse method is frequently applied to the detection of liquid samples. Virendra et al reported that the characteristic spectral line intensity of double-pulse excitation was enhanced by at least 6 times compared with single pulse LIBS for liquid samples [35]. Kheireddine et al explored the basic characteristics of plasma generated by double-pulse lasers [10], and the enhancement mechanism of double-pulse LIBS was due to the prolongation of the plasma lifetime. They found that the application of the double-pulse method in the liquid samples had achieved significant results. In addition to the double-pulse method, spatial confinement, and magnetic confinement methods are great tools to improve the detection sensitivity of samples. However, in view of the instability of liquid samples, these methods are more difficult to implement. In view of this, the change in the DFLS is flexible and controllable method to improve the spectral intensity of laser-induced plasma, and is almost not limited by the instability of liquid samples. Changing the DFLS can result in a difference in the laser fluence, which has the great impacts on the properties and morphologies of the plasma, and further affecting the plasma emission [36]. In summary, the influence of the DFLS on the analysis of elements in the liquid samples is still a hot topic that worthy of further study and discussion.
For liquid samples, liquid splashes and ripples formed by laser ablation hinder the effective detection of plasma emission. Moreover, the optical components used in the experiment are contaminated by the splashes, which affect the reliability of the LIBS detection results. In order to overcome these problems, some researchers have proposed the following methods: laser ablation of laminar flow with sheath or carrier gas [16, 37], laser ablation droplets [38], laser ablation aerosol [39], laser ablation liquid jet [40–42], convert liquid phase to solid phase [43]. Among these sampling methods, the laminar flow technique of sheath or carrier gas has the higher measurement accuracy, but the operation is more difficult. In contrast, the liquid jet method shows some advantages, viz. simple operation and good measurement accuracy. Some research groups have proved that the use of jet technology could improve the sensitivity of LIBS technology to detect elements in liquids. For example, Yaroshchyk et al compared the laser-induced breakdown spectra of liquid jets and stationary liquid surfaces [44]. Under the same conditions, the limit of detection obtained by the jet method was 4 times lower than that obtained by a static liquid. Nevertheless, we considered that the volume of the interaction between the laser and the liquid substrate was a key factor affecting detection sensitivity. The use of a thinner liquid film can reduce the generation of droplets at the plasma emission site and further improve the detection sensitivity of LIBS.
In the above-discussed reports on liquid samples, nanosecond lasers are usually used as the main laser light source, but another way to improve sensitivity is to use femtosecond laser pulses to excite the plasma on the sample surface [45–47]. In contrast, the mechanical and thermodynamic parameters of femtosecond laser breakdown plasma are very different from those of nanosecond laser, which is why femtosecond LIBS has higher sensitivity [48, 49]. So far, the investigations on the femtosecond LIBS technology of liquid sample in film form are relatively lacking. In this paper, we investigated the influence of the DFLS on the spectral emission of NaCl plasma of femtosecond laser excitation in the atmosphere, and the variation of spectral line intensity with the DFLS for different NaCl concentrations was discussed. The trend in the limit of detection (LOD) and relative standard deviation (RSD) with the DFLS were obtained by measuring Na (I) spectral line. Based on these results, it is concludes that there is an appropriate DFLS that can help to improve the detection sensitivity of LIBS technology for quantitative analysis of specific elements in the liquid samples for femtosecond LIBS.
2 EXPERIMENTAL APPARATUS
2.1 Formation of NaCl water film
For the detection of liquid samples by LIBS technology, the sampling methods for obtaining spectral information mainly include static liquid, flowing droplets, and conversion of liquid to solid samples. The liquid jet method stands out from the above methods by reducing surface fluctuations and increasing the repetition rate, but the jet method still has the disadvantage, that is, the laser focus point cannot be determined on the liquid surface. Hence, we improved the liquid sampling method, and customized the water film forming device based on the liquid jet. Place two aluminum wires with a diameter of 0.2 mm and set an interval of 4.0 mm on both sides of the water nozzle, adjust the water flow rate to 40 ml/min, and let the NaCl solution form a stable flowing water film with thickness of about 0.2 mm under the action of gravity and surface tension. We adjust the distance between the laser focus point and the nozzle to be 2/3 of the length of the water film, which ensures the stability of the laser penetrating the water film. Adopting this sampling method can greatly reduce liquid splashing, avoid splashing droplets from polluting the optical lens, and ensure the high stability of the spectrum. However, it must be pointed out that the ablated plasma vaporizes the liquid and generates mist or droplets when the laser excited water film. Only after a small amount of splashing, the generated mist or droplets will cause more intense plasma emission [50].
2.2 Data acquisition device
The principle diagram of the experimental device is shown in Figure 1. The LIBS system was mainly composed of a laser and a spectrometer. In detail, an one-box ultrafast Ti:Sapphire amplifier (Coherent Libra) was used as laser light source to generate plasma. The output pulse wavelength of the femtosecond laser system was 800 nm, the pulse width was 50 fs, the laser energy was 2.9 mJ, and the maximum pulse repetition frequency was 1 kHz. The laser pulse was first transferred to the direction perpendicular to the sample through two mirrors, and then a quartz lens with a focal length of 100 mm was used to focus the beam onto the sample surface. In the experiment, the samples were NaCl solutions with different concentrations, and the concentrations were shown in Table 1. A plano-convex lens used to focus the beam was placed on a one-dimensional motorized translation stage (Zolix Instruments) to change the DFLS. The optical emission of the plasma generated by the laser focusing sample was collected by a lens (75 mm focal length and 50 mm diameter) that was 45° with the laser beam, and was focused into an optical fiber. The optical signal was transmitted to a spectrometer (Spectra Pro 500i, PI Acton) with three gratings (150, 1,200, and 2,400 line per mm) through the optical fiber, the grating used in the experiment was 1,200 line per mm, in which the spectral resolution was 0.04 nm. An intensified charge-coupled device (ICCD, PI-MAX4, Princeton Instruments) with 1,024 × 1,024 pixels was used to detect the dispersed light by the spectrometer. The ICCD chip was “KAI 1024 × 1,024” from Eastman Kodak Company. The ICCD worked in gate mode. Before the experiment, the ICCD chip was cooled to −20°C. The synchronization delay generator of the femtosecond laser triggered the ICCD to synchronize the delay between the laser pulse and the spectral signal. In order to reduce the interference of background emission, the delay time of ICCD was set to 0.5 μs and the gate width was fixed as 5 µs. The working mode of the femtosecond laser system was divided into single-shot and continuous-shot modes. In the current experiment, the single-shot working mode was adopted. The data output by ICCD was recorded by a computer. Each data was a result of 10 laser cumulative emission, 20 spectra were collected with each solution concentration. The whole experiment was carried out in a standard atmospheric pressure environment with an ambient temperature of 22°C and an air humidity of 40%.
[image: Figure 1]FIGURE 1 | Experimental setup including mirror (M), iris (I), lens (L), and intensified CCD (ICCD).
TABLE 1 | Concentration of Na element in NaCl solution.
[image: Table 1]3 RESULTS AND DISCUSSION
3.1 Effect of solution concentration on spectral intensity
In the beginning, adjusting the delay time and pulse width of the ICCD, it is expected to collect characteristic spectrum. When the NaCl film is at the focal point and the solution concentration is 4.00 μg/ml, the emission of Na atomic line generated by femtosecond laser will be detected and recorded. In order to increase the detection sensitivity and reduce the standard deviation, we collected 10 spectrums of water film plasma and averaged them, as shown in Figure 2. It can be seen from Figure 2 that there are two obvious peaks in the wavelength range from 588.5 to 590.0 nm, namely Na (I) 589.0 nm and Na (I) 589.6 nm. According to the NIST atomic spectra database, the spectral lines of these two wavelengths are produced by 2p63s (2S)→2p63p (2P0) transitions. The same element corresponds to different center wavelengths, and the difference is mainly due to the difference in the angular momentum of the upper and lower electron orbits and the difference in excited state energy levels during the transition.
[image: Figure 2]FIGURE 2 | Typical emission spectrum of NaCl water solution plasma. The NaCl concentration is 4.00 μg/ml. The NaCl film is located at the focal point (DFLS = 100 mm).
We measured the emission line intensity of Na (I) in NaCl salt solution with different Na Cl concentrations (see Table 1), and obtained the dependence of spectral intensity on the concentration of NaCl solution, as shown in Figure 3. The DFLS was fixed at 100 mm (the sample film was at the focal point of the focusing lens). It can be observed from Figure 3 that the spectral line intensities of the Na (I) 589.0 nm and Na (I) 589.6 nm increase with increasing the concentration of NaCl. When the concentration is 0.25 μg/ml, the spectral line intensity of the element is weakest, and the signal-to-background ratio has a low value. The laser pulse power density must exceed the breakdown threshold of the sample before the laser interacts with the sample, while the plasma characteristics and laser energy breakdown threshold depend on the mass of the solute in the solution [51]. In the current experiment, when a high-power laser is focused on the surface of high-concentration NaCl water film, the sample is more likely to release a large number of atoms, ions and electrons. At this time, free electrons in the reverse bremsstrahlung emission greatly increase the energy of the absorbed photons themselves, resulting in an increase in the breakdown of the liquid sample, so the higher NaCl concentration will emit the stronger characteristic spectrum.
[image: Figure 3]FIGURE 3 | Evolution of Na atomic lines from laser-induced plasma with NaCl concentration of. The NaCl film is located at the focal point plane (DFLS = 100 mm).
3.2 Effect of distance from lens to sample surface on spectral intensity
The laser is focused on the surface of the liquid sample, forming plasma plume. A small change in the DFLS will cause the absolute emission intensity of the plasma to change. In many published papers [52, 53], the DFLS was usually selected to be shorter than the focal length of focusing lens, which can effectively avoid air breakdown before the laser pulse reaches the sample surface. The concentration of NaCl solution was fixed at 4.00 μg/ml to ensure that the maximum content of Na in the plasma, which is convenient for exploring the influence of the DFLS on the spectral intensity of the liquid plasma. It can be clearly observed from Figure 4 that the intensity of the spectral line increases with the increase of the DFLS, and along the direction of the femtosecond laser, the maximum value of emission intensity appears before the focus point, approximately at 99.0 mm. When the DFLS continues to increase to about 101.0 mm, another peak of emission intensity appears, but it is lower than the peak intensity before the focal point. In essence, the laser spot on the sample surface depends on the change in the DFLS. The size of the laser spot directly affects the laser fluence on the sample surface, and controls the coupling between laser and sample, resulting in a change in the emission intensity of laser-induced plasma [54]. In the experiment, as the DFLS increases from 97.0 to 99.0 mm, the laser spot gradually decreases and the laser fluence gradually increases, resulting in a significant increase in the spectral intensity of Na (I). The influence of the DFLS on the spectral intensity at different NaCl concentrations is discussed in detail below.
[image: Figure 4]FIGURE 4 | Evolution of spectral emission from laser-induced plasma with NaCl water film with DFLS. The NaCl concentration is 4.00 μg/ml.
In order to study whether the influence of the DFLS on the plasma spectral intensity at low NaCl concentration is consistent with that at high NaCl concentration, we discussed the evolution of Na (I) 589.0 and 589.6 nm line intensities with the DFLS at different NaCl concentrations, as shown in Figure 5. For any NaCl concentration, the influence of the DFLS on the intensity of the characteristic spectral line is consistent. Moreover, it can be seen more intuitively from Figure 5 that, with the increase of the DFLS, the spectral intensity presents a double emission peaks. The two peaks of laser-induced plasma intensity can be obtained when the DFLS are 99.0 and 100.6 mm but the peak intensity value is not the same. This phenomenon is different from nanosecond LIBS. For nanosecond LIBS, the spectra before and after the focal point show a symmetrical distribution [55]. There is another phenomenon: when the sample surface is at the geometric focal point, the intensity of the spectral line is not maximum value. The main reason is the plasma shielding effect [54]. Different from nanosecond LIBS, the laser excitation source used in the experiment was femtosecond laser, and its nonlinear effect cannot be ignored. The nonlinear effect of ultra-short pulses will produce self-focusing, self-defocusing and re-focusing. The paper by Li et al stated that the focal length of the focusing lens may be shortened by the optical Kerr self-focusing effect [56]. Therefore, the first laser focusing position appeared in front of the focal point and generated stronger laser-induced plasma emission. As the DFLS increased, the plasma self-defocusing effect generated by tunneling or multi-photon ionization caused the plasma emission to decrease. Continue to increase the DFLS, the optical Kerr effect was still stronger than the defocusing effect of the plasma, so the re-focusing effect occurred, which is the reason for another peak intensity after the geometric focal point.
[image: Figure 5]FIGURE 5 | Evolution of emission peak intensities for Na (Ι) 589.0 nm (A) and 589.6 nm (B) with DFLS for different NaCl concentrations.
3.3 Effect of distance from lens to sample surface on quantitative analysis
Like most analytical methods, the quantitative analysis of LIBS is inseparable from the use of calibration curves. Before calibrating the element to be measured, it is assumed that the concentration of the element to be measured in the plasma is consistent with the element concentration in the corresponding sample. During the calibration and detection process, the calibration of Na element is achieved, when all parameters that affect the plasma characteristics are constant. For the purpose of increase the credibility of the calibration method, each data point collected was a result of 10 laser accumulations, and 25 spectra were collected at each NaCl concentration. Therefore, the calibration curve shown in Figure 6 is an average of multiple repeated tests. The figure shows the calibration curves of Na (Ι) at different DFLSs, three typical DFLSs are 99.0 mm (a and b), 100.0 mm (c and d), and 100.6 mm (e and f), respectively. And Figure 6 (a, c, and e) show the calibration curve of Na (Ι) 589.0 nm, and Figure 6 (b, d, and f) show the calibration curve of Na (Ι) 589.6 nm. In Figure 6, the linear correlation coefficient (R2) of Na (Ι) 589.0 nm is greater than 0.98, and the R2 of Na (Ι) 589.6 nm is greater than 0.99. Theoretically, if the measured spectral intensity is stable, the linear correlation coefficient between its intensity and concentration is close to 1. It indicates that the experimental method of femtosecond laser-excited NaCl thin film has a better stability in detecting the content of Na element for aqueous solution.
[image: Figure 6]FIGURE 6 | Calibration curves for Na (Ι) 589.0 nm (a, c, and e) and Na (Ι) 589.6 nm (b, d, and f) for three DFLSs. The DFLSs are 99.0 mm (A,B), 100.0 mm (C,D), and 100.6 mm (E,F), respectively.
In the following content, we discussed the key indicators for the quantitative analysis of LIBS technology: LOD of element, which is usually calculated from the data extracted from the calibration curve. The LOD represents the lowest concentration of an element detected in the experiment. According to 3σ-IUPAC, the LOD of a certain element is the concentration for three times of the background standard deviation of the line intensity σ: LOD = 3σ/S, here S is the slope of the calibration curve of a characteristic atomic line. Figure 7 shows the evolution of the LOD of Na (I) with the DFLS. It is obvious from figure that the change in the DFLS has a positive effect on the reduction in the LOD. With the increase of the DFLS, the LOD decreased significantly. The LOD of Na (I) has a lower value in the range of the DFLS from 99.0 to 101.0 mm. At 99.0 mm, the LOD has the lowest value. Referring to the evolution of emission intensity with the DFLS in Figure 5, the maximum plasma emission intensity can be obtained at 99.0 mm, and the corresponding LOD has the minimum value. The reduction in the LOD further proves that selecting a optimized DFLS is an effective way to improve detection sensitivity.
[image: Figure 7]FIGURE 7 | Evolution of LOD of Na (Ι) 589.0 nm (A) and Na (Ι) 589.6 nm (B) with DFLS.
3.4 Effect of distance from lens to sample surface on signal stability
Apart from this, the signal stability is an important parameter that affects the reliability of LIBS in detecting element concentrations in liquid samples. It is actually related to the RSD of a characteristic spectral line in repeated measurement spectra [57]. Laser-induced plasma is used as a pulse excitation source to atomize and ablate the sample. The instability between different excitation points as well as the instability of repeated laser pulses will limit the repeatability of detection [58]. Therefore, understanding the influence of the DFLS on signal stability is necessary to know the accuracy of the experiment. At a solute concentration of 4.00 μg/ml, the RSD as a function of the DFLS is presented in Figure 8. Similar to the change in the LOD, the RSD shows a trend that first decreases, stabilizes, and finally increases with the increase of the DFLS. In the range of the DFLS from 99.0 to 101.0 mm, the RSD is low, and fluctuating between 2.5 and 5.0%. In this study, the lower RSD further proves that the experimental method of femtosecond laser-induced NaCl thin film has better spectral stability at appropriate DFLS.
[image: Figure 8]FIGURE 8 | Evolution of RSD with DFLS for Na (Ι) 589.0 nm (A) and 589.6 nm (B), the solute concentration is 4.00 μg/ml.
4 CONCLUSION
In this work, femtosecond LIBS had been used to detect specific element in aqueous solution. To date, the main difficulties affecting the application of LIBS technology in liquid samples are liquid splashing and low signal stability. In order to overcome this problem, we used femtosecond laser excitation source and changed the sampling method of the liquid sample. We customized the water film based on the liquid jet. The purpose is to make the sample form a stable flowing film, stabilizing the liquid; and femtosecond laser may minimize liquid splashing. Moreover, we studied the influence of the DFLS on the detection ability for NaCl aqueous solution. The focal length of the focusing lens was 100 mm. With the increase of the DFLS, the plasma emission presented double emission peak intensities. Before the geometric focal point of the focusing lens, the maximum line intensity of Na (I) lines was obtained. Essentially, the results were due to the nonlinear effect of femtosecond laser propagation in air. Subsequently, the different concentrations of Na element are quantitatively analyzed, plotting the calibration curve of Na element. In the three selected DFLSs, the R2 of Na (Ι) 589.0 nm was greater than 0.98, and the R2 of Na (Ι) 589.6 nm was greater than 0.99. According to the calibration curve, the LODs and RSDs at different DFLSs were obtained. As the DFLS increased, the LOD and RSD first decreased, and then increased. In the range of the DFLS from 99.0 to 101.0 mm, the two parameters had lower values. From the above discussion, it can be concluded that the combination of femtosecond laser and water film can significantly improve the analysis stability of liquid samples by optimized the DFLS.
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Excellent Q-switching operations modulated by new two-dimensional (2D) saturable absorber (SA) materials with stable performance is a hot topic in all-solid-state pulsed laser research. In this work, the watt-level high-stability passive Q-switching operation in a solid-state Nd:YVO4 laser utilizing the 2D germanene nanosheets as SA was first realized. The nonlinear optical properties of the germanene nanosheets (Ge-Ns) were characterized by experimental means. The stable Q-switched pulse sequence was acquired with a 60.6 ns narrowest pulse width and a 528.6 kHz maximal repetition rate. The average output power of 0.965 W and the corresponding pulse peak power of 30.12 W are obtained under the pump power of 7 W. The findings of the experiments demonstrate that germanene material has remarkable nonlinear optical properties and can be used as an excellent saturable absorber in the field of optical pulse modulation.
Keywords: Germanene, passively Q-switched, solid-state laser, high peak power, high stablity
INTRODUCTION
Short pulse solid-state Q-switched lasers have a very wide range of applications in military, material processing, clinical applications, and nonlinear optics due to their high pulse energy and simple manufacturing [1–3]. At present, the Q-switching technique can be divided into passive Q-switched and active Q-switched according to the control mode. By contrast, the passive Q-switched technology has the advantages of simple structure and low cost [4, 5]. However, the saturable absorber (SA) is one of the key devices of passively Q-switched lasers. Extensive research has been carried out to better SAs since the first successful commercialization of semiconductor saturable absorber mirrors (SESAMs) in 1992 [6]. So far, in addition to SESAMs, many new two-dimensional (2D) nanomaterials have also been gradually proved to have excellent saturable absorption characteristics, such as graphene [7, 8], carbon nanotubes [9–11], topological insulators (TIs) [12, 13], transition metal dichalcogenides (TMDs) [14–17], MXenes [18, 19], Xenes [20–22], and black phosphorus (BP) [23–25]. Despite the fact that these 2D materials have been employed effectively as broadband SAs, there are still some drawbacks that limit their applications in all-solid-state lasers. For example, the smaller the modulation depth (MD) (∼2.3% for monolayer) of graphene, the larger the bandgap of TMDs, and the poorer the stability of BP [26–28]. Therefore, the exploration of new SA materials with better performance is necessary for Q-switched or mode-locking lasers.
As a germanium-based analog of graphene, germanene has been theoretically and experimentally proven to have the advantages of environmental friendliness, facile fabrication, and broadband absorption, indicating promising characteristics for optoelectronic fields [29]. In 2009, Cahangirov et al. first demonstrated that germanium has a stable honeycomb structure [30]. In 2014, Li et al. experimentally synthesized 2D germanene sheets on the Pt surface by electron beam evaporation technology [31]. In the same year, atom-thin, ordered 2D multiphase germanium film was prepared by Davila et al. using molecular beam epitaxy technology on the surface of gold [32]. In 2022, Sun et al. for the first time used germanene nanoplates as SA to realize the harmonic mode-locking operation with the order of fundamental frequency, second, fourth, fifth, and sixth based on the germanene–PVA film in an erbium-doped fiber laser [33]. Very recently, by the liquid-phase exfoliated method, the germanene nanosheets are prepared and used for the generation of ultrashort pulses in fiber lasers at 1,061.1, 1,559.3, and 1883.5 nm, respectively [34]. As a natural quantum well structure, the semiconductor layer of germanene acts as a reservoir, and the carriers in the layer have a substantially shorter relaxation period [29]. The optical bandgap of the germanium nanosheets has been calculated to be about 2.46 eV, corresponding to the wavelength of ∼506 nm [34]. The broadband saturable absorption of the germanene nanosheets indicates the existence of sub-bandgap absorption, which may be caused by the high edge to surface area ratio of 2D germanene nanosheets [35]. Moreover, atomic vacancy defects can also reduce the bandgap and hence make contributions to the sub-bandgap absorption [36]. The nonlinear absorption coefficient of germanene nanosheets is much higher than that of graphene and has superior environmental durability to BP [37]. All the studies so far show that germanene is a kind of optical material with excellent properties. However, the research on the pulse modulation characteristics of germanene in solid-state lasers is still insufficient, and the relevant research on germanene in solid-state Q-switched lasers has not been found yet.
In this work, using self-made germanene nanosheets (Ge-Ns) as SA, a passively Q-switched Nd:YVO4 laser with high stability was realized for the first time. The nonlinear optical parameters of the germanene nanosheets are characterized. Stable Q-switched pulses were obtained with the narrowest pulse width of 60.6 ns and the corresponding repetition rate of 528.6 kHz at the pump power of 7 W. The single pulse energy and peak power of 1.83 μJ and 30.12 W are calculated, respectively. As far as we know, this is the first time that the saturable absorption feature of germanene SA in a solid-state laser was demonstrated, indicating its capability of generating high stable Q-switched pulses in an all-solid-state laser.
PREPARATION AND CHARACTERIZATION OF GERMANENE SATURABLE ABSORBER
Using the liquid-phase exfoliated (LPE) method, the preparation process of 2D Ge-Ns is similar to our previous study [15]. The 2D germanene dispersion is ultrasonic for 10 h and centrifuged for 15 min at 5,000 rpm to remove the large size germanium crystals. Then, the desired 2D Ge-N solution was obtained. The rotary coating evaporation technology with a spin coating speed of 300 rpm was used to deposit Ge-Ns on the facet of an uncoated sapphire substrate.
The microscopic morphology and saturable absorption properties of the Ge-Ns are characterized. Figure 1A shows the configuration of the surface of the Ge crystal powder sample as seen through a field-emission scanning electron microscope (SEM, Sigma 500, Zeiss). The picture shows solid agglomerates of several microns with distinct layered structures which include the cleavage plane and cleavage step, indicating that the bonding force between layers is a weak van der Waals force. Figure 1B shows a picture of the prepared Ge-Ns measured using a high-resolution transmission electron microscope (HRTEM, JEM-2100). It can be seen that Ge-Ns are very thin and almost transparent. At a resolution of 50 nm, the layered structure of Ge-Ns can be easily observed, which is very different from Figure 1A. Changing the HRTEM resolution to 10 nm, the lattice spacing of 3.1 Å of the few-layer Ge-Ns can be observed from the HRTEM image, as shown in Figure 1C. The atomic force microscope (AFM, Bruker Multimode 8) was used to measure the thickness of the Ge-N sample. Figure 1D exhibits the obtained AFM image. The corresponding thickness profile of the sample is given in Figure 1E. It can be found that the average thickness of the sample is about ∼ 4 nm, corresponding to 13 layers [38].
[image: Figure 1]FIGURE 1 | Characterizations of few-layer Ge-Ns. (A) SEM image of the germanene crystal powder sample; (B,C) HRTEM image with higher resolution; (D) AFM images; and (E) corresponding thickness profile of Ge-Ns.
Figures 2A,B show the UV-Vis-NIR absorption spectrum and Raman spectrum of the Ge-N sample. The broadband absorption characteristic curve is measured from 400 to 1600 nm using a UV-Vis-NIR spectrophotometer. At 1064 nm, the light absorption rate of the Ge-N sample is 9.1%. The Raman spectrum was measured to analyze the chemical structure and vibration mode of the Ge-N sample. From the diagram, the prominent peak (E2g) at 304.4 cm−1 can be observed, which is consistent with the previous reports [29, 34].
[image: Figure 2]FIGURE 2 | (A) Absorption spectrum; (B) Raman spectrum; and (C) nonlinear optical response of the Ge-N SA.
The nonlinear transmittance of Ge-N SA is measured by the double-optical-path method [15]. A solid-state Q-switched laser at 1.06 µm (120 ns pulse width, 15 kHz 95 repetition rate) was used as the laser source for testing. The experimental data of transmission T(I) shown in Figure 2C with symbols are fitted by the formula as follows:
[image: image]
Here, I and Isat are the input intensity of the laser and saturation intensity of Ge-N SA, respectively, and ∆T is the modulation depth with a fitting value of 11.6%. The nonsaturable loss Tns is about 12.2%.
EXPERIMENTAL SETUP AND RESULTS
Experimental setup
Figure 3 shows the experimental setup for studying the lasing characteristics of Q-switched pulses using a passively Q-switched Nd:YVO4 laser with Ge-N SA. To accomplish stable and effective Q-switching, a conventional 3-cm-long plane–plane cavity was used. A fiber-coupled laser diode (LD) emitting 808 nm was used as the pump source. Using an optical imaging system with a 1:1 imaging ratio, the pump beam with a spot radius of 200 µm was focused into a 3 mm3 × 3 mm3 × 8 mm3 Nd:YVO4 crystal. The Nd:YVO4 crystal with the Nd-doping concentration of 0.5 at% was antireflection (AR) coated at 808 and 1,064 nm for a facet and AR coated at 1,064 nm for the other facet. As mature laser media for diode-pumped solid-state lasers, neodymium-doped crystals owe broad absorption bands and large emission cross sections as well as high environmental stability, which are beneficial to generate high peak power and narrow pulse width [39, 40]. M1 is a plane mirror with AR coated at 808 nm and high reflection (HR) coated at 1,064 nm. For the plane output coupler (OC) M2, the transmission (T) at 1,064 nm is 5%. The germanene SA was placed as close to the OC as possible to provide steady and effective Q-switching. A long-pass filter was also put behind the OC to reduce the residual pump power. The temporal pulse morphology was recorded using a digital oscilloscope (Tektronix DPO 4104B, United States) with a fast photo-detector (Thorlabs DET08 C/M, United States).
[image: Figure 3]FIGURE 3 | Schematic setup of the Nd:YVO4 laser with germanene as the saturable absorber. LD: laser diode; SA: Ge-N saturable absorber.
Experimental results and discussion
In the Nd:YVO4 laser shown in Figure 3, the stable Q-switched laser oscillation based on Ge-N SA is realized when the pump power is increased above 1.8 W. As the pump power gradually increases, the output characteristics of the continuous wave (CW) and passively Q-switched pulses are measured.
The output power of CW and Q-switched pulses is shown in Figure 4A as a function of pump power. With the pump power of 7 W and the output coupler of 5%, the CW average output power is 1.762 W with the corresponding slope efficiency of 26%. Then, the Ge-N SA is put into the resonant cavity, and the average output powers of the passively Q-switched operation are recorded. At the pump power of 7 W, the maximum average output power of 0.965 W with the corresponding slope efficiency of 16.4% can be obtained. We have also been focusing on the state of Ge-N SA with increasing pump power. When the pump power reaches 7 W, the fluctuation of the average output power is measured at about 2.8%. By observation, there is no damage to Ge-N SA, and the distribution of Ge-Ns on the substrate seems to be uniform.
[image: Figure 4]FIGURE 4 | (A) Average output power. (B) Pulse duration and pulse repetition rate of the Ge-N SA-based Q-switched Nd:YVO4 laser versus the pump power.
The pulse duration and repetition rate of the Ge-N-based Q-switched laser are measured and exhibited in Figure 4B. With the pump power ranging from 2 to 7 W, the pulse repetition rate gradually increases from 200.9 to 528.6 kHz, and the pulse width gradually narrows from 255 to 60.6 ns. This trend is consistent with the principle of passively Q-switched pulses [41].
The peak power and single pulse energy of passively Q-switched pulses are calculated by the measured pulse width, repetition rate, and average output power. Figure 5 shows the relationship between peak power and pulse energy and pump power. The maximum peak power of 30.12 W and single pulse energy of 1.83 μJ are obtained at the pump power of 7 W.
[image: Figure 5]FIGURE 5 | Peak powers and pulse energies of the Ge-N SA-based Q-switched Nd:YVO4 laser versus the pump power.
Figures 6A,B show the pulse train and single Q-switched pulse diagrams of the Ge-N SA-based Q-switched Nd:YVO4 laser for a pump power of 2.5, 4.5, and 7 W, respectively. To further validate the stability of the Q-switching characteristics of germanene, the Q-switched laser based on Ge-Ns SA ran 6 h a day for 5 days under the pump power of 7 W. The Q-switched pulses keep high repeatability, and the amplitude fluctuation is less than 7%. By employing the 90.0/10.0 scanning-knife-edge method, the beam quality factor M2 of the Q-switched laser based on Ge-N SA was also measured to further demonstrate the robustness of the Q-switching system. In the horizontal and longitudinal planes, the calculated Mx2 and My2 are 1.96 and 1.51, respectively.
[image: Figure 6]FIGURE 6 | (A) Pulse sequence and (B) single pulse profiles of the passively Q-switched laser under the pump power of 3 W, 5 W, and 7 W.
Table 1 lists some key parameters of all-solid-state Q-switched laser using different 2D nanomaterials as SA at 1,064 nm. It can be found that the single pulse energy and pulse peak power produced by germanene SA are larger than those of most other two-dimensional materials. The results show that germanene has good nonlinear optical properties and is suitable for generating stable Q-switched pulses with high peak power in a solid-state laser.
TABLE 1 | Passively Q-switching performances for the 1064 nm solid-state laser with different 2D SA materials.
[image: Table 1]CONCLUSION
In summary, a 4-nm-thick germanene nanosheet was fabricated successfully by the LPE method and applied as SA to generate a Q-switched pulse in Nd:YVO4 all-solid-state lasers for the first time. The nonlinear optical parameters of the germanene nanosheet at 1,064 nm are measured by experimental methods. The stable Q-switching operation with large single pulse energy and high peak power is realized. The shortest pulse width of 60.6 ns was obtained with a maximum repetition rate of 528.6 kHz, and the associated single pulse energy and peak power are 1.83 μJ and 30.12 W, respectively, when the pump power is 7 W. The results indicate that germanene has excellent optical nonlinear properties and has broad application prospects in the field of all-solid-state laser.
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To overcome the power jitters in satellite-to-ground communications caused by atmospheric turbulence, a type of DPSK free-space communication system, assisted by a self-designed real-time phase lock controller, has been established. The system can effectively compensate for power swings in communication links and hence achieve high sensitivity. The wavelength division multiplexing technique is applied to a four-channel DPSK system to provide greater link capacity. With the data rate of a single channel as 2.5 Gbps and unencoded BER as 1 × 10–3, reception sensitivity has been obtained at −53.58 dBm (13.69 photons/bit), −53.59 dBm (13.66 photons/bit), −53.61 dBm (13.59 photons/bit), and −53.63 dBm (13.53 photons/bit) for each independent channel, respectively. The gap between our sensitivity result and the theoretical limit has narrowed to about −3.5 dB. Simultaneously, the DPSK receiver, with our self-designed phase lock controller, has stabilized reception of optical power fluctuations that range from 0 to 40 dB. Additionally, the impact of a four-wave mixing effect on multi-channel system performance has been investigated in detail. Our experimental results present a novel solution for the superior performance of free-space communication links.
Keywords: free-space optical communication, differential phase shift keying, delay line interferometer, phase lock controller, wavelength division multiplexing
INTRODUCTION
Because of its high-bandwidth, high-speed, and high-security features [1–5], free-space optical communication (FSOC) offers a feasible and valid solution for bottlenecks in microwave communication and for realizing massive real-time transmission of data. Concurrently, and because of the inherent benefits of its small size, lightweight, and low power consumption—capable of keeping up with the communication demands of booming space activities—the FSOC terminal can be considered an ideal satellite payload [6, 7]. Thus far, the data rate of satellite laser communication links has been found to approach Gbps magnitude [8, 9]. However, through wavelength division multiplexing (WDM) technology, this rate is predicted to reach magnitudes of dozens, even hundreds, of Gbps [10, 11].
Under the diverse modulation method, the proven techniques of FSOC are mainly divided into two main categories: non-coherent and coherent communication systems. Intensity modulation and direct detection (IM-DD) are utilized in non-coherent systems, which have the advantages of simplicity of structure and high reliability (although with undesirable levels of reception sensitivity) [12]. By contrast, coherent communication systems, which combine phase modulation with coherent detection, deploy the coherent superposition of local-oscillator (LO) and signal optical fields, supporting high sensitivity, high modulation rates, and strong anti-interference capability [13, 14]. Coherent communication modes mainly consist of binary phase shift keying (BPSK) and differential phase shift keying (DPSK). Since the DPSK format has less strict requirements for laser source linewidth, many commercial or strategic demonstrations have a preference for such systems, including the Laser Communications Relay Demonstration (LCRD), Integrated LCRD Low-Earth Orbit User Modem and Amplifier Terminal (ILLUMA-T), and the Japanese Data Relay System (JDRS) [15–17]. Due to the turbulence of the atmosphere, satellite-to-ground laser communication links suffer from random optical power fluctuations of the order of milliseconds (ms), which lead to inferior demodulation of the DPSK signal and an increase in the system bit-error rate (BER). To weaken the negative impact of these random fluctuations, several methods have been explored to reduce the penalty associated with other photoelectric devices [18]. Clearly, the optimal solution is to fundamentally smooth out or level of this kind of power jitter.
To this end, a real-time phase lock controller, based on a large-scale power jitter compensation method, has been designed to effectively compensate for optical power swings ranging from 0 to 40 dB. Applying this controller and the WDM technique, the resulting four-channel DPSK communication system has competitive receiving sensitivity that approaches the theoretical limit. Meanwhile, the impact of the four-wave mixing effect of high transmitted optical power on multi-channel system performance is elaborated in detail. The phase-lock controller can be considered an alternative solution for the power fluctuation problem in FSO communication links. At the same time, the WDM technique can be effectively combined with our self-designed phase-lock controller, which means the controller has potential in the application of multiplexed high-speed laser communication systems. Our demonstration indicates that adding a phase lock controller to the DPSK system leads to an improvement in receiving sensitivity, which in turn lays a vital foundation for optimizing the performance of the receiving terminal while mitigating the effects of optical power jitter.
PRINCIPLE AND EXPERIMENTS
Principle large-scale power jitter compensation
In the high-speed DPSK transceiver system, a pseudo-random bit sequence (PRBS) from a pattern generator is differentially pre-encoded and then transferred to a Mach–Zehnder modulator (MZM) to generate the DPSK optical signal. The transmission function can be presented as follows: [19]
[image: image]
where Eout(t) and Ein(t) = eiωct represent output and input optical fields, respectively; ωc = 2πf0 is the angular frequency of the optical carrier, with f0 being the frequency; Vπ is the half-wave voltage of MZM; and Vin(t) and Vbias are the driving and bias voltage of MZM, respectively. When Vbias = Vπ, Vin(t) = V (t)·a(t), with a(t) = ±1 [a(t) represents the 1 or 0 bit in the pre-coded PRBS], the DPSK optical signal can be generated with the transmission function as follows: [20]
[image: image]
After modulation, the optical signal was transferred to a high-power Er3+-doped fiber amplifier (EDFA) before being routed to optical antenna for further transmission over the free-space channel. Subsequently, the DPSK signal can be captured by the receiving terminal and defined mathematically by the following transmission function:
[image: image]
where ERX(t) represents the optical field of the received signal and A(t) is the random fluctuation function of optical power.
After a certain free-space distance of transmission, the optical signal is detected by the collimator at the receiving terminal. As illustrated in Figure 1A, an optical coupler (OC1) is introduced before the normal demodulation process. One of the signal branches enters the delay line interferometer (DLI) (path 1, Figure 1A), and the other branch is transformed into the electrical signal via a photodetector (PD), before being imported into the phase-lock control system (path 2, Figure 1A). The path 1 optical signal is converted into a detectable electrical signal by a balanced photo-detector (BPD) and is processed by the integrated transimpedance amplifier (TIA). Next, one channel of the output electrical signal is inputted into the envelope detection unit for peak-to-peak detection and is then transferred into the phase lock controller. Subsequently, two independent electrical signals from path 1 and path 2 undergo time synchronization, power jitter removal, as well as correlation detection with a scrambler signal, in order to calculate and update the bias voltage of DLI in real time. The optimized bias voltage guarantees the working position of DLI, and thus ensures the superior DPSK receiving performance.
[image: Figure 1]FIGURE 1 | (A) The block diagram of the high-speed DPSK receiver system. (B,C) The relationship between SNR and the harmonic component of the perturbation signal with corresponding bias voltage.
The output optical field after OC 2 can be resolved by the following matrix:
[image: image]
where T is the reciprocal of the system rate and Δϕ is the absolute phase-delay. Since the variation frequency of spatial optical power swings is much less than the signal rate, the approximate condition A(t)≈A(t-T) can be adopted to simplify the calculation. Meanwhile, the transfer matrix M of the OC 3 can be expressed as
[image: image]
where ρ is the splitting ratio of OC 3 (Figure 1A). Therefore, the matrix of the optical field at the output port of OC 3 can be conducted as
[image: image]
The optical signal expressed in Eq. 6 will be detected by a BPD and conditioned by a TIA. Assuming ρ = 0.5, the output current from BPD (I1 and I2) is supposed to be defined by the corresponding input optical field of BPD (E3 and E4) as follows:
[image: image]
It can be clearly seen that the value of the output current from BPD is proportional to the input optical power. By means of a differential operation, the output voltage Vsig of BPD can be calculated by [21]
[image: image]
where R is the transimpedance. Simultaneously, the average output optical power of the other phase-lock branch ([image: image]) can be expressed as
[image: image]
where r is the splitting ratio and P1 and P2 are the optical power for paths 1 and 2, respectively. Based on Eq. 9, [image: image] is proportional to the square of the jitter amplitude A(t). Comparing [image: image] and [image: image] with the normalization method, the scaled factor k can be defined as
[image: image]
where [image: image] is the peak–peak valid value of Vsig. Since r and ωcT are constant, k is independent of the power jitter, and is only related to the Δϕ of DLI. Thus, k can be expediently adjusted to the maximum value to guarantee the best performance of the output signal-to-noise ratio by controlling the DLI phase difference.
According to the actual operation of correlation detection, determining the value and the direction of the compensation is a matter of great necessity. To solve this problem, it is considered preferable to introduce to the DLI a perturbation signal with quite a low frequency. Getting through the BPD and envelope detection, the extracted perturbation signal carries out the correlation detection with the initial perturbation signal at the phase lock controller (Figure 1A).
Generally, the phase difference of DLI Δϕ can be expressed as [22]
[image: image]
where Vdc is the direct current (DC) bias voltage applied on the DLI; VDLI, as the constant, is the required voltage for the DLI to realize phase changing by π. The frequency of perturbation signal Vdither = v0cos(ω0t) is 1 kHz and has no impact on the original signal. When φ = ωcT + πVdc/VDLI and k′ = 2rk are fixed, the updated scale factor k′ of the feedback loop in the phase lock controller can be easily conducted as
[image: image]
Expanding Eq. 12 by the Taylor series and keeping three terms, k' can be illustrated as
[image: image]
And by further conducting, it can be expressed as follows:
[image: image]
Based on Eq. 14, the maximum value of scale factor k' can be approached by monitoring the value of the harmonic component of the perturbation signal. For instance, the first harmonic component is k1′ = (v0 − v03/8)cos(ω0t)sin φ, and the second harmonic component is k2′ = −v02cos(2ω0t)cos φ/4. Figures 1B,C illustrate the performance of the scale factor k' and the harmonic components of the perturbation signal under the same working bias voltage. When φ = ωcT+πVdc/VDLI = nπ, n = ±1, ±2, ±3, …, the first and second harmonic components correspond to the minimum and the maximum values, respectively. Thus, a superior signal-to-noise ratio (SNR) has been obtained. With our self-designed phase lock system, it is convenient to maintain the highest SNR of the output signal by continuously calculating and updating working voltages in real time, and apparently realizing the optimal coherent reception of the DPSK optical signal.
2.2 Experiment setup
In view of the correlation detection compensation method, the four-channel DPSK coherent communication system in this effort is presented in Figure 2. Four distributed-feedback (DFB) continuous-wave (CW) lasers (RIO, RIO0075-3-ITU-1) generated four corresponding WDM pulse signals with 100 GHz channel spacing, 10 kHz linewidth, and the central wavelengths of λ1 = 1,550.52 nm, λ2 = 1,551.32 nm, λ3 = 1,552.12 nm, and λ4 = 1,552.93 nm, respectively. Each signal was independently modulated by a MZM (iXblue, MXAN-LN-10, Vπ = 5.5 V), loaded with non-return-to-zero (NRZ) PRBS of length 27–1 from separate data sources. The inset of Figure 2 displays the spectrum of the four laser sources. The multiplexed signal is subsequently amplified by a high-power EDFA (KEOPSYS, CEFA-C-PB-HP) to prepare for coupling with the FSOC terminal, aimed at long-haul transmission over the free-space channel. In this effort, an electrical-control variable optical attenuator (VOA) is utilized to simulate the power jitter caused by atmospheric turbulence, and the spatial optical transmission distance is 1 m.
[image: Figure 2]FIGURE 2 | The architecture of the four-channel DPSK coherent communication system. Inset: the spectrum of the four-channel multiplexed signal.
The faded optical signal—resulting from the power jitter caused by atmospheric turbulence—is supposed to be captured via the optical antenna of the receiving terminal and coupled to the follow-up fiber. The received optical signal is split into two separate branches via a 50:50 splitter. One of the optical paths is applied to monitor the light power in real time, while the other is pre-amplified and routed into four cascaded fiber-Bragg gratings (FBGs) to faultlessly denoise with the purpose of extracting four separate channels of the optical signal. Each filtered optical signal is imported into the corresponding DLI to proceed with the self-differential demodulation of our self-designed phase-lock controller, which compensates for the demodulation-efficiency drops from optical power swings. Ultimately, each individual signal is converted into a baseband electrical signal by its corresponding BPD (Discovery Semiconductors DSC-R422) for further measurement and analysis.
RESULTS AND DISCUSSION
Receiving sensitivity
Receiving sensitivity is an essential indicator when assessing the performance of the free-space optical receiver. Figure 3A depicts the correlation between the communication BER and the received optical power for each single channel loaded with 2.5 Gbps PRBS. As the unencoded BER is 1 × 10–3, which allows forward-error correction codes to further reduce the BER to the range of 10–9, the receiving sensitivity of the four independent channels is measured as −53.58 dBm (13.69 photons/bit, 1,550.52 nm), −53.59 dBm (13.66 photons/bit, 1,551.32 nm), −53.61 dBm (13.59 photons/bit, 1,552.12 nm), and −53.63 dBm (13.53 photons/bit, 1,552.93 nm), respectively. It is impressive that there is only about −3.5 dBm loss compared with the theoretical limit, as −57.01 dBm (BER = exp(−ηNp/2)/2, η is also set to 1, so that the sensitivity corresponds to an ideal photodetector; Np is the number of photons) [23]. In our FSOC system, the penalty is mainly introduced by an optical pre-amplifier with a 4.5 dB noise coefficient, which is 1.5 dB larger than the theoretical limit of 3 dB. Additionally, about 1.5 dB loss caused by the out-of-band noise of the optical filter, and 0.5 dB loss from the phase lock controller are also taken into account. The eye diagrams for the four recovered channels of electrical signal are displayed in Figures 3B–E. Table 1 lists the reported BER performance of different DPSK communication systems. Compared with these results, the results of our experiment are objectively competitive.
[image: Figure 3]FIGURE 3 | (A) BER for four channels of 2.5 Gbps DPSK signal. (B–E) Eye diagrams of four independent channels after demodulation.
TABLE 1 | Reported BER results for different DPSK links.
[image: Table 1]Optical power jitter
An electrical-control VOA was applied to simulate the optical power jitter with a frequency of 100 Hz and its scale ranging from 0 to 40 dB. The applied voltage of the self-designed phase lock controller is illustrated in Figure 4A. Point ① denotes an initial voltage applied on DLI when the phase lock unit is switched on and implies a lower demodulated SNR (Figure 4B). After that, the phase lock controller commences calculating the scale factor k′ of the initial voltage within part ②, keeping the scale factor at a maximum value by means of real-time voltage adjustment with progressive SNR (Figure 4C). Part ③ signifies that the scale factor k′ is real-time locked at a maximum value (with the maximum SNR) by the phase lock system (Figure 4D).
[image: Figure 4]FIGURE 4 | (A)Applied voltage on DLI for controlling the scale factor k′. (B–D) Eye diagrams for corresponding working point ①, part ②, and part ③.
On the strength of the above experiment and analysis, the optical power swings can be effectively compensated for using our self-designed phase lock system, which can productively optimize the coherent demodulation procedure.
Analysis of the FWM effect and transmitted optical power
Although high optical power is required for free-space long-haul transmission, the nonlinear optical (NLO) effects within the fiber receive a further boost from the increase in the optical power of the WDM system, especially the four-wave mixing (FWM) effect that occurs in the amplifying procedure within the transmitter. The optical amplification process has been utilized to investigate the probable influence brought about by FWM. Figure 5A exhibits the spectrum of four amplified laser sources, with the amplified power as 1, 2, 3, and 4 W, respectively. It is determined that the FWM effect occurs through optical amplification and generates multiple idle signals. With the increase in optical power, the FWM phenomenon is harder to ignore. The difference value between the signal light and idle 1 is 38.77, 34.91, 31.59, and 29.05 dB, corresponding to amplified power as 1, 2, 3, and 4 W. With the increase in the optical power, the BER is slightly increased (Figure 5B). The optical power of λ1 = 1,550.52 nm is ∼0.4 dB higher than that of the other wavelengths. After optical amplification and transmittance, the corresponding optical power at the receiving terminal is also ∼0.4 dB higher than that of other wavelengths. Thus, the BER of 1,550.52 nm is better than the other three channels. Nonetheless, the BER remains at the same order of magnitude, which implies that the optical-power influence on the BER need not be over-considered.
[image: Figure 5]FIGURE 5 | (A)The amplified spectrum of four channels. (B) The correlation between optical power and the system BER.
CONCLUSION
In conclusion, a novel phase lock controller, based on the large-scale power jitter compensation method, has been designed to compensate for power fluctuations ranging from 0 to 40 dB. In applying the self-designed phase lock control unit, a high-sensitivity DPSK-based multi-channel communication system was established, which realized superior receiving performance. With the data rate of a single channel as 2.5 Gbps and unencoded BER as 1 × 10–3, receiving sensitivity was obtained as −53.58 dBm (13.69 photons/bit), −53.59 dBm (13.66 photons/bit), −53.61 dBm (13.59 photons/bit), and −53.63 dBm (13.53 photons/bit) for each independent channel, respectively. The gap between the results of our experiment and the theoretical limit narrowed to about −3.5 dB. In addition, multi-channel communication system performance degradation caused by the FWM effect was confirmed to be negligible, which endows communication systems with the link capacity expansion potential of hundreds of Gbps in the future. As indicated by the experimentation, the self-designed phase lock controller has the stable performance and measurement precision to meet forthcoming requirements and hence has potential application for satellite-to-ground laser links.
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Object tracking technology is of great significance in laser image processing. However, occlusion or similar interference during visual object tracking may reduce the tracking precision or even cause tracking failure. Aiming at this issue, we propose a Multi-layer Rotation Memory Model-based Correlation Filter (MRMCF) for visual trackingin this paper. First, we establish a Multi-layer Rotation Memory (MRM) model, in which a set of three rotating concentric rings is used to simulate the three memory spacesand their updating processsimulate the memory spaces. Then we introduce the MRM model into the correlation filter tracking framework, which realizes realizing the dynamic updating of classifier parametersin the correlation filter. When the object is occluded or there is similar interference, the proposed tracker can use the Pre-occ classifier parameters stored in the memory spaces in the MRM model MRM memory spaces to retarget the object, thereby reducing the impact of these factors. The experimental results on the OTB50 dataset show that compared with trackers such as CNN-SVM, MEEM, Struck, etc., the proposed tracker achieves higher accuracy and success rate.
Keywords: laser image processing, visual tracking, human visual system, memory model, correlation filter, object occlusion
1 INTRODUCTION
Object tracking technology has a wide range of application in laser spectroscopy including LiDAR (Light Detection And Ranging) image processing [1, 2], active laser detection [3, 4] and real-time laser tracker [5, 6], etc. Generally, object tracking is the task of estimating the state of an arbitrary object in each frame of a video sequence. In the most general setting, the object is only defined by its initial state in the sequence. Most current approaches address the tracking problem by constructing an object model, and these approaches are capable of differentiating between the object and background appearance [7, 8].
At present, there are mainly two types of object trackers: generative trackers and discriminative trackers. Among them, the basic idea of the generative trackers is to learn an object appearance model and search for the most similar area in the image as the object area [9–12]. The discriminative trackers (also called detection-based trackers) regard the tracking problem as a detection problem. This kind of tracker trains a classifier using the object and the background area of the current frame as the position and negative sample, respectively. And the trained classifier is adopted to find the optimal object area in the next frame.
In the classifier training process of discriminative trackers, different training methods can be used, such as Correlation Filter (CF) [13–15], Deep Learning (DL) [16–18], and Support Vector Machine (SVM) [19, 20]. Among them, CF has been widely used due to its advantages of high speed and good robustness. Specifically, in the CF method, a classifier is firstly learned from a set of training samples. Then the classifier is trained by performing a cyclic shift operation on the training sample, which allows the training and detection process can be performed in the Fourier domain. The amount of calculation is greatly reduced, thereby obtaining higher efficiency. However, CF only considers the samples of the current frame during each training. Therefore, when facing common problems such as occlusion, deformation, or background clutter [8, 21], the CF does not consider the influence of previously appeared samples, and the trained classifier is not robust enough, which may lead to tracking failure.
On the other hand, the memory mechanism in the Human Visual System (HVS) can extract old information stored in the memory space when a new similar one appears. Therefore, the memory mechanism has the potential to solve the problem of occlusion during the tracking process. In terms of object tracking, Ma et al. [22] proposed a tracker based on an adaptive CF with long-term memory and short-term memory, which achieves long-term stable memory of the appearance of the object; Wan et al. [23] introduced Long Short-Term Memory (LSTM) into the tracking process, obtaining good tracking results; Mikami et al. [24] adopted the memory model for face posture tracking, and obtained higher robustness in the complex background.
However, the above methods are based on machine memory. Unlike human memory, machine memory does not consider some key characteristics of the memory mechanism in HVS, such as the uncertainty, fuzziness, and associativity of human brain memory. When the object disappears for a long time or is interfered with by similar objects during the tracking process, the tracking accuracy will be greatly reduced.
In this paper, we established an MRM model to update the classifier parameters in the CF tracker. The MRM model consists of multiple layers of concentric rings, which simulate different levels of memory space. When multiple similar information exists in the outer ring, these data will be merged and enter the inner ring. This process simulates the memory from shallow to deep. At the same time, each ring rotates at a certain speed, which simulates the dynamic update of the information stored in the memory space. Furthermore, we proposed an MRM model-based CF tracker, which can dynamically update the classifier parameters in the CF tracker and enable the CF tracker to remember object features. When the object is occluded or interfered with by similar objects, the proposed tracker can use the reliable classifier parameters stored in the MRM model to relocate the object, thereby improving the anti-interference ability. Comparison experiments show that compared with 18 comparison trackers such as CNN-SVM, MEEM, Struck, etc., the proposed tracker has advantages in tracking accuracy and tracking success rate, the results on the OTB50 are improved 4.9% and 3.7% compared with CNN and SVM, respectively.
2 RELATED WORKS
One can find various surveys that review the most current developments in visual tracking research in [8, 25]. In this section, only the works that are most relevant to our own are covered, including correlation tracking methods and memory models for visual tracking.
2.1 Correlation tracking
Due to DCFs’ exceptional accuracy and efficiency, the object tracking community has been studying them extensively in recent years. The Minimum Output Sum of Squared Error (MOSSE) high-speed tracker, proposed by Bolme et al. in [26], can be regarded as the ground-breaking work that first applied correlation filters to visual tracking. Henriques et al. [13] utilized the circulant structure of training samples and HOG features to develop Kernelized Correlation Filters (KCFs) in the Fourier domain. To maintain a manageable computational cost, Danelljan et al. [27] introduced Color Name (CN) descriptors and also advanced a proposal for an adaptive dimensionality reduction technique. To manage scale fluctuations of the target, Danelljan et al. [28] introduced a Discriminative Scale Space Tracker (DSST). To reduce model drift, Mueller et al. [29]included global context information in the typical construction of CFs. Ma et al. [30]proposed a Long-term Correlation Tracking (LCT) framework featuring a redetection module. When a tracking failure took place in this system, the redetector was engaged to retrace the target’s location. By merging the HOG template model with the color histogram model, Bertinetto et al. [31] created the Staple algorithm, which improved the tracking robustness.
2.2 Memory model for visual tracking
Due to its ability to handle sequential input and acquire long-term dependencies, the recent and well-liked Long Short-Term Memory (LSTM) network demonstrated significant promise in visual tracking. By fusing an LSTM and a residual framework, Kim et al. [32] created an RLSTM tracker for spatiotemporal attention learning. Through the use of an LSTM network, Yang et al. [33] learned a recurrent filter and modified it to account for target appearance fluctuations. To increase the precision of template-matching trackers, a dynamic memory network was developed in [34], where the LSTM was used to maintain target appearance variations with an accessible memory.
3 MRM MODEL
3.1 Memory mechanism
To simulate memory, the process by which the human brain encodes, stores, and extracts from the received information, Atkinson and Shiffrin [35, 36] proposed the multi-store model. They believe that the received information will experience three stages of memory, i.e., sensory memory, short-term memory, and long-term memory. In each stage, the information will go through the process of encoding, storage, and extraction. Meanwhile, information that is rarely used or extracted will be forgotten.
Among the three memory spaces, sensory memory space stores basic sensory information, which is the first step of human brain memory. Short-term memory space stores and processes complex information, which is the main space for information processing. Long-term memory space stores a large amount of prior knowledge, which enables the human brain to recall various events and recognize various patterns. Only the information that is repeatedly appeared in the short-term memory space can be transferred to the long-term memory space for storage.
However, compared with human brain memory, existing memory models lack some key functions. For example: (1) The information extracted by human brain memory is often vague, especially when the extracted information occurred a long time ago; (2) Human brain memory always links multiple related information, the human brain searches the memory space for information related to the received information and merges them; (3) The quality of the information retrieved by the human brain memory is usually related to the time and effort spent in memorizing the information; (4) In some cases, the human brain cannot recall a message at a certain time, but it may succeed after a while.
In short, the memory mechanism in HVS has some key characteristics:
Uncertainty At a certain moment, only part of the information stored in the human brain can be retrieved, but not all the information is clearly presented in the brain;
Fuzziness Similar information in the memory space will be merged, resulting in that the stored information will gradually become blurred over time;
Associativity The human brain memory will associate the related old information in the memory space with the newly received information.
Existing memory models simply simulate the memory mechanism of the human brain, but not the characteristics of uncertainty, fuzziness, and associativity. This limits its application, such as difficulty in solving the problems of object occlusion and similar object interference during tracking.
3.2 Structure of MRM model
Based on the above analysis, we established an MRM model as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic of MRM model, the input information enters three layers of concentric rings representing three different memory spaces through a filter unit, and the concentric rings rotate at different speeds, so that the input information can be transmitted to different locations in the memory space.
The MRM model includes a three-layer concentric ring, a Filter unit, two Compare and Merge units, a Compare unit, and some Data Storage units (including Memorized Data units and Empty Data units). At the same time, there are three different types of windows in each of the three layers of concentric rings, namely the Input window, Output window, and Observation window.
The main functions of each component are as follows:
Three-layer concentric ring: Simulates the different memory spaces of the human brain and the dynamic update of information in the human brain memory space. Each layer of concentric rings simulates a memory space. From the outer to the inner layer, they are sensory, short-term, and long-term memory space. At the same time, each layer of concentric rings rotates at a certain speed, and the speed from the outer layer to the inner layer is v1, v2, and v3.
Filter unit: Filters the information entering the memory space. The filter unit compares the input information with the information that exists in the outer concentric ring (i.e., the sensory memory space). When the distance between the input information and any information in the sensory memory space is within the tolerance distance, the input information can enter the memory space.
Compare and Merge unit: Screens the information in the shallow memory space and send the qualified information into the deep memory space. The specific process includes two operations: comparison and merging. Among them, the comparison operation simulates the associativity of the human brain, and the similarity is obtained by calculating the normalized Euclidean distance between the two pieces of information. The merging operation simulates the fuzziness of the human brain and realizes the fusion of information by calculating the average value of two or more pieces of information. There is one Compare and Merge unit between the outermost layer-the middle layer and the middle layer-the innermost layer, respectively.
Compare unit: Evaluates the similarity between the output information of each layer of memory space and the initial input information, ensuring that the most similar information to the initial input information is output. The specific process is the same as the comparison operation in the Compare and Merge unit.
Data Storage unit: Mainly used to store information. Each layer of concentric rings has multiple data storage units, including memorized data units and empty data units.
Window: Including input window, output window, and observation window. Three kinds of windows exist on each layer of the concentric ring. As the concentric ring rotates, any information will only appear in a specific window at any time. This simulates the uncertainty of human brain memory, that is, not all the stored information can be used at any time.
3.3 Workflow of MRM model
Figure 2 shows the workflow of the MRM model. The detailed process is as follows:
1) The filter unit evaluates whether the initial input information can enter the memory space. If it is permitted to enter, go to step (2). Otherwise, go to step (6);
2) The initial input information enters the sensory memory space and is named sensory input information. If there exists an empty data storage unit in the input window of the sensory memory space at the current moment, the sensory input information is directly stored in the corresponding unit. Otherwise, calculate the normalized Euclidean distance between the sensory input information and each piece of information in the input window, and merge it with the information with the smallest distance. At the same time, the normalized Euclidean distance between each information in the output window and the sensory input information is compared, and the information with the smallest distance will be let out as the sensory output information;
3) Use Compare and Merge unit to merge two or more pieces of information within the tolerance distance in the observation window of the sensory memory space. The merged information is fed into the short-term memory space, called short-term input information;
4) The process of inputting and outputting information in the short-term memory space is similar to step (2), and its output is called short-term output information;
5) Similar to step (3) and step (4), use Compare and Merge unit to merge two or more pieces of information within the tolerance distance in the observation window of the short-term memory space. Then input them into the long-term memory space, which is called long-term input information. At the same time, output long-term output information;
6) If there is no output in the three memory spaces, the initial input information is treated as the final output information. Otherwise, the distances between three output information and the initial input information are calculated separately, and the output information with the smallest distance from the initial input information is regarded as the final output information.
[image: Figure 2]FIGURE 2 | Workflow of the MRM model.
4 MRM-BASED CF TRACKER
After the establishment of the MRM model, we introduce it into the CF tracking framework and propose an MRM-based CF tracker.
4.1 CF tracking framework
A typical CF tracking framework mainly implements object tracking by repeating the detection-training-update process for each frame of the input image. When any frame of image is input, the search window of the current frame is first determined according to the predicted position in the previous frame, then the feature map of the search image is extracted. Next, the previously learned classifier is used to convolve the feature map to generate a response map. The position of the maximum value on the response map is regarded as the object position of the current frame. Finally, the classifier parameters are trained and updated according to the feature map at the current object position.
Let [image: image] be the position and size information of the object in the (t − 1)th frame of image, where [image: image] and [image: image] are the center coordinate of the tracking box, a and b are the width and height of the tracking box. Expand the tracking box to create a search window [image: image] for the tth frame of image, where ρ is the expansion factor.
Extract the deep convolution feature map in the search window of the tth frame image, and use xt to denote the cyclic shift of the feature map with size of M × N × D × L in the tth frame, where M, N, D, and L respectively represent the width, height, the number of channels and layer of the feature map. Then xt [d, l] represents the feature map of channel d in the lth layer of the tth frame of image, where d ∈ {1, … , D}, l ∈ {1, … , L}.
For the feature map of the lth layer, the corresponding classifier wt−1 [d, l] of the (t − 1)th frame image and the feature map xt [d, l] of the tth frame image are respectively subjected to Fourier transform, after the dot multiplication, sum along the channel, and the sub-response map ft [l] of this layer can be obtained through inverse Fourier transform, as shown in Eq. 1,
[image: image]
where [image: image] and [image: image] represent DFT (Discrete Fourier Transform) and inverse DFT, respectively, and ⊙ represents Hadamard product.
Then, take γl as the weight coefficient to add the sub-response maps ft [l] of all layers to get the total response map ft, as shown in Eq. 2,
[image: image]
The position of the maximum value in the total response map ft is the center position of the tracking box in the tth frame, as shown in Eq. 3,
[image: image]
where (m, n) ∈ {1, … , M}×{1, … , N}.
Create a training sample set [image: image] by cyclic shift at the object position [image: image] of the tth frame image. Each sample has a 2-D Gaussian label, which can be expressed by Eq. 4,
[image: image]
where (u, v) ∈ {1, … , M}×{1, … , N}, and ɛ represents bandwidth.
Next, the new classifier [image: image] of the lth layer in the tth frame image can be obtained by minimizing ℓ2 loss function of the output [image: image] and the corresponding Gaussian label yu,v, that is,
[image: image]
where λ is the regularization coefficient of ℓ2, and * represents the correlation operation, that is, the operation shown in Eq. 1.
It can be solved by DFT
[image: image]
where * represents conjugation, and ⊙ represents Hadamard product.
By performing the above operations on each frame of the input image, the position of the object in each frame will be obtained, and the classifier can be updated at the same time.
4.2 Design of MRM-based CF tracker
Two MRM models are introduced in the CF framework to form an MRM-based CF tracker, which enhances the classifier’s ability to resist the occlusion of objects and interference from similar objects.
Specifically, in the MRM-based CF tracker, when processing a new image, after the classifier training process in the conventional CF framework, the trained classifier is input into the MRM model and updated according to the MRM model update rules. Then a reliable classifier for the current frame will be output. This reliable classifier integrates the characteristics of similar classifiers stored in the MRM model, and can better deal with object occlusion and interference from similar objects in the tracking process. The overall framework of the proposed algorithm is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Pipeline of the MRM-based CF Tracker, the MRM model in the command channel gets the memory information update rule, and the follow channel updates the classifier in the CF tracker according to the rule, thereby improving the performance of the classifier.
On the other hand, considering that the classifier includes a large number of parameters, its update process in the MRM model includes many operations, which will lead to excessive calculations and affect the tracking speed. Therefore, we design a “Command-Follow” mechanism to update the classifier, as shown in Figure 3. In the command channel, send the histogram feature into an MRM model to get its update process. Then, in the follow channel, the classifier can be updated in another MRM model only according to the same update process, without participating in the calculation. Since the data amount of the histogram feature is usually much smaller than the classifier, the dynamic update of the classifier can be realized with less calculation.
The specific steps of the MRM-based CF tracker are as follows:
(1) Initialization: At the first frame, initialize the search window and the two MRM models in the command and follow channels. Then extract the histogram feature q1 and deep features x1 of the search window, and train a classifier W1 at the same time;
(2) Classifier updating: When tracking the tth (t > 1) frame image, first extract the histogram feature of the search window in the (t − 1)th frame qt−1. Then, update qt−1 with the MRM model in the command channel. According to the “Command-Follow” mechanism, the classifier Wt−1 can be updated with the same update process with the MRM model in the follow channel. Finally, a reliable classifier [image: image] will be obtained;
(3) Object locating: Extract the deep feature of the search window in the (t − 1)th frame image xt−1, and calculate the response map by Eq. 2. Then the object locating location of the tth frame image can be obtained by Eq. 3;
(4) Classifier training: Train the classifier to obtain the new classifier of the tth frame image Wt, as shown in Eqss 5, 6.
5 EXPERIMENT
5.1 Experiment setup
A PC (Intel (R) Xeon E5-2620 (2.10 GHz) × 2 CPU, NVIDIA Quadro P2000 GPU, 64 GB memory) is used to carry out a comparative experiment of the proposed tracker.
The comparative experiment is based on the OTB50 [8] dataset, including 50 image sequences, each of which has different attributes. These image sequence attributes are factors that easily occur in the tracking process and affect the tracking accuracy. There are 11 types, namely: Illumination Variation (IV), Out-of-Plane Rotation (OPR), Scale Variation (SV), Occlusion (OCC), Deformation (DEF), Motion Blur (MB), Fast Motion (FM), In-Plane Rotation (IPR), Out-of-View (OV), Background Clutter (Background Clutter, BC) and Low Resolution (LR). In addition, the specific parameter settings of the memory space of each layer in the comparison experiment are shown in Table 1, and the tolerance distance in the algorithm is set to 0.35.
TABLE 1 | Parameter settings of the MRM model.
[image: Table 1]The tracking precision and success rate were evaluated by precision plot and success plot, respectively.
The tracking precision is the percentage of frames whose estimated locations lie in a given threshold distance to ground-truth centers. By setting a series of different thresholds, the corresponding tracking precision values can be calculated to generate a curve, i.e., a precision plot. Generally, the value obtained when the threshold is 20 pixels is treated as the tracking precision of the tracker.
As for the success rate, let axdenote the area of the tracking box and bydenote the ground truth. An Overlap Score (OS) can be defined by OS = |a ∩ b|/|a ∪ b|OS = |x ∩ y|/|x ∪ y|where ∩ and ∪ are the intersection and union of two regions, and [image: image] counts the number of pixels in the corresponding area X. Afterward, a frame whose OS is larger than a certain threshold is referred to as a successful frame, and the ratios of successful frames at the thresholds ranging from 0 to one are plotted in success plots. Generally, the value when the threshold is 0.5 is used as the tracking success rate of the tracker.
5.2 Results
5.2.1 Overall performance
The proposed MRMCF is compared with 18 trackers, including CNN-SVM [37], MEEM [20], KCF [13], DSST [28], Struck [38], SCM [39], TLD [40], VTD [41], VTS [42], CCT [43], ASLA [44], LSK [45], PCOM [46] etc.
Figure 4 is the overall comparison results under one pass evaluation (OPE). For readability, only the first 10 trackers are plotted. It can be seen that the tracking precision of the proposed MRMCF reaches 89.4%, and the tracking success rate reaches 76.1%, which is higher than comparison trackers, indicating that the proposed tracker has better tracking performance.
[image: Figure 4]FIGURE 4 | OPE comparison results of the proposed tracker and the comparison methods on OTB50. (A) Precision plots, (B) Success plots.
Figure 5 shows some of the tracking results of the proposed tracker and comparison trackers including sequences coke, deer, football, freeman4, girl, lemming, and matrix of the OTB50 [8]. In order to show the tracking boxes more clearly, only the top five trackers are shown in the figure.
[image: Figure 5]FIGURE 5 | Part of tracking results of the proposed tracker and comparison trackers on the OTB50.
Sequence coke has six attributes, including IV, OCC, FM, IPR, OPR, and BC. In the early stage of the tracking process (#0050 and #0116), the object keeps moving smoothly, so all five trackers are able to track the object steadily. Then, the object rotates in frame #0210, and the tracking boxes of DSST and MEEM drifted. Next, the object is blocked by a plant in frame #0260, and the tracking boxes of DSST and CNN-SVM drifted greatly. In the end, the object reappeared in frame #0270, while DSST, MEEM, and KCF could not find the object back;
Sequence deer has five attributes, including MB, FM, IPR, BC, and LR. Similarly, in the early stage, the five trackers all performed well (#0010). In the following tracking process, due to the fast movement of the object and the interference of similar objects, KCF lost the object in frames #0030, #0036, and #0050, DSST lost the object in frame #0030 and #0040, and the tracking box of MEEM has a small drift in #0040;
Sequence football has four attributes, including OCC, IPR, OPR and BC. In the beginning, all five trackers can track the object well (#0100). With the rapid movement of the object, the tracking boxes of DSST, MEEM, and KCF drifted (#0200). Due to the interference of similar objects, the tracking boxes of DSST, MEEM, CNN-SVM, and KCF have drifted (#0283 and #0290). Then, in frame #297, DSST, CNN-SVM, and KCF lost their targets, while the proposed MRMCF was not disturbed, maintaining good tracking performance.
Sequence freeman4 has four attributes, including SV, OCC, IPR, OPR. Due to the object being occluded, object rotation, and other factors, the tracking boxes of the comparison trackers have drifted to different degrees. For example, in frame #0080, MEEM and KCF drifted, in frame #0150, DSST, CNN-SVM and KCF drifted, and MEEM drifted in a smaller range, and in frame #0270, all four comparison trackers drifted. Meanwhile, the proposed MRMCF maintained a good tracking result throughout the tracking process;
Sequence girl has four attributes, including SV, OCC, IPR and OPR. In the early stages, all the five trackers have good tracking performance, only DSST has a small range of drift (#0300 and #0420). When interfered with by a similar object, KCF, DSST, MEME, and CNN-SVM are affected. Among them, the tracking frame of KCF has a large drift, while DSST, MEME, and CNN-SVM have a small drift (#0438). With time, the tracking box of DSST also drifted widely (#0470 and #0490). In the whole process, the proposed MRMCF can achieve stable tracking without being disturbed by a similar object;
Sequence lemming has six attributes, including IV, SV, OCC, FM, OPR, and OV. Similarly, in the early stages of the tracking process, all five trackers perform well (#0200). When the object rotates in frame #0370, the tracking boxes of DSST, MEEM, and KCF all drift in a small range. Later, as the object moved quickly, DSST and KCF lost the object, and the tracking boxes of CNN-SVM and MEEM also drifted (#0382 and #0776). In frame #1070, the posture and scale of the object changed, and the tracking boxes of the five trackers could not fully contain the object, while the position of the tracking box of the proposed MRMCF is relatively accurate;
Sequence matrix has seven attributes, including IV, SV, OCC, FM, IPR, OPR, and BC. In frame #0021, DSST, CNN-SVM, and KCF lost the object, and MEEM drifted in a small range. In frame #0024, DSST, CNN-SVM, and KCF lost their targets. In frame #0047, CNN-SVM also lost the target, while DSST, MEEM, and KCF drifted in a small range. In frame #0084, all trackers lost the target due to the rapid movement of the object. While in the following frame #0086, the proposed MRMCF retrieved the object again.
In summary, for the above-mentioned typical sequences, the proposed MRMCF tracker shows better performance.
5.2.2 Attribute-based evaluation
For detailed analyses, an attribute-based evaluation in OTB50 is also conducted. The Area Under Curve (AUC) scores of MRMCF and the comparison trackers under 11 image sequence attributes are shown in Table 2. The results demonstrate that MRMCF performs well on most attributes, especially on occlusion, scale variation, illumination variation, background clutter, and out-of-plane rotation, etc.
TABLE 2 | AUC values of success plot corresponding to each attribute (%), the highest values are highlighted in bold.
[image: Table 2]5.3 Ablation studies
We performed an ablation analysis for different MRM structures. As shown in Figure 1, the proposed MRM consists of three rings, representing the sensory, short-term and long-term memory space, respectively. In the ablation analysis, we take the CF tracker without the MRM model as the baseline tracker and compared it with three different MRM models with the following configurations: the MRM model including only the outer ring, the MRM model including the outer and middle rings and the MRM model including three rings (i.e. the proposed MRMCF), the results shown in Figure 6.
[image: Figure 6]FIGURE 6 | OPE comparison results of trackers with different configuration MRM models on OTB50. (A) Precision plots, (B) Success plots.
As shown in Figure 6, compared with the baseline tracker, the performance of the tracker incorporating the MRM model has improved. Moreover, the improvement of the tracker performance is limited by the incomplete MRM model, while the performance improvement of the tracker with the complete MRM model is very obvious.
5.4 generality analysis
The MRM model proposed in this paper is a relatively independent module in the whole tracker, which is mainly used to strengthen the connection with the previous classifier in the update process in the CF tracking framework. In most tracking-by-detection visual tracking methods, the classifier or object template update process is involved, so the proposed MRM model can be added to the update process of these trackers. Through reasonable parameter settings, performance improvement such as anti-occlusion similar to the tracker proposed in this paper can be finally achieved.
6 CONCLUSION
In this paper, an MRMCF tracker is proposed. Firstly, an MRM model based on the memory mechanism of HVS is established. By introducing the MRM model into the CF framework, the MRMCF tracker is formed, which realizes the dynamic update of CF classifier parameters. Under conditions such as occlusion or similar interferences, MRMCF can extract the reliable classifier parameters stored in the memory space of the MRM model to relocate the object, thereby achieving accurate object tracking. The experimental results based on the OTB50 show that compared with the comparison trackers, the proposed MRMCF has advantages in tracking precision and success rate, especially under various challenging conditions such as object occlusion and image clutter.
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In this paper, a novel refractive index sensor based on photonic crystal fiber and Sagnac ring is studied. The sensor adopts Mach-Zehnder interference principle. The production and experimental steps are as follows: The first step is to fuse the single-mode fiber with the photonic crystal fiber to form a basic sensing unit. The second part uses the coupling birefringence effect of the tapered coupler to fold and fuse the single-mode fiber together to form the Sagnac interferometer. Through this structure, the sensor has the characteristics similar to the polished photonic crystal fiber sensor, while the fabrication complexity is greatly reduced. The refractive index sensing capability and temperature stability of the two structures are analyzed experimentally. Simulation results show that the structure has high birefringence effect. Experimental results show that the proposed photonic crystal fiber combined with Sagnac ring sensor has good sensing performance in the refractive index range of 1.3355–1.3560. Compared with the sensor structure without Sagnac ring, the performance is greatly improved, the maximum sensitivity is up to 234 nm/RIU, and it has good temperature stability. The sensor has the advantages of miniaturization, high integration and high sensitivity, and can be used in industry, chemical detection, agriculture and other fields.
Keywords: photonic crystal fiber, Sagnac ring, refractive index sensor, high birefringence, temperature sensor
INTRODUCTION
Optical fiber sensor is different from traditional electrical sensor, the complex mechanical structure is replaced by optical fiber [1–3]. Fiber optic sensors are widely used in strain, temperature, refractive index and other parameters measurement because of their small size, anti-electromagnetic interference and high speed [4–6]. As one of the basic physical parameters, refractive index has important applications in the fields of medicine, biochemistry and life science [7–9]. Optical fiber refractive index sensor is the basis of optical fiber sensor. An excellent fiber refractive index sensor can be extended to other fields of sensing detection. If it is extended to the temperature detection field, only temperature-sensitive materials need to be coated in the sensing area. Extending to the field of humidity detection only requires coating the sensing area with moisture-sensitive material. Therefore, it is very important to propose a kind of fiber refractive index sensor with good performance [10–12].
At present, fiber optic devices used for sensing mainly include fiber Bragg grating, long period grating and Mach-Zehnder interferometer based on special fibers [13–16]. Vanita et al. designed a fiber refractive index sensor with a sensitivity of 197.33nm/RIU through malposition fusion mach-zehnder structure [17], but this structure has the disadvantage of low mechanical strength. In 2021, Zheng et al. proposed three kinds of fiber fusion interference structures, with the sensitivity reaching 101.996 nm/RIU [18]. But it is very difficult to manufacture. Abdul-jabbar et al. designed a fiber refractive index sensor in 2021 based on Fabry-Perot principle, with a sensitivity of 34.338nm/RIU [19]. However, due to the characteristics of the structure, it is greatly affected by temperature. PCF is also a hot topic in optical fiber sensing [20]. But at present, most photonic crystal fiber sensors are only studied in the simulation range [21]. In the research of photonic crystal fiber sensor, the performance of polished PCF sensor is higher than that of ordinary PCF sensor due to its high birefringence [22], but it is difficult to manufacture in practical experiment.
In order to solve the above problems, we put forward a new scheme. In this study, a Sagnac ring was added into the sensing structure of traditional single-mode fiber (SMF) and PCF, and a novel refractive index sensor was fabricated by using the cone-region coupling and the evanescent field superposition effect at the interference region of PCF. The Sagnac ring structure has a high birefringence characteristic even without polishing because the two beams travel in opposite directions and have inconsistent optical paths. The performance of Sagnac combined with PCF was compared with that of conventional SMF-PCF-SMF. The experimental results show that the sensitivity reaches 234.78252 nm/RIU in the refractive index 1.3355-1.3560 range.
SENSOR MANUFACTURING AND PRINCIPLE ANALYSIS
SMF-PCF-SMF structure is a basic refractive index sensor unit that achieves Mach-Zehnder interference principle through fiber core mismatch. The structure is shown in Figure 1. In this paper, the refractive index sensing ability and temperature stability of SMF-PCF-SMF structure were measured first. The experimental device is shown in Figure 1. The two ends of single-mode fiber are respectively connected with broadband light source (ASE) and spectrum analyzer (OSA).
[image: Figure 1]FIGURE 1 | Single-mode fiber—PCF- Single-mode fiber structure diagram.
Next, we will remove the coating layer of the single-mode fiber on both sides, and stack them together, and put them into the fiber fusion taper platform. We operate a computer to control the length of the pull-out cone. In the pull-out process, the waveguides of two optical fibers are coupled and the light in one waveguide begins to affect the square distribution of the waveguides in the other fiber. A fused tapered Sagnac ring with a coupling length of 25 mm is formed and the tapered region is encapsulated. The structure of the Sagnac ring is shown in Figure 2, and which shows the instrument and method for manufacturing and testing. After the light signal is emitted by the broadband light source, the beam is evenly divided into two beams of equal intensity from both directions to the PCF by the fused tapered coupler. At this time, PCF and the pull cone area act together to form the sensing unit. Compared to Figure 1, there is an increased phase delay of π/2 when light passes through the coupler. In addition, due to the structure of PCF, the light source at PCF enters the cladding and produces interference, and the spectrum at this time can be measured by OSA.
[image: Figure 2]FIGURE 2 | Sagnac interferometer sensor structure diagram.
Figure 3 shows the simulation results of mode refractive index and electric field distribution of the two parts of the structure used in this paper. Figure 3A part of photonic crystal fiber, Fig in the section for the refractive index of the two models, the red arrow for the direction of the electric field, electric field can be seen from the simulation results, under the condition of without considering manufacture error, we use the PCF structure of the odd and even mode refractive index are the same, there is no double refraction phenomenon. In Figure 3B, it can be seen that the refractive index values of the two modes in the pull-cone coupling part are different, indicating obvious birefringence phenomenon. It can be inferred that the proposed structure should have higher sensitivity than the simple PCF sensor.
[image: Figure 3]FIGURE 3 | Optical fiber mode refractive index simulation and electric field diagram. (A) Partial refractive index simulation and electric field diagram of PCF. (B) Partial refractive index simulation and electric field diagram of tapered coupler.
Ignoring the insertion loss in the Sagnac ring, the transmittance T of the injected Sagnac interferometer is [23]:
[image: image]
In the experimental structure designed by us, light first excites even and odd modes through the cone region. Even mode and odd mode form interference in the coupling region of the taper. Due to the birefringence effect in the coupling region, the superposition of two interference spectra with different polarities and different interference periods can be obtained at the output end. At this point, the phase difference between even mode and odd mode can be expressed as [24]:
[image: image]
[image: image]
Where, L is the length of the draw-cone 25mm, [image: image] and [image: image] are the effective refractive index of even and odd modes. [image: image], [image: image] represents the birefringence coefficients of even mode and odd mode in the waveguide respectively. The [image: image] is the wavelength of incident light. Due to the structural characteristics of Sagnac ring, the two beams propagate in opposite directions, and the phase difference between even mode and odd mode is [25]:
[image: image]
Where, B is the birefringence coefficient, specifically, B = [image: image]-[image: image].
When the light beam reaches the mismatch region of PCF core, the light of the core is excited to the cladding layer, and the light in the cladding layer is coupled with the light in the core. When the external environment changes, the optical diameter difference between the cladding transmission light and the fiber core transmission light changes, and the phase difference is [26]:
[image: image]
In this formula, x is the wavelength of the working light wave, Z is the total length of PCF, 20 mm in this paper, neff = N1-N2 is the refractive index of the fiber core, and N2 is the refractive index of the cladding. The total phase difference of the structure in Figure 2 is [image: image]. In this paper, ethanol fusion deionized water (hereafter referred to as solution) was used as the test solution and the temperature stability of the structure in air was analyzed.
EXPERIMENTAL MEASUREMENT AND DISCUSSION OF REFRACTIVE INDEX SENSOR
First of all, we carried out the fusion of single-mode fiber-PCF-single-mode fiber. After the fusion, a basic Machzand structure sensing unit was formed and tested.
We first put the sensor unit into solutions with different refractive indexes at room temperature of 24°C. For the accuracy of the experiment, eight solutions with different concentrations were conFigd for comparison. And after this measurement, the sensor unit is cleaned with deionized water and put into the next solution after drying. As can be seen from Figure 4A, with the increase of refractive index of solution (1.3355-1.3560), the spectrum appeared red-shift. The principle of this structure is the Mach-Zehnder interference caused by core mismatch caused by connecting single mode fiber and photonic crystal fiber. When the refractive index of solution changes, the coupling effect of single-mode fiber and PCF changes. The spectrum drifts. Subsequently, we performed a fitting analysis on dip1 and dip2 in Figure 4B, and it was clear that the sensitivities reached 53.48587nm/RIU and 90.93913nm/RIU, respectively, with R2 saying 0.96102 and 0.95503. Experimental results show that the sensor using photonic crystal fiber has good refractive index sensitivity. However, when the refractive index of the solution increases further, the spectral shape changes, so we do not analyze the higher refractive index.
[image: Figure 4]FIGURE 4 | SMF-PCF-SMF Index sensor performance diagram. (A) Interference spectrum. (B) Fitting diagram.
Next, we measured the temperature sensitivity of the sensor in the air, and the experimental device was a blast drying oven and a thermometer. In order to ensure the accuracy of measurement, we kept the same temperature for 20 min and then extracted the spectrum. It can be seen from Figure 5A that when the sensor unit detects the temperature in the air, the first trough of the spectrum becomes smaller, while the second trough remains unchanged. When the temperature rises (20–80°C), the wavelength is red-shifted, and we fit the dip. It can be clearly seen from Figure 5B that the temperature sensitivity of the sensing unit is 19.54 p.m./°C, and R2 is 0.73366. The results show that the sensor is not suitable for temperature sensing, and the temperature sensitivity is far less than the refractive index sensitivity, which shows that the temperature stability of the sensor is very good.
[image: Figure 5]FIGURE 5 | SMF-PCF-SMF Temperature sensor performance diagram. (A) Interference spectrum. (B) Fitting diagram.
Next, the two sides of single-mode fiber are fused and tapered to form Sagnac structure. The same refractive index and temperature sensing experiments were carried out. It can be seen from Figure 6A that when the refractive index of solution increases, the spectrum also occurs red shift. Different from the above structure, there are two Mach-Zehnder interferences in this structure, respectively in the part of the tapered coupler and the part of the single mode and photonic crystal junction. In addition, light is split through the tapered coupler, and there is a certain optical path difference causing the second Mach-Zehnder interference with birefringence effect. Dip1 and dip2 are relatively obvious regions where wavelength drift can be distinguished. And it has good linearity. The peak on the side can also be used. In fact, there is little difference in sensitivity, but there is some deformation near the peak of high wavelength, so it is not possible to accurately judge which one is the correct peak. Dip is chosen for all. The fitting analysis of dip1 and dip2 shows that the refractive index sensitivity reaches 204.13572 nm/RIU and 234.78252 nm/RIU, respectively, which increases significantly compared to the sensor structure without Sagnac. And R2 reached 0.98563 and 0.98431, respectively, proving that Sagnac structure of the sensor performance is superior.
[image: Figure 6]FIGURE 6 | Sagnac interference structure refractive index sensor performance diagram. (A) Interference spectrum. (B) Fitting diagram.
Figure 7 shows the temperature sensing performance of Sagnac structure. It can be seen that when the object to be measured is room temperature, the spectrum becomes smooth. As the temperature rises, the spectrum also appears red shift, but the displacement amplitude is smaller than that of Sagnac free structure, which is contrary to the case of refractive index sensor. Through our analysis, this is because when the Sagnac ring is formed, the internal loss of the structure increases. Therefore, although the refractive index sensitivity increases, the temperature sensitivity with smaller change decreases due to the loss. Figure 7B shows that the temperature sensitivity of Sagnac structure is 2.48 p.m./°C and 1.21 p.m./°C, and R2 is 0.91092 and 0.61781, respectively. The experimental results show that the structure is not suitable for temperature sensing because of its weak temperature sensing. It is also proved that the structure has high temperature stability.
[image: Figure 7]FIGURE 7 | Temperature sensing performance diagram of Sagnac interference structure. (A) Interference spectrum. (B) Fitting diagram.
As can be seen from the comparison in Table 1, the refractive index sensing ability of the sensor structure designed by us is better than that of some other optical fiber sensors published in recent years within similar sensing range, and is less affected by temperature. We selected and compared the experimental papers published in recent years, and the difficulty of the process is similar to this experiment. Some are difficult to verify by repeated experiments, require very high technological level and pure simulation sensors are not in the range of comparison. The structure is also less difficult to make. In general, it can be regarded as excellent among the experimental fiber sensor papers published in recent years.
TABLE 1 | Compared with the experimental data of optical fiber sensor published in recent years.
[image: Table 1]CONCLUSION
This paper presents a PCF refractive index sensor with Sagnac ring structure. Through simulation analysis, it is proved that the structure has high birefringence effect and strong evanescent field, and it is speculated that it has higher sensing ability. We experimentally analyzed the sensitivity and temperature stability of refractive index measurement, and compared it with Single-Mode Fiber-PCF-Single-Mode Fiber. Experimental results show that Sagnac ring structure can enhance the refractive index sensitivity and reduce the influence of temperature on the sensor. The maximum refractive index sensitivity was 234.78252 nm/RIU in the refractive index range 1.3355–1.3560.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
Conceptualization, ZL and HL; methodology, ZZ; validation, ZL and ZZ; formal analysis, ZZ; investigation, ZL and ZZ; resources, ZL; data curation, ZZ; writing—original draft preparation, ZZ; writing—review and editing, ZL; visualization, HL; supervision, ZL; project administration, ZL; funding acquisition, ZL All authors have read and agreed to the published version of the manuscript.
FUNDING
This work was supported by the National Natural Science Foundation of China (grant number 52102164).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 1. Li L, Wang Z, Ma Q, Wang M, Wu Q Chen H, et al. Sagnac ring humidity sensor with a melting cone based on graphene properties. IEEE Sens J (2021) 21(14), 16061–5. doi:10.1109/jsen.2021.3075443
 2. Barnes J, Li S, Goyal A, Abolmaesumi P, Mousavi P, Lock HP. Broadband vibration detection in tissue phantoms using a fiber fabry-perot cavity. IEEE Trans Biomed Eng (2018) 65(4):921–7. doi:10.1109/tbme.2017.2731663
 3. Zhang Z, Zhang F, Xu B, Xie H, Fu B Lu X, et al. High-sensitivity gas detection with air-lasing-assisted coherent Raman spectroscopy. Ultrafast Sci (2022) 2022:1–8. doi:10.34133/2022/9761458
 4. Li X, Zhang H, Qian C, Ou Y, Shen R, Xiao H. A new type of structure of optical fiber pressure sensor based on polarization modulation. Opt Lasers Eng (2020) 130:106095. doi:10.1016/j.optlaseng.2020.106095
 5. Chen Y, Wan H, Chen Q, Zhou Q, Zhang Z. High sensitivity optical fiber temperature sensor based on rare-earth-doped double-fiber peanut. 中国激光 (2020) 47:0110001. doi:10.3788/cjl202047.0110001
 6. Pathak AK, Rahman ABM, Singh VK, Kumari S. Sensitivity enhancement of a concave shaped optical fiber refractive index sensor covered with multiple Au nanowires. Sensors (2019) 19(19):4210. doi:10.3390/s19194210
 7. Eryurek M, Karadag Y, Ghafoor M, Bavili N, Cicek K, Kiraz A. Liquid refractometric sensors based on optical fiber resonators. Sensors Actuators A: Phys (2017) 265:161–7. doi:10.1016/j.sna.2017.08.019
 8. Fan X, White IM, Shopova SI, Zhu H, Suter JD, Sun Y. Sensitive optical biosensors for unlabeled targets: A review. Analytica Chim Acta (2009) 620(1-2):8–26. doi:10.1016/j.aca.2008.05.022
 9. Baldini F, Brenci M, Chiavaioli F, Giannetti A, Trono C. Optical fibre gratings as tools for chemical and biochemical sensing. Anal Bioanal Chem (2012) 402(1):109–16. doi:10.1007/s00216-011-5492-3
 10. Duan L, Yang X, Lu Y, Yao J. Hollow-fiber-based surface plasmon resonance sensor with large refractive index detection range and high linearity. Appl Opt (2017) 56:9907–12. doi:10.1364/ao.56.009907
 11. Gao X, Ning T, Zhang C, Xu J, Zheng J Lin H, et al. A dual-parameter fiber sensor based on few-mode fiber and fiber Bragg grating for strain and temperature sensing. Opt Commun (2020) 454:124441. doi:10.1016/j.optcom.2019.124441
 12. Fu Y, Cao J, Yamanouchi K, Xu H. Air-Laser-based standoff coherent Raman spectrometer. Ultrafast Sci (2022) 2022:1–9. doi:10.34133/2022/9867028
 13. Ma YF, Feng W, Qiao SD, Zhao ZX, Gao SF, Wang YY. Hollow-core anti-resonant fiber based light-induced thermoelastic spectroscopy for gas sensing. Opt Express (2022) 30(11):18836–44. doi:10.1364/oe.460134
 14. Polito D, Arturo Caponero M, Polimadei A, Saccomandi P, Massaroni C Silvestri S, et al. A needle-like probe for temperature monitoring during laser ablation based on FBG: Manufacturing and characterization. J Med Devices (2015) 9(4):1590–4.
 15. Poletti F, Petrovich MN, Richardson DJ. Hollow-core photonic bandgap fibers: Technology and applications. Nanophotonics (2013) 2:315–40. doi:10.1515/nanoph-2013-0042
 16. Bhardwaj V, Kishor K, Vinod Kumar S. Experimental and theoretical analysis of connector offset optical fiber refractive index sensor. Plasmonics (2017) 12(6):1999. doi:10.1007/s11468-016-0473-1
 17. Qiao SD, Sampaolo A, Patimisco P, Spagnolo V, Ma YF. Ultra-highly sensitive HCl-LITES sensor based on a low-frequency quartz tuning fork and a fiber-coupled multi-pass cell. Photoacoustics (2022) 27:100381. doi:10.1016/j.pacs.2022.100381
 18. Yuanyuan Z, Xiaozhan Y, Wenlin F, Wei F. Optical fiber refractive index sensor based on SMF-TCF-NCF-SMF interference structure. Optik - Int J Light Electron Opt (2021) 226:165900. doi:10.1016/j.ijleo.2020.165900
 19. Nisreen A-J, Kadhim Shehab A, Naseef Intisar A. Characterization study of optical fiber refractive index sensor based on fabry-perot interferometer. J Phys Conf Ser (2021) 1963:1. doi:10.1088/1742-6596/1963/1/012052
 20. Liu C, Su W, Wang F, Li X, Yang L Sun T, et al. Theoretical assessment of a highly sensitive photonic crystal fibre based on surface plasmon resonance sensor operating in the near-infrared wavelength. J Mod Opt (2018) 66:1–6. doi:10.1080/09500340.2018.1508776
 21. Zhang S, Li J, Li S. Design and numerical analysis of a novel dual-polarized refractive index sensor based on D-shaped photonic crystal fiber. Metrologia (2018) 55:828–39. doi:10.1088/1681-7575/aae757
 22. Zhang ZW, Shen T, Wu HB, Feng Y, Wang X. Polished photonic crystal fiber refractive index sensor based on surface plasmon resonance. J Opt Soc Am B (2021) 38(12):F61–F68. doi:10.1364/josab.433726
 23. Li X. G., Nguyen L. V., Zhao Y., Ebendorff-Heidepriem H., Warren-Smith S. C.High-sensitivity Sagnac-interferometer biosensor based on exposed core microstructured optical fiber. Sensors Actuators B Chem[J] (2018) 269:103–109. doi:10.1016/j.snb.2018.04.165
 24. Hao JQ, Han BC. Highly sensitive tapered optical fiber coupler-based gas refractive index sensor enhanced by the Vernier effect. Opt. Eng. (2020) 59 (6):066102. doi:10.1117/1.OE.59.6.066102
 25. Yang F, Wu Y.J, Shi J, Yang K, Xu W Guo C.J, et al. Curvature sensor based on fiber ring laser with Sagnac loop. Opt Fiber Tech (2020) 60:102341. doi:10.1016/j.yofte.2020.102341
 26. Liu Q, Li S-G, Chen H. Enhanced sensitivity of temperature sensor by a PCF with a defect core based on Sagnac interferometer. Sensors and Actuators B: Chemical[J] (2018) 254. doi:10.1016/j.snb.2017.07.120
 27. Zeng H, Shen C, Lu Y, Liu H, Dong X, Li C. Refractive index sensor based on polarization maintaining fiber Machzand interference combined with fiber Bragg grating [J]. Chin J sensors actuators (2015) 28(11):1727–31. 
 28. Gao P, Zheng X, Liu Y, Wang Z. J Shenyang Normal Univ (Natural Science) (2021) 39(06):506–10.
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Liu, Li and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 03 October 2022
doi: 10.3389/fphy.2022.1020376


[image: image2]
Correcting the light extinction effect of fly ash particles on the measurement of NO by TDLAS
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The measurement of nitric oxide (NO) concentration in power plant flue gas by tunable diode laser absorption spectroscopy (TDLAS) is susceptible to fly ash particles. The presence of fly ash particles causes laser intensity fluctuations and leads to the second harmonic (2f) signal amplitude changes. In this manuscript, we analyzed the influence of particles on the 2f signal and corrected the measurement error of NO concentration by the wavelength modulation-second harmonic (WMS-2f) technique. Specifically, the 2f signal error caused by quartz sand and fly ash particles were measured, and the exponential function representing the peak-to-peak error of the 2f signal was obtained by fitting. Finally, the peak-to-peak value of the 2f signal and the NO concentration were corrected according to the exponential function. After correction, the NO concentration error under the fly ash influence (the particle size in the range of 10–200 μm and the mass concentration is less than 18.26 g/m3) was no more than 2%. This correction method effectively improves the measurement accuracy of NO concentration by the WMS-2f technique in the fly ash environment.
Keywords: TDLAS, wavelength modulation, particles, extinction effect, NO concentration, error correction
INTRODUCTION
Nitrogen oxide (NOX) is an important air pollutant [1], and its primary source of emissions is coal-fired power plants. The main component of NOx in flue gas is nitric oxide (NO). Various optical techniques have been widely used in gas pollutant monitoring [2, 3]. In daily operation, the continuous emission monitoring system (CEMS) of flue gas is used to online monitor the NO emission concentration. Currently, the in-situ method is one of the primary forms of the CEMS system [4]. This method refers to directly measured in the flue, enables to obtain actual values more easily of flue gas concentrations, and has a short response time [5]. However, the environment in the flue is complex, and the mass concentration of fly ash is relatively high. The extinction effect caused by scattering and absorption by fly ash particles will greatly influence the detection of NO and other components concentration by optical technique [6].
TDLAS is one of the main measurement techniques of NO concentration in flue gas at present [7], including direct absorption spectroscopy (DAS) and wavelength modulation spectroscopy (WMS). DAS is susceptible to interference from low-frequency noise, and its detection sensitivity is limited. WMS can effectively restrain low-frequency noise by superimposing a high-frequency modulation signal on the basic low-frequency scanning signal and demodulating it at high frequency [8–11]. WMS technique has a high detection sensitivity, which can reach 10−5–10–6. It is widely used for trace gas detection, such as in industrial process control [12], environmental monitoring [13], and pathology diagnosis [14]. The peak value of the second harmonic (2f) signal of demodulated WMS signal corresponds to the central frequency of the gas absorption line, and the 2f signal has a larger amplitude than the higher-order harmonics. Therefore, it is suitable for gas concentration inversion. It was demonstrated that when the absorption is small, the 2f signal amplitude changes approximately linearly with gas concentration at constant laser intensity, absorption path, and modulation parameters [15, 16]. The target gas concentration can be directly calculated by comparison with the 2f signal amplitude of the standard gas. This method is referred to as the wavelength modulation-second harmonic (WMS-2f) technique and was widely implemented in industrial equipment.
However, the stability of laser intensity must be guaranteed to calculate gas concentration using the WMS-2f technique reliably. If the laser intensity fluctuates, the amplitude of demodulated 2f signal accordingly changes. Attenuation of laser intensity by non-gas absorption introduces errors to the calculated values of gas concentration, which limits the application of the WMS-2f technique in environments with drastic laser intensity fluctuation [17]. In particular, the laser intensity is inevitably affected by the extinction effect of fly ash during the in-situ measurements in coal-fired power plants’ flue, which results in small measurement values. Eliminating the influence of fly ash on calculated values of flue gas component concentrations is a difficult problem. Some researchers have proposed using a laser intensity reference signal to eliminate the effect of laser intensity fluctuation. The reference signals can be the filtered laser intensity signal or the first harmonic (1f) signal [18]. Although this method can somewhat eliminate the influence of laser intensity fluctuation, its calculation program is complicated. Moreover, drastic changes in laser intensity and electronic noise in the demodulation process can also result in some errors. Wang et al. discussed the effect of particles on the 2f signal based on the TDLAS technique. They used the transmitted laser intensity to calibrate the 2f signal to solve the problem of particle interference with gas measurements. A concentration of 20% carbon dioxide was measured, and the calibrated 2f peak error was less than 5% [19].
In order to eliminate the particle’s influence on the NO concentration measurement, we analyze the effect of particle mass concentration and particle size on the 2f signal. The law revealed can be used to correct NO concentration errors directly. This method is different from that of measuring laser reference intensity. Direct research on error sources can effectively improve the measurement accuracy of NO concentration in the particulate environment and simplify the computing system. The peak-to-peak error of the 2f signal caused by quartz sand and fly ash was measured in the manuscript. The error was normalized and fitted by the exponential function. Finally, the calculation error of NO concentration was corrected using the error exponential fitting function and the standard gas calibration function.
CORRECTION METHOD
As mentioned above, when measuring NO in the flue gas environment with particles, it is the fundamental guarantee for accurate measurement to determine the extinction effect of particles and correct the measurement signal. The correction flow chart is shown in Figure 1.
[image: Figure 1]FIGURE 1 | Correction flow chart of the peak-to-peak value of 2f signal and gas concentration.
As shown in Figure 1, the error exponential fitting function needs to be obtained in advance before correction. In the online measurement, as long as we correct the error of the 2f signal and the gas concentration according to the fitting function. The detailed principle is described as follows.
Due to scattering and absorption of particles, the laser intensity passing through a medium containing particles will attenuate. The attenuation degree is directly related to particles’ mass concentration and particle size. According to the Beer-Lambert law, when a monochromatic parallel light with intensity [image: image] is incident on a medium containing uniformly distributed particles, the relationship between the transmitted laser intensity [image: image] and [image: image] is as follows [20]:
[image: image]
where [image: image] is the medium turbidity. In a simple model, if the scattering medium contains [image: image] spherical particles with a diameter [image: image] per unit volume, [image: image] can be expressed as follows:
[image: image]
where [image: image] is the light-facing area of a particle, [image: image] is the extinction coefficient, and [image: image] can be calculated according to the Mie scattering theory [21, 22], [image: image], where [image: image] is called the dimensionless parameter, and [image: image] and [image: image] are the Mie coefficients, respectively. Substitution of Eq. 2 into Eq. 1 with subsequent transformation results in the following expression for the difference between the incident laser intensity and the transmitted one:
[image: image]
For uniform particles of the same size, the relationship between their number concentration N and mass concentration [image: image] is expressed as [image: image], where [image: image] is the particle density. It can be seen from this expression that at constant values of particle density and average particle size, their mass concentration is proportional to the number concentration. Substituting [image: image] into Eq. 3 and normalizing by the incident laser intensity, the following expression for the difference of normalized light intensities to the particle mass concentration was obtained:
[image: image]
The effect of stable and uniformly distributed particles on the scattering and absorption of laser is constant. Therefore, the extinction effect caused by different mass concentrations of particles was measured through experiments and was fitted using Eq. 4. From this, the law describing the dependence of the extinction effect on particle mass concentration can be obtained. This law can be used to correct the measurement error of laser intensity at different mass concentrations of particles.
There are many ways to measure the laser intensity change, including direct and indirect measurements. Although the device for directly measuring the laser intensity is simple, it is necessary to keep the laser power stable, and it is difficult to avoid the interference of low-frequency noise, which will introduce significant errors [23]. TDLAS technique often measures gas concentration by scanning wavelength and also indirectly obtains the change in laser intensity. Noteworthily, correcting laser intensity changes can improve the TDLAS technique accuracy for measuring gas concentrations.
According to the Beer-Lambert law, when a laser beam of frequency [image: image] and intensity [image: image] passes through a gas sample, the transmitted laser intensity [image: image] can be expressed as follows [24]:
[image: image]
where [image: image] is the intensity of the characteristic spectral line of the gas, [image: image] is the lineshape function of the absorbed spectral line, which is described here by the Voigt function, [image: image] is the total pressure of the gas, [image: image] is the volume concentration of the gas to be measured, and [image: image] is the transmission distance of laser in the gas medium, respectively. When the central laser frequency [image: image] is modulated by a sine wave with an angular frequency ω, the instantaneous laser frequency [image: image] can be expressed as follows [25, 26]:
[image: image]
where [image: image] is the modulation amplitude. Taking into account the characteristics of distributed feedback laser (DFB), it is known that if the laser frequency is modulated, its intensity is modulated as well. The instantaneous laser intensity passing through the gas sample can be expressed by the cosine Fourier series of [image: image]:
[image: image]
where [image: image] are the different harmonic components, which can be measured by a lock-in amplifier:
[image: image]
Here, [image: image], and [image: image] is the light absorption coefficient, respectively. For trace gases [image: image], so Eq. 8 can be approximated as follows:
[image: image]
It can be seen from Eq. 9 that each harmonic component is proportional to the gas concentration. In practical measurements, the gas concentration is often calculated using the peak-to-peak value of the 2f signal. At the same time, the 2f peak-to-peak value is proportional to the laser intensity. When the laser intensity decreases by non-gas absorption, the 2f peak-to-peak value also decreases. Eq. 4 can be further expressed as follows:
[image: image]
where [image: image] and [image: image] are the 2f peak-to-peak values in the presence and absence of fly ash, respectively. Under the condition of known mass concentration of fly ash [image: image], the reduction of 2f peak-to-peak value by fly ash extinction is expressed as [image: image]. Assuming that the response of the 2f peak-to-peak value to the gas concentration in the absence of fly ash in a particular system is [image: image], the actual gas concentration can be expressed as follows:
[image: image]
where [image: image] and [image: image] are the slope and the intercept of the linear response function of 2f peak-to-peak value to gas concentration, respectively. Using Eq. 11 to correct the gas concentration can eliminate the measurement error of gas concentration caused by the extinction of fly ash particles.
EXPERIMENTAL SETUP
In order to verify the feasibility and accuracy of the above correction method, we designed and built an experimental system. Firstly, we selected the absorption line of NO located at 1929.02 cm−1 as the target detection line, corresponding to a wavelength of 5.184 μm. Figure 2 shows the distribution of NO absorption lines between 1.5 and 5.5 μm. It can be seen that the absorption linestrength near 5–5.5 μm for NO is stronger. In particular, there are six very close absorption lines of NO at 5.184 μm, and they work together to produce a larger absorption peak, as shown in the black shaded area in Figure 2B.
[image: Figure 2]FIGURE 2 | NO absorption lines distribution between (A) 1.5–5.5 μm. (B) 5.175–5.19 μm (From HITRAN Database).
The main components of the experimental system were the laser, the fly ash unit (as shown in the dashed box), the gas cell, and the signal processing section. A function generator was installed inside the lock-in amplifier (HPLIA, HEALTHY PHOTO), which generated a sawtooth signal with a frequency of 2 Hz and a sine wave signal with a frequency of 6 kHz. These signals were transmitted to the laser controller (HPTCD-Q, HEALTHY PHOTO) and controlled the current of a quantum cascade laser (HPQCL-Q, HEALTHY PHOTO). The modulation voltage was adjusted to keep the modulation coefficient at about 2.2. The QCL central wavelength is 5.184 μm. We used a self-designed fly ash unit system, which included a powder feeder, a fly ash pipe, a powder collector, and a vortex blower. Because the gas cell was closed and the fly ash pipe was open during measurements, it was inconvenient to combine them. Moreover, the effects of gas and fly ash on laser intensity could be considered independent, so we decided to separate them. In the experiment, the laser passed through the fly ash unit first and then through the gas cell. The powder feeder was located above the inlet of the fly ash pipe, so the fly ash reached the inlet of the fly ash pipe by free fall. The outlet of the fly ash pipe was connected to the powder collector and the vortex blower, and the suction force of the latter was used to suck the fly ash into the powder collector. This way, a stable flow fly ash environment was formed inside the fly ash pipe. In order to form a relatively stable gas-solid two-phase flow atmosphere, the fly ash pipe included two parts. The fly ash flowed into the second part of the pipe after being evenly mixed in the first part. In order to ensure the same effect distance between particles and NO on the laser, the length of the second part of the pipe was the same as that of the gas cell, both equal to 0.38 m. The laser beam passed through the second part of the pipe. The measurements were carried out on NO gas in the closed gas cell at the stable pressure of 0.99 atm. The laser beam passed through the gas cell once and entered the photodetector (HPPD-M-A, HEALTHY PHOTO). The laser intensity signal detected by the detector was input to the lock-in amplifier for demodulation to obtain the 2f signal. The latter was recorded and transmitted to the computer by a data acquisition card (USB-6363, NI). The experimental setup is schematically shown in Figure 3.
[image: Figure 3]FIGURE 3 | Schema of the experimental setup.
The particle amount was controlled by controlling the vibration frequency of the powder feeder. The particle mass concentration was calculated by measuring their mass per unit of time and the real-time volume of air in the vortex blower. When there were only fly ash particles smaller than 100 μm, agglomeration easily occurred in the powder feeder, and it was difficult to generate a uniform flow of fly ash. The intensity of the laser beam passed through the fly ash pipe considerably fluctuates, causing a measurement error. We first used quartz sand to simulate fly ash. The main component of fly ash is SiO2, which is the same as quartz sand. However, the stacking density of quartz sand particles is slightly higher than that of fly ash, and their agglomeration is not easy to occur. Firstly, the mass concentration of quartz sand was measured and calculated by measuring the particle mass in the powder feeder per unit time (unit: g/h) and the air volume in the fly ash pipe in real-time. The air volume was measured using a gas flow meter installed at the outlet of the vortex blower. The air volume of the vortex blower was about 65 m3/h in these experiments. The mass concentration of particles could be obtained by dividing the particle mass by the air volume. In this experiment, the effects of different mass concentrations of particles on the NO 2f signal were analyzed. A higher volume fraction of NO for the measurement was chosen to ensure that the 2f signal has a high amplitude. Firstly, the gas cell was filled with a gas mixture of NO and N2, the volume fraction of the former being 9.06 × 10–5. After particles flow in the fly ash pipe was stable, the NO 2f signal was recorded, and the experiment was repeated at different particle mass concentrations. Next, the gas cell was flushed with pure N2. Then, five volume fractions of NO, namely 2 × 10–5, 4 × 10–5, 6 × 10–5, 8 × 10–5, and 1 × 10–4, were formulated by NO standard gas of volume fraction 1 × 10–4 in order to quantify and calibrate the errors caused by different mass concentrations of fly ash on the measured values of NO concentration. Two mass flow meters (S48 32/HMT, HORIBA METRON) were used in this process. Finally, these five volume fractions of NO were injected into the gas cell, and their 2f signals were recorded.
RESULTS AND DISCUSSION
As we known, the fly ash particles produced by coal-fired power plants vary in size and have broad size distributions, usually ranging from several to two hundred microns. In order to study the influence of particle size on the NO 2f signal, we used quartz sand with different particle sizes for experiments. It was found after testing that the quartz sand particles smaller than 54 μm tend to agglomerate. Therefore, three particle sizes were chosen for the experiments, namely 54–76 μm, 97–105 μm, and 105–135 μm.
The measurement results of the NO 2f signal influenced by quartz sand with particle sizes of 54–76 μm are shown in Figure 4. Figure 4A presents the NO 2f signals with the removed background at different mass concentrations of particles. The 2f signal was averaged 10 times, and Figure 5, Figure 8 and Figure 10 were also operated in this way. According to Eq. 10, the 2f peak-to-peak value of NO corresponding to different mass concentrations of quartz sand particles was subtracted from the respective value obtained without quartz sand and normalized to obtain the 2f peak-to-peak error of NO. Figure 4A shows that the 2f peak-to-peak value of NO gradually decreased with the increased mass concentration of quartz sand particles. Then the 2f peak-to-peak error of NO and the mass concentration of quartz sand were fitted by an exponential function in the following form: [image: image], where [image: image] was the 2f peak-to-peak error of NO, and x was the mass concentration of quartz sand, respectively. The fitting result is shown in Figure 4B. The fitting results concluded that the 2f peak-to-peak error of NO and the quartz sand mass concentration had a good exponential correlation with R2 = 0.999. Therefore, this exponential function could be used to correct the 2f peak-to-peak value with subsequent correction of the NO concentration under the condition that the mass concentration of quartz sand particles was known.
[image: Figure 4]FIGURE 4 | Effect of quartz sand (54–76 μm) on the NO 2f signal. (A) 2f signal with removed background. (B) Exponential fitting function of 2f peak-to-peak error.
[image: Figure 5]FIGURE 5 | Effect of quartz sand on the NO 2f signal. (A) 2f signal with removed background (97–105 μm). (B) Exponential fitting function of 2f peak-to-peak error corresponding to Figure 5A. (C) 2f signal with removed background (105–135 μm). (D) Exponential fitting function of 2f peak-to-peak error corresponding to Figure 5C.
In the same way, quartz sands with particle sizes of 97–105 and 105–135 μm were used for experiments. Obtained results are shown in Figure 5. Similar to the previous case, the 2f peak-to-peak errors of NO were fitted by exponential functions. The values of R2 were 0.999 and 0.998. The obtained results demonstrated that for three different particle sizes, the 2f peak-to-peak error of the NO signal and the quartz sand mass concentration all satisfied a good exponential relationship. The mass concentration of quartz sand particles was calculated by their mass and the air volume of the vortex blower, and there were some differences in the particle amounts between the experiments. Therefore, the quartz sand mass concentrations in the three groups of particle sizes were not exactly the same.
The comparison of the 2f peak-to-peak error exponential fitting functions corresponding to three different sizes of quartz sand particles shown in Figure 4 and Figure 5 demonstrated different t-values for these functions. The t-values gradually increased with particle size, which was consistent with Eq. 10. It indicated that at a constant mass concentration of the same-material particles, the 2f signal error increased with the decrease of average particle size. The reason for this phenomenon was that for the particles with the same mass concentration, under the same action distance with the laser beam, the smaller the particle size, the stronger the extinction effect. Therefore, the laser transmittance and the peak-to-peak value of the 2f signal were also smaller, and the NO concentration error was more significant.
The relationship between the 2f peak-to-peak errors of NO and the mass concentration and particle size of quartz sand could be obtained from the error exponential fitting functions for quartz sand with three different particle sizes results are shown in Figure 6. For quartz sands with three particle sizes, the number of particles obeyed normal size distributions. Therefore, the median values of 65, 101, and 120 μm were taken as the representative ones of the particle size range. It can be seen from Figure 6 that there were some differences in the exponential fitting function of the 2f peak-to-peak error caused by different particle sizes of quartz sand. When the mass concentration of quartz sand was constant, the 2f peak-to-peak error of NO increased rapidly with the decrease of particle size, which is also consistent with Eq. 10.
[image: Figure 6]FIGURE 6 | Relationship between the 2f peak-to-peak error of NO and the quartz sand mass concentration and size.
Based on the error exponential fitting function of quartz sand with three particle sizes, the mass concentration of quartz sand was changed to make it different from the value in the error exponential fitting function. The changed mass concentrations are shown in Table 1. The 2f peak-to-peak error caused by them was measured again. The 2f peak-to-peak error was corrected with the error exponential fitting function obtained above, and the correction result is shown in Figure 7. Among them, the black line corresponds to the quartz sand of 54–76 μm, the blue line corresponds to the quartz sand of 97–105μm, and the red line corresponds to the quartz sand of 105–135 μm. The square represents the 2f peak-to-peak error before correction, and the circle represents the corrected value 2f peak-to-peak error. The corrected 2f peak-to-peak errors were all less than 0.8%, indicating that the correction effect was good.
TABLE 1 | Mass concentration of three particle sizes of quartz sand.
[image: Table 1][image: Figure 7]FIGURE 7 | 2f peak-to-peak errors and correction results.
To verify the applicability of the above conclusions to fly ash samples, we carried out the same experiments using real flue fly ash produced by a coal-fired power plant. The mass concentration of flue fly ash produced by domestic coal-fired power plants is usually between 10 and 20 g/m3. The size range of fly ash particles used in the experiments was 10–200 μm. Similar to the quartz sand experiments described above, five fly ash mass concentrations were selected. The NO 2f signals corresponding to different mass concentrations were recorded, and the exponential function fitted the 2f peak-to-peak error data of NO. The fitting result shown in Figure 8 reveals the value of R2 equal to 0.995.
[image: Figure 8]FIGURE 8 | Effect of fly ash with particle sizes in the range of 10–200 μm on the NO 2f signal. (A) 2f signal with removed background. (B) Exponential fitting function of 2f peak-to-peak error.
The 2f signals of NO were measured for five volume fractions of 2 × 10–5, 4 × 10–5, 6 × 10–5, 8 × 10–5, and 1 × 10–4. The relationship between the 2f peak-to-peak value and the volume fraction of NO was obtained by linear fitting of measurement data, as shown in Figure 9. It can be seen from Figure 9 that the 2f peak-to-peak value and the NO volume fraction satisfied a linear dependence, and the linearity R2 reached 0.999.
[image: Figure 9]FIGURE 9 | Relationship between 2f signal and volume fraction of NO.
To verify the accuracy of the determination of NO concentration using the described error correction method, the fly ash mass concentrations different from the five mass concentrations present in Figure 8 were selected. The values of these mass concentrations were 1.87, 3.95, 7.95, 15.8, and 18.26 g/m3. The peak-to-peak value of the NO 2f signal was recorded at each fly ash mass concentration, and the NO concentration was calculated using the calibration function. After that, the NO concentration was corrected by Eq. 11 and using the 2f peak-to-peak error exponential fitting function presented in Figure 8B. The 2f peak-to-peak error and the NO concentration error caused by different mass concentrations of fly ash, together with the corrected results, are shown in Table 2. It can be seen from this table that the NO concentration error reached 54.6% at the fly ash mass concentration of 18.26 g/m3. The maximum error of NO concentration after the correction was less than 2%, which indicated an effective improvement in measurement accuracy.
TABLE 2 | 2f peak-to-peak error and concentration error of NO before and after correction.
[image: Table 2]In order to compare with the method of measuring the laser reference intensity, we used a low-pass filter to filter the transmitted laser intensity to obtain the direct current (DC) signal. Then, the 2f/DC signal of NO sample gas with a volume fraction of 9.06 × 10–5 at the effect of fly ash was measured, and the results are shown in Figure 10. It can be seen that the 2f/DC signal peak value of the same NO concentration was still different at the effect of different concentrations of fly ash. The 2f/DC peak error became more significant as the fly ash concentration increased. At the same time, the 2f/DC signals of five groups of standard NO gases with volume fractions of 2 × 10–5, 4 × 10–5, 6 × 10–5, 8 × 10–5, and 1 × 10–4 were measured. The relationship between the peak value of the 2f/DC signal and the gas volume fraction was obtained by linear fitting, and the linearity was good, as shown in Figure 10B.
[image: Figure 10]FIGURE 10 | 2f/DC signal of NO (A) Effect of fly ash (10–200 μm) on the 2f/DC signal. (B) Relationship between 2f/DC signal and volume fraction.
The 2f/DC peak error and the NO concentration error caused by different mass concentrations of fly ash are shown in the last two rows of Table 2. The maximum error of the 2f/DC peak value exceeded 4%, and the corresponding NO concentration error was 3.02%. It can be seen that compared with the method of measuring the laser reference intensity, the errors of the two methods were roughly equal when the mass concentration of fly ash was low. But if the mass concentration of fly ash was high, the corrected 2f peak-to-peak error was significantly smaller than the 2f/DC peak error. Therefore, without measuring the laser reference laser intensity, the WMS-2f signal could be directly corrected using the error exponential fitting function presented in the experiment.
CONCLUSION
In this paper, we analyzed the fly ash influence on the peak-to-peak value of the WMS-2f signal and the NO concentration. The study results are as follows: 1) The peak-to-peak value of the WMS-2f signal satisfied an exponential relationship with the mass concentration of uniformly distributed particles; 2) For the same kind of particles, different particle sizes had different effects on the peak-to-peak value of WMS-2f signal. At constant particle mass concentration, the 2f peak-to-peak error of NO was negatively correlated with the particle size. This conclusion also provided a new idea for obtaining fly ash particle size by optical techniques. The 2f peak-to-peak error and NO concentration error caused by fly ash particles were less than 2% after correction. Therefore, we could measure the exponential relationship between the 2f peak-to-peak error of NO and the fly ash mass concentration in advance. Then, the relationship was input into the calculation program of the gas concentration to introduce necessary corrections and to obtain the actual NO concentration. In conclusion, without measuring the laser reference laser intensity, the WMS-2f signal can be directly corrected by the error exponential fitting function presented in the paper. Such a procedure can effectively eliminate the fly ash influence on the flue gas concentration measurement. Obtained results provide a theoretical basis for fly ash error correction and flue gas concentration inversion in complex working environments.
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Computed tomography-tunable diode laser absorption spectroscopy (CT-TDLAS) has been widely used in the diagnosis of the combustion flow field. Several optimized CT reconstruction algorithms such as iteration methods, transformation methods, and nonlinear least squares were applied. Considering the industrial application background, the performances of algebraic iteration reconstruction with the simultaneous algebra reconstruction technique (SART), Tikhonov regularization, and least squares with the polynomial fitting method were discussed in this study. For the mentioned algorithm, identical simulated reconstruction parameters that contained 32-path laser structures, assumed temperature distribution, and absorption databases were adopted to evaluate the reconstruction performance including accuracy, efficiency, and measurement of environment applicability. In this study, different CT reconstruction algorithms were also used to calculate the temperature distribution of the Bunsen burner flame. The different reconstruction results were compared with thermocouple detection data. With the theoretically simulated and experimental analysis, the least squares with the polynomial fitting technique has advantages in reconstruction accuracy, calculation efficiency, and laser path applicability for the measurement condition. It will be helpful in enhancing CT-TDLAS technique development.
Keywords: CT-TDLAS, SART, Tikhonov regularization, the polynomial fitting method, algorithm optimization
INTRODUCTION
Combustion is the most widely used chemical phenomenon, which is accompanied by a large amount of luminous heat. Since the industrial revolution, combustion has been applied in transportation, power generation, metallurgy, and aerospace. With the development of combustion research and application, the demands of combustion mechanism optimization and efficiency improvement could not be satisfied by the thermocouples and other traditional detection methods [1, 2]. A non-contract in situ testing technique that will not destroy the combustion flow field is urgently needed, and it can obtain more different combustion parameters at the same time. Spectral analysis technology can perfectly satisfy all the aforementioned requirements, and it can also reproduce the flow field information on the combustion process as real as possible [3–9].
Tunable diode laser absorption spectroscopy (TDLAS) is one of the spectral analysis technologies which can measure the temperature and gas concentration parameters. TDLAS has several advantages including high sensitivity, high noise immunity, high repetition rate, and easy compatibility with communication fiber optic components [10–12]. It means the TDLAS system is easy to be integrated, and the cost is lower than that of other spectral analysis technologies [13, 14]. However, the most valuable superiority is that combined with computed tomography (CT), CT-TDLAS can achieve 2D/3D temperature and concentration distribution reconstruction using multiple intersecting laser paths [15–17]. Thus, time-resolved and in situ combustion temperature and gas concentration information will be gathered at the same time [18–20].
The accuracy of CT-TDLAS is decided by different CT algorithms. Common CT algorithms are the projection inversion method and the iterative method. Projection inversion requires the projection direction covered at 360° or at least 180°, and it needs a large number of laser paths, such as FBP and FDDI [21–23]. Another projection inversion Abel inversion [24, 25] is particularly aimed at an axisymmetric distributed flow field. Although these inversion methods can get quick, high accuracy, and high-resolution reconstruction results, the optical path arrangement is difficult to fit with large industrial field applications.
As for iterative methods, the inverse problem of CT-TDLAS is solving an inherently ill-posed equation set with a severe rank deficiency. It means the answers of the equation set are the indefinite solution. If the iteration’s initial values are different, the different reconstruction results can be acquired, which will cause a serious error. This situation happens from time to time when we use the iterative algorithm, such as ART and MART [26–28]. Commonly, the ill-posedness of CT-TDLAS ill-conditioned equations can be reduced through an optimized laser path design method in two steps. First, four or more laser projection directions are applied in the measurement area. Second, the weights of different laser paths within the same mesh are corrected during iterative calculation [29]. However, this method will decrease the initial reconstruction resolution and needs a long iterative convergence time. Another solution is choosing machine learning or neural networks to establish an a priori model. After that, according to the computer training results, an optimized initial value is obtained to shorten reconstruction iterative steps, such as MBIR and PI-CNN-aided TDLAS [30–33]. This method can eliminate noise effects during measurement, but it needs a huge combustion simulation database for sample training before it is applied in new combustion environments.
Nowadays, regularization methods and least squares methods are applied in CT reconstruction [34, 35]. The most popular regularization method is Tikhonov regularization [25, 36], which adds a constant to the eigenvalue to improve the stability of the matrix. Tikhonov regularization can get accurate approximate solutions by matrix operations; thus, the calculation speed is much faster than iterative methods. Hyperspectroscopy [37, 38], as one of the least squares methods, considers extensive different spectral line information to improve CT reconstruction accuracy.
In this study, a CT algorithm named the polynomial fitting technique, which was based on nonlinear least squares, has been proposed and applied. First, the accuracy and the efficiency of different CT algorithms were discussed, which contain SART, Tikhonov regularization, and polynomial fitting with the same laser path structure and without optimizing the initial value. Second, Tikhonov regularization and the polynomial fitting method were used to calculate the temperature of the Bunsen burner flame. The simulation and experimental results of different CT algorithms were compared to discuss the priority of the polynomial fitting method.
CT ALGORITHM
TDLAS is a spectral measurement method based on the principle of photon energy selective absorption by gas molecules. When the laser passes through the area to be measured, the laser energy will be absorbed by the gas molecules. The energy-changing relationship between the initial laser and the absorbed laser can be expressed by Beer–Lambert’s law, as shown in Eq. 1:
[image: image]
where λ—wavelength; Iλ,0—laser intensity without gas absorption; Iλ—laser intensity after gas absorption; Aλ—spectral integral; i—the type of measured gas; j—absorption line of gas; ni—gas concentration; Si,j(T) — absorption line intensity; T—temperature; P—pressure; GVi,j—linear function; and L—laser path length.
The integral value of the linear function GVi,j in the entire frequency domain is 1, so Eq. 1 can be transformed into Eq. 2
[image: image]
Because the temperature, pressure, gas concentration, and absorption path length are same at the same laser path, the temperature can be obtained through the ratio of the absorption intensities between two different wavelength absorption lines, as shown in Eq. 3. The concentration can be calculated by Eq. 4.
[image: image]
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where T0—296K standard temperature; S (T0)—spectrum intensity at the standard temperature; E″—low transition energy state energy; h—Planck’s constant; K—Boltzmann constant; c—speed of light; υ0—laser frequency; and spectral line intensity S (T0) can be queried in the HITRAN database.
Simultaneous algebra reconstruction technique (SART)
It can be considered that the temperature on each micro-length part is uniform when laser paths are divided into infinite micro-length parts. Thus, laser path absorption A can be calculated by Beer–Lambert’s law, as shown in Eq. 5.
For different laser paths, the correction value is not completely the same. Because when two or more laser paths pass through a pixel grid at the same time, the same error correction of the pixel grid will cause additional noise. More iteration steps are needed to eliminate the noise effect to obtain high-precision reconstruction results. The SART algorithm takes into account the errors of all laser paths passing through the pixel grid during the iterative calculation of each pixel grid. This method can smooth out the influence of noise, and it can obtain relatively ideal reconstruction results. The formula of the SART is shown in Eq. 6:
[image: image]
where q—mesh grid; Lq—laser length; and αλ,q—absorption coefficient.
[image: image]
where m—number of all laser paths through the pixel grid and the relaxation factor ω should be 0<ω ≤ 1.
Tikhonov regularization
Eq. 5 can be written in the matrix form as Eq. 7:
[image: image]
In the coefficient matrix L, there are lots of “0” because each mesh grid only contains limited laser paths. Non-negative least squares are directly used to solve Eq. 7, and unsatisfactory results will be obtained. Tikhonov regularization adds a regularization parameter η to improve the stability of the matrix, as shown in Eq. 8:
[image: image]
For different regularization parameters η, αη is solved by Eq. 9. The L-curve method is used to find the fittest η, and αη is used as the solution answer α.
[image: image]
Polynomial fitting method
In the combustion flow field, parameter distribution is continuous. Taylor expansion can be carried out to temperature and concentration distribution functions T (x, y) and n (x, y), which are composed of a set of adaptation coefficients ak,l and bk,l, as shown in Eqs. 10, 11.
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For a certain laser path p, all points (xp,1, yp,1), (xp,2, yp,2), …… (xp,q, yp,q), respectively, are substituted into Eqs. 10, 11:
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[image: image]
According to Eqs. 5, 10, 11, the theoretical absorption summation of the laser path from 1 to p can be calculated, as shown in Eq. 14. Theoretical absorption summation is a function that is only related to the set of adaptation coefficients ak,l and bk,l. When the error between Atheory and Aexperiment is minimum whose corresponding adaptation coefficients ak,l and bk,l are the temperature and concentration distribution function solution, respectively,
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[image: image]
In Eqs 10, 11, segments in the laser path q are decided by the initial CT resolution requirement, and the Taylor expansion series m is decided by the number of laser paths p and segments in the laser path q. Reconstruction accuracy can be improved by increasing m, but the CT accuracy will decrease when m is increased too much, which can cause overfitting. Like the “L-Curve” method in Tikhonov regularization, different Taylor expansion series “m” can be chosen for reconstruction calculation, and a fittest “m” value with a minimum deviation will be found. In this study, the value of m is 12 and q is 40. In solving Eq. 15, Levenberg–Marquardt, downhill simplex, and other nonlinear least squares methods can be chosen. Because the polynomial fitting temperature and concentration distribution functions are directly acquired, the initial reconstruction resolution of polynomial fitting is much higher than that of other CT algorithms without post-interpolation.
EXPERIMENT SYSTEM
In this study, a CT-TDLAS system with a Bunsen burner flame was set up, and an x-y-z axis movable B-type thermocouple probe (BM-100-100-110) was used to verify the accuracy of the CT reconstruction algorithms. The laser wavelengths of H2O absorption were 1388.139 nm, 1388.329 nm, 1388.454, and 1343.297 nm. The 1388-nm laser was mainly used in the detection of temperatures within 1000 K. For higher temperature situations, the 1343-nm laser signal should be added to the analysis.
The CT-TDLAS system, as shown in Figure 1, consisted of tunable diode lasers (NTT, NLK1E5GAAA, 1388 nm; NLK1B5EAAA, 1343 nm), fiber coupler (SL&PS, SBC-3655-2-50-2222-LLLL-1), laser driver (NTT, WL-100 -D-B-DFB-A), single-mode jumpers (P-55-R-22-C-F-2), fiber splitter (PLC-367020-0132-2), collimators (SL&PS, C-20-S-1-C-200-2-L-2-M), detectors (SL&PS, PD-16-1), amplifier (SL&PS, A-34ch-10 db-AC150DC2-IO1M50-SMAJ), AD unit (SL&PS, AD-35ch-10MHz-12bit-I1M-BNC), and a customized 32-path CT cell. The diameter of the CT measurement area was 60 mm. The customized 32-path CT cell was above the Bunsen burner nozzle by 100 mm and had four projection directions to increase the CT reconstruction accuracy, as shown in Figure 2. The diameter of the B-type thermocouple probe was 0.1 mm.
[image: Figure 1]FIGURE 1 | CT-TDLAS device connection.
[image: Figure 2]FIGURE 2 | CT-TDLAS experiment system.
The flow rates of the Bunsen burner premixed gas consisted of 3.0 L/min methane (CH4) and 3.0 L/min air. During the combustion process, there was 35 L/min compressed air surrounding the flame to make the premix flame steady. In the CT-TDLAS experiment, the water vapor mainly came from methane combustion. Some researchers usually used flat burner flame to verify the 2D temperature detection performance of the CT-TDLAS technique [15]. In this study, different from the flat burner, the diameter of the Bunsen burner nozzle was 10 mm, and the flame was difficult to fill all the CT measurement areas. Therefore, the H2O concentration of the laser path located at the CT measurement edge area was extremely inadequate, and H2O absorption was focused on the laser path that passed through the center area. This phenomenon was harmful to CT reconstruction accuracy. So the compressed air was fed into a humidifier before being inserted into the surrounding area of the Bunsen burner flame.
Before the CT-TDLAS experiment, steady flame combustion must be confirmed. At the center of the CT measurement area, five feature points were established in this study. Feature point 1 was the measurement center point. The other four feature points were, respectively, located at the ±X axis and ±Y axis, and the distance was all 5 mm. During steady flame confirmation, the temperature of five feature points was detected five times by the B-type thermocouple, while the Bunsen burner flame was rekindled 5 min each time. If the temperature was almost the same within confirmation of five times, it can be considered that the flame was in a steady combustion state.
When the flame was confirmed in the steady-combustion state, the B-type thermocouple probe was used to detect the temperature distribution of the center 40 mm × 40 mm area with 121 points, and the distance between each point was 4 mm. After that, the CT-TDLAS system was applied to record the 32-path 1388-nm laser, 1343-nm laser, and coupled laser signal information.
RESULTS AND DISCUSSION
In this section, the simulate reconstruction accuracy of two represented CT algorithms, SART and Tikhonov regularization, was compared with the performance of the polynomial fitting method. The reconstruction accuracy of the polynomial fitting method was obviously better than that of SART and Tikhonov regularization. SART and Tikhonov regularization had similar reconstruction accuracy, but Tikhonov regularization had an advantage in reconstruction efficiency. Thus, Tikhonov regularization and the polynomial fitting method were applied to the CT-TDLAS reconstruction of the Bunsen burner flame. The thermocouple detection results at the same flame condition were obtained to discuss the actual measurement accuracy of CT-TDLAS with Tikhonov regularization and the polynomial fitting method.
Simulation analysis of CT algorithms’ accuracy
To evaluate the accuracy and efficiency of CT reconstruction with three different CT algorithms, a unimodal and center-symmetric Cauchy–Lorentz temperature distribution was assumed. The assumed area was a 60-mm square. The water vapor concentration was 10%, and the maximum temperature in the center was 1100 K. The expression and image of the temperature distribution are shown in Eq. 16 and Figure 3, respectively. The simulated CT-TDLAS laser path was a 16 × 16 orthogonal structure, as shown in Figure 4. The distance between each laser path was 3.75 mm.
[image: image]
[image: Figure 3]FIGURE 3 | Assumed center-symmetric Cauchy–Lorentz temperature distribution.
[image: Figure 4]FIGURE 4 | 16 × 16 orthogonal simulated laser path structure.
The polynomial fitting method could receive a high-resolution reconstruction result. The CT reconstruction results of SART, Tikhonov regularization, and the polynomial fitting method are shown in Figure 5. The relaxation factor ω used in SART was 0.1, and the initial value of the absorbance used by each optical path during the iteration was set to 0. The resolutions of reconstructed results by SART and Tikhonov regularization were 16 × 16 pixels within a 60-mm square. This resolution was the highest result for these two algorithms to achieve. The reason was that each grid needed at least one laser path to go through. The resolution of the polynomial fitting method was decided by the Taylor expansion series m of the distribution function T (x,y). In this simulate reconstruction, the polynomial fitting method obtained a 39 × 39 pixel resolution result. It was obvious that the polynomial fitting method had an advantage in initial reconstruction resolution. Benefitting from this, integral changes in the temperature gradient could be easily acquired.
[image: Figure 5]FIGURE 5 | CT reconstruction results for assumed temperature distribution. (A) SART algorithm; (B) Tikhonov regularization; and (C) polynomial fitting method.
The polynomial fitting method could receive a more accurate reconstruction result. Because of the central symmetry of the assumed temperature distribution, it was convenient to discuss the accuracy by analyzing the temperature deviation on the path “x = 0 mm”. As shown in Figure 6, the reconstruction results of SART and Tikhonov regularization were almost the same. The mean relative error and maximum relative error of SART were 4.17% and 5.61%, respectively, while the mean relative error and maximum relative error of Tikhonov regularization were 4.22% and 5.58%, respectively. The polynomial fitting method was obviously much closer to the assumed distribution, and the mean relative error and maximum relative error were 1.23% and 1.63%, respectively, because the polynomial fitting method considered more residual terms during the calculation process.
[image: Figure 6]FIGURE 6 | Temperature deviation by three CT algorithms on the path “x = 0 mm”.
The polynomial fitting method had the advantage of high resolution and reconstruction accuracy compared with the traditional CT algorithms. It was more suitable for complicated combustion flame detection.
Comparison of CT-TDLAS experimental results using different CT algorithms
According to the previous discussion, SART and Tikhonov regularization could get almost the same accuracy reconstruction results through the orthogonal laser path structure, which was easy to receive an ill-conditioned matrix with the ill-posed solution. However, SART needed a correct each grid absorption value individually during one iterative process, and it costs hours to converge. Tikhonov regularization could quickly get solutions by simple matrix operations. So Tikhonov regularization and the polynomial fitting method were chosen to restructure the Bunsen burn flame.
The polynomial fitting method had significant advantages over actual flame detection. It got a clear and irregular temperature distribution result. In actual flame detection, the 16 × 16 orthogonal laser structure was not satisfied. As shown in Figure 1, the customized 32-path laser structure was divided into four projection directions to reduce the ill-posedness of CT-TDLAS ill-conditioned equations. Tikhonov regularization needed to guarantee that there was at least one laser path going through each grid. So the measurement area of the CT cell was set to a 10 × 10 grid mesh. However, the polynomial fitting method could still get a 39 × 39 pixel result, while the number of laser paths was not changing. The temperature distribution of the Bunsen burner flame has been shown in Figure 7. Because of the resolution limitation, Tikhonov regularization could only get a roughly presented temperature distribution trend. It could not display detailed information such as the gradient change of the flame temperature distribution. The actual combustion was complicated; according to the thermocouple result, the Bunsen burner flame section was not a regular symmetrical appearance, which was related to factors such as the horizontal inclination angle of the fixed Bunsen burner and the premixed gas flow emitted by a nozzle. It would enlarge the deviation when cubic spline interpolation is directly used without any reference to the increasing resolution. The polynomial fitting method could perfectly avoid these problems. In Figure 7C, more accurate and intuitive flame outline messages could be obtained.
[image: Figure 7]FIGURE 7 | Temperature distribution of the Bunsen burner flame. (A) Thermocouple; (B) Tikhonov regularization; and (C) polynomial fitting method.
The accuracy of the polynomial fitting method was convinced in the Bunsen burner flame experiment. The temperature on the path “Y = 0 mm” was compared, as shown in Figure 8. In the range of −10 to 10 mm, combustion was stable at the flame center, so the reconstruction results of the polynomial fitting method were consistent with the thermocouple. However, in the range of −20 to −10 mm and 10–20 mm, there was an obvious deviation between the polynomial fitting method and the thermocouple. In these areas, the unreacted methane gas and the reaction intermediates of the flame all reacted with the oxygen in the surrounding compressed air. The reaction process was complicated in these areas. It was impossible to ensure that the flame was always in the same combustion state during the thermocouple measurement. The constant slight disturbance of the flame would also cause deviation in the thermocouple reading. On the other hand, thermocouples could only collect the heat flux from convection and conduction. The heat radiation would be missed during the detection process. These two factors caused the deviation between the polynomial fitting method and the thermocouple. However, the resolution of the thermocouple measurement results was limited, and the best temperature detection range of the B-type thermocouple was 600–1700°C. In Figure 8, the results of CT-TDLAS with the polynomial fitting method and thermocouple are similar in the temperature range of 900–2000 K. The deviation of flame FWHM and peak temperature position between the polynomial fitting method and thermocouple was acceptable when the effect of calculation and experimental measurement error was considered. The temperature distribution trends of Tikhonov regularization and the polynomial fitting method reconstruction results were consistent, but there was a difference between the measurement center regions. This was due to the insufficient number of pixel grids in Tikhonov regularization.
[image: Figure 8]FIGURE 8 | Temperature deviation on the path “Y = 0 mm.”
According to the aforementioned comparison results, it could be considered that the polynomial fitting method could accurately reconstruct the two-dimensional temperature distribution of the combustion flame and displayed its temperature gradient change. At the same time, its ability to quickly complete reconstruction calculations had great advantages and potential in the field of industrial online measurement and diagnosis.
CONCLUSION
This study introduced two common CT algorithms of SART and Tikhonov regularization and proposed a new CT algorithm: the polynomial fitting method. First, compared to the accuracy and efficiency of different CT algorithms by an assumed unimodal and center-symmetric Cauchy–Lorentz temperature distribution and a 16 × 16 orthogonal laser path structure, the comparison results showed that SART and Tikhonov regularization could get almost the same accuracy reconstruction results, while Tikhonov regularization had a much higher computational efficiency. The polynomial fitting method showed more accuracy and higher resolution results. Second, a customized 32-path CT-TDLAS system was built. A Bunsen burner flame temperature distribution with 3.0L/min methane (CH4) and 3.0 L/min air was reconstructed by the thermocouple, Tikhonov regularization, and the polynomial fitting method. The results exhibited that the polynomial fitting method could display detailed information such as the temperature gradient change, and it could also guarantee the reconstruction accuracy compared to the measured results using the thermocouple. CT-TDLAS with the polynomial fitting method had advantages in accuracy, reconstruction efficiency, resolution, and the adaptability of the laser path arrangement to the actual site environment. It was of great significance in the development of CT-TDLAS combustion diagnosis in practical industrial applications.
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An algorithm to calculate the flat-field coefficient based on the series of rotated images captured by the solar X-ray and Extreme Ultraviolet Imager (X-EUVI) onboard the Fengyun-3E satellite is proposed in this article. The method includes determination of the solar disk centers and radiuses, calculation of the rotation angles, coordinate transformation to expand the solar disk into rectangles, and derivation of the flat matrix using the KLL algorithm. The accuracy of determination of the solar disk center and radius tested by the Hough gradient method and the least-squares method is at sub-pixel, and the precision of the calculated rotation angle based on the log-polar transform is less than 0.025°. Since the X-EUVI rotates relative to the Sun in real time, multiple rotating images can be obtained and used for flat-field calibration at any time, and the tested accuracy is estimated at 0.79–3.42%. This flat-field method will provide reference and support for solar image processing and research.
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1 INTRODUCTION
The solar X-ray and Extreme Ultraviolet Imager (X-EUVI) are the first space solar observation equipment working in EUV and X-ray bands in China, which are loaded on the FY-3E satellite and rotating relative to the sun [1–4]. This article will expound how to use the solar rotation images observed by X-EUVI to calculate the flat field.
The flat field is the characterization of the non-uniformity of the response of the optical system to the incident light. The uneven responses may come from the inconsistency of the digital semiconductor detector pixels such as the charge-coupled device (CCD) and complementary metal-oxide semiconductor (CMOS), filters, reflector, and the mechanical structure. The observed images need to correct the non-uniformity of the detector response using the flat-field matrix to obtain the real observation image. Generally, the flat-field correction coefficient can be obtained by fitting the images observed under a uniform light source or stable light source with different exposure times.
However, sometimes both the uniform light source and the stable light source are difficult to obtain. In 1991, Kuhn et al proposed a method (KLL algorithm) to obtain a flat field by using relatively stable and non-uniform images [5]. On this basis, Chae improved the algorithm by liberalizing parameters such as solar images, light intensity change, and the flat field in 2004 [6]. The KLL algorithm calculates the flat field using the solar images obtained at different positions on the detector. This method uses the observed solar image as the light source, by changing the direction of the telescope to obtain multiple solar images at different positions on the CCD or CMOS, and then calculates the flat field using the iterative method. Many instruments adopt the KLL method to derive the flat field, like the ground-based solar telescopes, such as the optical and near-infrared solar telescope (ONSET) [7], the Hα solar telescope of the Great Bear Lake Solar Observatory [8], and space-based solar observation equipment, like the Atmospheric Imaging Assembly (AIA) and the Helioseismic and Magnetic Imager (HMI) carried by the Solar Dynamics Observatory (SDO) [9–11]. Moreover, the solar telescopes with the local field of view also adopt the KLL method, such as the solar interface layer spectrometer (IRIS) and the magnetic field observation on the Great Bear Lake Solar Observatory [12, 13].
The FY-3E satellite was launched successfully in July 2021; due to the characteristics of the orbit, the solar images taken by X-EUVI rotate in real time. Combined with the characteristics of the rotated image and the requirements of the KLL algorithm, this article presents a flat-field calculation method based on the rotating image. The algorithm mainly includes determination of the solar disk center, calculation of the rotation angles, coordinate transformation to expand the solar disk into a rectangle, and derivation of the flat matrix using the KLL algorithm.
The article is arranged as follows: the data source and the general information of X-EUVI are introduced in Section 2. In Section 3, the calculation processes of the flat-field method are focused on, and finally, the conclusion, discussion of the results, and the source of error of the algorithm are presented in Section 4.
2 DATA SETS
Onboard the FY-3E satellite, the X-EUVI was launched in July 2021 successfully. So far, X-EUVI has observed and accumulated a large number of solar X-ray and EUV images. The FY-3E satellite operates in a polar-orbiting sun-synchronous dawn-dusk orbit at an altitude of ∼840 km with ∼99° inclination and with orbital periods near 102 min. X-EUVI tracks and images the sun in real time with the X-ray bands at 0.6–8.0 nm (X1 channel), 0.6–6.0 nm (X2 channel), 0.6–5.0 nm (X3 channel), 0.6–2.0 nm (X4 channel), 0.6–1.6 nm (X5 channel), and 0.6–1.2 nm (X6 channel), and the EUV bands at 19.5 nm. Due to the characteristics of the FY-3E orbit, the satellite rotates at a uniform rate relative to the Sun; therefore, the X-EUVI rotates relative to the Sun in real time; multiple rotating images can be used for flat-field calibration at any time, so that the high-quality solar X-ray and EUV images can be obtained.
3 METHODS
The method to calculate the flat field can be divided into four steps, which include determination of the solar disk center, calculation of the rotation angles, coordinate transformation to expand the solar disk into a rectangle, and derivation of the flat matrix using the KLL algorithm. These calculation processes are described in detail.
3.1 Solar disk center
In this section, the Hough gradient method is used to detect the disk circle in the EUV solar image, and then the preliminary coordinates of the disk center and radius are obtained [14]. The optimal disk circle is selected by comparing the coefficient of the radius unit length of each circle. Also, in order to improve the accuracy of the center coordinates and radius, the least-squares method is finally used to realize the accurate fitting at the sub-pixel level. According to the input parameter threshold, the center and radius of the detection circle are screened with the Hough gradient method, and finally, the circle that initially meets the threshold conditions is obtained. The specific steps are as follows:
(1) The disk circle center (a, b) is detected in the solar image
a) The original solar image is processed using CANNY edge detection to get the binary image.
b) The Sobel operator is performed once on the original image to calculate the neighborhood gradient values of all pixels.
c) All disk center accumulators N (a, b) = 0 are initialized.
d) All non-zero pixels in the CANNY edge binary graph are tested, as shown in Figure 1. Lines are drawn along the gradient direction of the pixel edge (the vertical direction of the tangent line), and 1 is added to the accumulator of all pixel coordinates (a, b) that the line passes through, that is, N (a, b) = N (a, b) + 1.
e) The N (a, b) are statistically sorted to obtain the possible disk circle center. The greater the N (a, b), the more likely the corresponding pixel (a, b) is to be the center of the circle. If N (a, b) is greater than the threshold T1, then the corresponding pixel (a, b) is determined to be the center of the circle.
(2) For each detected circle center (a, b), the corresponding radius r is calculated.
a) The distance L between all non-zero points and the center (a, b) in the CANNY graph is calculated.
b) The radius accumulator N (L) = 0 is initialized.
c) The non-zero points in the CANNY graph are tested. If the distance from the point to the center is L, then N (L) = N (L) + 1. According to the input radius thresholds Rmin and Rmax, if L is between Rmin and Rmax, then L will be selected as the possible radius r.
d) The accumulator N (R) of all possible radius r is counted to obtain the radius that meets the requirements of the threshold T2. The greater the accumulator N (R), the more likely r is to be the real radius value. According to the definition of the threshold, if N (R) is greater than the threshold, then the R will be determined as the radius of the circle.
[image: Figure 1]FIGURE 1 | Schematic diagram of solar disk center detection.
Threshold T1 is the high threshold of CANNY edge detection, and the low threshold is automatically set to half of the high threshold. Threshold T2 is the judgment threshold of whether a point on the accumulation plane is the center of the circle. The higher the T2, the closer the detected circle is to the circle. Rmin is the minimum value of the circle, and Rmax is the maximum value of the circle. During the operation of the algorithm, if the distance between the centers of two circles is less than 1, the two circles will be regarded as the same circle.
The unit radius coefficients K = N (r)/r of each circle tested by the Hough gradient method are calculated. The larger the coefficient K value, the more the image edge points in the circle will be contained within the unit radius. Therefore, it is determined that the circle with the largest K value is the best circle in the image. Since the accuracy of the solar disk center tested by the Hough gradient method is ± 1 pixel, the least-squares method to fit the center and radius will be used to further optimize the circle and improve the accuracy of the center and radius to sub-pixel. The least-squares circle fitting method is mainly based on statistics [15]. Even if the edge of the circular target in the image is missing due to the uneven illumination intensity, it will not affect the positioning of the center of the circle and the determination of the radius. Since the edge pixels on the optimal circle are known, the least-squares method can find the best function matching this group of pixels by minimizing the sum of squares of errors and fitting the final sub-pixel radius and circle center. The tested results of this method are shown in Figure 2. This solar EUV image was captured by X-EUVI at 00:02:05 UTC on 5 November 2021, and the red circle was the final determination of the solar disk edge on the CANNY graph.
[image: Figure 2]FIGURE 2 | Tested solar image sample. (A) is the original image, (B) is CANNY edge detection, and the red curve in (C) is the optimal circle in the CANNY edge graph.
3.2 Rotation angle
After the location of the image centroid is determined, the rotation angles between the sequence images need to be calculated. The method to calculate the rotation angle is developed from the log-polar transform. The image function in the plane rectangular coordinate system is represented as f (x, y) and it can be represented as f ' (r, θ) after the log-polar transformation. Through the transformation, the rotation transformation in the original image can be expressed as the circular translation along the θ axis direction in the polar coordinate system. The scale transformation in the original image can be expressed as the translation along the r-axis direction in the polar coordinate system. The log-polar transformation is often used to extract the rotation angle and the scale features in image matching. The processes are divided into three steps including extracting rays from the center of the image, calculating the sum of the gray values along the ray to obtain the polar gray curve, and determining the rotation angle between the sequence images based on two curves using the correlation algorithm [16, 17].
In Figure 3, the solar images were captured by X-EUVI on 5 November 2021: the time of 3a is 00:00:03 UTC, the time of 3b is 00:02:05 UTC, and the time of 3c is 00:04:06 UTC. Due to the instrument rotating around the earth with the satellite, there are rotation angles which exist between these three images. The gray curves of Figure 3 are given in Figure 4. The black curve corresponds to Figure 3A, the blue curve corresponds to Figure 3B, and the red curve corresponds to Figure 3C. The rotation angles calculated by the relevant algorithm are 7.200° between 3a and 3b and 7.200° between 3b and 3c. It is assumed that the sun is basically stable in the exposure time, and this assumption is reasonable because the time interval between two successive images is actually ∼10s.
[image: Figure 3]FIGURE 3 | Solar images in 19.5 nm observed by X-EUVI on 5 November 2021. The time of 3a is 00:00:03 UTC, the time of 3b is 00:02:05 UTC, and the time of 3c is 00:04:06 UTC.
[image: Figure 4]FIGURE 4 | Gray curves of Figure 3. The black curve corresponds to Figure 3A, the blue curve corresponds to Figure 3B, and the red curve corresponds to Figure 3C. The abscissa represents the serial number of the line, and the ordinate represents the sum of gray values along the line.
The experimental results show that the extraction accuracy of the algorithm is related to the number of lines from the image center. The higher the extraction accuracy, the more lines are set. In this article, the number of lines is selected as 14,400, and it can ensure that the error of the calculated rotation angle is less than 0.025°.
3.3 Coordinate transformation and the KLL algorithm
After the solar image centers are determined, the Cartesian coordinate system is established with the center as the origin, and then, the solar images are expanded into rectangular shapes, as shown in Figure 5. The rotation angles of the images are converted into the translations in the X-direction in the rectangular images, and the displacements in the Y-direction are zero. Then, a series of expanded rectangular solar images and the corresponding rotation angles can be used to calculate the flat-field matrix.
[image: Figure 5]FIGURE 5 | Solar images are in rectangular shape and, the original images are in Figure 3A, Figure 3B, and Figure 3C.
The KLL algorithm is used to calibrate the spatial nonuniformity of an image-array based on a series of offset images, and the algorithm is robust and efficiently uses information from multiple data frames to determine pixel gain variations. Space-based solar observation instruments usually utilize the KLL algorithm to carry out flat-field calibration in orbit. The KLL algorithm does not rely on experimental equipment and directly uses the offset images to calculate the flat-field matrix of the imagers, which is widely used in SDO/AIA, SOHO/EIT, and other instruments.
It is assumed that the image-array detector can be calculated as a system, whose response is independent of the input intensity of the object, while depending on the optical sensitivity differences of each pixel element.
[image: image]
Here, r and o are the actual inhomogeneous response and intensity of the object, respectively. F is the gain at an appointed position x.
We can also assume that the intensity of the object is stable and invariant when we take a series of shifted image samples. Let R(x) = ln (r(x)) and F(x) = ln (f(x)). The relationship between the gray value and response of each pixel in two images is given as formula (2), where displacements are described by ai and aj.
[image: image]
We can calculate a least-squares solution for the distribution of the gain if we build an oversampled, over-determined linear equation set about r(x).
[image: image]
Differentiating Eq. 3 with F(x) and setting the initial solution F0(x) = 0, we arrived at an iterative solution:
[image: image]
where
[image: image]
This is the form of a solution to Poisson’s equation. n(x) counts the number that contributes to the sum. This model is useful where other models fail, especially when we cannot offer a proper uniform target in a short wavelength. Yet, the limitation is that the accuracy of the edge is too low to be accepted because of the internal vignetting and the boundary extraction process. That is why we proposed our method. The approximate optimal solution of this least-squares method is not unique. In order to avoid contingency and to improve credibility, the calibration result takes the average of multiple sets of data.
The FY-3E satellite rotates relative to the Sun, and the solar images taken by X-EUVI are also rotated relative to the center of the field of view. Also, since the temporal resolution of X-EUVI is less than 10 s, it is reasonable to assume that the morphological features of the two adjacent solar images remain unchanged during the calculation; thus, only translation and rotation exist. Because of the characteristics of FY-3E satellite orbit, the solar images observed by X-EUVI are continually rotating, and the imager’s flat-field matrix can be acquired at any time when the instrument is working. The flat-field matrix, the original solar image, and the corrected image using the flat-field matrix are shown in Figure 6. Figure 7 shows the flat-field coefficients’ variation and the comparison of the gray values before and after flat.
[image: Figure 6]FIGURE 6 | Original solar image (A), flat-field matrix (B), and the corrected image (C). The solar image was captured by X-EUVI at 02: 01 on 05 November 2021.
[image: Figure 7]FIGURE 7 | (A) is the flat-field coefficient along the blue line in Figure 6B. (B) is the comparison of the gray values along the green line in Figure 6A and the red line in Figure 6C.
4 CONCLUSION AND DISCUSSION
The algorithm proposed in this article is used to calculate the flat field using the rotated solar EUV images from FY-3E/X-EUVI. The algorithm includes determination of the solar disk centers and radiuses, calculation of the rotation angles, coordinate transformation to expand the solar disk into rectangles, and derivation of the flat matrix using the KLL algorithm. The accuracy of the determination of the solar disk center tested by the Hough gradient method and the least-squares method is at sub-pixel, and the precision of the calculated rotation angle based on the log-polar transform is less than 0.025°. Since the X-EUVI rotates relative to the Sun in real time, multiple rotation images can be obtained and used for flat-field calibration at any time. Using this method, five flat fields were calculated to estimate the accuracy. The five flats were calculated using 61 rotated solar images that were obtained on September 23, September 29, October 2, October 4, and October 8 in 2021. The accuracy is (0.79–3.42) % estimated by the following method.
(1) Calculate the mean values and standard deviations of each pixel (five flats).
(2) Divide the standard deviation by the mean values to obtain a matrix (A).
(3) Calculate the mean value (B) and standard deviation (C) of matrix A.
(4) The accuracy of the flat can be estimated to be (B ± C) %.
The Sun is assumed to be stable in the calculation process of using a series of rotated images, but the solar radiation in the extreme ultraviolet band changes rapidly, so this assumption will introduce some errors. The calculated solar center still introduces errors to the final result since it is still difficult to determine the disk and the center of the EUV solar image due to the influence of the solar atmosphere. Moreover, the calculation of the rotation angle and the error of the KLL algorithm itself can introduce error in the final flat field.
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In this invited paper, a novel water chemical oxygen demand (COD) detection method based on laser spectroscopy is proposed, and the COD value is obtained according to the intensity ratio of laser Fluorescence-Raman signal produced by laser incident into water. Based on the laser Fluorescence-Raman ratio (LFRR) method, we design a portable water quality measurement system. In which, a 405 nm semiconductor laser is used as the light source. The laser is coupled into the delivering port of Y-type fiber and then transmitted into water. The generated Mie scattered light, water Raman light and corresponding fluorescence are received and transmitted into spectrometer through the detecting port of Y-type fiber, and the COD value can be obtained by analyzing the LFRR of water spectra. The mixed solution of sodium humate and glucose is used as the COD standard solution to calibrate the designed system. The experiment results show that the optimal volume ratio of the two solutions is 1:29. When the COD of standard solutions is in the 1–12 mg/L concentration range, a good linear relationship can be found between the COD value and LFRR value with a correlation coefficient of 0.974. In addition, the COD of natural water samples are measured with LFRR method, the results of which are consistent with COD values obtained by rapid digestion spectrophotometry. Meanwhile, experimental results prove that the COD detection method proposed in this paper has the advantages of high sensitivity, high precision, high detection speed and simplicity, which can be widely used in various water areas for real-time COD monitoring.
Keywords: chemical oxygen demand, y-type fiber, spectroscopy, fluorescence, Raman laser, 405 nm laser
INTRODUCTION
Water quality analysis is an important task of environmental monitoring. The chemical oxygen demand (COD) describes the concentration of reducing substances in water, which is an important parameter for evaluating the organic pollution and quality of water [1–3]. Generally, there are two methods for measuring the COD: chemical method and optical method. Currently, the method commonly used for determining COD is chemical method, which requires a long measurement period and a lot of chemical reagents that may lead to secondary pollution if the reagents are not handled properly [4]. Meanwhile, the chemical method cannot be used for real-time analysis of water quality. Compared to chemical method, optical method based on the material characteristic spectrum has been drew much attention in recent years for its rapid detection and pollution-free characteristics [4–10].
At present, the optical method mainly includes absorbance spectrophotometry, hyperspectral analysis [1, 2] and fluorescence spectroscopy. The absorbance spectrophotometry can be further divided into single-wavelength measurement method, double-wavelength measurement method, multi-wavelength measurement method and broad-spectrum measurement method. The essence of absorbance spectrophotometry is to measure the absorption of the organic matters at a certain wavelength to calculate the COD value of water, which is a common method for online COD measurement. However, this method has relatively poor sensitivity and may cause larger measurement errors when COD is lower than 20 mg/L [12]. The hyperspectral analysis method has the advantages of high spatial resolution, high spectral resolution and spectrum integration. However, the technical operation of this method is complicated and high cost [12]. The sensitivity of fluorescence measurement is typically 10–1,000 times that of absorbance spectrophotometry, and has received much attention in the field of water quality monitoring [14, 16]. Recently, some scientists have applied three-dimensional fluorescence spectrometry to water quality measurement [17–32]. In 2004, S. Lee used the fluorescence excitation-emission matrices (FEEM) to analyze various water quality parameters of domestic wastewater, and the results showed that there is a good linear relationship (r2 = 0.914) between measured COD values by wet chemical method and that of FEEM [12]. In 2010, Hur used synchronous fluorescence spectra and its first derivatives to analyze the BOD and COD of wastewater samples collected in sewer systems in urban and non-urban areas, and the good correlation coefficients of 0.92 and 0.94 for BOD and COD can be obtained, respectively [18]. In 2011, Liu analyzed the absorption and fluorescence properties in a large subtropical reservoir and then used a chromophoric dissolved organic matter (CDOM) fluorescence monitoring sensor to predict several water quality parameters including the COD, dissolved organic nitrogen (DON), dissolved organic phosphorus (DOP) and dissolved organic matter (DOM). The significant correlations were found between the CDOM concentration and total nitrogen (TN), total phosphorus (TP), COD, dissolved organic carbon (DOC), and the maximum fluorescence intensity of humic-like component (C1), suggesting that the real-time monitoring of CDOM concentrations could be used to predict these water quality parameters [33]. In 2019, Goffin presented a method for measuring the soluble COD in raw sewage by means of three-dimensional fluorescence spectroscopy, and the results showed that the approach can be served as a guideline for purposes of implementing online wastewater monitoring and conducting environmentally friendly soluble COD measurements in the laboratory [20].
Generally, the advantages of three-dimensional fluorescence spectroscopy are mass spectral measurement data and high sensitivity but with the disadvantages of slow detection speed and complex operation, thus it is not suitable for on-line water quality analysis. Compared to three-dimensional fluorescence spectroscopy, two-dimensional fluorescence spectroscopy uses a single-wavelength laser or LED as the excitation light source, which simplifies the experimental design, and has a high analysis speed in water quality measurement since that only two-dimensional spectral data need to be analyzed. Therefore, many scholars begin to apply the two-dimensional fluorescence spectroscopy in water quality measurement. In 2015, Bridgeman designed a novel LED-based fluorescence instrument for the rapid assessment of potable water quality, and the results demonstrated that this device can provide an accurate in situ in real time assessment of water quality [34]. In 2022, Zheng proposed a water quality COD analysis method based on laser-induced fluorescence spectra, and used a single-wavelength semiconductor laser (wavelength of 405 nm) as the excitation light source and collected the emitted fluorescence spectra through a portable fiber optic spectrometer. PCA and PLS algorithms were used for data dimensionality reduction and model building, respectively. The results indicated that the COD prediction errors of this model for the test set are less than 20% [35].
At present, although two-dimensional fluorescence spectroscopy can measure COD parameter through the analysis of fluorescence intensity, the practical measurement accuracy is often influenced by some factors such as the interference of environmental light, water fluctuation, instrument vibration and laser-aging using [34–36]. In this paper, the development of a portable, laser spectroscopy-based system, capable of the real-time detection of COD parameter in water is described. The system adopts Y-type fiber as the transmission medium of optical signal, and uses the LFRR to calculate the COD value, which can reduce the influence caused by various factors to some extent. In experiment, we adopt the mixed solution of sodium humate and glucose as the COD standard solution of spectral method, and obtain the optimal mixing ratio of the two solutions through the detection and analysis of spectrum at different standard solution concentrations. In addition, the spectra of COD standard solutions within a certain range are detected, and significant positive correlation is found between COD value of standard solutions and LFRR.
DETECTION PRINCIPAL
A typical spectrum produced by a laser incident on water is shown in Figure 1, it can be seen that the whole spectra consists of [33] Rayleigh-scattered and Mie-scattered laser signal IS generated by elastic scattering, water Raman signal IR generated by inelastic scattering of the excitation light and DOM (dissolved organic matters) fluorescence signal IF. In general, there are three significant water Raman peaks [37] with wavenumbers of 1,595 cm−1, 3,120 cm−1 and 3,400 cm−1 when the water molecule is excited, and the 3400cm−1 can be excited to generate the strongest water Raman signal IR since it has the highest Raman gain coefficient. When the laser incident into the water, the higher the concentration of organic matter in the water, the stronger the fluorescence signal is generated, thus it can be considered that the COD value is proportional to fluorescence intensity:
[image: image]
where the coefficient K and the limit of detection C are constant, which can be determined in experiment.
[image: Figure 1]FIGURE 1 | A typical spectrum produced by laser exciting water (IS is Rayleigh-scattered and Mie-scattered laser signal generated by elastic scattering, Ir is the intensity of water Raman signal by deducting the fluorescence background, IR is water Raman signal generated by inelastic scattering, IF is DOM fluorescence signal.
For the same water sample, the laser intensity fluctuations and environmental changes both have a major influence on the received fluorescence signal, which lead to instability of the measured COD value in practical application. To solve this problem, we measure the COD parameter of water quality using the LFRR method. In addition, since the spectral range of the fluorescence generated by organic matter is relatively large, the integrated-fluorescence-intensity IT is adopted to calculate the COD value to obtain the fluorescence features of organic matters.
[image: image]
where λ1 is the integrated starting wavelength, λ2 is the integrated ending wavelength, [image: image] is the intensity of optical signal at wavelengthλ, Ir is the intensity of water Raman signal by deducting the fluorescence background. In practical application, IF can be replaced by IT to achieve the accurate COD measurement.
EXPERIMENTAL SETUP
A schematic view of the experimental setup is shown in Figure 2, which is primarily composed of four parts: laser spectrum detection system, optical fiber transmission system, signal processing system and sample system. The laser spectrum detection system consists of laser emission unit, spectrum detection unit, and data acquisition unit. The laser emission unit is composed of a 405 nm semiconductor laser. The laser spectrum detection system includes a filter, optical splitting system, coupling lens, and CCD [38]. The spectrometer used in the experiment can measure light with wavelengths between 400 and 760 nm with a resolution of 2 nm. The fiber transmission system is a “8 + 1” Y-type fiber of 80 cm, which contains delivering port, receiving port, and detecting port. A semiconductor laser is coupled into the delivering port of a 400 µm-diameter single-core fiber. The receiving port is eight fibers bundle group with diameter of 200 µm which is connected to spectrometer. A computer is employed as signal processing system to control both laser emission and spectra reception, furthermore, it can process spectral data as well as calculate water quality parameters. The sample system consists of test tube, and water sample.
[image: Figure 2]FIGURE 2 | Experimental setup of the COD measurement.
During the measurement period, output laser at 405 nm is firstly directed into the detecting port of Y-type fiber through the delivering port and then immersed into water sample vertically. Subsequently, optical signal excited by the laser is transmitted into receiving port of Y-type fiber through eight-core fiber of detecting port, and then input into the optical splitting system through the long-pass filter. Eventually, the optical signal is converted into electrical signal through CCD and then sent to a computer via a USB port. The computer is used to process data and calculate the COD with the corresponding software. In addition, the computer can adjust the exposure time of the CCD according to the intensity of the spectrum signal, and collect the spectrum of the water sample by controlling the power of the laser to turn on and off, so that the interference of the background light can be eliminated dynamically.
RESULTS AND DISCUSSION
The standard solution plays an important role in the calibration, adjustment and maintenance of instrument. Currently, potassium biphthalate and glucose are the commonly standard solutions used for potassium permanganate oxidation (CODMn) and potassium dichromate oxidation (CODCr), respectively. In addition, absorbance spectrophotometry usually uses potassium biphthalate standard solution to calibrate the instrument when measuring water quality COD. Therefore, it is also necessary to select a suitable standard solution to accurately calibrate the experimental setup of COD measurement in “Experimental setup”.
Preparation of standard solution
The organism in natural water is mainly composed of humic-like (estimated >50%) [39], protein-like, polysaccharide-like and polypeptide-like. For humic-like, it is vulnerable to generate the significant fluorescence when excited by UV laser, thus sodium humate can be employed as a substitute for humic-like in formulation of COD standard solution of laser spectroscopy. Since the fluorescence intensity in sodium humate solution is higher than that of natural water with same COD value, the mixed solution of no-fluorescence glucose solution and sodium humate solution is prepared as the COD standard solution. In the process, the ratio of sodium humate to glucose Rsg = Vsh/Vg is adjusted to make the fluorescence intensity of the standard solution close to the natural water sample, where Vsh is the volume of sodium humate solution, Vg is the volume of glucose solution.
It is considered that the standard solution reaches the optimum ratio when standard solution and natural water have the same COD value detected by rapid digestion spectrophotometry and integrated-fluorescence-intensity calculated by spectra. In order to determine the optimum Rsg, the corresponding steps are as follows: firstly, we adopt the rapid digestion spectrophotometry to measure the COD value of natural water samples collected from Riyue lake in Harbin Institute of Technology (Weihai). Secondly, under the same identical COD as natural water, we formulate the standard solutions with different Rsg. Finally, the optimum Rsg can be obtained when the spectral integrated-fluorescence-intensity of natural water is same as that of standard solution.
From the spectra of standard solutions and natural water (Figure 3), we can see that all spectra contain 405 nm scattered light signal, 471 nm water-Raman signal, and fluorescence signal of organism, in addition, a 680 nm chlorophyll fluorescence signal can also be seen in spectrum of actual water. Overall, Under the identical laser power, the fluorescence intensity increases with the proportion of sodium humate in standard solution.
[image: Figure 3]FIGURE 3 | The spectra of standard solutions and natural water (vertical direction presents wavelength, horizontal direction presents spectral intensity, the green line presents natural water of COD = 8 mg/L collected from Riyue lake, and other color presents standard solutions under different ratios).
Excluding the effect of 405 nm scattered light signal and 680 nm chlorophyll fluorescence signal, the variation in integrated-fluorescence-intensity of standard solution with Rsg is shown in Figure 4A. It can be seen that the spectral integrated-fluorescence-intensity of the standard solution at the Rsg ranges of 1/50 to 1/20 increases with the increase of Rsg. This phenomenon can be explained that the sodium humate concentration in standard solution increases with Rsg, and results in the increase of fluorescence intensity and integrated-fluorescence-intensity. The crossing point (R = 1/29) of the two lines presents the optimum Rsg where the standard solution has same integrated-fluorescence-intensity as natural water.
[image: Figure 4]FIGURE 4 | (A) The integrated-fluorescence-intensity of standard solution and natural water (red line is the result of natural water sample collected in Riyue lake, purple line is the result of standard solution) (B) The correlation between COD value of formulation and measurement (vertical direction presents COD formulation value, horizontal direction presents COD measurement value).
To verify the accuracy of R = 1/29, rapid digestion spectrophotometry is employed to test the COD measurement value of standard solutions with different concentrations, and the detection of all water samples are repeated for three times. The correlation between the COD standard solution preparation value and the measurement value is established in Figure 4B. It can be seen that the correlation between the COD standard solution preparation value and the measurement value with a correlation coefficient of 0.986 is obtained. The experimental results show that the standard solution prepared at R = 1/29 can be used to simulate natural water.
The correlation relationship between chemical oxygen demand value with integrated-fluorescence-intensity
Figure 5 shows the measured spectra from standard solutions (R = 1/29) of different concentrations, the integrated-fluorescence-intensity increases with COD value at 1–12 mg/L, and a linear regression equation with a correlation coefficient r2 = 0.974 is obtained:
[image: image]
[image: Figure 5]FIGURE 5 | The correlation between COD value of standard solution and integrated-fluorescence-intensity (vertical direction presents COD value of standard solution, horizontal direction presents spectral integrated-fluorescence-intensity).
In the practical application, we adopt a Y-type fiber to collect spectral signal, and calculate COD value from Eq 3.
The chemical oxygen demand measurement of natural water
To validate the accuracy of the system designed in this paper, a comparison of the COD measurement results of water samples collected at three different locations in Riyue lake for laser spectroscopy versus rapid digestion spectrophotometry is shown in Table 1. The error of two method is 15.9%, 1.3% and 8.1%, respectively. Overall, the result indicates that laser spectroscopy proposed in this paper can meet the demand on COD measurement of natural water with high accuracy.
TABLE 1 | COD measurement result of natural water samples.
[image: Table 1]CONCLUSION
In this paper, a novel water COD detection method based on laser Fluorescence-Raman ratio is proposed, and a small COD detection system is designed to realize the accurate COD measurement. In order to calibrate the instrument conveniently, the mixed solution of humic acid sodium and glucose is adopted as the standard solution for COD measuring by the laser spectroscopy method. The optimum ratio of sodium humate to glucose in standard solution is 1:29 in our experiment. Under this ratio, we detect the standard solution with COD value range of 1–12 mg/L, and establish the correlation between COD value with integrated-fluorescence-intensity. The linear correlation coefficient is r2 = 0.974, and the empirical formula is COD = 0.093 IT-2.359.
In the practical COD measurement, laser spectroscopy and rapid digestion spectrophotometry are used to detect the COD value of three natural water samples. The results of two methods have high consistency, and the measurement error in laser spectroscopy meets the COD detection requirement of natural water quality. The experimental results indicate that the system designed in this paper has the advantages of small probe volume, simplicity, high accuracy, high stability, and so on. Since the optimum ratio of standard solution may be different in different water area, the instrument should be calibrated again so as to achieve the accurate COD measurement in practical application.
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Owing to interference fringes in the multireflective gas cell, the detection sensitivity of a system in tunable diode laser absorption spectroscopy (TDLAS) will decrease significantly. In this work, a combined scheme of complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) and wavelet threshold denoising (WTD) is proposed. Theoretical simulations were performed to validate the effects of the proposed algorithm, which was also verified via a CO2 detection experiment. After CEEMDAN-WTD processing, the noisy intrinsic mode function (IMF), pure IMF, and residual components of the detection signal were identified and reconstructed successfully. Based on analysis of the simulations, CEEMDAN-WTD algorithm improved the signal-to-noise ratio by 1.87 times and decreased the root mean-squared error by 37.6% than the moving average algorithm. For the CO2 detection system, R2 = 0.999 was determined by the calibration experiment. Additionally, based on Allan variance analysis and a long-time experiment, the limit of detection was estimated to be 3.08 ppm for an average time of 148 s and measurement accuracy of 0.65%, respectively. The obtained results sufficiently validate that the CEEMDAN-WTD algorithm can effectively suppress interference fringe noise in TDLAS.
Keywords: tunable diode laser absorption spectroscopy (TDLAS), complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN), interference fringes, wavelet threshold denoising (WTD), carbon dioxide
INTRODUCTION
Carbon dioxide (CO2) is considered to be the main component of greenhouse gases (GHGs). Anthropogenic excessive emissions of GHGs have caused severe climate and environmental problems, such as global warming, melting of glaciers, rising sea levels, and extreme weather incidents [1]. Recently, CO2 emissions have increased annually owing to continuous developments with energy consumption and industrialization. Therefore, accurate measurement of CO2 emissions is of great significance for developing and implementing mitigation strategies [2–4]. Tunable diode laser absorption spectroscopy (TDLAS) is a gas detection technology that has been widely used in various fields [5]. It has the advantages of high sensitivity, real-time detection, fast response, and noncontact measurements [6, 7]. TDLAS mainly includes the direct absorption spectrum (DAS) [8] and wavelength modulation spectrum (WMS) [9]. The DAS can be established with a simple structure at very low cost; however, it is easily affected by noise, resulting in low detection sensitivity [10].
Detection equipment with both high accuracy and miniaturization ability have become new topics of research in certain application scenarios of TDLAS. One way to realize such equipment is to achieve long path lengths and compact gas sensors using multireflection gas absorption cells [11]. However, interference fringes caused by multiple reflections of the laser beam on the optical elements can lead to large deviations in the inversion of the concentration and severely affect the accuracy of the detection system. Therefore, suppression of the interference fringes of gas concentration signals has become a focus of current research. Luo et al. [12] proposed an adaptive harmonic feeding generative adversarial network as well as a novel adaptive weighting scheme for interference fringe suppression. They realized an average absolute oxygen concentration inversion of 0.57% for an actual pharmaceutical production line. Although neural networks are powerful tools, the learning time and training data required for the algorithms are considerable. Moreover, local convergence of the minimum value may lead to training failure. Zhou et al. [13] employed a multifrequency modulation method to suppress the interference fringe noise of a residual oxygen detection system in encapsulated pharmaceutical bottles, achieving a signal standard deviation of 2.96 and signal-to-noise ratio (SNR) of 36.979 dB. However, subtle differences in the diameters and thicknesses of different glass bottles can lead to significant variations in the interference demodulation amplitudes and spacing, thus limiting the application of their method to glasses with different parameters.
Kalman filter [14], wavelet transform [15], moving average [16], Wiener filter [17], and Gabor transform [18] have all been used to address noise suppression problems. Although these five methods reduce the influences of interference fringes on the detected signals, they are computationally intensive and not conducive to practical applications. Guo [19] and Yu [20] proposed approaches using empirical mode decomposition (EMD) and combined variable mode decomposition [21] with Savitzky–Golay denoising (VMD-SG), respectively; the computation times of these two methods were less than those of the Kalman and other methods. However, the EMD algorithm has problems with mode mixing and endpoint effects. Furthermore, the EMD algorithm directly removes the high-frequency intrinsic mode function (IMF), which can cause signal distortion upon reconstruction. To solve the mode-mixing problem of EMD, Huang [22] proposed ensemble empirical mode decomposition (EEMD); taking the characteristic that the mean value of white noise is zero, EEMD eliminates mode mixing by adding uniformly distributed Gaussian white noise in the decomposition process and averaging the decomposition results. However, the purity of the original signal in inevitably degraded in EEMD; to overcome this disadvantage, the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) algorithm was first proposed in 2011 by Torres et al. [23]. The CEEMDAN algorithm is an improved modified version of EEMD, where white noise is added at each EMD stage and its specific residual is calculated to obtain each modal component; after decomposition, the reconstruction error is almost zero. Compared to EEMD, it overcomes mode mixing and effectively reduces reconstruction errors. However, it causes loss of useful high-frequency information during signal reconstruction. The wavelet threshold denoising (WTD) method applied in signal reconstruction is used to address this concern. Advantageously, WTD adapts to the requirements of time–frequency signal analysis to focus on arbitrary details of the signal. However, as the hard threshold function is not continuous at the threshold, the signal can easily fluctuate after hard-threshold-function processing. In contrast, the soft threshold function is coherent, but the signal loses a part of the high-frequency coefficients above the soft threshold.
In this work, a CEEMDAN and WTD combined algorithm is designed for application to direct absorption spectroscopy. The remainder of this paper is organized as follows. First, we discuss the causes of interference fringes, how to combine the two algorithms, and the methods for improvement. Then, the denoising ability of the combined algorithm is demonstrated via simulation analysis and comparisons with other filtering algorithms. Finally, we analyze the stability and detection limit of the CEEMDAN-WTD algorithm via calibration experiments and Allan variance analysis.
THEORY OF TDLAS
When a laser beam passes through a certain gas medium, the light intensity of the beam decays owing to partial absorption by the gas. The input and output light intensities (I0 and It, respectively) satisfy Beer–Lambert law, and the output light intensity can be described as follows [24, 25]:
[image: image]
where S(T) is the line strength of the spectral feature, C is the concentration of the gas to be measured, P is the pressure of the gas, L is the effective optical path length of the laser passing through the gas, and φ(ν-ν0) represents the gas absorption spectral line shape function.
Almost all TDLAS systems show optical interference fringes that are caused by multiple reflections of the laser on the surface of the optical element; these fringes are also known as the etaloning effects. The transmitted light intensity can be calculated from the phase difference between multiple beams of light. According to the principle of the Fabry–Perot interferometer, the transmitted light intensity can be expressed as [26]
[image: image]
Here, R is the interface reflectivity (assuming that the two interfaces have the same reflectivity), δ is the phase difference between the directly transmitted beam and that after secondary reflection. For the small surface reflectances of the lenses and transmission windows used in TDLAS systems, the transmitted light intensities sinusoidally vary with phase difference. Then, Eq. 2 can be simplified as
[image: image]
The laser is assumed to be incident in a direction perpendicular to the parallel glass plate. Then, the distance between the two parallel interfaces is l, refractive index of the optical medium through which the laser passes is n, and laser wavelength is λ. The phase difference in Eq. 3 is given by
[image: image]
The transmitted light intensity can be calculated by combining Eqs. 3, 4 as
[image: image]
Optical interfaces, such as laser windows, gas-cell windows, detector windows, and collimating lenses, are present in TDLAS systems, and all of these may cause optical interference fringes. The strength of the optical interference fringe is proportional to the reflectance of the interface in a direct absorption spectroscopy detection system. The reflectance of a typical optical quartz-glass surface is about 0.02 [27]. Theoretically, based on Eq. 3, the equivalent absorbance fluctuation due to the etalon effect is 0.04. Moreover, the equivalent absorbance corresponding to the gas detection limit in the current direct absorption spectroscopy detection system based on TDLAS is 10−3, which is considerably less than 0.04. Therefore, to utilize the high accuracy and sensitivity of TDLAS, the direct absorption spectroscopy detection system needs to be optimized, and optical interference fringes need to be suppressed.
PRINCIPLE OF THE CEEMDAN-WTD ALGORITHM
CEEMDAN
The CEEMDAN algorithm decomposes a signal (original signal with Gaussian white noise) into finite IMFs and residual components [28]. The specific steps are as follows [29]:
1) Add i (i = 1,2,3,4 … I) sets of Gaussian white noise to the original signal, which is defined as x(t) so that the signal to be processed is obtained as
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where ε is the amplitude (ratio of standard deviation of the amplitude of the white noise to that of the original signal), and ei(t) is the ith content N (0,1) of the added Gaussian white noise.
2) Decompose each xi(t) using EMD to obtain the first IMFs:
[image: image]
The first residual is obtained by subtracting the first IMF from the original signal x(t):
[image: image]
3) Add i sets of white noise to r1(t) to compose a new signal to be processed:
[image: image]
Decompose each xi(t) by EMD to extract the second mode as follows:
[image: image]
Additionally, the second residual is
[image: image]
4) Repeat steps (1)–(3) until the resulting residual can no longer be decomposed. Finally, the k modal components, remaining residual rk(t), and original signal x(t) can be expressed as
[image: image]
WTD
WTD filters the signal to remove noise and extract the maximum useful signal; it is based on the principle that the selected wavelet basis function at different scales and a certain shift are applied by inner product with the original signal. Then, the result is mapped to the time and frequency domains. Owing to the different properties of the wavelet coefficients of the signal and noise, noise can be maximally filtered out by selecting a threshold value and reconstructing the signal.
Threshold handling, including selection of both the threshold value and threshold function, is significant for WTD analysis [30]. The wavelet coefficients of the noise are analyzed to select a suitable threshold value that is greater than the maximum noise level. Hard and soft threshold functions are commonly used for this purpose, which are given in Eqs. 13, 14, respectively:
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Here, ωs denotes the set of wavelet coefficients after decomposition, ω is the set of wavelet coefficients, and λj is the threshold value. However, both the hard and soft threshold functions have certain defects, and the denoising results are not ideal for complex signals. The hard threshold function preserves the local characteristics of the signal; however, as it is not continuous at the threshold value, the reconstructed signal can easily oscillate (pseudo-Gibbs phenomenon).
The soft threshold function is a continuous function; hence, the smoothness of its signal is better than that of the hard threshold function. Additionally, wavelet coefficients less than the threshold are set to 0. However, there is a constant deviation between the original wavelet coefficients and those after decomposition. Therefore, to overcome the shortcomings of the soft and hard threshold functions, we present an improved threshold function having the following expression:
[image: image]
where a is the adjustment factor. When a = 0, the improved threshold function is close to the semisoft threshold function. When a tends to infinity, the new threshold function can be approximated to the hard threshold function. Unlike the hard threshold function, our proposed function is continuous. By changing the value of a to modify the properties of the threshold function, abrupt changes can be handled smoothly and the oversized wavelet coefficients are quantized such that they are close to the original values, thereby significantly preserving the true signal. A comparison of the different threshold functions is presented in Figure 1.
[image: Figure 1]FIGURE 1 | Comparison of different thresholding functions.
CEEMDAN-WTD
The flowchart of the CEEMDAN-WTD algorithm is given in Figure 2. CEEMDAN is first performed on the original signal to obtain multiple groups of IMFs. The correlation coefficient method is used to determine the IMF component that is dominated by noise. Then, this IMF component with noise is handled by WTD to improve the problem of loss of the real signal during the CEEMDAN process. Finally, the pure IMF component decomposed by CEEMDAN, noisy IMF component after wavelet processing, and residual component are reconstructed to obtain the processed signal.
[image: Figure 2]FIGURE 2 | The flowchart of the CEEMDAN-WTD.
SIMULATION AND ANALYSIS
Simulation
Herein, a CO2 detection system based on the DAS is employed to verify the CEEMDAN-WTD algorithm. The simulation parameters are as follows: standard atmospheric pressure, temperature T = 296 K, and effective absorption optical path length of the gas L = 200 cm. It is well known that the interference fringes are usually overlaid on real signals in the form of periodic sinusoidal functions to yield periodic fluctuations in the detected signal. Therefore, interference fringe noise is simulated by adding a sinusoidal signal with a certain amplitude to the simulated signal and random noise. Figure 3 displays this simulation signal.
[image: Figure 3]FIGURE 3 | Simulation signal.
Analysis of results
Before the signal is processed using the CEEMDAN algorithm, Gaussian white noise of amplitude Nstd, average number of signals N, and maximum number of iterations allowed Maxiter are selected. In this study, Nstd = 0.2, N = 100, and Maxiter = 2000. The 12 IMF components and the residuals are shown in Figure 4. Spectral analysis was performed for each IMF component. Figure 5 shows that the large-amplitude low-frequency mode components are decomposed precisely and that there is no confusion between the modes.
[image: Figure 4]FIGURE 4 | Decomposition diagram obtained IMF1-IMF12 using CEEMDAN.
[image: Figure 5]FIGURE 5 | Frequency spectrum of IMF1-IMF12.
Generally, interference fringe noise is a high-frequency signal. For a signal with such noise, the signal energy is mostly concentrated in the IMF component with a relatively large order. To accurately discriminate the noisy IMF components, the correlation coefficient R is used herein to reflect the relationship between the IMF component and original signal to determine the IMF component with noise [31]. Table 1 presents the calculation results.
TABLE 1 | Correlation coefficients between the IMF components and original signal.
[image: Table 1]IMF1–IMF9 components are correlation coefficients less than 0.1, which are considered as components with noise [32]. These components are denoised using the improved WTD proposed in this work. The Daubechies wavelet (db10) was chosen as the wavelet basis, and the number of decomposition layers was set as 7. To verify the steps of the CEEMDAN-WTD algorithm, the denoising results were compared with those of the moving average, Kalman filter, WTD, EMD-WTD, EEMD-WTD, CEEMD-WTD, and VMD-WTD. The comparison shows that the CEEMDAN-WTD algorithm is significantly better than the other methods in terms of suppression of interference fringes and has equally excellent peak value extraction. The denoised results of the above methods are compared in Figure 6 and Figure 7.
[image: Figure 6]FIGURE 6 | Comparison of moving average, Kalman filtering, WTD and EMD-WTD methods.
[image: Figure 7]FIGURE 7 | Comparison of EEMD-WTD, CEEMD-WTD, VMD-WTD and CEEMDAN-WTD methods.
SNR and root mean-squared error (RMSE) [33] are considered as two important bases for evaluating the processing effect; SNR and RMSE are determined using Eqs. 16, 17, respectively.
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where Xi is the original signal, xi the signal after processing, and N is the number of sampling points of the signal.
SNR represents the ratio of effective power of the signal to that of the noise; it is proportional to the denoising effect. RMSE reflects the deviation between the measured and actual values; it indicates the degree of signal distortion. Contrary to SNR, the smaller the RMSE, the smaller is the deviation between the two signals and more satisfactory is the denoising effect. The calculated SNR and RMSE results of the eight denoising methods are shown in Table 2. Among these methods, the SNR improvement of the signal is largest after CEEMDAN-WTD processing. The SNR improved by 1.87 times from 17.4605 to 32.6050 and RMSE reduced by 37.6% from 0.0456 to 0.0080 compared to the moving average approach; this indicates that CEEMDAN-WTD has the best denoising effect.
TABLE 2 | SNR and RMSE results after applying various denoising methods.
[image: Table 2]EXPERIMENTS
Experimental setup
The experimentally acquired CO2 concentration signal was processed using the CEEMDAN-WTD algorithm at temperature T = 300 K, pressure P = 1 atm, and optical path length L = 200 cm. Figure 8 illustrates the detection principle of the CO2 system. The source uses a distributed feedback (DFB) laser (DFB-2004-4.5-BF2-FC/APC, Nanosystems and Technologies GmbH, Germany) with a center frequency of 2004 nm. The laser output wavelength was controlled through a temperature controller and laser driver (LDC501, Stanford Research Systems, USA). The laser wavelength varied with current at a rate of 0.026 nm/mA. A signal generator (33210A, Keysight, USA) was used to generate a 10 Hz triangular wave signal that was applied to the laser driver to scan the center wavelength over the CO2 absorption line. The collimated laser beam entered the gas absorption cell and reached the photodetector after multiple reflections. The gas absorption cell employed was a White cell with an effective absorption path length of 200 cm. The photoelectric detector converted the light signals containing the gas concentration information into electrical signals. The data acquisition card (DAQ) (PCL-4472, National Instruments, USA) captured the electrical signal and input it to the PC for analysis and processing.
[image: Figure 8]FIGURE 8 | TDLAS experimental system structure.
Results and analysis of the calibration experiment
As shown in Figure 9 and Figure 10, the DAS signal of 300 ppm CO2 was detected, and the results were processed using various methods. As shown in the figure, the original signal represented by the black curve was severely disturbed by noise; obvious interference fringe noise was present, which can result in errors in the detected absorption peak values. When using the traditional moving average method, the reconstructed signal still contained disturbances from the interference fringe noise. Further, the WTD and other methods were used for comparison, and the reconstructed DAS signal showed poor smoothness. In the results from CEEMDAN-WTD processing, the overall curve was smooth and the useful signal features were preserved well. From locally magnified images, we determined that the local signal did not mutate. In addition, the positions of the features remained unchanged, and the interference fringe noise was suppressed well. The results after denoising by various methods are shown in Table 3. The SNR and RMSE values of the proposed method are 14.3158 dB and 5.3093 × 10−4, respectively.
[image: Figure 9]FIGURE 9 | DAS signal of CO2 detected in the experiment and the denoising result by using moving average, Kalman filtering, WTD and EMD-WTD.
[image: Figure 10]FIGURE 10 | DAS signal of CO2 detected in the experiment and the denoising result by using EEMD-WTD, CEEMD-WTD, VMD-WTD and CEEMDAN-WTD.
TABLE 3 | SNR and RMSE results after denoising the DAS signal.
[image: Table 3]We varied the CO2 concentrations (50 ppm, 60 ppm, 70 ppm, 100 ppm, 200 ppm, and 300 ppm) under the same experimental conditions (P = 1 atm, T = 300 K, and L = 200 cm) and collected the absorption spectra of CO2 [34]. The peaks of the absorption spectra were extracted using the noise reduction process proposed herein, and a straight line was fitted based on the concentrations and peaks of the absorption spectra; the expression of the straight line is as follows [35]:
[image: image]
Figure 11 illustrates the fitting results, where the peak value of the DAS signal has a favorable linear relationship with the gas concentration. The determination coefficient (R2) was calculated to be 0.999. This demonstrates the excellent linear concentration response of the CO2 detection system with the CEEMDAN-WTD denoising algorithm.
[image: Figure 11]FIGURE 11 | The fitting result in the calibration experiment.
Allan variance and system stability
Allan variance is an important tool for quantitatively analyzing various types of noise; it can be used to visually observe the variation patterns of noise with integration time as well as evaluate the sensitivity of the system [36]. In the experiment, 1000 data points of CO2 at a concentration of 50 ppm were measured with a sampling period of 1 s. The signal amplitude was converted to concentration using Eq. 16. The 1000 data points were analyzed via Allan variance. Figure 12 shows the relationship between the Allan deviation and averaging time τ. From these, the lower limit of detection (LOD) of the system can be obtained [37]; when the averaging time was 1 s, the LOD was 7.82 ppm, and when the averaging time was 148 s, the LOD reached a minimum of 3.08 ppm.
[image: Figure 12]FIGURE 12 | Allan variance plot for time series measurements of pure CO2 and a slope indicating white behavior of the instrument.
Stability is an important indicator that affects the sensitivity of a detection system. Theoretically, a perfectly stable detection system can have extremely high detection sensitivity if the detected signals are infinitely averaged. However, various factors can cause system instabilities, such as changes in the laser wavelength due to ageing, temperature drift, white noise, and interference fringe noise from multiple reflections of the laser. Therefore, the actual experimental detection system is only stable for a limited period, which means that the system has an optimal averaging time. To further evaluate the stability of the system, a one-hour experiment was carried out in the lab for detecting 50 ppm of CO2 gas continuously. The upper panels of Figure 13 show the time series of the measured concentrations of 50 ppm CO2. The distribution histograms of deviations of the measured concentrations and the fitting curve of the probability distribution are depicted in the lower panels of Figure 13. From these, the half-width at half maximum (HWHM) was calculated as 0.326 ppm. Thus, it was confirmed that the precision of system measurement was better than 0.65%. The measured concentration data obviously resembled a Gaussian distribution. These results verify that the system has excellent precision and stability.
[image: Figure 13]FIGURE 13 | The measured CO2 concentration data (top) and the distribution histograms of deviation (bottom). The red line depicts a Gaussian profile.
CONCLUSION
In summary, a signal processing algorithm combining CEEMDAN and WTD was proposed herein to suppress the interference fringe noise of the TDLAS system. Moreover, the equation and detection procedure of the proposed algorithm are given. The algorithm reduces large reconstruction errors and loss of useful signals that occur when using the EEMD algorithm. Furthermore, the proposed novel threshold function overcomes the shortcomings of the soft and hard threshold functions. The CEEMDAN-WTD algorithm was evaluated with both simulation and experimental signals. The results showed that the CEEMDAN-WTD algorithm achieved better interference fringe noise suppression performance than the moving average, Kalman filter, WTD, EMD-WTD, EEMD-WTD, CEEMD-WTD, and VMD-WTD algorithms. Additionally, it exhibited excellent peak value extraction performance. The CEEMDAN-WTD algorithm increased the SNR by 1.87 times and decreased the RMSE by 37.6% compared to the moving average algorithm; its R2 was determined as 0.999 through calibration experiments. Allan variance analysis indicated that the proposed algorithm had a minimum system detection limit of 3.08 ppm for an averaging time of 148 s. From the long-time experiment, a measurement accuracy of 0.65% was verified.
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As a technology that combines spectral technology and imaging technology, hyperspectral imaging technology can obtain the spectral and spatial information about the targets effectively. Hence, the underwater hyperspectral imaging technology has a fast development since it was first used underwater. Many kinds of hyperspectral imagers used for underwater detection at different depths were developed. However, the underwater hyperspectral imagers used at deep sea were rarely reported while the required detection depth increased. To satisfy the deep-sea exploration requirements, an underwater hyperspectral imaging system was designed. An optical system with a low F-number and a compact structure was first designed. The F-number of the system is 2.5. The focal length of the objective lens is 25 mm, and the field of view of the objective lens is 35.2°.The wavelength range of the system is from 400 to 1000 nm, and the spectral resolution of the spectrometer is better than 3 nm. The instrument cabin and other structures for waterproofing were designed. A minicomputer used for control communication, data acquisition, and processing was equipped in the actual system. The isolation performance and imaging quality were tested in the laboratory environment. According to the test result, the system has a good imaging quality and spectral detection capability. Also, the system can be used at 6000 m underwater, which may provide a new feasible technical scheme for deep-sea exploration.
Keywords: deep-sea exploration, hyperspectral image, optical design, optical system, underwater hyperspectral imaging
INTRODUCTION
With the development of society, environmental and resource problems are becoming increasingly prominent at the global level. With the increasing abundance of land and space detection means [1–4], people have a deeper understanding of the land and the atmosphere. On the contrary, due to the limitation to detection technology, people have relatively little understanding of the ocean. Many kinds of detection methods, such as remote sensing [5] and acoustic detection [6], were developed to know the ocean. However, the rich information on underwater cannot be fully accessed because the methods mentioned previously were limited by the resolution or detecting depth. Hence, the demand for deep-sea underwater detection with high resolution becomes urgent. As a combination of spectral technology and imaging technology, hyperspectral imaging technology can obtain the spectral and spatial information with high resolution and high efficiency, which can satisfy the demand mentioned previously [7]. So, the hyperspectral imaging technology was put into use for underwater detection by some researchers and developed fast.
The Norwegian University of Science and Technology (NTNU) has begun using underwater hyperspectral imaging technology since long time [8]. A prototype of the underwater hyperspectral imaging system was developed in April 2010 [8]; then, the prototype was mounted on different platforms to carry out the detection work. The system was mounted on a remote operated vehicle (ROV) to carry out the coral reef detection work in 2012. The detection depth reached was 80 m. Through the spectral imaging detection, different kinds of the coral reef can be classified by the spectrum obtained. In 2017, the system was mounted on an ROV and detected an underwater area at 4200 m depth [9]. By using the underwater spectral imaging detection method, manganese nodules in the area were detected successfully. At the same year, the system was mounted on a stationary platform and carried out detection work at 3500 m depth [10]. Different kinds of mineral materials were detected through this detection. In 2018, the system was mounted on an ROV and achieved the detection and recognition of different types of underwater cultural relics at 61 m depth [11]. The Max Planck Institute of Marine Microbiology in Germany has also started research on UHI detection technology since 2013. Two kinds of underwater hyperspectral imaging systems were designed and used in shallow water detection [12, 13]. The inversion of the chlorophyll concentration and classification of different kinds of materials were realized by processing the hyperspectral data obtained by the two systems. The Italian Institute of Marine Sciences has also started research on underwater hyperspectral imaging detection. In 2017, an underwater hyperspectral imager was mounted on the ROV by the Italian Institute of Marine Sciences. The system reached 200 m depth underwater and detected different kinds of materials [14].
According to the study mentioned previously, the detection depths of the underwater hyperspectral imaging detection systems change from shallow water to 4200 m. The systems which can reach deep water are rare. Although the maximal detection depth is deep, it may not be enough for further research in deep water. Hence, a line-scanning underwater hyperspectral imaging system used for deep-sea exploration was designed. Through the design of the optical system, mechanical structure, and electric control system, the underwater hyperspectral imaging system can be mounted on different underwater platforms to access the underwater hyperspectral data. The isolation performance and imaging quality were tested in a laboratory environment. According to the test result, the maximal detection depth of the system can reach 6000 m depth, and the system has a good imaging quality and spectral detection capability, which may provide a feasible plan for deep-sea exploration in the future.
DESIGN OF THE SYSTEM
Optical design of the system
The optical structure of the hyperspectral imaging system mainly includes three parts: the objective lens, spectrometer, and detector. Due to the severe light absorption of seawater at long wavelength [15], the main concerned detecting wavelength range of the system was from 400 to 700 nm. A detector (Basler Ac2040-90um, Germany) with high efficiency from 400 to 700 nm was first chosen. To have a relatively large field of view, the focal length of the objective length was determined as 25 mm. Because the system is used in deep sea where almost no natural light exists, the F-number of the whole system was determined as 2.5 to make full use of the light from the light source and have a relatively high signal-to-noise ratio. The objective lens of the system was designed to have a good imaging quality through focusing when the object distance changes. A prism-grating-prism structure was designed as the dispersion element so that the spectrometer can have a compact structure and small volume. The specification and value of the whole system are shown in Table 1. Simulation was performed by Zemax software, and part of the design result is shown in Figures 1, 2.
TABLE 1 | Design parameters of the optical system.
[image: Table 1][image: Figure 1]FIGURE 1 | Optical structure of the whole underwater hyperspectral imaging system.
[image: Figure 2]FIGURE 2 | MTF curve of the whole system at the central wavelength.
Design of the instrument cabin
The fixing structure of the optical elements and detector was first designed, which is shown in Figure 3A. Then, according to the size of the optical and mechanical structure designed previously, an instrument cabin was designed to resist the water and pressure in deep sea. To have a good water and pressure resistance, the material of the cabin was chosen as TC4 titanium alloy. To have a better resistance of the sea flow and be easy to manufacture, the cabin was designed to be cylindrical. To accommodate the imaging system, the internal diameter of the cabin was determined as 90 mm.Then, the parameters of the cabin can be determined according to Eqs 1, 2 mentioned as follows. D is the internal diameter of the cabin, which was 90 mm. K is the safety parameter, which was 1.5 in this design. [image: image] is the tensile strength of the material, which was 800 MPa for TC4 titanium alloy. Then, the size of the cabin and its end cap can be calculated according to the formula [16]. The calculated result and design values are shown in Table 2. The design result of the whole mechanical structure is shown in Figure 3B. The front and bottom cap are shown in Figure 3C and Figure 3D. Three underwater connectors (SubConn, United States) were installed on the bottom cap to connect with the carrying platform for power supplement and data transmission. As is shown in Figure 3D, the port with 13 cores can supply system power and transmit data at about 100 Mb/s. The ports B and C are used for power supply and control the whole system. The overall length of the piece of equipment was 60 cm, the weight was 16kg, and the lighting mode was passive lighting.
[image: image]
[image: image]
[image: Figure 3]FIGURE 3 | Mechanical structure design result. (A) Mechanical structure of the hyperspectral imaging system. (B) Mechanical structure of the instrument cabin. (C) Mechanical structure of the front cap of the instrument cabin. (D) Mechanical structure of the bottom cap.
TABLE 2 | Design parameters of the cabin.
[image: Table 2]Design of the electric control system
The frame of the electric control system is shown in Figure 4. The core part of the electric control system is TX2-IPC, which is a minicomputer used for controlling the hyperspectral imager and saving the data accessed by the hyperspectral imager. The detector used in the underwater hyperspectral imager connects with the minicomputer with a USB3.0 data transmission line. The power, command, and data can be transmitted between the minicomputer and camera through the line. The commands sent from the minicomputer are given by the upper computer by the four cores of the eight core ports. The power supply of the whole system was achieved by the two cores of the eight core ports. The remaining two cores connected with the computer, and the computer connected with a 485-communication module to control the focusing stepper motor. The port of the 13 cores was only used for data transmission above water by eight cores through a network cable put inside the cabin. In addition, two cores of the 13 cores were used for power supply. A switch was used to share the data among the ports. Because the instrument works in the water environment, seawater can physically cool the instrument. To increase the safety factor, heat dissipation treatment of the instrument, the inside wall of the cabin, and the control system are coated with thermal silicone grease to ensure the instrument can work normally.
[image: Figure 4]FIGURE 4 | Design result of the electric control system. (A) Framework of the electric control system. (B) Actual structure of the electric control system.
INSTRUMENT PERFORMANCE TEST
Watertight test of the instrument cabin
To verify the watertight performance of the instrument cabin, a watertight test was taken. The instrument cabin was sent to a watertight performance test organization, and the cabin was put into a special pressure tank. The pressure tank generates large pressure inside to test the watertight performance and pressure resistance. The pressure changes with time, and its value is shown in Figure 5. The maximal pressure in the pressure tank increased to 60 MPa and lasted for about an hour. Also, the instrument cabin was flawless, which means the instrument cabin can be used underwater 6000 m.
[image: Figure 5]FIGURE 5 | Pressure curve inside the pressure tank.
Spectral calibration of the optical system
To access the monochromatic image from the raw data obtained by the hyperspectral image, a spectral calibration is necessary. A mercury lamp was used for spectral calibration, and the spectral resolution of the spectrometer at different peaks of the mercury lamp was calculated. The mercury lamp was placed in front of the slit of the spectrometer, and the raw data of the mercury lamp obtained by the spectrometer are shown in Figure 6. One row of the image is the spectrum of the mercury lamp, which is shown in Figure 7. A Gauss fitting method was used to determine the central position of the peaks of the mercury lamp and calculate the full width at half maxima (FWHM). According to the central position and peak wavelength, a linear fitting method was used to calculate the linear dispersion rate. Then, the spectral resolution can be calculated according to Eq. 3. The fitting result is shown in Figure 8. The spectral resolution calculated result is shown in Table.3.
[image: image]
[image: Figure 6]FIGURE 6 | Raw data of the mercury lamp obtained by the spectrometer.
[image: Figure 7]FIGURE 7 | Spectrum of the mercury lamp obtained by the spectrometer.
[image: Figure 8]FIGURE 8 | Linear fitting result of the calibration data.
TABLE 3 | Calibration result of the spectrometer.
[image: Table 3]Underwater hyperspectral imaging experiment
To test the imaging quality and spectral detection capability in the range of 400–700 nm, an underwater environment was established in the laboratory. In addition, two LED sources with 100 W power were placed beside the underwater hyperspectral imager. A mechanical rotating platform was used as the carrying platform to carry out the scanning imaging job. The experiment environment is shown in Figure 9.
[image: Figure 9]FIGURE 9 | Underwater spectral imaging performance test. (A) Underwater hyperspectral imager scanning the color blocks. (B) Underwater hyperspectral imager scanning different objects. (C) Underwater hyperspectral imager scanning the standard whiteboard.
A board with different color blocks was first detected to verify the spectral detection capability of the system. The monochromatic images of different wavelengths are shown in Figure 10. The spectrum of different color blocks is shown in Figure 11. A standard whiteboard was also used as the target to measure the standard spectrum of the light source. The spectrum of the light source is shown in Figure 12. The reflectivity of the different color blocks can be calculated according to the stand spectrum of the light source. The reflectivity curves of different color blocks are shown in Figure 13. The characteristics of the reflectivity curves are consistent with the wavelength range of different colors, which means that the system has a good spectral detection capability.
[image: Figure 10]FIGURE 10 | Monochromatic image obtained by the system. (A) Actual color blocks. (B) Monochromatic image of the color blocks at 455 nm. (C) Monochromatic image of the color blocks at 555 nm. (D) Monochromatic image of the color blocks at 655 nm.
[image: Figure 11]FIGURE 11 | Spectrum of different color blocks.
[image: Figure 12]FIGURE 12 | Spectrum of the standard light source.
[image: Figure 13]FIGURE 13 | Reflectivity of different color blocks.
Different kinds of objects like metal boxes, plastic bottles, and some shells were used as the target. The monochromatic images of different wavelengths are shown in Figure 14. In addition, the spectrum and reflectivity of different objects are shown in Figures 15A,B. As shown in Figure 14, the system has a good imaging quality. Different objects can be classified according to the spectrum or reflectivity curves. According to the detecting results, the system has a good underwater detection capability, which may provide a feasible technical detecting plan for deep-sea exploration.
[image: Figure 14]FIGURE 14 | Monochromatic images of the different objects. (A) Monochromatic images of different objects at 455 nm. (B) Monochromatic images of different objects at 555 nm. (C) Monochromatic images of different objects at 655 nm.
[image: Figure 15]FIGURE 15 | (A) Spectrum of different objects. (B) Reflectivity of different objects.
CONCLUSION
To make up the requirement for high-resolution deep-sea detection, an underwater hyperspectral imaging system was developed. The optical system was first designed according to deep-sea exploration requirements. Then, the mechanical structure and instrument cabin were designed. The electric control system was established. In addition, the communication with the upper computer, control of camera, and data transmission can be achieved by using the internal minicomputer. The multiple performances of the instrument have been tested in the laboratory environment. According to the test result, the spectral resolution of the spectrometer is better than 3 nm, and the system can work underwater 6000 m. Different underwater targets can be distinguished according to the spectrum accessed by the system. The system has a good underwater detection capability and may provide new feasible plans for future deep-sea exploration.
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In this study, we propose a novel three-dimensional architecture mode (de)multiplexer with degenerate modes output using a pure silica FMF ring core transmission channel, which solves the problem caused by random mode rotation and can be used in multiple-input multiple-output free (MIMO-FREE) applications such as data center application in the future. By using the pure silica FMF ring core transmission channel and larger effective refractive index difference, the performance with low loss, high extinction ratio (ER) and low crosstalk is achieved. The main channel with a few-mode fiber (FMF) ring-core structure supports the modes LP01, LP11, and LP21, and the large effective refractive index difference between each mode in the core ensures low crosstalk characteristics between the modes. Using the pure silica core channel can effectively reduce propagation attenuation and fusion loss. Our proposed MUX/DEMUX with degenerate modes output is achieved when the degenerate modes LP11a/LP11b and LP21a/LP21b are transmitted as two independent mode signals, which can be used in MIMO-FREE applications. The extinction ratios (ERs) of the degenerate modes LP11 and LP21 are kept above 31.66 dB and 24.43 dB, respectively, and the ER of mode LP01 is kept above 38.72 dB in the C band. The coupling efficiency of mode LP01 is approximately 0 dB, which is almost unchanged with the increase of the wavelength. The coupling efficiency of LP11 is higher than −3.49 dB and that of LP21 is higher than −7.24 dB in the whole C-band. At 1550 nm, the coupling efficiencies of modes LP01, LP11, and LP21 are −0.002 dB, −0.052 dB, and −0.178 dB, respectively. The coupling efficiency and ER of LP01 mode are the best, and those of the degenerate mode LP11 are always better than those of mode LP21. Our proposed MUX/DEMUX achieves low crosstalk and high ER performance and solves the problem caused by the degenerate modes rotations during transmission.
Keywords: mode-division multiplexing, mode-division multiplexer/demultiplexer, degenerate modes output, few-mode fiber ring-core, low crosstalk, low loss, MIMO-FREE
1 INTRODUCTION
In recent years, with the growth of communication services, the traffic of the transmission system has grown exponentially, and the traditional single-mode fiber (SMF) communication capacity has converged to the Shannon limit, which cannot meet the communication demand [1]. Space division multiplexing (SDM) is a novel technology developed after successful research and application of digital coherent communication technology, which is a system that can simultaneously transmit multiple independent channel signals in a single fiber. Mode division multiplexing (MDM), which is one of the SDMs, is widely considered an effective way to improve the capacity of communication systems and networks. Especially, the weak coupling method to suppress inter-mode crosstalk has attracted much attention [2, 3, 4, 5].
Few-mode fiber (FMF) and mode-division multiplexer/demultiplexer (MUX/DEMUX) are one of the key devices for the MDM. As the transmission carrier of the MDM system, the FMF is widely focused, which can break through the nonlinear Shannon limit of SMF’s communication capacity [6, 7]. Several typical fibers reported in recent years include an elliptical-core FMF with low loss and low crosstalk for MIMO-FREE applications [8], a novel graded refractive index six-core supermode fiber [9], the polarization-maintaining elliptical ring-core fiber with four linearly polarized vector modes [10], undoped and N-doped-silica core PANDA fiber with different pulse times of radiation-induced absorption [11], low-loss four-mode-group ring-core FMFs that support only single-radial-order modes [12], low-index center and trench-assisted seven-ring-core five-mode-groups SDM fiber [13], and a 6-LP-mode ultralow-modal-crosstalk (1.49 × 10–3) double-ring-core FMF for weakly-coupled MDM transmission [14]. The special design of the ring core with a high refractive index increases the effective refractive index difference between modes, which can greatly suppress the mode crosstalk between modes. The pure silica core can effectively reduce the attenuation and fusion loss in the fiber, which is widely used not only in SMF [15] [16] but also in the few-mode supermode fibers [9]. The advantages of the ring-core fiber are outstanding, and its application prospects are wide, which is our preliminary consideration to study and design a mode-division (de)multiplexing device with the FMF ring-core transmission channel.
A (de)multiplexer is a more important device for optical communications; for example, a RGB wavelength (de)multiplexer based on a polycarbonate multicore polymer optical fiber is important to use wavelength division multiplexing for visible light communication system [17, 18]. Similarly, a mode-division MUX/DEMUX is a key device for mode conversion and mode-division (de)multiplexing in the MDM optical communication system. It can multiplex different channel information into one fiber for mode signal transmission or demultiplex the transmission information from one fiber into other different transmission channels. Several different MUX/DEMUXs have been proposed in order to enable the signal to be multiplexed/demultiplexed the different modes. In the literature [19], the conversion of mode LP01 to mode LP11a/LP11b in a 36-core three-mode heterogeneous few-mode multicore fiber is accomplished using a phase-plate-based mode MUX. In the 108-channel (36-cores × three-mode) mode multiplexer, the insertion loss is about 6.3–6.9 dB for mode LP01 and 7.5–9.4 dB for modes LP11a/LP11b. The mismatch between the mode field of mode LP11 in the few-mode cores and the mode field of the long-tailed quasi-LP11 mode generated through the phase plates leads to lower coupling efficiency. Also, the MUX/DEMUX device is too large due to the size of the SMF collimator. In the literature [20], the mode-division multiplexing of five spatial modes with ten channels is accomplished using photonic lanterns, but complex MIMO DSP processing is needed. In the literature [21], an all-fiber mode MUX composed of a mode-selective coupler (MSC) based on an elliptical ring-core fiber structure is used to achieve high multiplexing efficiency of seven spatial modes by employing the directional coupling method, and the mode ERs in the C-band are all above 15 dB. The large size of the photonic lantern and phase-plate-based mode division MUX makes it difficult to miniaturize and integrate the mode division multiplexing system, while the mode division MUX/DEMUX based on the directional coupling method has the advantages of all-fiber structure, high mode selectivity, high coupling efficiency, high ER, low insertion loss and mode crosstalk, simple fabrication process, low cost, etc., which can be applied to the miniaturization and integration. The directional coupling method is one of the best solutions for weak coupling technology.
For multiplexing and demultiplexing mode signals in circular-core FMFs, it is common to separately process the degenerate non-circular symmetric polarization modes (e.g., LP11a/LP11b) with the same propagation constants. Due to the effect of random rotation of the degenerate modes caused by the non-circularity of fiber fabrication and fiber twist, detecting only one of the degenerate modes will lead to power fluctuation and rapid deterioration of the bit error rate (BER) [22]. In order to solve the problems caused by rotation of the degenerate modes, two solutions can be adopted, which can be applied in the MIMO-FREE scenarios to reduce the complexity of MIMO DSP, computation, cost, etc. One solution is to design non-circular symmetric fibers to break the mode degeneracy, such as the design of the elliptical core few-mode fiber [8]. The other is to use multiplexing and demultiplexing with degenerate modes output [23, 24]. The degenerate modes in one FMF can be separately coupled with a specific degenerate modes in another FMF where the modes meet the phase-matching condition [25, 26]. In addition, by carefully choosing the spacing between fiber cores and fiber length, a direction-insensitive fiber coupler with high coupling efficiency can be designed [26, 27]. Moreover, it is reasonable to use the two degenerate modes as one signal carrier for a single-channel transmission [28], which is compatible with conventional intensity modulation and direct detection (IM/DD) systems or MIMO-FREE applications. In the literature [29], the 4-LP mode MIMO-FREE transmission with the IM/DD is achieved by cascading the degenerate modes selective coupler (DMSC) for simultaneous detection of the degenerate mode, which effectively solves the problem caused by the degenerate mode rotation, but there is a large insertion loss of −10.5 dB for the LP21 mode and a large mode crosstalk of −14.6 dB (LP11 input and LP01 output) at 1550 nm.
In this study, combining the advantages of the pure silica core, FMF ring-core, directional coupling method, and degenerate modes output, we propose a novel three-dimensional architecture mode (de)multiplexer with degenerate modes output using the pure silica FMF ring core transmission channel, which solves the problem caused by random mode rotation and can be used in MIMO-FREE applications such as data center application in the future. By using pure silica cores, low loss performance is achieved, and the intrinsic loss of each mode is better than 0.164 dB/km. By employing the ring core transmission channel and larger effective refractive index difference, the high extinction ratio (ER) and good coupling efficiency are achieved. The coupling efficiency of each mode is better than −7.24 dB in the C-band and better than −0.178 dB at 1550 nm. The effective refractive index difference of each mode in the range of 1.50 μm–1.60 μm is higher than 4.18 × 10–3, and the ER of each mode remains above 24.43 dB in the whole C-band and reaches above 31.60 dB at 1550 nm. We expect that the system based on our proposed (de)multiplexer can be applied in optical communication systems [30, 31, 32, 33], spectral detection and sensor systems [34, 35, 36, 37, 38] in the future, and so on.
2 (DE)MULTIPLEXING PRINCIPLE OF THE DEGENERATE MODES OUTPUT
2.1 Our proposed MUX/DEMUX with the degenerate modes output
Figure 1 shows that mode demultiplexing in two cases in the conventional mode demultiplexer occurs due to mode rotation during mode transmission. One case is (a) for the best coupling case with a rotation angle of [image: image], and the other is (b) for the worst coupling one with a rotation angle of [image: image]. In a conventional mode selective demultiplexer, there is only one mode coupling between two channels, as shown in the illustration in Figure 1. The FMF supports LP01, LP11a/LP11b, and LP21a/LP21b modes, and the TMF supports LP01 and LP11a/LP11b. Mode LP11b in the FMF is coupled to mode LP11b in the TMF, and thus mode LP11b is demultiplexed, while mode LP11a in the FMF cannot be demultiplexed into the TMF for a given length of the same transmission channel due to the coupling length of mode LP11a being very different from that of mode LP11b.
[image: Figure 1]FIGURE 1 | Mode rotation during the mode transmission leads to (A) the best coupling case with rotation angle of [image: image]) versus (B) the worst coupling case with [image: image]
The spatial orientation of the mode may rotate randomly in the FMF during the mode transmission due to the non-circularity of fiber fabrication, fiber twist, and other factors. Figure 1A shows all modes are transmitted along the Z-axis, and both the channels are set in the XZ plane in parallel. It can be observed that the mode coupling efficiency in the demultiplexed case is above −0.8 dB over the whole C-band, and the best value of −0.07 dB is achieved at 1550 nm. The aforementioned case is only a perfect transmission under ideal conditions. Although the mode demultiplexer remains unchanged, the demultiplexing transmission result is the worst, as shown in Figure 1B, when the mode direction is rotated by [image: image]. The coupling efficiency of the mode demultiplexer is below −102 dB over the whole C-band, which indicates the mode demultiplexing function cannot be realized in this case. It shows that the conventional mode selective demultiplexer meets the problem of being unable to demultiplex or sharply reduce the bit error rate of demultiplexing due to the random mode rotation. In this study, we propose a novel MUX/DEMUX with the degenerate modes output, which can simultaneously multiplex/demultiplex the degenerate modes, solve the problems caused by the aforementioned random mode rotation, and can be used in MIMO-FREE applications.
2.2 (De)multiplexing principle of the degenerate modes output
Figure 2 shows the (de)multiplexing principle with the directional coupling method. Figure 2A is an illustration of the conventional MUX/DEMUX, and Figure 2B is that of our proposed MUX/DEMUX. Figure 2A shows the spatial orientation of the non-circular symmetric mode LPlm (l ≠ 0) in the FMF core is at an α angle to the horizontal line connecting the core axes [39]. It is proved that the coupling coefficient between the LP11 in the FMF core and the fundamental mode in a single-mode fiber has cos (lα) dependence on the spatial orientation of the non-circular symmetric mode. The antisymmetry of the product of the electronic fields around the horizontal axis gives zero coupling coefficient for α = π/2l, even though perfect phase matching is satisfied. No power of the higher-order mode can be coupled to the fundamental mode for α = π/2l.
[image: Figure 2]FIGURE 2 | (De)multiplexing principle with the directional coupling method. (A) Illustration of conventional MUX/DEMUX. (B) Illustration of our proposed MUX/DEMUX.
If the degenerate modes are simultaneously multiplexed/demultiplexed from fiber B into fiber A, then fiber A supports at least two spatial degrees of freedom. So, fiber A must be a FMF. However, the fiber B should not be the same as fiber A because all modes in the same fiber will satisfy the phase-matching condition at the same time, where the mode selectivity is lost. So, the best solution is that fiber A is designed as a TMF. As shown in Figure 2B, mode LPlma in the FMF B is coupled to mode LP11a in the TMF A, and mode LPlmb in the FMF B is coupled to mode LP11b in the TMF A at the same time, showing that mode multiplexing/demultiplexing with the degenerate modes output is achieved. The coupled-mode equations are as follows [29]:
[image: image]
where [image: image] and [image: image] are the mode complex amplitudes of modes LPlma and LPlmb in the FMF B, respectively. [image: image] and [image: image] are the mode complex amplitudes of modes LP11a and LP11b in the TMF A, respectively. z is the axial distance along the coupler. [image: image] is the propagation constant of modes LPlma and LPlmb in the FMF B. [image: image] is the propagation constant of modes LPlma and LPlmb in the TMF A. ka is the coupling coefficient between mode LPlma in the FMF B and mode LP11a in the TMF A. kb is the coupling coefficient between mode LPlmb in the FMF B and mode LP11b in the TMF A. Since the propagation constants of the degenerate modes are the same, mode LPlma in the FMF B and LP11a in the TMF A and mode LPlmb in the FMF B and LP11b in the TMF A should satisfy the phase matching condition at the same time, i.e., [image: image]. Then, the complex amplitudes of LP11a/LP11b in the TMF A and LPlma/LPlmb in the FMF B are as follows:
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Assuming no excitation power in the initial TMF A, the normalized power transfer functions for mode LP11a (LP11b) of the TMF A and mode LPlma (LPlmb) of the FMF B are obtained, respectively.
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The power of modes LPlma and LPlmb in the FMF B can be fully coupled to modes LP11a and LP11b in the TMF A when Eqs 9 and 10 are satisfied. L is the coupling length, p, q∈z. Eqs 9 and 10 show the phase-matching between the LPlm mode in the FMF and the LP11 mode in the TMF, which ensures maximum power transfer and mode selectivity. It is to be noted that the low-order LP mode of the FMF cannot match the LP01 mode of the TMF to avoid additional mode crosstalk. Eqs 11 and 12 ensure the simultaneous (de)multiplexing with the degenerate modes output. Generally, the phase-matching condition can be realized by choosing proper fibers or pre-tapering one fiber during the fabrication. Eqs 11 and 12 can be satisfied by tuning the core-to-core spacing and the coupling distance. That is to say, the (de)multiplexing principle of the degenerate modes output is based on phase-matching and transverse modal spatial distribution matching. The phase-matching is consistent with Eqs 9 and 10, which is the same as propagation constant matching and refractive index matching. The transverse modal spatial distribution matching consists of Eqs 11 and 12, which ensures simultaneous (de)multiplexing with the degenerate modes output.
The aforementioned results can also be verified using the beam-propagation method (BPM). We discuss the optimization of relevant parameters using the BPM. Figure 3 shows that the coupling efficiencies of the output modes LP11a/LP11b in the TMF1 at 1550 nm vary with the increase of the length of the fiber core channel in the case of the input modes LP11a/LP11b in the input FMF. The maximum power transfer and mode selectivity of the degenerate modes LP11a/LP11b are realized for phase-matching. The maximum power of the mode LP11a is well-consistent with that of LP11b by tuning the core-to-core spacing and the coupling distance, which ensures simultaneous (de)multiplexing with the output of the two degenerate modes. That is to say, Eqs 11 and 12 are satisfied by tuning the core-to-core spacing and the coupling distance, and the (de)multiplexing with the two degenerate modes output is achieved. In order to be convenient for the MUX/DEMUX fabrication, the maximum power of the mode LP11a can be basically consistent with that of LP11b by tuning the core-to-core spacing and the coupling distance. From Figure 3, the transmission channel length of the MUX/DEMUX can be L1 = 12.52 mm because the normalized coupling powers of the degenerate modes can reach the maximum in this case.
[image: Figure 3]FIGURE 3 | Variation of coupling efficiency of the output modes LP11a/LP11b in the TMF1 in the case of the input modes LP11a/LP11b in the FMF.
Figure 4 shows that the coupling efficiencies of the output modes LP11a/LP11b in the TMF2 at 1550 nm vary with the increase in the length of the fiber core channel in the case of the input modes LP21a/LP21b in the input FMF. From Figure 3, the transmission channel length of the MUX/DEMUX can be L2 = 8.95 mm because the normalized coupling powers of the degenerate modes can reach the maximum in this case.
[image: Figure 4]FIGURE 4 | Variation of coupling efficiency of the output modes LP11a/LP11b in the TMF2 in the case of the input modes LP21a/LP21b in the FMF.
2.3 Intrinsic loss of the transmission channel
The loss is one of the most important impairments that determine the capacity of fiber optic communication systems. The minimum loss of SMF is limited by two mechanisms, namely, Rayleigh scattering and infrared absorption loss.
Intrinsic loss of arbitrary transmission modes in optical fibers [40] [image: image],
[image: image]
where [image: image] is the Rayleigh scattering loss, [image: image] is the infrared absorption loss, A denotes the Rayleigh scattering coefficient, and B and b represent the correlation coefficients of the materials.
When the fiber is uniformly doped, the Rayleigh scattering loss can be expressed as
[image: image]
where [image: image] is the Rayleigh scattering coefficient in the fiber core or cladding, and the power limiting factor [image: image] is
[image: image]
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[image: image]
where [image: image] and [image: image] are the modal power distributions in the fiber core and cladding, respectively.
The Rayleigh scattering coefficient of pure silica is [image: image]. The Rayleigh scattering coefficients of GeO2-doped and F-doped are related to the difference of their refractive indices with respect to pure silica [image: image] related to
[image: image]
[image: image]
The infrared absorption loss of each mode supported by the FMF is the same as that of the fundamental mode in the SMF [40]:
[image: image]
where B and b are constants that depend only weakly on the doping level and λ is the wavelength. The parameters for pure silica cores and doped types of fibers are
[image: image]
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2.4 Coupling efficiency and extinction ratio of our proposed MUX/DEMUX
The coupling efficiency of the mode [image: image] is [27]
[image: image]
where [image: image] is the normalized input power of the main transmission channel and [image: image] is the normalized power of the modes LP01, LP11 (LP11a/LP11b), and LP21 (LP21a/LP12b) coupled into the TMF transmission channel.
The ER of the mode is [27]
[image: image]
where [image: image] are the normalized powers of the LP01, LP11, and LP21 modes coupled into the TMF transmission channel, respectively. [image: image] is the sum of the other modes coupled into the TMF transmission channel.
Since the MUX/DEMUX can simultaneously multiplex/demultiplex two degenerate modes, its coupling efficiency and ER should be related to both the degenerate modes. Therefore, we normalize the experimental data of both the degenerate modes to characterize the MUX/DEMUX.
3 STRUCTURE AND TRANSMISSION CHARACTERISTICS OF OUR PROPOSED MUX/DEMUX
3.1 Architecture design of our proposed MUX/DEMUX
Three-dimensional (3D) mode-division MUX/DEMUX has the advantages of small size and easy integration compared to the traditional two-dimensional cascaded coupled mode-division MUX/DEMUX. We propose a mode-division MUX/DEMUX with degenerate modes output, as shown in Figure 5. As can be observed from Figure 5, our proposed MUX/DEMUX consists of three different FMF core transmission channels. We demonstrate the demultiplexing process of our proposed MUX/DEMUX as an example. The FMF ring-core is the main transmission channel of the MUX/DEMUX, supporting three modes, namely, LP01, LP11, and LP21. The FMF is placed on the z-axis, where the axis of the FMF coincides with the z-axis. Two different two-mode fiber (TMF) cores, namely, TMF1 and TMF2, which are made of the conventional single core, are placed in the x and y axes, respectively. The TMF1 and TMF2 axes are parallel to the FMF axis from the x and y axes, respectively. The modes LP01, LP11, and LP21 are incident from the left end of the FMF core, which transmit and demultiplex along the z direction. We set that the mode LP01 is transmitted along the main transmission channel FMF from the left end to the right end. According to the coupling mode theory, the degenerate modes LP11a/LP11b are incident from the left end of the FMF, directly coupled to the modes LP11a/LP11b in the TMF1, respectively. That is to say, the demultiplexing of the modes LP11a/LP11b is achieved with the degenerate modes output. The degenerate modes LP21a/LP21b are incident from the left end of FMF, transformed and coupled into the modes LP11b/LP11a in TMF2, respectively. That is to say, the demultiplexing of the modes LP21a/LP21b is achieved with the degenerate modes output. So, the demultiplexing of three modes LP01, LP11, and LP21 is achieved from the main transmission channel FMF. The multiplexing process is inverse. If the degenerate modes LP01, LP11, and LP11 are incident from the left end of FMF, TMF1, and TMF2, respectively, the multiplexing with the degenerate modes output is achieved in the FMF along the z-direction.
[image: Figure 5]FIGURE 5 | 3D view of our proposed MUX/DEMUX.
According to the (de)multiplexing principle in Section 2.2, we optimize the relevant parameters of our proposed MUX/DEMUX. The core diameter of TMF1 is 7 μm, the refractive index of the core is 1.4490, the TMF1 cladding is carried out with a F-doped silica of 1.4252, the axis distance between the two cores is 11 μm, and the transmission channel length of the TMF1 is L1 = 12.52 mm. The core diameter of TMF2 is 9.5 μm, the refractive index of the core is 1.4346, the TMF2 cladding and FMF cladding use the F-doped silica of 1.4252, the axis distance between the two cores is 14.25 μm, and the transmission channel length of the L2 = 8.95 mm. The FMF is the main transmission channel with ring core, where the part with 2 μm ≤ d ≤ 9 μm (the diameter d) is the ring core. The ring core is made of pure silica with a refractive index of [image: image], where the parts with d < 2 μm and d > 9 μm are the claddings with the F-doped silica refractive index of [image: image]. Other parameters of the main transmission channel FMF are separately described in detail in the following sections due to their importance.
3.2 Refractive index distribution of the transmission channel of our MUX/DEMUX
The FMF core is an important transmission carrier to realize mode-division multiplexing technology. We propose a FMF ring-core with the step index distribution as the main transmission channel. This FMF ring-core supports three modes, LP01, LP11 (LP11b/LP11a), and LP21 (LP21a/LP21b). Figure 6 shows the refractive index distribution of the FMF ring-core, where plot (a) represents the refractive index distribution along the radial direction of the FMF ring-core and plot (b) represents the contour distribution along the cross-section of the FMF ring-core. The part with the diameter d < 2 μm is the inner cladding layer, which is made of F-doped silica with the refractive index [image: image]. The part with 2 μm ≤ d ≤ 9 μm is the ring core, which is made of pure silica with the refractive index of [image: image]. The part with d > 9 μm is the outer cladding, where the F-doped silica with the refractive index of [image: image] is used. The diameter of the outer cladding is 125 μm. The refractive index of the FMF ring-core is higher than that of the periphery, where the light is transmitted in the ring core. The mode field characteristics in the FMF ring-core can be changed by changing the size of the core, inner and outer cladding, and refractive index distribution. The use of pure silica ring-core effectively reduces fiber transmission loss and fusion loss.
[image: Figure 6]FIGURE 6 | Refractive index distribution of FMF ring-core. (A) Refractive index distribution along the radial direction of the FMF ring-core. (B) Contour map of refractive index distribution along the cross-section of the FMF ring-core.
Figure 7 shows the variations of the effective refractive index difference of the three modes, namely, LP01, LP11, and LP21, in the FMF ring-core in the wavelength range of 1500 nm–1600 nm, which are represented by the curves with the circles, asterisks, and triangles, respectively. Figure 7 shows that in the wavelength range of 1500 nm–1600 nm, the index difference between the mode LP01 and LP11 [image: image] is greater than 4.18 × 10–3, and it increases gradually with the increase of the wavelength. The index difference between modes LP11 and LP21 [image: image] is greater than 6.59 × 10–3, which gradually increases with the increase of the wavelength. The index difference between mode LP21 and the cladding [image: image] is greater than 1.45 × 10–3, which gradually decreases with the increase of the wavelength. The index differences [image: image] at 1540 nm and 1550 nm are 4.39 × 10–3 and 4.44 × 10–3, respectively. Those of [image: image] at 1540 nm and 1550 nm are 6.80 × 10–3 and 6.86 × 10–3, respectively, and those of [image: image] at 1540 nm and 1550 nm are 2.30 × 10–3 and 2.15 × 10–3, respectively. The low mode crosstalks of the transmission channels are achieved using the larger index difference.
[image: Figure 7]FIGURE 7 | Effective refractive index difference between the modes in the FMF. The curve marked with the circles indicates the index difference between modes LP01 and LP11 [image: image]. The curve marked with the asterisks indicates the index difference between modes LP11 and LP21 [image: image]. The curve marked with the triangles indicates the index difference between mode LP21 and cladding [image: image].
3.3 Intrinsic loss of the transmission channel of our MUX/DEMUX
Using the method in the literature [40], we obtain the intrinsic loss of the main transmission channel of our MUX/DEMUX as follows. The reasons that the analysis of intrinsic loss is added in this study are as follows, first, our proposed (de)multiplexer is designed for the special transmission fiber, which is the same as our pure silica FMF ring-core transmission channel. The fusion loss between our (de)multiplexer and the transmission FMF is low due to their same transmission channel. Second, we can generally consider the (de)multiplexer and transmission FMF as a system. So, the intrinsic loss is suitable to be considered because the FMF length of the system is usually very long.
The results of the intrinsic losses of the main transmission channel are shown in Figure 8. Plot (a) represents the intrinsic loss of pure silica FMF ring-core in our proposed MUX/DEMUX, plot (b) shows the intrinsic loss of the equivalent FMF with GeO2-doped ring-core, and plot (c) indicates the intrinsic loss of the equivalent FMF with the conventional GeO2-doped single core. The inset shows the variation of the refractive index of the transmission channel with the radius. From Figure 8A, the intrinsic losses of all modes of the FMF ring-core transmission channel reach low values in the C-band. When the wavelength is 1540 nm, the intrinsic losses of the modes LP01, LP11, and LP21 are 0.152 dB/km, 0.153 dB/km, and 0.164 dB/km, respectively. At 1550 nm, the transmission loss of all three spatial modes is less than 0.164 dB/km, which is better than the 0.3 dB/km in the literature [41]. When the wavelength is less than 1540 nm, the intrinsic losses of the three modes increase with the decrease of the wavelength, mainly because the Rayleigh scattering losses become larger with the decrease of the wavelength. When the wavelength is larger than 1540 nm, the intrinsic losses of the three modes increase with the increase of the wavelength, mainly because the infrared losses become larger with the increase of the wavelength. Therefore, the optical loss is effectively reduced by using pure silica ring-core, and the crosstalk can be effectively reduced by using a large effective refractive index difference between the modes. This achieves the operation of low-loss and low-crosstalk, which further improves the performance of the transmission channel. Figure 8B shows that the intrinsic losses of all three modes in the FMF with GeO2-doped ring-core are larger than those of our proposed FMF with the pure silica ring-core. The lowest intrinsic losses of all three modes are achieved at 1560 nm with the lowest values of 0.205 dB/km, 0.204 dB/km, and 0.193 dB/km, respectively. The intrinsic losses of the three modes vary with the wavelength, which is similar to that in Figure 8A. From Figure 8C, it can be observed that the intrinsic losses of the three modes of the conventional FMF with GeO2-doped single core are greater than those of our proposed FMF ring core, where the variation of intrinsic losses with the wavelength is also similar to that in Figure 8A. The lowest intrinsic losses of the three modes are achieved at 1560 nm with 0.210 dB/km, 0.205 dB/km, and 0.193 dB/km, respectively, which are 38%, 34%, and 18% larger than those of the three modes in our proposed FMF ring core in Figure 8A.
[image: Figure 8]FIGURE 8 | Intrinsic loss of the main transmission channel. (A) Intrinsic loss of pure silica FMF ring-core in our MUX/DEMUX. (B) Intrinsic loss of the equivalent FMF with GeO2-doped ring-core. (C) Intrinsic loss of the equivalent FMF with the conventional GeO2-doped single core.
Figure 8 shows that the variations of the intrinsic losses with the wavelength are similar in the three FMFs, and the intrinsic loss of our proposed FMF with the pure silica ring-core is very lower than those of other two equivalent FMFs with GeO2-doped core. This can induce the lowest optical transmission loss and fusion loss in our proposed FMF ring core and also avoid the power imbalance of the signal transmission amplification and detection caused by the very low loss difference between the modes.
3.4 Coupling efficiency and ER of our proposed MUX/DEMUX
Figure 9 gives the variation of the coupling efficiency of each spatial mode of our proposed MUX/DEMUX with the incident wavelength in the C-band. The coupling efficiencies of modes LP01, LP11, and LP21 are indicated by the curves with the circles, asterisks, and triangles, respectively. The coupling efficiency of mode LP11 is the average efficiency of the degenerate modes LP11a and LP11b, while that of mode LP21 is the average one of the degenerate modes LP21a and LP21b. The coupling efficiency of mode LP01 is approximately 0 dB, which is almost unchanged with the increase of the wavelength. At 1550 nm, the coupling efficiencies of modes LP01, LP11, and LP21 are −0.002 dB, −0.052 dB, and −0.178 dB, respectively. The coupling efficiencies of the degenerate modes LP11 and LP21 are decreased in the C-band on both sides of 1550 nm. The reason behind this is that the coupling period of each mode changes as the wavelength varies. Since the length of the transmission channel of our designed MUX/DEMUX is fixed, the maximum coupling efficiency of each wavelength cannot be reached simultaneously and changes with the wavelength. The coupling efficiency of LP11 is higher than −3.49 dB and that of LP21 is higher than −7.24 dB in the whole C-band. The coupling efficiency of LP01 mode is the best, while that of the degenerate mode LP11 is always better than that of mode LP21.
[image: Figure 9]FIGURE 9 | Coupling efficiency of each mode of our proposed MUX/DEMUX in the C-band.
Figure 10 gives the variation of the mode ER of our MUX/DEMUX with the incident light wavelength. The ERs of the modes LP01, LP11, and LP21 are indicated by the curves with the circles, asterisks, and triangles, respectively. The ER of mode LP11 is the average ER of the degenerate modes LP11a and LP11b. The ER of mode LP21 is the average one of the degenerate modes LP21a and LP21b. The ER of mode LP11 can be maintained above 31.66 dB in the whole C-band, with a maximum value of 34.97 dB at 1550 nm. The ER of LP21 mode is above 24.43 dB, with a maximum value of 31.60 dB at 1550 nm. The ERs of modes LP21 and LP11 are decreased on both sides of 1550 nm. The ER of LP01 mode is the best, while that of the degenerate mode LP11 is always better than that of the mode LP21.
[image: Figure 10]FIGURE 10 | ER of each mode of our MUX/DEMUX in the C-band.
4 CONCLUSION
Combining the advantages of pure silica core, FMF ring-core, the directional coupling method, and the degenerate modes output, we use degenerate modes LP11a/LP11b and LP21a/LP21b as two independent channel signals and achieve the mode multiplexer/demultiplexer of LP01, LP11, and LP21 modes with the degenerate modes output, which can be used in MIMO-FREE applications. The pure silica core is used to achieve low loss performance, and the intrinsic loss of each mode can be better than 0.164 dB/km. Low crosstalk and high ER are achieved by using a ring core and a large effective refractive index difference. The coupling efficiency of mode LP01 is approximately 0 dB, which is almost unchanged with the increase of the wavelength. The coupling efficiency of LP11 is higher than −3.49 dB and that of LP21 is higher than −7.24 dB in the whole C-band. At 1550 nm, the coupling efficiencies of the modes LP01, LP11, and LP21 are −0.002, −0.052 dB, and −0.178 dB, respectively. The effective refractive index difference of each mode within 1.50–1.60 μm is maintained at 4.18 × 10–3, and the ER of each mode is maintained above 24.43 dB in the whole C-band and reaches above 31.60 dB at 1550 nm. The coupling efficiency and ER of LP01 mode are the best, while those of the degenerate mode LP11 are always better than those of the modes LP21. Our proposed MUX/DEMUX achieves low crosstalk and high ER performance and solves the problem caused by the degenerate modes rotations during transmission. It is expected to solve the challenges of the current research on the FMF MUX/DEMUX, which has important academic and application values.
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Due to the extremely complex working conditions, various health and safety hazards are present in underground coal mines, which cause economic losses and heavy casualties. Among these hazards, methane gas explosion and coal combustion are recognized as the two major hazards to miners. Traditional electronic sensors in mine safety monitoring systems have problems such as low precision, a large amount of maintenance, and monitoring dead zones. In the past decade, gas sensors based on tunable diode laser absorption spectroscopy (TDLAS) have been extensively studied and tailored for use in the coal mine industry because of their advantages of high sensitivity, high stability, fast response, intrinsic safety, and remote monitoring. This invited paper introduces the recent progress and typical applications of TDLAS-based methane sensors, carbon monoxide sensors, and multi-gas monitoring systems in coal mine gas monitoring, fire prevention, and early warning in intelligent coal mines.
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INTRODUCTION
Currently, coal is one of the primary energy sources, and it will remain so in the near future. In 2021, 81.73 billion tons of coal were produced worldwide, which is 6.0% more than that in 2020. There are more than 5,000 coal mines in China, of which more than 95% are underground coal mines. Coal mine safety is a very serious issue. In the past decade, gas outbursts and explosions and coal combustion have been the two main hazards encountered in underground coal mines, among which gas explosions are the main cause of very serious accidents, where more than 10 people have died. With the rapid development of gas monitoring systems, coal mine safety has been consistently improved, which is signified by the decrease in casualties. In 2002, China produced 1.4 billion tons of coal with 6995 casualties [1]. In 2021, the casualties decreased to 178 and the production increased to 4.13 billion tons, corresponding to an improvement of 111 times in terms of the casualty rate per million tons of coal production (from 4.9 in 2002 to 0.044 in 2021). To further reduce the number of casualties in coal mines and ensure the safety of life and property, all the hazardous gases present in the mines need to be monitored online to prevent the potential accidents. With the rapid development of the Internet of Things (IoT), 5G communication technology, big data, and other new technologies, mine safety IoT and intelligent mines have gradually become a new trend. Different types of mine sensors, especially for methane, carbon monoxide, and other environmental gases, provide the essential environmental information and data basis for constructing mine safety IoT or intelligent mines. Among the requirements of intelligent mines, one of the most important aims is to reduce the workload of miners and realize intelligent sensing, comprehensive monitoring, autonomous analysis, early warning, and effective control. However, the traditional electronic sensors employed in mine safety monitoring systems cannot meet the key requirements of intelligent mines due to problems such as low precision, poor reliability, large amounts of maintenance, and monitoring dead zones.
For methane detection, the main sensors employed in coal mines are catalytic combustion methane sensors [2–4]. However, they have some unavoidable disadvantages, such as easy poisoning, poor selectivity, and regular calibration, which inevitably increase the workload on coal miners and increase the risk of death and injury to workers. Another methane sensor is the infrared gas sensor, which adopts a broadband infrared light source and an optical filter for differential photoelectric detection [5]. However, it is easily affected by humidity and temperature. Therefore, its reliability and stability are poor in the complex environment of underground coal mines. Additionally, electronic sensors are also employed that cannot be used in special hazard areas, such as goaf, which lead to blind areas in monitoring. In the past decades, with the rapid progress in modern optoelectronic technology, the spectral technology has become the focus of research teams at home and abroad [6, 7]. There are many gas detection methods based on spectroscopy, including cavity-enhanced absorption spectroscopy (CEAS) [8], cavity ring-down spectroscopy (CRDS) [9], photoacoustic spectroscopy (PAS) [10], photothermal spectroscopy (PTS) [11], laser Raman spectroscopy (LRS) [12], and tunable diode absorption spectroscopy (TDLAS) [13]. Because of their better environmental adaptability and reliability, gas sensors based on TDLAS are more and more widely used in the field of gas detection [14, 15]. TDLAS-based gas sensors utilize lasers instead of current and voltage to realize information perception and use optical fibers instead of cables as the information transmission medium. Therefore, laser gas sensors are more suitable for flammable, explosive, and humid coal mine environments. TDLAS technology has the great advantage of in situ online monitoring, and it has become an irreplaceable detection technology in intelligent mines [16–18]. In 1981, Reid J et al. reported the measurement of gas concentrations based on the second harmonic detection technique, which greatly promoted the development of high-precision TDLAS equipment [19]. Since 2017, laser methane sensors have been gradually employed in coal mines [20]. The maintenance period of methane sensors is extended from 2 weeks for the conventional catalytic combustion methane sensor to 6 months for the laser methane sensor. Consequently, it has significantly reduced the number of underground coal miners and improved the intelligence level of coal mines.
Fire is one of the major hazards in coal mines. Coal spontaneous combustion stems from coal residues in the goaf being oxidized and heat being accumulated, which consequently accelerates the combustion and causes fire [21, 22]. The presence and increase of CO are typical characteristics during the early stages of oxidation. When the oxidation becomes severe, the temperature starts to increase, and C2H4 appears. C2H2 is the final warning indicator; its presence signifies that fire is imminent. Therefore, for the early detection of coal combustion, CO is the most important characteristic gas to monitor. Carbon dioxide (CO2), ethylene (C2H4), acetylene (C2H2), and other landmark gases are also important for monitoring spontaneous combustion hazards. Typically, the required detection sensitivity for CO is 1 ppm, and for C2H4 and C2H2, it is 0.1 ppm. Conventional monitoring technology is based on tubing bundle gas sampling systems and chromatography-based gas monitoring instruments [23], which are typically located at the ground monitor center and suffer from long delay times, cumbersome maintenance, and inaccuracy due to possible tubing leakage.
Based on the demands of intelligent coal mines, our group has developed various gas sensors based on TDLAS technology, which have been successfully demonstrated and applied in the construction of mine safety IoT and intelligent coal mines. In this invited paper, the principle, advantages, applications, and recent progress in TDLAS-based gas sensors used for coal mine safety are comprehensively introduced.
PRINCIPLES OF LASER ABSORPTION SPECTROSCOPY
The physical basis of TDLAS technology is the absorption of light energy of a specific frequency by gas molecules. When the frequency of incident light is the same as the vibration frequency inside a molecule, the two resonantly couple, and the molecule absorbs light energy and produces a transition. When the vibration level transits from the ground state to the first excited state, the absorption is the fundamental frequency absorption. When the molecular vibrational level transitions from the ground state to the second excited state and above, the resulting absorption is overtone absorption [24, 25]. The absorption peaks have significant characteristics, which can be used as a basis for determining the molecular type or atomic group of gas and can be used for the qualitative and quantitative analyses of gas.
The intensity of infrared light absorbed by gas molecules is related to not only the optical path of light in the material but also the concentration of gas. The Beer–Lambert law of absorption is satisfied between the initial and outgoing light intensities [26]:
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where [image: image] is the input light power, [image: image] is the outgoing light intensity, [image: image] is the volume concentration of the gas, [image: image] is the length of the gas absorption path, and [image: image] is the gas absorption coefficient, which is affected by the temperature and pressure as gas is compressible and which satisfies
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where [image: image] is the temperature dependence of the absorption coefficient, P is the ambient pressure, and [image: image] is the line-shape function. The three commonly used line-shape functions are the Lorentzian function, the Gaussian function, and the Voigt function. In the measurement environment of coal mines, the collision broadening of gas molecules is dominant. Therefore, the Lorentzian function is selected to describe the line-shape function of the absorption spectrum, which satisfies
[image: image]
where [image: image] is the central frequency of the absorption spectrum line and [image: image] is the full width at half height of the spectral line caused by collision widening. The integral value of the line-shape function [image: image] in the full frequency domain is 1 unit. By carrying out logarithm calculations on both sides of Eq. 1 followed by integration, we have
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Then, the volume concentration of the gas can be expressed as follows:
[image: image]
TDLAS technology mainly uses the narrow line width and tunability of tunable semiconductor lasers to measure one or several close absorption lines of gas molecules. Gas sensors based on TDLAS technology are highly sensitive and stable due to the tunable semiconductor laser’s narrow line width, controllable operating temperature, and optical power output, which is the reason for the rapid development of this technology.
LASER METHANE SENSOR AND APPLICATIONS TO ON-LINE MONITORING OF COAL MINE GAS
Laser methane sensor
Methane (CH4) is the most important gas in coal mine safety monitoring. When CH4 in the concentration range of 5%–16% meets an open flame, it will immediately explode. By pressurizing fresh air flow from the ground to the coal mine, O2 can be supplied underground, and the CH4 concentration can be reduced. Methane gas has absorption peaks around the 3.3 μm and 1.65 μm bands. However, the mid-infrared (MIR) laser is very expensive and needs to be cooled. The 1.65 μm band is similar to an optical fiber communication band, and the photoelectric device is mature and cheap. Therefore, laser methane sensors usually choose the absorption peak near 1.65 μm for detection. Direct absorption spectroscopy (DAS) and wavelength modulation spectroscopy (WMS) are two signal processing methods widely used in TDLAS [27, 28]. Direct absorption detection can be realized by scanning the gas absorption signal with sawtooth current modulation laser wavelength. When the laser passes through the target gas, a curve rising with the laser wavelength is detected using the photodetector. The curve has a depression at the corresponding absorption peak. The gas absorption characteristic line can be obtained by normalizing the detection curve. The DAS system inverts the gas concentration by directly monitoring the attenuation of light intensity, and its experimental device and scheme are relatively simple. For the WMS system, the high-frequency modulated signal is superimposed on the low-frequency scanning signal as the driving signal of the laser. Then, the harmonic signal of the absorption spectrum is obtained by using the phase-locked amplification technology, and the gas concentration is detected according to the peak value of the harmonic signal. Most of the background noise, especially the 1/f noise, has the characteristics of high intensity in the low-frequency band and is greatly reduced in the high frequency. Therefore, the WMS system can effectively suppress the background noise introduced into the spectrum by circuit systems, optical devices, and optical–mechanical systems. It can effectively extract weak signals from noise and improve the detection sensitivity of spectral signals. Inaba H et al. first used the spectral absorption method to conduct long-distance air pollution monitoring [29]. Uehara K and Tai H used a 1.6-μm single-mode distributed feedback laser (DFB-LD) to detect methane gas concentration at room temperature [30]. The system used the harmonic method with wavelength modulation, and its minimum detectable sensitivity is 20 ppm. The system achieved high detection sensitivity due to the combination of DFB-LD, wavelength modulation harmonic detection technology, and optical fiber technology. Zhang et al. proposed a single-channel direct absorption methane measurement system with a 1.33-μm DFB-LD and an optical power meter with a response sensitivity of 1 nW [31]. They verified the linear relationship between the output electrical signal and the concentration when the concentration was less than 15%. Iseki et al. designed a portable methane telemetry sensor with a 1.65-μm DFB-LD and a measuring distance of 10 m and a measuring accuracy of 5 ppm [32]. The aforementioned studies greatly promoted the advancement of laser methane sensing technology.
Reducing the overall power consumption of laser methane sensors is important for application in underground coal mines. When the power consumption of a CH4 sensor is too high, the number of sensors that can be supplied by an intrinsically safe power supply cannot meet the requirements of coal mine gas detection. Additionally, to meet the 6 km transmission distance requirement stipulated by the coal mine safety monitoring system, the sensor current and power consumption need to be reduced as much as possible to increase the detection distance between the sensor probe and the power supply substation. A vertical-cavity surface-emitting laser (VCSEL) has a considerably lower threshold current, operating current, and operating power consumption than the distributed feedback (DFB) laser [33, 34]. Generally, the current modulation regime of the DFB laser is about 10 p.m/mA and that of VCSEL is up to 400 p.m/mA. Thus, VCSEL has higher current-wavelength tuning characteristics than the DFB laser. Moreover, the wavelength modulation coefficient of VCSEL is smaller by temperature modulation and larger by current modulation [35]. With the development of long-wavelength VCSEL technology, the research on gas detection technology based on low-power VCSEL has become very attractive [36, 37].
In order to ensure that the laser output wavelength can lock the gas absorption peak stably, the conventional laser gas detection technology usually uses a semiconductor cooler to control the laser temperature within a certain range and uses the method of current trimming to measure the absorption spectrum line. The temperature control system of the laser increases the overall power consumption of the gas detection system. Our group developed a laser methane detection system based on VCSEL without a thermoelectric cooler (TEC). The system realized gas detection without a temperature control system, thus effectively reducing system power consumption. Based on the wide wavelength range of VCSEL, the multi-absorption peak intelligent tracking technology has been successfully developed. Figure 1 shows the absorption spectrum of methane gas in the near-infrared range. The wavelengths we selected to detect the absorption lines are 1642.9 nm, 1645.5 nm, 1650.9 nm, and 1653.7 nm. According to the absorption information of the reference gas chamber, the current feedback technology was used to control the laser to work on one of the aforementioned absorption peaks. According to the wavelength variation law of VCSEL with temperature, a dynamic adjustment relationship had been established between the gas detection absorption peak and temperature. The system realized methane detection by adaptively tracking the methane absorption line. Furthermore, the temperature and pressure characteristics of different absorption peaks have been studied. Subsequently, a laser methane-sensing module has been successfully developed with a power consumption of less than 100 mW at an ambient temperature of −20 to 60°C.
[image: Figure 1]FIGURE 1 | Absorption spectra of methane gas in the 1650 nm region.
Applications of the laser methane sensor in coal mine on-line monitoring
According to the safety regulations in coal mines, fixed or mobile methane sensors need to be installed in key areas of the mining face and return air roadways. When the methane concentration reaches 1.0%, a sound and light alarm will be set off, and when the methane concentration reaches 1.5%, power will be cut off for equipment in the related area [38]. Based on the high humidity and dust environment of coal mines, laser methane sensors need to conduct the engineering design of waterproof, dustproof, impact-resistant, anti-electromagnetic interference, and other necessary coal mine electrical equipment. Figure 2 displays the developed laser methane sensor products. These are the optical fiber methane sensor, the second-generation laser methane sensor, the latest miniaturization laser methane sensor, and the portable methane sensor. Currently, laser methane sensors are used in more than 1,000 coal mines in China. This application shows that their advantages, such as stability and moisture resistance, have been recognized by the coal mine industry. Laser methane sensors do not need to be recalibrated, which significantly reduces the workload of equipment maintenance personnel. With its low power consumption characteristics, the module can be used as a wireless sensor for remote detection in the upper corner of coal mines or gas drainage pipelines.
[image: Figure 2]FIGURE 2 | The developed laser methane sensor products.
Figure 3 shows the continuous monitoring data of methane gas in 10,307 working faces of the Xinlongzhuang coal mine from 12 July to 13 July 2018. The results show that the monitoring curve of the laser methane sensor has a smaller fluctuation and a faster response than that of the traditional catalytic combustion methane sensor. Moreover, it verifies that the laser methane sensor is not easily affected by moisture, in contrast to the traditional catalytic element and infrared methane sensor, which are easily affected by moisture. Thus, laser methane sensors provide an effective way for methane monitoring in intelligent coal mines.
[image: Figure 3]FIGURE 3 | The methane monitoring data in 10307 working face.
COAL MINE FIRE MONITORING AND EARLY WARNING
In China, 95% of the coal mines are well coal mines, and more than 60% have a spontaneous combustion tendency. In goaf, coal can easily oxidize spontaneously and even develop into fire. In the early stage, the oxidation reaction mainly produces CO, and as the temperature increases, the oxidation reaction becomes violent and yields C2H4 and C2H2. Therefore, the presence of CO, C2H4, and C2H2 can be used for fire warning. Additionally, O2, CH4, and CO2 are important gases that need to be monitored for the spontaneous combustion control of coal.
Laser CO sensor
Accurate measurement of CO, the signature gas of early fire, is of decisive significance for the early diagnosis of fire and for providing sufficient time for prevention and control. The real-time monitoring of the CO concentration should be performed in coal seams that are prone to spontaneous combustion, such as return air lanes in mining areas, firewalls in closed fire areas, and spontaneous combustion observation points. The alarm trigger of the CO sensor is the CO concentration of 24 ppm. As depicted in Figure 4, CO affords absorption lines in the infrared region: the weak second overtone band (∼1.56 μm), the first overtone band (∼2.3 μm), and the strongest fundamental vibration band (∼4.6 μm) [39]. According to the Beer–Lambert law, the performance of the laser CO sensors is closely related to the strength of the absorption lines. The figure shows that the near-infrared (NIR) absorption is about four magnitudes weaker than that around 4.6 μm. However, to use telecommunication laser devices and standard single-mode optical fibers, the harmonic absorption spectra in the NIR region are of interest. Xia et al. realized a detection sensitivity of 0.25 ppm in the 1566.6 nm band using the 56 m optical path and second harmonic technique [40]. Owing to the advantage of intrinsic safety, this sensor scheme can be successfully applied in coal mines. However, a long-path-length multi-pass gas cell must be employed in the developed NIR CO sensors. Therefore, complex structures and large volumes may be unavoidable for the NIR CO sensors.
[image: Figure 4]FIGURE 4 | Absorption lines of CO from 1.5 μm to 5 μm.
As shown in Figure 4, the absorption lines of CO have coefficients of 3.47 × 10−21 (cm−1/mol cm−2) at 2.3 μm, which is about two magnitudes stronger than NIR absorption. Therefore, a highly sensitive CO sensor can be realized using a 2.3-μm laser. CO sensors with increasing sensitivity have been reported using a 2.3-μm laser diode. Dang et al. achieved a detection sensitivity of 0.06 ppm for CO monitoring with a 2334 nm absorption peak, which is therefore attractive for coal mining applications [41]. Chen et al. adopted a 2.3-μm VCSEL as the light source and realized the detection of trace CO using wavelength modulation and by introducing a reference chamber [42]. Wang et al. presented a stable and reliable CO monitoring system with high sensitivity for use in the mining industry in particular, tailoring the design specifically for forecasting spontaneous combustion [43]. Their results are shown in Figure 5.
[image: Figure 5]FIGURE 5 | The typical measurement data of CO monitoring system.
The main difficulty in CO detection in underground coal mines is the elimination of the influence of CH4, CO2, and humidity on the measurement. The absorption lines of CH4, CO, CO2, and H2O at 2–3 μm are shown in Figure 6. Therefore, the problem of multi-gas cross-interference in the practical application of sensors in underground coal mines needs to be analyzed and solved. In the 2.33 μm band, CH4 has a serious effect on CO. Although it can be compensated by measuring the methane concentration, the compensation effect is limited due to the limitations of the methane measurement accuracy.
[image: Figure 6]FIGURE 6 | Absorption lines of CH4, CO, CO2, and H2O at 2-3 μm.
In the MIR band of 4.6 μm, several strong CO absorption peaks are present, which are not interfered by CH4 and CO2. With the rapid development of MIR laser technology, the TDLAS-based CO sensor has made a new breakthrough [44–46]. In recent years, compact CO sensors with ultra-high sensitivity have been reported using a room-temperature interband cascade laser or a quantum cascade laser (QCL) around 4.6 μm [47–49]. Our team developed a laser CO gas sensor with an optical path of 20 cm using a 4.6-μm QCL, and the measured results are shown in Figure 7. As shown in the figure, the detection sensitivity is greatly improved, even with short optical paths.
[image: Figure 7]FIGURE 7 | The typical measurement data.
Multi-gas monitoring system
For early warning of coal spontaneous combustion, high precision and a wide dynamic detection range for the gas concentrations of CH4, CO, CO2, C2H4, and C2H2 as well as other markers are required. The typical measurement requirements for multi-gas monitoring are shown in Table 1.
TABLE 1 | Measurement requirements of multi-gas monitoring.
[image: Table 1]In the recent years, considerable studies have been conducted on multi-gas monitoring [50–52]. Zhao et al. designed a detection system that can simultaneously detect CH4, CO, and C2H2 by multiplexing 1653.72 nm, 2326.82 nm, and 1531.59 nm light sources [53]. However, the field application environment of coal mines has not been well studied. Based on the typical demand for coal mine fire monitoring and early warning, our group developed a laser multi-gas sensing system based on a multi-band semiconductor laser array. The schematic of the multi-gas sensing device is shown in Figure 8. The monitoring system solves the problem of the measurement error caused by the spectral overlap in a multi-component gas environment and realizes the simultaneous high-precision detection of trace gases and high-concentration gases. The test data on the laser multi-gas sensing device are shown in Figure 9. As an effective technical solution, the combination of the TDLAS-based multi-gas monitoring system and the fiber optic Raman-scattering-based distributed temperature sensor (DTS) provides early warning information about both the oxidation status and the hot zone location, which are increasingly used for goaf combustion monitoring in coal mines.
[image: Figure 8]FIGURE 8 | Block diagram of TDLAS-based multi-gas sensor system.
[image: Figure 9]FIGURE 9 | The test data of laser multi-gas monitoring system.
CONCLUSION
In the next few decades, coal will still occupy an important position in the energy structure. Therefore, the study on coal mine safety is of great significance. Multi-parameter monitoring in coal mines is challenging as the monitoring area is large, the environment is complex and harsh, and the number of objects to monitor is vast. With the advances in laser absorption spectroscopy, an increasing number of TDLAS-based gas sensors are being developed and applied in coal mines because of their unique advantages, including intrinsic safety, online detection, high precision, and reliability.
Coal mines have many hidden dangers, such as gas explosions and coal spontaneous ignition. Based on the monitoring needs of coal mine safety hazards, this invited paper focused on the research on laser methane sensors, CO sensors, multi-gas sensors and the application progress in gas monitoring and fire prevention. The laser methane sensor has realized full-range measurements with high precision, and field applications have shown that it has a significantly higher moisture resistance than infrared sensors. Since they do not require calibration, laser gas sensors can greatly reduce the maintenance workload, false alarm, and human fault. Aiming at the typical demand for multi-gas monitoring for coal mine fire monitoring and early warning, laser CO sensors and laser multi-gas sensing systems were demonstrated herein. With the rapid development of MIR laser technology, miniaturized laser trace gas sensors are gradually expected to be widely used in the coal mining industry.
With increasing coal mine safety, the emphasis has shifted toward mine safety IoT. For the monitoring and prevention of all hazards, mine safety IoT will be realized through the development of IoT and intelligent big data analysis. It is hoped that this invited paper can promote the application and technical progress of laser sensing technologies for mine safety and advance the rapid development of intelligent mines.
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Topological nanomaterials generally exhibit different defect structures, high specific surface areas, and varying bandgaps. These special geometries, energy-level structures, and interfacial interaction properties provide possibilities to explore interesting properties in the surface-enhanced Raman scattering (SERS). Such properties offer unexplored possibilities for exploring interesting physics and materials science in the field of SERS physical property research and further enhancing substrate materials’ SERS activity. In this paper, the ZnSe topological nanowire crystallite structure was grown using the chemical vapor deposition method, twin defects were introduced, and a topological branched structure that caused the corresponding changes in SERS activity was systematically investigated. On topological ZnSe nanowires, rhodamine 6G (R6G), methylene blue (MB), and crystalline violet (CV) molecules were detected using Raman spectroscopy. The Raman signal enhancement of MB on topological branched nanowires was about 1.9 times that of the trunk nanowires. Finally, the national standard measurement of malachite green (MG) content in water bodies were realized. The results suggest that semiconductor ZnSe topographical nanowires are an emerging class of SERS substrates, and a thorough investigation into the relationship between material structure and SERS performance in specific topological regions will provide new evidence for the principle of chemical enhancement of SERS, as well as recommendations for developing precisely functionalized SERS substrate nanomaterials.
Keywords: surface-enhanced Raman scattering, growth defect nanowires, topological nanostructure, energy-level matching, charge transfer
1 INTRODUCTION
Recently, surface-enhanced Raman scattering (SERS) is an accurate and reliable molecular fingerprint technology widely used in biological medicine, environmental monitoring, disease diagnosis, chemical reagent detection and homeland security [1–5]. The scattering enhancement observed in SERS mainly has two mechanisms: electromagnetic (EM) and chemical (CM) enhancement mechanism [6–8]. EM is mainly based on surface plasmon resonance generated by the interaction between the laser source and the SERS active substrate [9, 10]. With the ultra-high SERS enhanced factor up to 1012, noble metal nanomaterials (such as gold, silver, and copper) enhanced via this mechanism enable ultra-sensitive molecular detection [6, 11]. However, because their local surface plasmon resonance covers the majority of visible and near-infrared wavelengths, their selectivity to target molecules is not strong. Meanwhile, the high cost, poor biocompatibility, and poor spectral stability seriously limit their practical applications [12, 13]. The CM-SERS activity mainly comes from the charge transfer (CT) between the substrate and probe molecules. With the development of materials science, various semiconductor materials have been introduced into the research of SERS and CM-SERS has played an important role [14, 15]. The study found that when semiconductor nanomaterials are used as SERS substrates, many parameters such as exciton Bohr radius, band structure, doping type, electron density, chemical stability, stoichiometry, geometric metrology, and crystallinity are controlled. Meanwhile, semiconductor substrates’ spectral stability and repeatability are better than metal substrates.
For semiconductors, doping elements and constructing new structural morphologies can contribute to the improvement of SERS performance [16–18]. One-dimensional nanomaterials exhibit special properties, such as lateral quantum confinement and high specific surface area, resulting in severe uncoordinated surface atoms, providing more active sites for adsorbed molecules. The surface-trapped state of a surface-modified W48O19 nanowire provides an intermediate energy level for charge transfer to further improve the SERS performance of the substrate [19]. A self-assembly superstructured CuO2 with a large number of copper vacancies demonstrates that defect states facilitate the resonant coupling of charge-transfer complexes with incident light and enhance the Raman scattering of target molecules [20]. Constructing the topological structure of one-dimensional materials and studying the SERS performance of topological branches will establish the connection between topological materials and SERS research.
ZnSe is a SERS active semiconductor compound with a bandgap of 2.7 eV at room temperature, which is a kind of short-wave optoelectronic device material with wide application prospects [21–23]. At room temperature, ZnSe is a SERS activity semiconductor compound with a bandgap of 2.7 eV [24]. ZnSe nanomaterials tend to have point defects (such as Zn vacancy, Zn interstitial and Se vacancy) and bulk phase defects (dislocation, stacking faults and twins) when growing in a stoichiometric atmosphere, thus introducing new energy levels. Studies have revealed that the SERS properties of ZnSe nanowires can be changed by the crystal structure and modulation bandgap of ZnSe [25]. The special structural characteristics of ZnSe itself make it easy to produce topological defects at the location where twins are formed in the growth process. These defects promote the formation of more active sites in the secondary topological structure so that the energy level of the whole secondary topological structure changes. It is helpful for studying the SERS properties of topological ZnSe branched nanowires.
Here, we focused on the SERS activity of ZnSe nanowires with a topological branched structure. The relationship between the geometry, defects, electronic energy-level structure, interfacial interaction, and SERS activity of topological ZnSe nanowires was examined. The unique Se vacancy donor defects of the topological branched nanowires provide a proper bandgap for electron–hole separation and good matches with the energy band of the probe molecules. Therefore, the common probe and environmental pollutant molecules have a better enhancement effect on the topological branched nanostructures. On topological branches, the signal of methylene blue (MB) molecules is up to 1.9 times greater than that on the trunk. The results will help us to further investigate the enhancement mechanism of topological semiconductor nanostructures represented by ZnSe in SERS and design and develop some new potent SERS device application platforms.
2 EXPERIMENT SECTION
2.1 Synthesis of topological ZnSe nanowires
To prepare Ni-catalyzed ZnSe nanowires, the nickel catalyst (99.99% purity) was deposited on the surface of the substrate with a thickness of about 3 nm using a thermal evaporation method. The ZnSe powder (30 mg, 100 mesh, and 99.99% purity) was deposited in a ceramic boat in the center of the tubular furnace heating zone. Downstream the airflow, SiO2/Si substrates coated with Ni particles were placed 12 cm away from the central source powder as the substrate. In the growth, a high purity argon with a flow rate of 30 standard cubic centimeters per minute (sccm) was used to keep the growth environment close to atmospheric pressure. The pressure was about 96–100 kPa. The growth temperature of ZnSe was 850°C for 1 h, and then the samples were cooled to room temperature naturally.
2.2 SERS activity
The SERS activity of topological ZnSe nanowires with various position was measured using the probe molecules: rhodamine 6G (R6G), MB and crystalline violet (CV). In the experiment, R6G, MB, and CV aqueous solutions were prepared with a concentration of 10–5 M. In addition, we configured malachite green (MG) aqueous solution (1 × 10–6 M to 5 × 10–4 M) for the practical application of the substrate assay. In SERS measurements, 2 μL of molecule solution with different concentrations was deposited on the fabricated sample surface. The samples were tested after drying in the air for 30 min. For Raman and SERS measurements, some individual nanowires which were not tangled or disjointed with other wires were chosen to obtain the signal.
2.3 Characterization
The Zeiss Sigma 500 scanning electron microscope (SEM, Sigma 500, Zeiss, Germany) was equipped with an energy-dispersive spectrometer (EDS) to investigate the microstructure. Using an X-ray diffractometer (XRD, Ultima, Rigaku, Japan) with voltage: 40 kV, current: 40 mA, scan step: 0.02°, scan speed: 4°/min, and scan range: 10–60°, the crystal structure of topologically branched ZnSe nanowires was detected. The structure of the topological ZnSe nanowires was characterized using high-resolution transmission electron microscopy (HRTEM, JEM-2100, JEOL Ltd., Japan) with an accelerating voltage of 200 kV. All Raman spectra and photoluminescence (PL) were measured using an HR Evolution instrument produced by HORIBA Scientific, equipped with a 532 nm (Raman and SERS) and 325 nm (PL) laser. The spectrometer grating of 600 g/mm, the laser spot diameter of 2 μm, and the signal acquisition time of 4 s were chosen. A ×50 objective lens and a laser excitation energy of 48 mW and 12 mW were used for Raman and SERS measurements, respectively. A ×40 objective lens and a laser excitation energy of 6.25 mW were used for PL measurements. The resulting spectra are the average of the spectral signal intensity obtained from 20 locations in the same sample. All the measurements were performed at room temperature.
3 RESULTS AND DISCUSSION
Figure 1 shows a schematic diagram of the preparation of topological branched nanowires and the probe molecular detection. Figure 2 shows the SEM and EDS images of a topological grading tree-like structure of ZnSe nanowires. The diameters of the secondary branch (marked as B) and trunk (marked as T) are about 300 nm and 1200 nm, respectively. The branch is narrower than the trunk. Most of the branch nanowires are concentrated on the surface of the substrate. A crystal ball can be seen at the tip of the nanowires. The EDS results showed that the tip of the nanowires has little Zn element, but the dominant elements are Se and Ni. ZnSe topological nanostructures are grown by a vapor–liquid–solid (VLS) mechanism. The nanowire compositions are ZnSe with no detectable traces of other elements, except for the weak C and O signals originating from the substrate. The component proportion of the trunk and the topological branch differed under the same conditions. In the trunk, the atomic ratio of Zn and Se is closer to the stoichiometric ratio. The component ratio of Zn and Se is different along the growth direction of the topological branch and Se is a lesser element.
[image: Figure 1]FIGURE 1 | Diagram of the preparation of a ZnSe topological branched nanowire SERS substrate and the detection of SERS performance.
[image: Figure 2]FIGURE 2 | (A) SEM image of topological ZnSe nanowires. (C) EDS mapping scan of the image (B). (D–F) Spectra of EDS scanning on the trunk, topological branch, and top of nanowires, respectively. The table in the upper right corner of each image corresponds to the elements and their proportions in each test position.
XRD further characterized the crystal structure of the ZnSe nanowires as shown in Figure 3A. The strong signal at 2 [image: image] = 33.0° was attributed substrate (JCPDS 44-1394). The two characteristic peaks at 2 [image: image] = 27.2° and 45.2° of the topological branched nanowire sample were ascribed to the (111) and (220) lattice planes of the ZnSe zinc-blende structure (JCPDS 37–1463). Two weak peaks appearing at 2θ = 29.6° and 40.4° correspond to the (101) and (102) lattice planes of hexagonal wurtzite-ZnSe structure (JCPDS 15-0105). As shown in Figure 3B, the lattice spacings on both the trunk and topological branches of ZnSe nanowires correspond to the zinc-blende (200) plane and wurtzite (102) plane, respectively. At the position where the topological branched nanowires start to extend, twinning defects appear in the intact single crystals on the trunk, extending the secondary nanowire branches. The lattice spacing parallel to the trunk nanowire direction in Figure 3C corresponds to the (200) lattice plane of the zinc blende. It shows that the trunk is growing in a direction parallel to the (100) plane. The lattice spacing in Figure 3D corresponds to the (002) lattice plane of the wurtzite, and the growth direction of the topological branch is along the (001) plane. These results show that the secondary branched nanowires grow mainly on the (100) lattice surface of the zinc-blende structure’s trunk. However, the lattice at the interface between the trunk and the topological branch is irregular and exhibits a twinned crystal delineation interface, indicating the presence of defects. The topological branches grow at the defective positions.
[image: Figure 3]FIGURE 3 | (A) XRD spectra of ZnSe nanowires, labeled with diffraction plane of the zinc blende-, wurtzite-ZnSe crystal structure. (B) HRTEM of the junction of the trunk and topological branch of the topological branched nanowires, and the inset in the upper left corner shows the full view of this position. HRTEM of the (C) trunk and (D) topological branched nanowires.
Under the low dissolution temperature, Se ions are evaporated firstly from the source powder during the growth process. The Se atoms were transported from the evaporation source to the growth zone downstream and combined with the Ni nanoparticles on the substrate to form a Ni-Se solid solution alloy, which plays a nucleation role in the growth of ZnSe nanowires. The Zn ions are combined with the Se-Ni solid solution. When the number of these atoms exceeds the equilibrium concentration in the liquid phase, the crystallized ZnSe nanowires precipitate underneath the alloy droplet, while the alloy remains at the tip of the nanowires. At the initial stage of nanowire growth, sufficient source powder can make nanowires with fewer Se defects. The topological branched nanowires precipitate at the side of the trunk, as shown in Figure 2A. During the growth of ZnSe nanowires, the atomic binding energy varies with pressure and temperature, resulting in defects. Ni particles not involved in the nucleation initiation stage can move on the substrate surface at a certain temperature. The Ni catalyst will be absorbed in the defects of the first-formed ZnSe nanowires, which will lower the surface energy and result in the sprouting of subnanowires from the defects and the formation of secondary topological nanostructures.
Furthermore, the Ni droplets remaining at the trunk defects are smaller than the clustered droplets on the SiO2/Si substrate. Hence, the diameter of the grown topological branched nanowires is narrower. Simultaneously, a large amount of Se was consumed with the extension of growth time, and the Ni particles of the grown catalysts melted and mixed with Zn and Se. Se element of the topological branch is less than that of the trunk. In addition, some Se atoms still were re-evaporated in the deposition, so the amount of Se element is less than that of Zn both in trunks and branches. Based on the VLS growth mode, the V, L, and S phases are closely coupled, and changes in the gas phase may affect the solid phase. It is difficult to obtain complete stoichiometry of ZnSe and many other II-VI semiconductors [26].
Figure 4A shows the Raman peaks of the trunk and the topological branches of the ZnSe nanowires, respectively. Raman peaks at 205 cm−1 and 252 cm−1 can be found in the trunk and topological branches, which are corresponding to the scattering of transverse optical ([image: image]TO) and longitudinal optical ([image: image]LO) phonon modes of ZnSe, respectively [27]. The trunk also has weak peaks at 142 cm−1, 189 cm−1, 236 cm−1 and 291 cm−1. The peak at 142 cm−1 corresponds to the two-phonon transverse acoustic (2 [image: image]TA) mode, which presents the defective states in the ZnSe nanowire structure. Peaks at 189 cm−1 and 291 cm−1 correspond to double-phonon excitation [189 cm−1: 2 [image: image]TA(K) and 291 cm−1: [image: image]TA(X, K) + [image: image]LA(X)] [28]. The 236 cm−1 peak corresponds to the surface phonon mode, a characteristic feature of small-sized nanostructures. A significant contribution to the Raman scattering of this peak comes from LO phonons propagating in the surface loss layer [29]. The peak at 232 cm−1 of the branch shows a redshift compared with that of the trunk, which corresponds to the decreasing of the diameter of the nanowire. The peaks at 178 cm−1 and 302 cm−1 on the topological branches are different from those on the trunk. The peak at 302 cm−1 is attributed to [image: image]LO(X) + [image: image]TA(X, K) vibrational modes [30]. The peak at 178 cm−1 may be the contribution of two-phonon scattering from phonons in the directions near the K symmetry point or the contribution from the disorderly activated band-edge LA phonons [31]. The mapping diagram at 205 cm−1 is obtained to characterize the Raman signals of the trunk and the topological branches of the nanowires, as shown in Figure 4B. The high Raman signal of the trunk indicates that a good quality of the trunk for ZnSe nanowires.
[image: Figure 4]FIGURE 4 | (A) Raman spectra of ZnSe nanowires (the ordinate of topological branches is ×3 times for the result) and (B) corresponding mapping at 205 cm−1.
Figure 5 shows the PL spectra of the trunk, and the topological branched nanostructures of ZnSe measured in the wavelength range of 300–700 nm to investigate the optical properties of ZnSe nanostructures. The PL spectra of both the trunk and topological branched nanowires consist of three emission bands: a peak at about 380 nm, a narrow half-width ratio near-band edge (BE) peak at 460–470 nm, and a broad half-width ratio deep-defect (DD) band at 500–750 nm. In the trunk, the peak at 378 nm (3.28 eV) is the exciton emission peak generated by the direct recombination of electron–hole pairs, and the peak at 462 nm (2.68 eV) belongs to the intrinsic peak of ZnSe material. The DD broad emission band of the trunk can be divided into two peaks centered at 566 nm (T1) and 654 nm (T2) by fitting a Gaussian function. The emission at 566 nm is attributed to deep-defect-related emission, ascribed to the recombination of a donor–acceptor pair involving Zn vacancies and interstitials and surface emission [32–34]. A single local level mainly determines the characteristic peak at 654 nm (1.89 eV) to confirm that the recombination emission peak is caused by the direct transition of the Zn interstitial electron donor to the valence band and the higher emission intensity is caused by the higher Zni concentration excited by more Se ions [35]. The DD peaks on the topological branches can be fitted to three sub-bands centered at 512 nm (B1), 576 nm (B2), and 626 nm (B3) by the Gaussian function in the PL spectra for topological branches, and the peaks at 381 nm, 471 nm, and 576 nm are similar to the trunk. The emission peak at 512 nm (2.43 eV), which is different from the trunk peak, is derived from the surface trap state. The emission wavelength is caused by the conduction band (CB) to the single negatively charged Zn-vacancy (VZn−) due to the high surface volume ratio [36]. Another unique PL peak at 626 nm (1.98 eV) of the topological branches corresponds to a donor–acceptor pair, charged Zn-vacancy (VZn−) from VSe.
[image: Figure 5]FIGURE 5 | PL spectrum of ZnSe nanowires with the (A) trunk and (B) the topological branch.
According to the PL spectra of ZnSe nanowires, BE emission peak intensity on the trunk is weaker than DD emission peak intensity. In contrast, BE peak intensity on the topological branches is stronger than DD peak intensity. This is related to the growth conditions. The growth may introduce inherent point defect Zn interstitial when the Se content is rich in the early growth stage, which may cause the strong DD emission in the trunk. The lower concentration of Zn vacancy leads to the lower intensity of the DD emission peak on the topological branches when the nanowires grow under zinc-rich conditions at the later growth stage due to the lower melting point of Se in the source powder, longer growth time and higher Se activity [33]. According to the aforementioned evidence, there are emission peaks caused by different structural defects in the PL spectra of the trunk and topological branches. Therefore, different defect levels generated by the two have different effects on charge transfer, which may affect SERS results.
R6G and CV have a large Raman scattering cross section. The absorption peak of R6G is near 532 nm [37]. The excitation wavelength in the absorption region will lead to molecular resonance and cause a strong resonance Raman effect [38]. The maximum absorption wavelengths of CV and MB are 590 nm and 664 nm, respectively, and there is no resonance Raman effect under 532 nm excitation light [39]. CV is a cationic industrial dye with a complex structure and hard degradation [40]. It is widely used in the area of aquaculture disease prevention and control. MB is often used to localize sentinel lymph nodes in medical and prevent black spot disease for fish in aquaculture [41]. However, R6G, CV and MB dyes pose a hazard to the environment and animals, plants and human health [42]. Focusing on the SERS activity of the topological structure of ZnSe nanowires on these three dye molecules can help us study the topological structure’s effect on the SERS activity and analyze the generality of the SERS activity based on topological nanowires of different chemical molecules. The SERS results of MB, CV and R6G molecules shown in Figure 6 indicate that the enhanced Raman signals of MB, CV and R6G absorbed on the topological branches are better than those absorbed on the trunks of ZnSe nanowires. Among them, the Raman peak intensity of the MB molecules at 1625 cm−1 is about 1.9 times higher than that of the trunk, and the peak of the CV molecules at 1622 cm−1 is about 3.2 times higher than that of the trunk. The relative intensity of the 1651 cm−1 peaks of R6G molecules on the topological branches reached 1.5 times higher than that on the trunk. For the Raman enhancement of R6G molecule, the contribution of resonance excitation is much greater than that of charge transfer. Therefore, the differences in the relative peak intensities of R6G molecules on the trunk and branches are the smallest among the three probe molecules.
[image: Figure 6]FIGURE 6 | Raman spectra of (A) MB, (B) CV, and (C) R6G deposited on trunks and topological branches of ZnSe nanowire substrates; all concentration is 10−5 M. (D) Intensities of the peaks of MB (10−5 M) deposited on the trunks, topological branches, and blank SiO2/Si substrate. (E) Spatial mapping of the SERS intensity at 1625 cm−1 of MB probe molecules on ZnSe SERS substrates over an area larger than 21 μm × 21 μm. (F) SERS peak values of MB (10–5 M) were taken from 15 random positions on the trunk and branch of the topological nanowire SERS substrate.
The SERS signals of different peaks of MB molecules with a concentration of 10–5 M were further analyzed to obtain the different enhancement mechanisms of the trunk and topological branches of ZnSe nanowires. The weak peaks at 448, 772, 951, and 1502 cm−1 of MB molecules correspond to skeletal deformation of C-N-C, in-plane bending of C-H, in-plane bending of C-H, and asymmetrical stretching of C-C, respectively. Two prominent peaks at 1397 cm−1 and 1625 cm−1 are attributed to symmetrical stretching of C-N and ring stretching of the C–C vibration mode, respectively [43]. The intensities of Raman peaks of MB on the different positions of ZnSe nanowires were compared to those on the empty substrate and are shown in Figure 6D. The enhancement of the peak at 1625 cm−1 is the largest. The different enhancement of different vibration modes inhibits some surface molecular vibration due to the coupling binding effect of substrate and probe molecules [44, 45].
Figure 6E shows that the mapping scans of the peak at 1625 cm−1 of MB (concentration of 10–5 M) adsorbed on different positions of ZnSe nanowires. At the tip of the nanowires, there is almost no enhancement of the signal of the MB molecule, which indicates that the catalyst nickel metal particles do not contribute to the enhancement of the Raman signal of the probe molecule. The areas and boundaries of the enhancement of the Raman signal exhibited a higher relative peak intensity around the topological branched nanowires than around the trunk nanowires. The relative peak intensities in the SERS mapping of MB molecules on the topological branches and trunks are opposite to the results presented in the Raman mapping of the sample. We collected 15 points arbitrarily at different locations on the substrate as SERS spectra of MB, as shown in Figure 6F. It can be observed that the average peak intensity on the branch is higher than that on the trunk, indicating that the topological nanowires on the SERS substrate have high repeatability.
It is generally known that chemical enhancement consists of three main contributions: 1) molecular resonance due to laser excitation; 2) Raman enhancement due to electrostatic charge transfer caused by the substrate–molecule interaction; and 3) charge transfer resonance between the molecule and substrate. Figure 7 shows the energy levels of CB, VB, and defect states of ZnSe and the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of MB molecules. This plot is based on the PL spectrum of the topological branched nanowires [46]. When the photon energy is high enough, electrons are excited from the VB of the substrate to higher energy levels in the CB of the substrate coupled to the molecular energy levels above LUMO during charge transfer between ZnSe nanostructures and MB-adsorbed molecules. These excited state electrons (except those leaping to the valence band to be recombined) are transferred to the molecular energy levels above LUMO via vibrational coupling of the energy levels, causing the molecular polarization tensor to amplify, giving rise to the SERS effect or electrons are excited from the HOMO of the molecule to higher levels of the LUMO of the molecule that are coupled to the energy levels above the substrate conduction band and transferred to the CB by vibrational coupling. New defect energy levels are also introduced by a defect during growth. The relative energy of the Se vacancy energy level to the VB of ZnSe is about 2.24 eV, very close to the energy of the excitation light (2.3 eV) since there are more Se vacancy donor defects on the topological branches than on the trunk. After absorbing the incident light energy, the electrons on the branch valence band are more easily excited to the defect level and then jump to the coupling level above the CB level and then inject into the LUMO of MB through vibration coupling so that the polarization tensor of the MB probe molecule becomes larger, and the SERS signal becomes stronger. Moreover, the special structural properties of ZnSe itself make it easy to produce topological structure defects at the sites where twinning occurs during the growth of nanowires. The generation of these defects induces more active sites in the secondary topological dendritic structure, which causes energy-level changes in the entire secondary topology and facilitates the further enhancement of the SERS activity.
[image: Figure 7]FIGURE 7 | Energy-level diagram presenting the SERS ability mechanism on ZnSe microstructures using methylene blue. Abbreviation: VZn− = monoionized zinc vacancy defect; Zni = zinc interstitial monodionized donor defect; VSe = monoionized selenium vacancy defect.
To present the practical application of this SERS active substrate, MG were tested. MG is an ingredient contained in the “potent drug” used in aquaculture to fight against water mold disease in fish and water mold disease in fish eggs, which can be carcinogenic when used in excessive amounts for a long time and is prohibited in the field of pollution-free aquaculture. Figures 8A,B show the concentration gradient detection of MG by the branch and trunk as active substrates, respectively. The branch showed a better detection performance with a limit of detection of 5 × 10–6 M (the limit of detection of the trunk was 1 × 10–5 M). Both were lower than the newly revised national use standard of 6.85 × 10–5 M in the Food Safety Law. Figure 8C shows the detection at the trunk and branch of the topological ZnSe nanowires and the obvious linear relationship between the concentration of MG and the peak intensity at 1616 cm−1, and the R2 values of the trunk and branch are above 0.93, showing good SERS performance and quantitative detection results.
[image: Figure 8]FIGURE 8 | (A,B) Raman peaks in the range of 5 × 10–4 M–10–6 M for MG concentration on the branch and trunk of the ZnSe topological branched SERS substrate, respectively. (C) SERS spectra at 1616 cm−1 on trunk and branch substrates versus different MG concentrations on a logarithmic scale.
4 CONCLUSION
In conclusion, physical vapor deposition prepared topological ZnSe nanostructures on silicon substrates. The growth mechanism for the formation of such topological branched structures is discussed. The defects caused by the different structures developed independently are characterized. It is also examined that it leads to different enhancement effects when used as an SERS active substrate. It is shown that the formation of topological nanostructures of ZnSe nanowires in the absence of metal addition enhances surface Raman scattering in which the Se vacancy donor defects in the branches have a prominent contribution to SERS. The nanobranched active ZnSe substrates were identified better than nanotrunks when the enhancement was tested with several probe molecules. In the detection of toxic substances, MG reflected good quantitative detection results, the detection limit of MG reached 5 × 10–6 M. Studying the SERS activity of ZnSe topological nanostructures offer suggestions for using semiconductors in optoelectronic materials and active substrates to improve molecular detection and show great potential applications in different fields.
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1 -100C -1.1146 V. -1.0970V
2 0.0C -1.0145V -0.9963V
3 10.0C -0.9033 Vv -0.8857 V
4 20.0C -0.7714V -0.7533V
5 30.0C -06129V -0.5954 V
6 40.0C -0.4307 V -0.4126 V
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SA type Laser crystal Pulse width Repetition rate Pulse energy Peak power Ref
(ns) (kHz) W) [\
Graphene NA:YAG 400 850 0.68 169 (42)
BP NA:YAG 55 5,600 002 041 (43]
WS, Nd:YVO, 98 392 0441 45 [44]
ws, NA:YAG 24 6,100 002 098 [43)
Antimonene NA:YAG 129 569.1 023 177 (45)
MoS,/GaAs Nd:YVO, 513 769.7 0417 814 46]
Fe;0, Nd:YVO, 53 5764 018 353 [47)
Carbon nanotube NA:YAG 1200 95 45 375 (48]
BiyTe; NA:YAG 576 2857 524 9 [49]
Gold nanorods NA:YAG 3,100 50 19 613 (50]
Germanene Nd:YVO, 606 5286 183 3012 This work





OPS/images/fphy-10-887171/inline_14.gif





OPS/images/fphy-10-972054/fphy-10-972054-g006.gif





OPS/images/fphy-10-887171/inline_13.gif





OPS/images/fphy-10-972054/fphy-10-972054-g005.gif
BB 8

The peak power (W)






OPS/images/fphy-10-972054/fphy-10-972054-g004.gif
“The pump power (W)






OPS/images/fphy-10-972054/fphy-10-972054-g003.gif
T - B





OPS/images/fphy-09-786357/fphy-09-786357-g004.gif





OPS/images/fphy-09-786357/crossmark.jpg
©

|





OPS/images/fphy-09-786357/fphy-09-786357-g001.gif
e






OPS/images/fphy-09-786357/fphy-09-786357-g002.gif





OPS/images/fphy-09-786357/fphy-09-786357-g003.gif
W O W

o
mi






OPS/images/fphy-09-809049/inline_5.gif





OPS/images/fphy-09-809049/inline_6.gif





OPS/images/fphy-09-809049/math_1.gif
Av=aVP





OPS/images/fphy-09-809049/math_2.gif





OPS/images/fphy-09-809049/inline_4.gif





OPS/images/fphy-10-887171/inline_21.gif





OPS/images/fphy-10-887171/inline_20.gif
E(A)





OPS/images/fphy-10-887171/inline_2.gif





OPS/images/fphy-10-971919/fphy-10-971919-g003.gif





OPS/images/fphy-10-887171/inline_19.gif





OPS/images/fphy-10-971919/fphy-10-971919-g002.gif





OPS/images/fphy-10-862578/fphy-10-862578-g001.gif





OPS/images/fphy-10-894925/fphy-10-894925-g005.gif





OPS/images/fphy-10-942926/fphy-10-942926-g008.gif





OPS/images/fphy-10-862578/crossmark.jpg
©

|





OPS/images/fphy-10-894925/fphy-10-894925-g004.gif





OPS/images/fphy-10-942926/fphy-10-942926-g007.gif
e Sl





OPS/images/fphy-10-820177/math_5.gif
G = R(TyT, T exp| 290l

(aA/2)°

A=) + (A1/2)

©





OPS/images/fphy-10-894925/fphy-10-894925-g003.gif





OPS/images/fphy-10-942926/fphy-10-942926-g006.gif





OPS/images/fphy-10-820177/math_4.gif
(my P — mnPy
(m, Py +

(maPy - Py —m,

RO) = @





OPS/images/fphy-10-894925/fphy-10-894925-g002.gif
wan .






OPS/images/fphy-10-942926/fphy-10-942926-g005.gif





OPS/images/fphy-10-820177/math_3.gif
o





OPS/images/fphy-10-894925/fphy-10-894925-g001.gif





OPS/images/fphy-10-942926/fphy-10-942926-g004.gif
Aitituds (km}

s
5321mPC

105 10 10% 107 107 100 10" 102
P Gl






OPS/images/fphy-10-820177/math_2.gif
“Tyd; cosb; @)






OPS/images/fphy-10-894925/crossmark.jpg
©

|





OPS/images/fphy-10-942926/fphy-10-942926-g003.gif





OPS/images/fphy-10-876222/fphy-10-876222-g002.gif





OPS/images/fphy-10-942926/fphy-10-942926-g002.gif





OPS/images/fphy-10-876222/fphy-10-876222-g001.gif





OPS/images/fphy-10-942926/fphy-10-942926-g001.gif





OPS/images/fphy-10-942926/crossmark.jpg
©

|





OPS/images/fphy-10-907715/math_6.gif
A+D
ha= =5

®





OPS/images/fphy-10-862578/fphy-10-862578-g005.gif
sy ——crzmm
o v m03m
sis
: |
P
;o
§ o Sy
I S S S S S

Otatmn i Banar e b et





OPS/images/fphy-10-862578/fphy-10-862578-g004.gif
Relstive Intensity (arb. uniis)

]

5

]

H

& MM NCGT

250 260 270 230 290 300 310 320 330 340 350 30 370 380 350 490 410 420

Wavelength (nm)





OPS/images/fphy-10-862578/fphy-10-862578-g003.gif
Pure graphite target

s

H
T
£
:
:
i
£
H
H
i
B
H
H

Gra

cwBa

STE &

F e a—

BRI

o

)
‘Wavelength (nm)

B3]

£





OPS/images/fphy-10-894925/math_2.gif
@)





OPS/images/fphy-10-862578/fphy-10-862578-g002.gif





OPS/images/fphy-10-894925/math_1.gif
[0





OPS/images/fphy-10-853813/math_7.gif
g(l)=062+029x10" x 1 (7)





OPS/images/fphy-10-907715/math_4.gif
@





OPS/images/fphy-10-853813/math_6.gif
() ©





OPS/images/fphy-10-907715/math_3.gif
(- Lyn-Lxn-Lyn-1)= [L D](Nw.xﬂ,yﬂ)
(3)





OPS/images/fphy-10-853813/math_5.gif
' = (2x 10700 (5)





OPS/images/fphy-10-907715/math_2.gif





OPS/images/fphy-10-853813/math_4.gif
- (4)
U, payteigh = (2 % 10)A (4)
L Rayteigh = (2 % 10");





OPS/images/fphy-10-907715/math_1.gif





OPS/images/fphy-10-853813/math_3.gif
vepidermis (A) = Mypt, o (A) + (1= My )p pocciine (V) (3)






OPS/images/fphy-10-907715/inline_9.gif





OPS/images/fphy-10-853813/math_2.gif
sitermis A) = By [ Sty ey (1) + (1= SV geury (V)]
4 (1=B)uy o () @






OPS/images/fphy-10-907715/inline_8.gif
X0y Yo» <o





OPS/images/fphy-10-853813/math_1.gif
84 x 107 x A7

(1)





OPS/images/fphy-10-907715/inline_7.gif





OPS/images/fphy-10-907715/inline_6.gif
A times





OPS/images/fphy-10-907715/inline_5.gif





OPS/images/fphy-10-876222/crossmark.jpg
©

|





OPS/images/fphy-10-853813/math_9.gif
©





OPS/images/fphy-10-853813/math_8.gif
®





OPS/images/fphy-10-907715/math_5.gif
—(A+D+1=0 (5)





OPS/images/fphy-10-847036/fphy-10-847036-g008.gif
0 Anre
O Lo
2

" o
= oo Y S T %)






OPS/images/fphy-10-913774/inline_12.gif
200
v,

Crv,, =





OPS/images/fphy-10-847036/fphy-10-847036-g007.gif





OPS/images/fphy-10-913774/inline_11.gif
Cor,, = Crv, CEE,,





OPS/images/fphy-10-847036/fphy-10-847036-g006.gif





OPS/images/fphy-10-913774/inline_10.gif





OPS/images/fphy-10-847036/fphy-10-847036-g005.gif
LEEEE LI EEERT
gt et






OPS/images/fphy-10-913774/inline_1.gif





OPS/images/fphy-10-847036/fphy-10-847036-g004.gif





OPS/images/fphy-10-913774/fphy-10-913774-g004.gif
Tot guinWahy B
F 100 L S






OPS/images/fphy-10-847036/fphy-10-847036-g003.gif





OPS/images/fphy-10-913774/fphy-10-913774-g003.gif





OPS/images/fphy-10-847036/fphy-10-847036-g002.gif





OPS/images/fphy-10-913774/fphy-10-913774-g002.gif





OPS/images/fphy-10-847036/fphy-10-847036-g001.gif





OPS/images/fphy-10-913774/fphy-10-913774-g001.gif





OPS/images/fphy-10-913774/crossmark.jpg
©

|





OPS/images/fphy-10-865455/fphy-10-865455-t001.jpg
Tissue type

Normal brain tissue
Low-grade gioma
High-gradie glioma

Collagen content

Mean

0.005
0.013
0117

sD

0.004
0.011
0.002

Nuclear number (per

10,000 ym?)
Mean sD
16.0 5.1
373 19.7
1127 67.3

Nuclear area (um?)

Mean sD

226 53
31.83 13.49
50.38 23.62





OPS/images/fphy-10-847036/fphy-10-847036-g010.gif





OPS/images/fphy-10-847036/fphy-10-847036-g009.gif





OPS/images/fphy-10-862578/inline_1.gif





OPS/images/fphy-10-865455/fphy-10-865455-g007.gif





OPS/images/fphy-10-862578/fphy-10-862578-g011.gif
s -

.

H-sxmxymimlﬂi N

Eiectres dessty (1 e’y





OPS/images/fphy-10-865455/fphy-10-865455-g006.gif





OPS/images/fphy-10-942926/math_4.gif
@





OPS/images/fphy-10-862578/fphy-10-862578-g010.gif
Nomaized imansity

ettation 8140y AN). ‘Wavalengh (nm)






OPS/images/fphy-10-865455/fphy-10-865455-g005.gif





OPS/images/fphy-10-942926/math_3.gif
KPoAp, (r)

P.(r) =

exp[ - z[' a(r')dr') ®





OPS/images/fphy-10-862578/fphy-10-862578-g009.gif
Lad ol

T






OPS/images/fphy-10-865455/fphy-10-865455-g004.gif





OPS/images/fphy-10-942926/math_2.gif
KpPoAf .
P,(r):w'if"(,)aplf ((athar)





OPS/images/fphy-10-862578/fphy-10-862578-g008.gif
Intensity {arb. units) >
.5385%1%

——ciaessam
Mg 128027

A





OPS/images/fphy-10-865455/fphy-10-865455-g003.gif





OPS/images/fphy-10-942926/math_1.gif
d m
=220 expl -2 a(r)ar)






OPS/images/fphy-10-862578/fphy-10-862578-g007.gif
ERRY 0. W) P

)3

Liosd

g

§

12035
o Mgl 38027 m

Distance from target {mm)






OPS/images/fphy-10-865455/fphy-10-865455-g002.gif





OPS/images/fphy-10-942926/fphy-10-942926-t001.jpg
Parameters

Transmitter

Type
Laser wavelength
Pulse energy

Puise duration
Pulse repetition frequency
Beam divergence
Receiver
Type
Diameter
Field of View
Range resolution
Receiving channels

Detector type

Specifications

Lamp-pumped Nk YAG
355 nm, 532 nm, 1064 nm
40 mJ@ 355 nm, 30 MJ@532 nm,
60 MJ@1064 nm
10ns
20Hz
200 rad

Schmidt-Cassegrain
300mm
500 rad
375m
355 nm, 387 nm, 532 nm-P, 532 nm-S,
607, and 1064 nm
APD for 1064 nm
PMT for 355 nm, 387 nm, 532 nm-P,
532 nm-S and 607 nm
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Sample materials

Paraffin-embedded
tissues/(dog liver sample)

Paraffin blocks

Serum sample/(Human
serum sample)

Whole blood sample/
(Human blood sample)

Pellets and excised tissue
sample/(mice sample)

biological flids (blood and
tissue homogenates)/(mice
sample)

Four fresh tissue gioma
‘samples/(Human tissue
sample)

Intotal, 160 serum samples
were donated by 100
healthy controls and 60
NPC patients/(Human
serum sample)

Tissue sample/(Human
tissues)/Samples from 41
patients with breast cancer
and 32 patients with
colorectal cancer

Tissue samples (in paraffin
blocks)/(Human tissues)

Tissue siices of roughly
5mm x 5 mmx2 mm are
ut before the laser/Human
tissues

Tissue slices of roughly
5 mm x 5 mmx2 mm/
(Human Tissues)

Paraffin tissue biocks/
(Human tissue)

Blood plasma/ovarian
cancer/176 sample
including normal patients

Lung tumor/90 samples are
used

Cancer type

Liver cancer

Liver cancer (Human
tissues)

lymphoma and
Multiple myeloma
cancer patients

Lymphoma

Melanoma

skin cancer
melanoma

Glioma brain tumour

nasopharyngeal
carcinoma

breast cancer and
colorectal cancer

cervical cancer

Breast cancer (IDC-

Invasive ductal
carcinoma)

breast, colon, larynx,
and Tongue

Gastric cancer

Lung cancer

Methods

Elemental analysis

ANN (Artificial Neural
Network)

PCA, LDA, QDA, kNN

PCA (Principal Component
Analysis), LDA (Linear
Discriminant Analysis), kNN
(k nearest neighbor)

PCALDA

LDA. FDA (Fisher
Discriminant Analysis), SVM
(Support Vector Machine),
Gradient Boosting

SV

ELM(Extreme Learning
Machine), RF(Random
Forest)

Elemental analysis

PCA, SWM

Elemental analysis

Elemental analysis

Elemental analysis

PCA, SKB(SelectiBest
algorithm)

SVM, PCA, Gradient
Tree, RF

Laser/spectrometer/and
no.
of shots

Nd: YAG (532 nm, 10 Hz,
5115, 10 MJY(UV~isible
Echelle optical
spectrograph, range
200-700 nm)

Nd: YAG (632 nm, 5 ns,
125 mJ)/200-1,000 nm

Nd: YAG (1,064 nm, 5 Hz,
8 s, 73 mJyFour-channel
spectrometer range
200-850 nm,/100 LIBS
spectra were collected, for
each sample

Nd: YAG (1,084 nm, 5 Hz,
8ns, 73 mJ)Four-channel
spectrometer range
200-850 Nm,/100 LIBS
spectra were collected, for
each sample

Nd: YAG (632 nm, 5 Hz,
5ns, 7-9 mJ)/

187-1,045 nm at a
resolution of about 0.1 nm/
15 shots

150-fs Ti-Sapphire laser
(775 nm, 50 s, 1.44 mJ)/
spectrsometer range
190-975 nm, resolution
0.013-0.056 nm/

Nd: YAG (1,064 nm, 1 Hz,
5 s, 40 mJy/Spectrometer
range 190-1,100 nm
resolution 0.2-0.3 nm/For
each sample, 200 spectra
were collected

Nd:YAG (532 nm, 10 Hz,
8 s, 30 mJyechelle
spectrometer spectral
range: 200-950 nm/The
number of laser shots
was 40

NG:YAG (532 nm,5 s,

100 mJ/echelle
spectrometer/50 spectra
collected from each sample

NG:YAG (532 nm, 10 Hz,
8, 30 mJ/echelle
spectrometer 200-900 nm/
140 spectra collected
Nd:YAG (1,064 nm, 10 ns,
1 Hz, 150 mJ)/(Avantes Ava
Spec 2048, NA = 0.22)
range of 200-1,100/200
LIBS spectra are collected
from each sample

NGLYAG (1,084 nm, 10 s,
1Hz, 150 mJ)/(Avantes, Ava
Spec 2048, having NA =
0.22) range of 200-1,100
nM/200 plasma emission
spectra are taken from each
sample

Nd:YAG (1,064 nm, 1 Hz,
6 ns?30 mJ)/Echelle
spectrometer/

Nd:YAG (1,064 nm, 7 ns ,
and 30 mJ)/echelle
spectrometer range from
230 to 900 nm

NG:YAG (1,064 nm, 10 s,
10 Hz, 65 mJ)/Mechelle
spectrometer/They collected
140 LIBS spectrum

Elemental emission
lines (nm)

Al 394.4 and 396.15, Ca 393.37,
396.85, 610.27, and 612.22

Cu 570.02, Fe 252.47,263.22,370.78
517.15, Na 589.59,589.99, Mg
383.23, 383.82,
Cad22.67,428.93,430.25, and K
766.49, 850.34

Ca 1422.67, 526.56, Ca Il 393.36,
396.85, Na | 588.99, 589.59, 819.48,
K1766.49, 769.90, H 656.27, O
777.19,844.64 and N 742.36, 744.23,
746.83

Cal 42267, 526.56, Ca Il 393.36,
396.85, Fe | 371.99, 373.49, 374.56,
374.95, 438.35, K | 766.49, 769.90,
Mg 1 516.73, 517.27, Na | 568.82,
588.99, 589.59

Call 393.366, 369.847, Mg ll 279.553,
280.170, K1 766.49, 769.90

Na589.59, Cal 422.67, Mg 1285.21

Mg 279.1, 279.8, Ca 393.4, 396.8,
422.7, Na 589.0, 589.6, H 656.3, N
818.5, K 766.5, 769.9 and O 777.4

Na 588.99, 589.59, K 766.49, 769.90,
2Zn 330.26, Mg 279.55, Al394.40,
396.15 and C-N 385.09, 385.47,
387.14, 388.34

Ca373.6,422.6, and Mg 280.2, 285.2

Na 588.95, 589.59, Mg 279.55,
280.27, K 766.49, 769.90, Ca 393.37,
396.85, 422.68

Mg | 285.213, Mg Il 279.553 and
280.27, Ca |l 42267, 435.5, and
616.217, Ca ll 317.933, 393.366, and
396,847, Nal 588.99 and 589.59, Nal
339.92, K1 766.48, 769.89, N |
742.364, 744.229, 746.831,818.802

Mg 1285.21, Mg Il 279.55,280.27, Na
11339.92, Ca | 422.67 and 435.5,
616.21, Call 317.93, 315.88, 318.13,
393.36, 396.84, Na | 588.99 and
589.59, H 656.3 and Hb 486.13, O |
777.2,777.4,777.5 and 844.6, N |
742.36, 744.22, 746.83, 818.8,
821.63, 824.23, 868.02, 868.34,
868.61

Ca315.92,317.96, 393.32, 396.8, Mg
279.56 and 280.3

K 766.48, 769.89, Na 588.96 and
$580.58, Mg 279.55,280.27, Fe 623.96
and 634.8

C 247.8, Mg 279.8, C-N 358.4,388.3,
417.6, Ca 393.3, 396.8, 422.7, Na
588.99, 589.59, K 766.5, 769.9
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SVR 67.50 34.92 27.54 0.46
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Actual aspect ratio At (s) Estimated aspect ratio Absolute error Relative error (%)

3.00:1 0.0133 3.01 0.01 0.33
3.20:1 0.0125 3.20 0.00 0

3.43:1 0.0117 341 0.02 068
3.69:1 0.0108 3.70 0.01 0.27
4.00:1 0.0100 3.99 0.01 0.25
4.36:1 0.0092 433 0.03 0.69
4.80:1 0.0084 4.75 0.05 1.04
5.33:1 0.0075 5.31 0.02 0.38
6.00:1 0.0067 5.95 0.05 0.83
6.86:1 0.0059 6.75 0.11 1.60
8.00:1 0.0050 7.96 0.04 0.50
9.60:1 0.0041 971 0.11 115

12.00:1 0.0033 12.06 0.08 0.50
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Actual width (m) fi-max (MH2) At(s) Estimated width (m) Relative error (%)

0.080 9.95 0.0133 0.0809 1.13
0.075 9.93 0.0125 0.0759 120
0.070 9.92 0.0117 0.0710 143
0.065 9.90 0.0108 0.0655 0.77
0.060 9.89 0.0100 0.0606 1.00
0.055 9.88 0.0092 0.0557 1.27
0.050 9.87 0.0084 0.0508 16
0.045 9.86 0.0075 0.0454 0.89
0.040 9.85 0.0067 0.0405 125
0.035 9.84 0.0059 0.0356 1.7
0.030 9.83 0.0050 0.0302 0.67
0.025 9.83 0.0041 0.0247 12
0.020 9.82 0.0033 0.0199 0.5

0.015 9.82 0.0025 0.0151 0.67
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Simulation parameters of the rotor single-blade echo signal

Laser wavelength 1.064 nm Rotational frequency 4Hz
Laser frequency 70 MHz Blade length 024m
Angle of pitch 30" Leaf length-height ratio 4011
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Y kgK)™ W-mK)™ K™) modulus/(GPA)

2,689 896 273 232 x 10 70 0.33
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ning fiber
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Our work
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Sensing performance (nm/RIU)
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169.63928
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Temperature deviation (pm/ C)
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N/A
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Year of publication
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Micro-cavity shape
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Micro-cavity size/mm
Number of micro-cavities

Specification parameter
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100
2
25
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Parameter name Parameter value

V-groove spacing 2mm
V-groove height 1.73mm
V-groove angle and number 60, 25
Emissivity of the reflective surface-coating material 093

Diameter of the area blackbody 100 mm
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Fly ash 1.87 (%) 3.95 7.95 15.8 18.26
mass concentration

g/m’

2f peak-to-peak error of NO before correction 56 154% 28.9% 48.9% 53.9%
Corrected 2f peak-to-peak error of NO 179 0.46% 11% 126% 1.19%
Concentration error of NO before correction 56 15.5% 292% 49.6% 54.6%
Corrected concentration error of NO 1.82 0.46% 1.12% 128% 12%
26/DC peak error of NO 0.12 041% 1.07% 207% 421%
Concentration error of NO caused by 2(/DC 104 1.56% 0.27% 0.93% 3.02%
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Particle sizes pm Quartz sand mass concentration g/m”

54-76 132 334 621 9.68 11.97
97-105 1.64 323 635 929 11.88
105-135 134 344 6.06 9.17 12.23
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Rotation speed 2 1 1
Input window size 5 3 2
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Molecule

CH,

N.O

co

CO,

NO

Laser type

DFB-QCL
DFB-ICL
DFB-LD

DFB-QCL
DFB-QCL

DFB-QCL
DFB-ICL

DFB-QCL
DFB-LD

DFB-QCL
DFB-ICL

MDL: minimum detection limit
EAP: effective absorption path.

Wavelength/cm™

1,275.04
2968.4-2968.85
4297.56

1,274.61
2190.2

2,190.2
2,131

22829
6,335

1,900.08
1,929.03

Technique

WMS
WMsS
WMS

WMS
DAS

DAS
WMS

DAS
WMS

WMS
DAS

EAP

576m
580m
72m

576m
7®m

76m
399m

76m
56.1m

im
82mm

Acquisition time

1-s
290s
137s

1-s
1s

1s
10s

1s
30s

3s
10ms.

MDL

5.9 ppb
560 ppt
36 ppb.

2.6 ppb
0.49 ppb

0.35 ppb
0.6 ppb

170 ppb
7.5 ppm

42 ppb
30 ppm
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