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A fundamental concern of the majority of cancer scientists is related to the identification of mechanisms involved in the evolution of neoplastic cells at the cellular and molecular level and how these processes are able to control cancer cells appearance and death. In addition to the genome contribution, such mechanisms involve reciprocal interactions between tumor cells and stromal cells within the tumor microenvironment (TME). Indeed, tumor cells survival and growth rely on dynamic properties controlling pro and anti-tumorigenic processes. The anti-tumorigenic function of the TME is mainly regulated by immune cells such as dendritic cells, natural killer cells, cytotoxic T cells and macrophages and normal fibroblasts. The pro-tumorigenic function is also mediated by other immune cells such as myeloid-derived suppressor cells, M2-tumor-associated macrophages (TAMs) and regulatory T (Treg) cells, as well as carcinoma-associated fibroblasts (CAFs), adipocytes (CAA) and endothelial cells. Several of these cells can show both, pro- and antitumorigenic activity. Here we highlight the importance of the reciprocal interactions between tumor cells and stromal cells in the self-centered behavior of cancer cells and how these complex cellular interactions control tumor progression and repression.
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Introduction

Cancer is a multi-causal and multi-level process categorized by heterogeneity of effects, mainly affecting various cellular functions that regulate neoplasia process and progression. Previously, cancer was considered as a disease related to the environment and endogenous factors, and lately molecular and genetic studies emerged in attempt to explain cancer and to understand its main mechanisms (1). It is now evident that cancer cells disrupt the rules and function of normal cells. Indeed, cancer cells divide and proliferate when is not necessary, do not die when is required, take advantage of the resources of other normal cells and perturb the harmony of the normal tissue environment. Furthermore, while the collaborating “normal” cells have limited proliferative capacity, tumor cells can resist to cell death and escape from the immune system. Furthermore, while normal cells generate and use biological signals and mediators essential for their functions and survival, cancer cells transform their surrounding normal cells to use more resources for themselves in order to grow and spread indefinitely in an egocentric manner. Thereby, cancer cells can be considered as newly modified normal cells that have stopped interacting normally with the other immediate cells. During these processes the transformed cells adapt malignant mechanisms to impose their control of the newly transforming microenvironment (2). However, although these cellular interactions participate in carcinogenesis, they can also repress tumor growth and evolution. Thereby, what are the elements that, once affected, are responsible for the self-centered behaviors of cancer cells? What are the mechanisms to be defined in order to explain why cancer can or cannot develop following these interactions? Why cancer cells and not normal cells that take advantage of this cellular interactions? In addition, it is also difficult to explain how certain primary tumors remain dormant unable to progress and form metastases while interacting with stromal cells? Finally, what are the factors that suddenly make these tumors to emerge and start to grow. In this review we address the importance of the major cellular interactions in the tumor microenvironment that control tumor cells and how these interactions influence the causality of cancer and neoplastic evolution. We consider the following:


Dynamic Reciprocity

Denotes bidirectional communication in all kinds of cells, involving specifically the nucleus and cellular extracellular matrix (ECM) elements.



Reciprocal Cellular Interaction

Bidirectional interaction between cells and their microenvironment. During this interaction, cells within a specific tissue express and produce a panel of signals/mediators to which other tissues and cells can react and reply. In turn, the responding cells produce distinct signals to which the signaling cells also respond. In this interaction all the involved cells are signaling and responding elements.




Dynamic Reciprocity Model: From Homeostasis of Single Cell to Cancer Tissue

Normal tissue formation relies on wide range of cell types with specific function and complementary roles, and on secreted factors or mediators that mediate various effects on the developing tissue and its cellular interactions. However, deregulations at the single cell level may contribute to global cancer initiation, progression and dissemination. In 1982, Bissell et al. (3) and later in 2009, Xu et al. (4) introduced the Dynamic Reciprocity Model (DRM) to explain at the cell level how the cross talk between several cell constituents can be involved in carcinogenesis and metastasis. This model assumes that at the cell level some constituents such as the cytoskeleton and the nuclear matrix are involved in a reciprocal interaction with the ECM to maintain the normal architecture and the function of specific cell in a specific tissue or organ (Figure 1). Indeed, in addition to its role in the cell movement and shape design, through its intracellular molecules, the cytoskeleton is also involved in the regulation of various cellular functions at both, the cellular and genetic levels. Following their activation, various cytoskeleton molecules mediate through distinct and interconnected signals the activation of various nuclear promotors. In turn, the latter induce the expression of ECM proteins that control the cellular shape and structure. Interestingly, the cytoskeleton and ECM molecules are also regulatory factors of cell proliferation, motility and survival/apoptosis. Thereby we can speculate that cancer occurs when the dynamic and reciprocal interaction mediated by the cytoskeleton and nucleus is compromised or altered. Undeniably, the expression and the accumulation of ECM components such as collagen, proteoglycans and their remodeling enzymes (MMPs, Urokinases) are strictly regulated in order to maintain normal cellular functions and shape. Dysregulation in the expression of these ECM molecules and alteration of the proteolytic activity of the ECM enzymes affect the tissue microenvironment, leading to tumorigenesis and tumor cell dissemination (Figure 1). We can assume that the cytoskeleton is therefore essential in both cellular and ECM regulation, although much work remains to be done to define the mechanisms involved.




Figure 1 | Dynamic Reciprocating Model (DRM). At the normal single cell level, the cytoskeleton and the nuclear matrix interact in a reciprocal manner (I). This interaction maintains normal cellular architecture and functions through ECM components expression and remolding. Activated cytoskeleton molecules mediate the activation of various nuclear promotors that in turn induce the expression of molecules including ECM components that control the cellular shape and structure (II). In cancer cells this regulation is altered leading to high cytoskeleton and ECM components expression (III) and activation (IV).





Reciprocal Cellular Interaction and Tumor Progression

Tumors are considered as new developing organs that contain both malignant cells and wide range of non-malignant cells that lost their ability to continuously preserve tissue homeostasis and architecture. The main non-malignant cells that participate in the constitution of the tumor tissue are immune cells (e.g. macrophages/TAMs, NK, and T cells), fibroblasts/CAFs, endothelial cells and adipocytes/CAAs (5). The communication between cancer cells and these non-malignant cells seemed to control the outcome and the evolution of the developed tumors. In normal tissues the cellular interactions can be mediated through physical communication involving receptors and/or various ECM constituents and ECM-imbedded enzymes and through diverse range of mediators produced by the involved interacting cells (5, 6). These include growth factors, chemokines and cytokines and other mediators of which the expression and production are strictly regulated (7). The proteolytic activation of these molecules or expression was reported to be also required for cancer cell interaction with the TME (8–11). Thereby, the disturbance of the tissue homeostasis generates changes in the activity and the function of the communicating cells. In turn these changes affect cell proliferation, migration and survival leading to tumor progression or repression (7). In this section we will address the major cell-cell interactions within the tumor microenvironment involving cancer cells and non-malignant cells and their role in the neoplastic evolution and the outcome of tumor progression and repression.



Cancer Cells and Immune Cells Interaction

By infiltrating tumors, immune cells mediate cytotoxic effect on cancer cells. Although the hypothesis about the host defense that represses cancer cells growth were formulated in 1909 by Paul Ehrlich (12), the concept of immunological surveillance was introduced by Frank MacFarlane Burnet in early 70s (6). Indeed, based on the hypothesis that neo-antigens expression on tumor cells are able to induce immunological events against cancer cells he formulated the immune surveillance theory (6). He wrote that: “It is by no means inconceivable that small accumulation of tumor cells may develop and because of their possession of new antigenic potentialities provoke an effective immunological reaction with regression of the tumor and no clinical hint of its existence” (6). However, the efficacy of the tumor-infiltrating immune cells can be evaded by cancer cells using complex mechanisms where various immune cells are driven to participate in tumor initiation and progression.

The interaction of immune cells and cancer cells are mainly summarized in three major phases (13). During all these steps, cancer cells and immune cells use various mediators and interactors that determine tumor growth or repression. These include: 1-the cancer cells clearance phase or elimination, where the immune cells are able to eradicate the newly transformed cells, 2-the equilibrium phase, that corresponds to a balance between the eradicated and the newly formed cancer cells due to the maintained activity of immune cells (14). In this phase the tumor cells are considered as dormant. The last step is the escape phase characterized by the accumulation of tumor-cell variant subpopulations (or clones) occurred during the equilibrium phase (15). This process is the direct consequence of the heterogeneity of the transformed cells that subsequently results in the development of cellular mechanisms allowing immune cells escape or suppression (16). The generated cancer cell clones increase their ability to grow and proliferate in an immunocompetent environment.



Elimination Phase

In this cellular cross talk, the activity of the immune cells is optimal and able to stop progression of tumor growth (Figure 2). Indeed, under normal conditions, immune cells mediate their cytotoxic activity only following the acquisition of the transformed phenotype by cancer cells (16). The elimination of cancer cells by the immune cells involves both the innate (general and rapid) and the adaptive (specialized) immune systems (17). During these processes, immune cells such as T cells and macrophages are able to distinguish tumor cells from normal cells through expression of specific molecules such as the ligands for NKG2D on tumor cells. Throughout cell transformation, the release of various proinflammatory molecules and chemokines by tumor cells is enough to activate the innate immune system. Following cancer cells recognition, the immune cells secrete various molecules such as IFN-γ and perforin that eliminate the emerging tumor cells. These processes are then gradually increased leading to high production of cytokines and chemokines that permit the recruitment of more immune cells. In turn, the activated immune cells participate in the accumulation of cytotoxic products such as perforin, reactive oxygen or TRAIL (16). Thereby, this positive loop of immune cells recruitment and activation enhances the generation of tumor antigens of dead tumor cells. Subsequently, the generated antigens induce the activation of the adaptive immune system that in turn participate in the ongoing cancer cells elimination process. Thus, this phase of cancer cells and immune cells interaction is an uninterrupted mechanism where the newly formed cancer cells expressing specific markers and cytokines are identified by immune cells and eliminated.




Figure 2 | Cancer cells and immune cells communication. From immune surveillance to immune escape. Exposure to internal and/or external risk factors induced cell transformation (I) of which the development is repressed by intrinsic tumor suppressing mechanisms (e. g. tumor suppressor genes and apoptosis) (II). During the elimination phase, immune cells such as natural killer cells (NK), and T cells are able to recognize (e.g. through presence of NKG2D ligand) and eliminate tumor cells. The equilibrium phase involves the continuous elimination of tumor cells by immune cells secreting cytotoxic agents (INF, perforin and others) and the accumulation of resistant cancer cell variants (III). At the escape phase, as a result of heterogeneity, tumor cells that are less immunogenic are able to escape immunosurveillance and secrete cytokines and chemokines that recruit immunosuppressive cells (Tregs, MSCs and MDSCs), which suppress the antitumor immune responses through different pathways including T cell and NK cell activity repression (IV).





Equilibrium Phase

The tumor cells that have survived the elimination phase enter into a dynamic equilibrium with their interacting immune cells. This phase is the longest of the three phases of the cancer cells and immune cells interaction and may persist for many years (dormant tumors) (16). The T lymphocytes are the main immune cells involved in the equilibrium phase where they secure the preservation of this cancer cells and immune cells communication. Cytokines like IFN and TNF were also found to be involved during these interactions (18). In addition, IFN was found to be a key player in the progression from the elimination phase to equilibrium phase through its selective immunoediting pressure (16). Despite the elimination of abundant emerging tumor cells, several tumor cell variants with different mutations may resist and survive to the activated immune cells. During this period, the heterogeneity and genetic instability of cancer cells that subsist the elimination phase are the main causes. Of these processes the nucleotide-excision repair instability (NIN), microsatellite instability (MIN), and the chromosomal instability (CIN) (19, 20) are the major genetic instability that were found to provide tumor cells variants with reduced immunogenicity and/or ability to grow in a highly immunocompetent environment. The altered environment with accumulated cytokines and hypoxia also favors immunosuppression leading to the escape phase (Figure 2).



Escape Phase

Tumor cell variants derived from the equilibrium phase carry various genetic changes that confer cancer cells resistance to immune detection and elimination, allowing the tumors to expand and grow. At this phase, cancer cells use various strategies to avoid the immunosurveillance of the innate and/or adaptive immune system. They can repress the anti-tumoral immune responses through the production of immunosuppressive cytokines such as TGF-β and IL-10 or through the recruitment of T cells with immunosuppressive activities such as the regulatory T cells, MSCs and MDSCs (14, 21) (Figure 2). The alterations that occur on tumor cells can also affect tumor recognition by immune cells. These include altered cell surface antigen expression, loss of MHC elements (22), liberation of NKG2D ligands (23), and resistance to IFN-γ effect (24). The expression of aberrant antigens on tumor cells also affects the anti-tumoral response by inhibiting the proliferative response of immune cells (25). Production of MSCs with potent immunosuppressive function may also contribute to inactivation of T cells through various mediators such as nitric oxide (NO) that limit the proliferation and mediate apoptosis of T cells (25, 26).



Crosstalk Between Fibroblasts and Cancer Cells

In normal tissues, fibroblasts are responsible for tissue integrity (27). These cells can reply to tissue damage by their differentiation to myofibroblasts that in turn coordinate the wound healing process and the repair of the damaged tissue. These biological functions are mediated by ECM synthesis and remodeling and through the permanent fibroblasts interaction with immune cells (28). Fibroblasts within the tumor microenvironment that exhibit a cancer-associated phenotype are denoted as “cancer-associated fibroblasts” or CAFs (29). During tumor initiation and progression, the physiological functions of normal fibroblasts are exaggerated in CAFs which agrees with the image of tumors as “wounds unable to heal” (30). CAFs produce and release various cytokines, chemokines, metabolites, enzymes and ECM molecules that induce cancer cell proliferation, and migration and other processes that support tumor growth and the malignant phenotype of tumor cells. These include angiogenesis and Epithelial-Mesenchymal Transition (EMT) (29–31). However, these molecules when produced by CAFs can also repress tumor growth and progression (29, 32, 33) (Figure 3).




Figure 3 | Roles of CAFs and cancer cells interaction in tumorigenesis. CAFs derived from normal fibroblasts interact with tumor cells physically (I) or through secreted molecules and ECM remodeling (II) that either promotes (III) or suppresses tumorigenesis (IV). While the tumor-promoting CAFs participate in tumor cell growth, survival and migration, angiogenesis (V), EMT and immune cell activity repression, the tumor repressing CAFs and normal fibroblasts inhibit these processes.





Pro-Tumorigenic Function of CAFs

The secreted molecules by the CAFs are the main driver of their pro-tumorigenic function. Of the mediators involved in the cross talk between CAFs and cancer cells are various chemokines (e.g. CXCL12, CCL7) (34, 35), growth factors (TGFβs, FGFs and HGF) and several ECM proteins (collagens and proteoglycans) (36–40). These molecules induce tumor progression by directly increasing cancer cell survival, proliferation, stemness, and the acquisition of the metastatic phenotype. On the other hand, cancer cells also secrete similar molecules that stimulate CAFs activity and thereby leading to the generation of a set of signaling activities converging to the promotion of tumor progression (41, 42). The cancer cells and CAF-derived molecules can also function in a positive feedback loop to increase and maintain CAFs activation (28). For example, both CAFs and cancer cells are able to secrete LIF to activate CAFs and their ECM remodeling that favors CAFs migration together with cancer cells in a combined manner (43). CAFs are also involved in the induction and enhancement of angiogenesis through their ability to produce and secrete various proangiogenic factors such as VEGF (44). Similarly, through their ability to secrete inflammatory molecules such as IL-1, IL-6 and TNFα, CAFs participate in inflammation-mediated tumor progression (45). Various of the CAFs secreted molecules participate as well in the generation of an immunosuppressive microenvironment that suppresses the immune system activity and favors tumor escape and progression (29, 45, 46). Furthermore, CAFs contribute to tumor progression through their role in the regulation of the metabolic activity within the tumor microenvironment (29, 45, 46) (Figure 3).

By direct contact with cancer cells CAFs can also facilitate metastasis. During this physical interaction CAFs were reported to exert mechanical force on cancer cells to allow cooperative invasion (47). This Force is mediated by junction between E-cadherin expressed by cancer cells and N-cadherin expressed by CAFs. Physical interaction between CAFs and cancer cells can also trigger activation of signaling pathways involved in tumor cell invasion (47). Alteration of this cellular connection abolishes the CAFs migration during cancer cells invasion (47). Similarly, CAFs were found to mediate invasion of cancer cells through generation of migratory tracks in the ECM matrix where cancer cells follow CAFs to mediate cooperative invasion (48). The role of CAFs in the metastatic phenotype of tumor cells was also linked to EMT. Cancer cells undergoing EMT lose their ability to mediate cell-cell interactions and were found to have enhanced secretion of IL-6 (29). In turn, this cytokine activates CAFs to secrete several MMPs that further increase the EMT phenotype in cancer cells and subsequently facilitating cancer cells dissemination and metastases formation (29).



Antitumor Function of CAFs

Compared to the pro-tumorigenic function of CAFs, several secreted CAF mediators can exert antitumor functions such as IFNγ. This factor promotes an anti-tumoral immune pressure against cancer cells through the recruitment of immune cells and their secreted molecules (29, 45, 49–51). Thus, the CAFs seemed to have a dual role probably linked to their heterogeneous populations and the nature of their secreted mediators (Figure 3).



Endothelial Cells and Cancer Cells Interaction

The importance of endothelial cells in the context of cancer has been widely explored. Already in 1945, it was reported that inoculated tumors in mice are able to recruit vessels directly from surrounding tumor area (52). Lately, in the early 70s, a factor with activating effect on the formation of new tumor vascular vessels was isolated from the related tumors (53, 54). Subsequently, the appearance of new blood vessels formation was designed as a predictable property of various cancer cell types. This event was described by Judah Folkman as the initial sign that a group of cell populations has become dedicated to neoplasia (53). Cancer cells need nutrients and oxygen derived from their close blood vessels in order to survive and proliferate. Tumors attain their vascularization by inducing the formation of new vascular vessels, a process known as tumor angiogenesis, or by using pre-existing vasculature, a phenomenon described as vascular co-option (55).

The onset of malignancy requires also reciprocal interactions between endothelial cells and tumor cells (56). Tumor neovascularization can also affect the microenvironment of the growing tumor and cause tumor immunosuppression by recruiting immunosuppressive cells, and inhibiting cytotoxic T cell activity through angiogenic factors (57). In turn, the activated tumor microenvironment releases a large number of factors that promote tumor angiogenesis, establishing a tumor growth-promoting cycle (58) (Figure 4). In addition, the formed tumor vessels are immature with high permeability and hypoxia that further facilitates tumor growth and metastasis (59).




Figure 4 | Endothelial cells and cancer cells interactions Tumor endothelial cells and tumor cells secrete various molecules and ECM components in the tumor microenvironment (I) that mediate tumor angiogenesis (II) and growth (III). Tumor endothelial cells can also reciprocally interact with various stromal cells that in turn participate in tumor progression and angiogenesis and (IV).



In normal conditions, endothelial cells in adult and mature organs are inactive and dormant cells. These cells can be activated to migrate and proliferate by pro-angiogenic factors (60). This angiogenic switch participate in the activation of dormant tumors that become more proliferative and acquire more aggressive and metastatic phenotypes (56). Compared to normal endothelial cells, tumor endothelial cells are morphologically and functionally different and altered (61). Within the tumors these cells acquire new capacities able to provide tumors with proliferative and survival benefits.

The interactions between tumor cells and endothelial cells are complex involving various reciprocal signaling mechanisms and physical interactions. However, products derived from both tumor cells and endothelial cells have been implicated in these interactions (62). While tumor cells mediate tumor angiogenesis by secreting soluble factors such as VEGF and PDGF that enhance endothelial cells proliferation, migration and vessels formation (62, 63), endothelial cells secrete wide range of pro-inflammatory cytokines and chemokines (e.g. IL-1β, IL-6, TNF-α, CXCL1 and CCL2 (64, 65) that stimulate cancer cells and non-malignant cells within the tumor microenvironment, important process in potentiating inflammatory responses and immune cells activity regulation. Endothelial cells are also capable of producing various growth factors including PDGF, VEGF and FGF (66) that play a critical growth role during tumor progression and act as survival factors, avoiding the apoptotic death of both cancer and endothelial cells (66–68) (Figure 4).

To date, there is established agreement that the arrest of circulating cancer cells due to their physical interaction with endothelial cells is essential for their migration from the blood stream and successive growth into metastatic lesions (69, 70). Specificity in the site of cancer cell arrest has been identified as one factor causative to the organ-specific metastatic patterns (69, 70). This process involves specific interactions between the surface of circulating cancer cells and endothelial cells through various adhesion molecules such as selectins, integrins, cadherins, and immunoglobulins (69, 70). Some of these molecules are expressed constitutively and appear to have organ specificity in their distribution. Others are inducible and under the influence of environmental signals, such as cytokines (69, 70). The induction of these molecules on endothelial cells was reported to be link the metastatic capacity of the interacting tumor cells (69, 70). Indeed, compared with low metastatic or nonmetastatic colon cancer cells, only the arrest of highly metastatic ones in the hepatic circulation was found to mediate this cascade of events. Indeed, the physical interaction of tumor cells with liver endothelial cells induces a rapid release of several cytokines such as TNF-α and IL-1 that in turn stimulate the expression of E-selectin and other adhesion molecules on hepatic endothelial cells, leading to enhanced tumor cell adhesion in the liver (69, 70). Subsequently, the growth of the colonizing metastatic cells is sustained by the overexpression and/or increased activity of other molecules such as growth factors and cytokines (69, 70). The expression and the activity of these molecules were found to require the involvement of the convertases for the mediation of their functions (71–76). Indeed, the inhibition of these enzymes in metastatic cancer cells was reported to inhibit E-selectin expression and their adhesion on endothelial cells leading to repression of metastases formation in the liver of tumor cells-inoculated mice (8, 77). Further analysis, revealed that the convertases found in cancer cells contribute to metastasis by enhancing the level of active cytokines (TNF, Il-1) involved in the first step of cancer cell and endothelial cell interaction required for liver colonization by tumor cells (8).



Myeloid Derived Suppressor Cells and Cancer Cell Interaction

Myeloid derived suppressor cells (MDSC) are heterogeneous populations of immune cells that were initially identified in 1970 (78). These cells are characterized by their suppressive effects on immune cells and found to expand during tumor progression. MDSCs can mediate their immunosuppressive function alone or through their interaction with other myeloid cells including tumor-associated neutrophils (TANs), tumor-associated macrophages (TAMs), and regulatory dendritic cells (79).

MDSCs are mainly divided into two important groups: the monocytic MDSCs (m-MDSCs) and granulocytic MDSCs (g-MDSCs) groups. The expansion of MDSCs is induced by various released factors produced by tumor cells, stromal cells, T-cells or macrophages. These include cytokines, prostaglandin E2 (PGE2), MMPs, chemokine and growth factor (80). Expression of inducible nitric oxide synthase (iNOS) and arginase I was reported to be involved in MDSCs-induced suppression of the proliferation and the cytotoxic function of T cells (81). MDSCs can also indirectly suppress anti-tumor immunity, through inhibition of TILs and the generation of regulatory T-cells (Tregs) in the tumor microenvironment following their production of TGF-β and several cytokines (82). MDSCs also contribute to tumor progression via various other mechanisms including their ability to mediate angiogenesis (83) and epithelial–mesenchymal transition (EMT) (84). These cells can also mediate cancer cell invasion by secreting matrix metalloproteinase-9 (MMP9) (85) (Figure 3).



Tumor-Associated Macrophages (TAMs) and Cancer Cells Communication

In addition to cancer-associated fibroblasts (CAFs) and tumor vascular endothelial cells the tumor-associated macrophages (TAMs) are also important constituents of the tumor microenvironment where they play a key role in the interaction of cancer cells with the immune components of the tumor microenvironment (86). In early 70s, TAMs were reported to promote tumor growth (87) and only in the last decades, TAMs were divided into two broad categories: the pro-inflammatory M1 macrophages with antitumor properties and anti-inflammatory M2 macrophages with tumor-promoting functions (87). In the majority of tumors, the TAMs are mainly M2 macrophages actively involved in tumor growth and dissemination (88). However, TAMs were found to mediate both M1 and M2 macrophage functions (87). Usually TAMs derive from circulating monocytes and tissue-resident macrophages (89) and their effect on tumor progression and metastasis is linked to the nature of tumor microenvironment, the tumor type and their localization within the tumor (89). By secreting molecules including EGF, FGF and TGFβ the TAMs directly affect cancer cell proliferation (87, 90). Similarly, through the upregulated secretion of various pro-angiogenic factors, such VEGF-A, TNFα, FGF and others, TAMs promote vascular vessel formation and through production of molecules such as VEGF-C and VEGF-D the TAMs induce also the formation of lymphatic vessels (90). The release of several enzymes such as plasmin, and MMPs, TAMs also participate in tumor cells invasion and metastasis (91, 92). TAMs can also promote metastasis through the release of exosomes containing various miRNA and oncogenic proteins (91).

For their reciprocal interaction with TAMs, tumor cells were found to secrete some signal molecules and cytokines such as CSF1 and IL-6 required for TAMs activation. The expression of these cytokines by tumor cells is associated with the infiltration of TAMs in the growing tumors (93). The release of these cytokines by cancer cells induce macrophages to secreted the same cytokines (94–96) that further mediate TAMs recruitment to the newly developed tumor, indicating that the interaction between tumor cells and TAMs forms a secretory rotation that promotes the recruitment of macrophages in tumors and subsequently tumor growth and progression (Figure 5).




Figure 5 | Crosstalk between tumor cells and TAMs in tumors. Macrophages have the function of killing tumor cells (I). However, a large number of TAMs infiltrated in the tumor microenvironment not only kill tumor cells, but also promote tumor growth and metastasis (II). In the tumor microenvironment tumor cells secrete a large number of chemokines and cytokines to recruit macrophages into tumors and regulate their signaling pathway to induce M2 macrophages formation (III). Finally, TAMs differentiated into M2 type maintain tumor growth by promoting tumor cell growth (IV), angiogenesis (V) and immune cells repression (VI), through physical interaction, secreted molecules or exosomes.



By secreting wide range of cytokines and chemokines, such as CCL3, CCL5, CCL22 and TGFβ, TAMs participate also in the recruitment of regulatory T cells (Treg) to the tumor microenvironment and suppress cytotoxic T cell functions (92, 97, 98). TAMs ablation was found to block Treg cell recruitment and inhibits tumor growth by lowering the CCL20 level in mice model (99). In addition, TAMs can inhibit cytotoxic T-cell proliferation through several mechanism such as the secretion of IL-10, prostaglandins, TGF-β and reactive oxygen species (ROS) (100, 101). Furthermore, various molecular mechanisms used by tumor cells during their interaction with macrophages mediate tumor immune escape. For example, like in activated T cells, TAMs express the programmed cell death ligand 1 (PD-L1), a ligand of the immune checkpoint receptor programmed cell death protein 1 (PD-1) that contributes to the generation of an immune-suppressive tumor microenvironment. This by repressing normal function of macrophages including cytokine release, antigen presentation and phagocytosis (102). Accordingly, PD-1 expression by TAMs increases with tumor progression and the blockade of PD-1 and PDL-1 interaction was found to reduce tumor growth in mice models (103). Similarly, to escape immune system tumor cells express on their surface CD47 that functions as an inhibitor of phagocytosis following its interaction with the signal-regulatory protein alpha (SIRPα) expressed on macrophages cell surface (104). Indeed, SIRPα/CD47 pathway is referred to as the “do-not-eat-me” signal and tumor cells with CD47 expression can be recognized as self-normal cells and escape phagocytosis (105, 106) (Figure 5).

M1-type macrophages are able to distinguish tumor cells from normal cells and kill tumor cells. M1-type macrophages use mainly two different mechanism to directly eliminate tumor cells: 1-direct cytotoxic action that involves the release of multiple cytotoxic molecules such as ROS and NO (107) and 2- through antibody-dependent cellular cytotoxicity (ADCC) that directly target tumor cells (108). Other indirect mechanisms were also reported to be involved in tumor cells elimination by M1-type macrophages such as the expression of cytokines (IFN-γ, IL-1, and IL-6) that activate the cytotoxic Th1 cells leading to an antitumoral immune response activation (109, 110).



Adipocytes and Cancer Cells Interaction

Increased use of lipids by cancer cells is a hallmark of cancer progression and dissemination (2) and in various cancers, the presence of adipocytes can be largely predominant in the tumor tissues. where they mediate various reciprocal interactions with cancer cells (111). This cross-talk can be either by means of physical interactions or through secreted factors (Figure 6). Thereby cancer cells mediate reprogramming of adipocyte metabolic activity that acquire a cancer-associated adipocyte (CAAs) phenotype (112). During this interaction adipocytes by undergoing lipolysis serve as a source of lipids for cancer cells, used to increase their proliferation and invasiveness (113–115). Accordingly, adipocytes close to cancer cells or physically interacting with tumor cells were found to have reduced lipid droplets compared to adipocytes distant from the tumors (111, 116). Similarly, adipocytes co-cultured with cancer cells were found to lose their lipid droplets (116). Indeed, tumor cells are able to synthesize most fatty acids (FAs), essential cellular process that allow the conversion of nutrients into metabolites used for energy filling, protein synthesis and the generation of signaling molecules involved in various biological functions (117). However, when endogenous lipogenesis becomes insufficient for tumor progression and survival, cancer cells take advantage of the cancer-associated adipocytes to acquire additional extracellular FAs (118) that participate in their more malignant and metastatic phenotype. Cancer cells use various mechanisms and mediators to induce adipocyte lipolysis. These include extracellular vesicles that transfer cytokines such as IL-6 (119) leading to activation of NFκB signaling and inflammatory phenotype (120). In turn, activated adipocytes secrete chemokines (CCL2, and CCL5), cytokines (IL-1β, IL-6, TNF-α), and angiogenic factors (VEGF), all required for the promotion of tumor growth, angiogenesis and metastasis (115, 121, 122). Interestingly, adipocytes like tumor cells also secrete exosomes that are used by cancer cells to favor their migration and invasion (Figure 6).




Figure 6 | Adipocytes and cancer cells communication. Cancer cells produce various mediators including exosomes to reprogram metabolic activity of adipocytes (I). In turn, cancer-associated adipocytes (CAAs) produce growth factors, cytokines, MMPs and release exosomes that directly affect tumor cell growth and invasion (II). Lipolysis activated by tumor cells reduced lipid droplets in adipocytes and the CAA products such as free fatty acids are used as energy fuel molecules to promote tumor growth, angiogenesis, inflammation and metastasis (III). In parallel, the adipocyte-derived factors activate various nontumor cells to control the malignant and metastatic phenotype of tumor cells (IV).



Recent studies have shown that exosomes contribute to tumor invasion via their influence on the intercellular space (123) and contain high levels of several ECM proteases (MMP3 and MMP-9) involved in invasion (123). These proteases are also involved in lipid metabolism, and modulate cancer cell migration through metabolic reprogramming and mitochondrial activity (123). Recent proteomic analysis revealed that adipocyte exosomes contain more than 1000 different proteins. Of these, several are involved in protein turnover, metabolic activity and tissue repair (124). These studies indicate that adipocyte exosomes could promote tumorigenesis or drive cancer cells towards a more aggressive phenotype by the storage of various oncogenic molecules delivered to cancer cells. Activated adipocytes were also found to mediate immune repression following the expression of PD-L1 (104) and found to regulate anti-tumor immune response through NK cell activation (103).



Conclusions

In tumors, cells lose their normal behavior such as their ability to differentiate and communicate with each other in a way to maintain the homeostasis of a specific tissue or organ. However, cancer cells are also able to create a new and specific way to behave and communicate with each other and with the cells in their newly developed microenvironment. In this context, the microenvironment of normal tissue and the TME present various similarities and differences that result from the nature of their cellular interaction and the importance of the mediators and signaling pathways involved. In this review, we highlighted the importance of the dynamic reciprocity interaction at the single cell level, that involves the nucleus and cellular extracellular matrix elements. We also indicated how various secreted molecules and mediators are involved in the reciprocal cellular interaction and their role in the control of the fate of the developing tumors. Indeed, the tumor stroma provides exceptional organizational features where cancer cells respond to the constituents of the TME through modulation of the expression/activity of proteins involved in cell survival, proliferation and migration. On the other hand, tumor cell-derived signals activate and recruit various cells such immune cells, fibroblasts, adipocytes and endothelial cells that acquired cancer-associated phenotype and influence the structure and the composition of the TME by releasing ECM enzymes and components, exosomes, cytokines, and growth factors, all influence cancer cell functions and metabolism. Although these activated associated-cancer cells often enhance tumor growth and invasion, their activation can also repress tumor growth and invasion using the same released mediators. Thus, in a reciprocal manner, tumor cells influence the stroma and vice versa, jointly driving cancer progression or repression. The identification and the understanding of all these cancer causal factors and the degree of the importance of each reciprocal interaction in a temporal and geographical point of view will strongly help for the development of new prognostic and therapeutic strategies. This by taking in account not only the characteristic of the tumors and their TME but also the nature and the levels of the interactions between the signaling and the responding cells in the developing TME.
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Cytokine storm refers to the dysregulated production of inflammatory mediators leading to hyperinflammation. They are often detrimental, and worsen the severity of COVID-19 and other infectious or inflammatory diseases. Cannabinoids are known to have anti-inflammatory effects but their possible therapeutic value on cytokine storms has not been fully elucidated. In vivo and ex vivo studies were carried out to investigate the effects of high-THC and high-CBD extracts on cytokine production in immune cells. Significant differences between the extracts were observed. Subsequent experiments focusing on a specific high CBD extract (CBD-X) showed significant reductions in pro-inflammatory cytokines in human-derived PBMCs, neutrophils and T cells. In vivo mouse studies, using a systemically inflamed mouse model, showed reductions in pro-inflammatory cytokines TNFα and IL-1β and a concurrent increase in the anti-inflammatory cytokine IL-10 in response to CBD-X extract treatment. Lung inflammation, as in severe COVID-19 disease, is characterized by increased T-cell homing to the lungs. Our investigation revealed that CBD-X extract impaired T-cell migration induced by the chemoattractant SDF1. In addition, the phosphorylation levels of T cell receptor (TCR) signaling proteins Lck and Zap70 were significantly reduced, demonstrating an inhibitory effect on the early events downstream to TCR activation. In a lung inflamed mouse model, we observed a reduction in leukocytes including neutrophil migration to the lungs and decreased levels of IL-1β, MCP-1, IL-6 and TNFα, in response to the administration of the high-CBD extract. The results presented in this work offer that certain high-CBD extract has a high potential in the management of pathological conditions, in which the secretion of cytokines is dysregulated, as it is in severe COVID-19 disease or other infectious or inflammatory diseases.
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Introduction

The term cytokine storm was first coined in 1993 by Ferrara et al. describing graft-versus-host disease (1). It is a potentially fatal immune disease involving multiple organs (2). Immune cells are highly activated, resulting in the production and release of an overload of inflammatory cytokines and chemokines leading to hyperinflammation. A cytokine storm is not only characterized by abnormally high levels of circulating cytokines, but is accompanied by the appearance of thrombi, severe lymphopenia and immune cell infiltration into several organs (3), caused by an imbalance in the regulation of the immune system (4).

A cytokine storm is always detrimental. Patients that develop it show a rapid onset of fever, cytopenias, coagulopathy, elevated transaminases, hyperferritinemia and multiple organ dysfunctions (5). It can be accompanied by macrophage-activation-syndrome (MAS), which is characterized by the production of IL-1β, IL-6, IL-18 and interferon-γ (IFNγ) (6).

The likelihood of the development of cytokine storm in rheumatologic diseases such as idiopathic arthritis or lupus erythematosus as well as in multiple sclerosis (7), pancreatitis (8) or multiple organ dysfunction syndrome (9, 10) is well-known. In the field of infectious diseases, cytokine storms were first reported in the early 2000 for several viruses among them influenza virus (11), avian influenza H5N1 virus (12), cytomegalovirus (13), Epstein-Barr virus (14), variola virus (15) and severe acute respiratory syndrome-coronavirus (SARS-CoV) and SARS-CoV2 (16, 17). A cytokine storm in Coronavirus-disease-19 (COVID-19) is accompanied by the rapid release of pro-inflammatory cytokines IL-6 and TNF-α (18). The parallel activation of the NF-κB pathway and the subsequent activation of the STAT3-pathway result in a signal-amplifying cascade releasing other pro-inflammatory cytokines from immune and non-immune cells involving the angiotensin II type 1 receptor, which can induce the release of TNF-α, among other cytokines (19). IL-6 has an important role in this process because its trans-activation via gp130 results in pleiotropic effects on innate as well as acquired immune cells, leading to enhanced cytokine release resulting in a cytokine storm (20).

The cytokine storm is the result of an impairment of the sophisticated and complex balance between pro- and anti-inflammatory cytokines. Different classes of cannabinoids, including the psychoactive phytocannabinoid tetrahydrocannabinoid (THC) and the non-psychoactive phytocannabinoids such as cannabidiol (CBD) show anti-inflammatory action (21, 22). The endocannabinoid system plays a key role in the immune response of the innate and the adaptive immune systems. It modulates the migration of hematopoietic stem and progenitor cells (23) and regulates the cell trafficking of mature immune and effector cells, such as lymphocytes, macrophages, neutrophils and dendritic cells (24). It was reported that pure CBD and THC extracts could attenuate the proliferation of activated lymphocytes and the secretion of pro-inflammatory cytokines, thereby increasing the secretion of the anti-inflammatory IL-10 (25). In addition, THC could induce immunosuppression in B cells (26). However, the mechanistic basis for the effects of cannabis on systemic hyperinflammation and the cytokine storm, and locally on lung inflammation, is not yet fully understood.

In this study, we have examined the anti-inflammatory properties of six cannabis strains, three of them with high-THC and three with high-CBD content. We revealed that one of the high-CBD-extracts, termed CBD-X, had an enhanced anti-inflammatory capacity compared to the other CBD strains. We will show that CBD-X extract reduced the levels of the pro-inflammatory cytokines TNF-α, IL-6 and IFN-γ while increasing the anti-inflammatory cytokine IL-10 in primary human derived neutrophils and T cells. In a murine model displaying systemic and local lung inflammation, it was shown that the administration of high-CBD extract downregulated the migration of leukocytes to the site of infection and the development of cytokine storm and leukocyte migration, both systemically, and locally in the lung tissues.



Materials and Reagents

ELISA kits for mouse TNF-α, IL-1β, IL-10, IL-6 and MCP-1 or for human TNF-α, IFN-γ, IL-6 and IL-8 or Human TruStain FcX™ (Fc Receptor Blocking Solution), anti-human CD3 (mouse, IgG2a, κ, clone OKT3), anti-human CD28 (mouse, IgG1, κ, clone CD28.2), human IL-2, PE anti-human CD3 antibody (mouse, IgG1, κ, clone UCHT1), APC anti-human CD4, (mouse, IgG2b, κ, clone A17070D) and Pacific blue™ anti-human CD8 (mouse, IgG1, κ, clone SK1), TruStain FcX™ (rat anti-mouse CD16/32, IgG2a, Λ, a) and APC anti-mouse CD45 (rat, IgG2b, κ, clone 30/F11) were obtained from BioLegend, CA, USA.

The media DMEM and RPMI 1640 Medium with L-Glutamine were obtained from Biological Industries, Beit Haemek, Israel and the medium X-VIVO 15 with gentamicin and phenol red was obtained from Lonza (Switzerland).

Human Neutrophil Isolation Kit, Human CD4+ T -Cell Isolation Kit and Lymphoprep-Density gradient medium were obtained from STEMCELL Technologies, Vancouver, Canada. Millicell Hanging Cell Culture Inserts, PET 5 µm, 24-well were purchased from Merck, NJ, USA.

Lipopolysaccharide (LPS) was obtained from Santa Cruz (CA, USA). Human SDF1 was obtained from PeproTech, London, UK. Fetal bovine serum (FBS), glutamine and penicillin and 100 U/ml streptomycin were obtained from Biological Industries, Beit Haemek, Israel.

Mouse anti-phospho STAT5 and rabbit anti STAT5, rabbit anti-phospho Lck and mouse anti Lck, rabbit anti-phospho Zap70 and mouse anti–Zap70 as well as mouse anti β-Actin were obtained from Cell Signaling Technology (MA, USA). 2x Laemmli Sample Buffer was purchased from Biorad and β-mercaptoethanol from Merck Millipore.


Cannabis Extracts

Cannabis extracts were kindly provided by Raphael Pharmaceutical Inc Nevada, USA. The strains were cultivated and grown by Way Of Life Cannabis (WOLC), Israel. Cannabis extracts were either high-THC or high-CBD extracts. To distinguish the different extracts, they were termed THC-A, THC-B, THC-C, CBD-X, CBD-Y, CBD-Z.

The cannabinoids percentage in a concentration of 1 µg/ml is as follow:

	THC-A contains: 71.7% THC, 0% CBD, 0% CBN, 0% CBG

	THC-B contains: 53% THC, 0.1% CBD, 0.4% CBN, 0.4% CBG

	THC-C contains: 59% THC, 0.1% CBD, 0.2% CBN, 1% CBG

	CBD-X contains: 35% CBD, 0.3% THC, 0% CBN, 0.3% CBG

	CBD-Y contains: 62% CBD, 8.5% THC, 0.1% CBN, 0% CBG

	CBD-Z contains: 75% CBD, 3.6% THC, 0% CBN, 0% CBG





Human Peripheral Blood Samples

Human peripheral blood samples were obtained from the Israeli National Biobank for Research (MIDGAM) at Rambam Health Care Campus. The experiments were authorized by the Helsinki Committee at Rambam health Care Campus (Authorization No. 0442-20 RMB).



Mice

C57BL/6 mice were obtained at the age of 8 to 10 weeks from Envigo, Israel. All mice were housed at a barrier/free and specific pathogen/free animal facility at the Pre-Clinical Research Authority, Technion-Israel Institute of Technology in Haifa, Israel. All experiments were performed according to the regulations of the Inspection Committee on the Constitution of the Animal Experimentation of the Technion-Israel Institute of Technology in Haifa, Israel from which authorization for performing animal studies was approved (Authorization No. IL-0950820). Experiments conformed to the regulations in the Prevention of Cruelty to Animals Law (Experiments on Animals) 5754-1994 and the Prevention of Cruelty to Animals Rules (Experiments on Animals) 5761-2001 Correct as of December 1, 2005.



Cell Culture

The RAW 264.7 mouse macrophages were cultured in DMEM supplemented with 10% heat-inactivated FBS, 3 mM glutamine and 100 U/ml penicillin and 100 U/ml streptomycin at 37°C under a humidified atmosphere of 5% CO2. Subcultures are prepared by scraping cells from floor of dishes every two days and diluting to 1 x 10^6 cells/20 ml. Medium renewal is 2 to 3 times per week.

In all experiments, cells were allowed to acclimate overnight before treatments.



Screening of the Effects of Cannabis Extracts

The mouse macrophages cell line RAW264.7 cells were seeded at a concentration of 1 x 106 cells/ml into a 96-well plate in full DMEM medium and incubated at 37°C and 5% CO2 overnight. Cells were washed and cannabinoid extracts from different strains, termed were added at a concentration of 0.7 µg/ml and incubated for three hours. Cells were washed and incubated with 0.5 µg/ml lipopolysaccharide (LPS) in full DMEM medium. 16 hours later, cells were centrifuged, supernatants were collected, and the concentration of secreted IL-6 was determined using the IL-6 ELISA kit (BioLegend).



Cell Viability Measurement

Mouse macrophages (RAW 264.7 cells) were incubated in DMEM overnight and treated with different cannabinoid extracts at concentrations of 1, 2, 3 or 4 µg/ml of the extract. Incubation lasted for three hours, then cells were washed, and medium was added to the cells with 10% Alamar Blue solution. As a negative control, Alamar Blue was added to the medium without cells. The cells were further incubated for another four hours at 37°C. The absorbance of the test and control wells was read at 560 nm and 590 nm with a standard spectrophotometer.



Isolation of Immune Cells From Blood

Peripheral blood samples of healthy volunteers were collected in EDTA-containing tubes. Neutrophils were isolated from blood samples by negative magnetic selection with the EasySep Direct Human Neutrophil Isolation Kit (STEMCELL Technologies) according to the manufacturer’s instructions. Briefly, Isolation Cocktail (50µl/ml) and RapidSpheres (50µl/ml) were added to a whole blood sample tube for 5 minutes. The sample tube was topped up with recommended medium and inserted into the magnet for 10 minutes. Then, sample was transferred to a new tube and RapidSpheres (50µl/ml) were added for an additional 5-minute incubation. The sample with the RapidSpheres was inserted into the magnet for 5 minutes and sample was transferred to a third tube. The last step was repeated to obtain a final clear fraction.

Peripheral blood mononuclear cells (PBMCs) were isolated by Lymphoprep-Density gradient medium (STEMCELL Technologies) according to manufacturer’s instructions. Briefly, the diluted blood (in 2% FBS in PBS) was layered on the Lymphoprep. Tubes were centrifuged at 800 x g for 20 minutes. The plasma layer was then discarded, and the layer of mononuclear cells (MNC) was isolated.

CD4+ T cells were isolated by EasySep Direct Human CD4+ T-cell Isolation Kit according to the manufacturer’s instructions (STEMCELL Technologies). In brief, isolation cocktail (50 µl/ml) and RapidSpheres (50 µl/ml) were added to the blood samples for 5 minutes. Samples were topped up with recommended medium. The sample tubes were inserted into the magnet for a further 5 minutes. The samples were transferred to a new tube. RapidSpheres (50 µl/ml) were once more added to the samples. These were inserted into the magnet for another 5 minutes. The final step was repeated to get a clear fraction.



Cell Culture and Treatment of the Cells With Cannabis Extracts

RAW 264.7 mouse macrophages were cultured in DMEM supplemented with 10% heat-inactivated FBS, 3 mM glutamine, and 100 U/ml penicillin and 100 U/ml streptomycin at 37°C in a humidified atmosphere of 5% CO2. In all experiments, cells were allowed to acclimate overnight before treatments.

1 x 106 cells/ml isolated neutrophils, PBMC derived T cells or CD4+ T cells were treated with 2 µg/ml cannabis extract or DMSO as a control for two hours. Neutrophils were cultured in X-VIVO 15 and PBMC derived T cells or CD4+ T cells in RPMI 1640. After incubation, CBD-X treated cells and control cells were centrifuged and activated or left untreated. Neutrophils were activated with 100 ng/ml LPS in X-VIVO 15 medium overnight. PBMC derived T cells or CD4+ T cells were activated by seeding them on a plate coated with 2.5 µg/ml anti-human CD3 and 2.5 µg/ml anti-CD28 in RPMI 1640 medium to which 125 units/ml IL-2 were added for three days. Treated cells were centrifuged, supernatants were collected and levels of TNF-α, IL-6 and IFN-γ were detected by enzyme linked immunosorbent assay (ELISA) according to manufacturer’s instructions (BioLegend).



Western Blot Analysis for Human Isolated Cells

CD4+ T cells were isolated from healthy donors by negative magnetic selection with the EasySep Direct Human CD4+ T cells Isolation Kit. Isolated CD4+ T cells were activated with 5 µg/ml anti-CD3 and 5 µg/ml anti-CD28 and treated with 1 or 2 µg/ml CBD-X or DMSO as a control. After an hour, the cells were collected and pelleted by centrifugation at 18800 x g and washed twice with ice-cold PBS. The washed cell pellets were resuspended in 100 µl 2x Laemmli Sample Buffer with added β-mercaptoethanol at a ratio of 1:20 (SB+βME), incubated at 100 °C for 5 min and centrifuged at 18800 x g for 5 min; cell pellet containing debris was discarded. The protein samples were separated on a 10% SDS-PAGE gel and transferred onto nitrocellulose membrane using Trans-Blot Turbo Transfer Apparatus (Bio-Rad) following manufacturer’s instructions. The membrane was blocked with 5% BSA in Tris-buffered saline containing 0.1% Tween 20 followed by incubation overnight at 4°C with total or phospho-specific antibodies to STAT5 (1:500), Lck (1:1000), and Zap70 (1:1000) in 5% BSA in Tris-buffered saline containing 0.1% Tween 20. β-actin (1:1000) was added as loading control. Blots were washed with Tris-buffered saline containing 0.1% Tween 20 and incubated with the respective secondary antibodies conjugated with horse radish peroxidase for one hour at room temperature. Blots were washed with Tris-buffered saline containing 0.1% Tween 20. Immunoreactive proteins were detected with the Enhanced Chemiluminescence (ECL) kit (Thermo scientific). The relative density of the protein bands was scanned using Image Quant LAS4000 and analyzed by Image-J 1.8.0-172.



Cell Migration

For the cell migration experiments, 5 µm 24-well Boyden chambers were used. 0,5×106 cells/ml of activated PBMC derived T cells were seeded in the upper chamber of the 24-well Boyden chamber in medium. In the lower chamber 100 nM of the chemoattractant SDF-1 were placed. Increased concentrations of cannabis extract (1, 2 and 3 μg/ml) or DMSO as a vehicle functioning as a negative control were added to the cells. Four hours later, cells that were migrated through the pores into the lower chamber were collected and counted by flow cytometry. PBMC derived T cells were stained with Human TruStain FcX™ (Fc Receptor Blocking Solution), anti PE- CD3, APC- CD4 and anti-Pacific blue-CD8.



Murine Model of Systemic Inflammation

C57BL/6 mice 8 to 10 weeks of age were injected intravenously with 100-150 mg/kg cannabis extract or a vehicle (5% kolliphor, 5% ethanol, 90% saline) as a control. Simultaneously, 1 mg/kg LPS or PBS as a control were injected, intraperitoneally. After 2 h, mice were anaesthetized by isoflurane, blood was drained directly from the heart, and the peritoneal contents were collected by lavage using PBS. Blood and peritoneal fluids were centrifuged twice at 18800 x g for 10 minutes in a tabletop centrifuge. Supernatants were collected and stored at 4°C overnight. TNF-α, IL-1β and IL-10 cytokines were detected by enzyme linked immunosorbent assay (ELISA).



Murine Model of Lung Inflammation

C57BL/6 mice 8 to 10 weeks of age were injected intravenously with 100-150 mg/kg cannabis extract or a vehicle (5% kolliphor, 5% ethanol, 90% saline) as a control. Simultaneously, 1 mg/kg LPS or PBS as a control were administered intranasally to activate lung inflammation. Two hours post-LPS activation, the mice were anaesthetized with isoflurane and sacrificed. A lung bronchoalveolar lavage (BAL) was performed with PBS. Lung fluids were centrifuged, supernatants were collected and levels of TNF-α, IL-1β and MCP-1 were detected by ELISA (BioLegend). Alternatively, lung fluids were collected, as described above, 24 hours post-LPS activation, and IL-6 secretion was detected by ELISA in the supernatant. The cells in the remaining pellet after centrifugation were stained with TruStain FcX™ (anti-mouse CD16/32) antibody (BioLegend) and APC anti-mouse CD45 (BioLegend), and analyzed by flow cytometry



Histological Analysis

Lungs were taken from sacrificed mice and fixed with 4% paraformaldehyde (PFA) for 24h, paraffin embedded, and 4µm sections were stained with hematoxylin and eosin (H.E.). Representative photos from each sample were taken.



Statistical Analysis

For statistical analysis, the ex vivo experiments data were analyzed in comparison to activated treatment as a baseline. In the case of neutrophils, the significance was determined in comparison to the “LPS, DMSO” group. while in the case of PBMC-derived T cells or CD4+ T cells, the significance was determined in comparison to “cell activation, DMSO” group. The T cell or CD4 activation has been done by anti CD3 and anti CD28. The data were normalized to the activated control of each donor and the average of the percentage of change was calculated from (8-13) healthy donors.

In the in vivo experiments, data were analyzed in comparison to LPS-induces mice as a baseline named “LPS, DMSO” group. Means were calculated of at least three biologically independent experiments. When each experiment included 5 mice in each group. Data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p < 0.001).




Results


A Specific High CBD Extract Downregulates the Secretion of Pro-Inflammatory Cytokines From Macrophage and Human Derived Neutrophil Cells

In order to determine the anti-inflammatory potential of the cannabis extracts, we investigated their effect on the secretion of pro-inflammatory cytokine IL-6 from mouse macrophages. To this end, the murine macrophage cell line RAW264.7 was treated with different kinds of high-THC or high-CBD extracts, termed THC-A, THC-B, THC-C, CBD-X, CBD-Y or CBD-Z, a vehicle was used as a control and IL-6 secretion was determined by ELISA. High-THC extracts slightly lowered IL-6 secretion but this reduction was not statistically significant compared to cells treated with vehicle only. High-CBD extracts CBD-Y and CBD-Z reduced IL-6 secretion slightly more than high-THC extracts, but the reduction was still not statistically significant. Interestingly, only CBD-X extract displayed a statistically significant reduction and lowered IL-6 secretion by 50% compared to vehicle control (Figure 1A).




Figure 1 | CBD-X downregulates the secretion of pro-inflammatory cytokines. (A) Mouse macrophages (RAW 264.7 cells) were incubated in DMEM overnight and treated with different cannabinoid extracts at equal concentrations of the respective cannabinoid. Incubation lasted for three hours. High THC-extracts were termed THC-A, THC-B, THC-C and high CBD-containing extracts were termed CBD-X, CBD-Y and CBD-Z. Medium containing cannabinoids was discarded, and cells were incubated with 0.5 µg/ml LPS overnight. IL-6 cytokine levels were detected by ELISA. Means were calculated and normalized to DMSO treated cells. Error bars represent the standard deviations of the means of three biologically independent experiments. (B, C) Neutrophils were isolated from the blood of healthy donors by negative magnetic selection with the EasySep Direct Human Neutrophil Isolation Kit. Isolated neutrophils were treated with 2µg/ml CBD-X or DMSO (vehicle) as a control for two hours. Treated cells were activated by 100 ng/ml LPS overnight. Levels of IL-6 (B) and TNF-α (C) were detected by ELISA. Each colored dot represents one donor. The means were calculated from healthy donors (black line) and each dot represents one case. Data were normalize in ratio to "LPS, DMSO" group and analyzed by one-way ANOVA (Fisher's LSD test with values p < 0.05 considered statistically significant, (***p < 0.001).



To exclude the possibility that this observation was due to a cytotoxic effect of the added extract, cell viability was measured with Alamar Blue assay. Cell viability was not reduced with the addition of the cannabinoid samples, allowing us to conclude that the reduction of IL-6 secretion was due to a regulatory effect of CBD-X (Figure S1).

We further concluded that different cannabinoid extracts have different effects on IL-6 secretion, leading to the assumption of cannabis strain-specific effects on the regulation of inflammation. For this reason, all further experiments were conducted with CBD-X extract.

Next, we investigated whether this anti-inflammatory effect could be observed on human primary immune cells. We focused on neutrophils as they are the first line of defense against pathogens and the orchestrator of the action of other immune cells at the site of infection (27).

Thus, isolated human-derived neutrophils were pre-treated with 2 μg/ml CBD-X extract or vehicle as a control and activated with 100 ng/ml lipopolysaccharide overnight to secrete cytokines. CBD-X extract inhibited in a statistically significant manner the release of the pro-inflammatory cytokines IL-6 and TNF-α by 76% and 58% respectively compared to the control (Figures 1B, C). The viability of neutrophils was not altered by the applied CBD-X extract with the concentration used (Figure S2).

This confirms the obtained results on the murine macrophages that CBD-X extract downregulates the secretion of pro-inflammatory cytokines in immune cells displaying an anti-inflammatory effect.



CBD-X Extract Attenuates the Secretion of Pro-Inflammatory Cytokines From PBMC-Derived T Cells or CD4+ T Cells

T cells were shown to play a critical role in COVID-19 disease related to lung inflammation. In fatal COVID-19 cases, the number of regulatory T cells and time-dependent escalation in activated CXCR4+ T cells was demonstrated (28). These phenomenon supports a model whereby lung-homing T cells activated through bystander effects contribute to immunopathology, while a non-suppressive SARS-CoV-2-specific T cell response limits pathogenesis and promotes recovery from severe COVID-19 (28).

For this reason, we investigated the effect of CBD-X extract on T cells. PBMC-derived T cells from the blood of healthy human donors were activated with anti-CD3 and anti-CD28. Activated cells were treated with CBD-X extract or with vehicle as a control. The secretion of the key cytokines IL-6 and additionally of TNF-α and IFN-γ, which promotes the cytotoxic function of T cells, were examined. CBD-X significantly downregulated the secretion of the cytokines from activated T cells by 76%, 88% and 99% respectively (Figures 2A–C). There was no impact on T-cell viability by the cannabinoids with the concentrations used (Figure S3).




Figure 2 | CBD-X extract attenuates the secretion of pro-inflammatory cytokines from activated human PBMC-derived T cells or CD4+ T cells. PBMCs were isolated from healthy donor blood and were treated with CBD-X or DMSO as a control in RPMI 1640 for two hours. Then, anti-CD28 and anti-IL-2 were added to the cells and cells were transferred to a cell culture plate coated with anti-CD3, for three days. Cells were centrifuged, supernatants were collected, and levels of pro-inflammatory cytokines TNF-α (A, D), IL-6 (B) and IFN-γ (C, E) were detected by ELISA. (A–C) Secreted cytokines from PBMCs are shown. (D, E) Cytokines from CD4+ T cells are shown. The means were calculated from healthy donors (black line) and each dot represents one case. Data were normalized in ratio to activated cells treated with DMSO group and analyzed by one-way ANOVA (Fisher's LSD test with values p < 0.05 considered statistically significant, (***p < 0.001).



Recently it was demonstrated that a response from CD4+ T cells might be associated with COVID-19 severity (29). These findings, together with our results, prompted us to investigate the effect of CBD-X extract on CD4+ T cells. Human derived CD4+ T cells were isolated, activated and treated with CBD-X as before, and the cytokine levels of TNF-α and IFN-γ was determined. Our results show that CBD-X extract downregulated the secretion of TNF-α and IFN-γ levels by 65% and 61% respectively (Figures 2D, E).

We concluded that CBD-X extract has an anti-inflammatory effect on activated T cells and CD4+ T cells and thereby reduces the cytotoxic activity of the two investigated immune cell types.



CBD-X Extract Modulates TCR-Signaling in Human Derived CD4+ T Cells

T cell receptor (TCR) activation promotes a signaling cascade and determines the cell’s destiny through the regulation of the secretion of the cytokines (30). STAT5, the signal transducer and activator of transcription protein plays a key role in T -cell proliferation via the T cell receptor (TCR) (31). Activation of TCR results in the activation of a signaling cascade involving Lck and Zap70 (30).

To get insight into the mechanism of the inhibitory effect of CBD-X on CD4+ T -cells, we investigated whether CBD-X extract affects the signaling events of TCR activation. Therefore, human derived CD4+ T cells were isolated, activated by anti-CD3 and anti-CD28 antibodies, and treated with CBD-X extract. The cells were collected and analyzed for the activation of the key components of the TCR-signaling pathway by investigating the phosphorylation levels of STAT5, Lck and Zap70 by Western blot analysis. Activation of CD4+ T cells by anti-CD3 and anti-CD28 increased the phosphorylation levels of Lck, Zap70 and STAT5. Treatment with CBD-X extract downregulated the phosphorylation levels of Lck and Zap70 drastically more at the higher concentration of CBD-X whereas the phosphorylation levels of STAT5 were inhibited in a dose dependent manner (Figure 3A). Quantification of the phosphorylation status of the proteins in correlation to the total protein levels confirmed the results from the Western blots, including the statistically significant down-regulation of the phosphorylation of the tested proteins following the addition of CBD-X extract (Figure 3B).




Figure 3 | CBD-X extract modulates TCR- signaling in human derived CD4+ T cells. CD4+ T cells were isolated from healthy donors by negative magnetic selection with the EasySep Direct Human CD4+ T cells Isolation Kit. Isolated CD4+ T cells were activated with 5 µg/ml anti-CD3 and 5 µg/ml anti-CD28 and treated with 1 or 2 µg/ml CBD-X extract or DMSO as a control. After an hour, the cells were collected and lysed with 100 µl 2x SB+βME. (A) Cell lysates were analyzed for the presence of phosphorylated STAT5, Lck and Zap70 by western blot analysis using pY694-STAT5, total STAT5, pY394-Lck, total Lck, pY319-Zap70 and total Zap70 antibodies. (B) Induction of phosphorylation was quantified relative to the specific total protein expression. Error bars represent the standard deviation of the means of three different donors, and they are expressed as average ± standard deviation (SD). SD were calculated in ratio to activated CD4 (treated with Anti-CD3/CD28), and data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, ***p < 0.001).



From these results, we concluded that CBD-X extract interferes with the early events of TCR signaling, indicating that it is an early regulator and can inhibit pro-inflammatory events at an early stage of T-cell activation.



CBD-X Extract Inhibits the Migration of T Cells Induced by SDF-1

Severe COVID-19 is characterized by enhanced activation of lung-homing CXCR4+ T cells, therefore, inhibiting their activity or translocation to the lungs may help reduce disease severity (28). Stromal cell-derived factor-1 (SDF1) is a ligand for the chemokine receptor CXCR4 and plays a vital role in tissue-specific migration of CXCR4+ T cells (32). To study the effect of CBD-X extract on chemokine-induced migration of T cells, PBMC-derived T cells were treated with 1-3 μg/ml CBD-X extract and their ability to migrate towards SDF-1 across a polyester membrane of a Boyden chamber was tested. Migrated cells were stained with anti-CD3, anti-CD4 and anti-CD8 antibodies to distinguish different subtypes of T cells by flow cytometry analysis. CBD-X extract inhibited the migration of T cells towards SDF-1 in a dose-dependent manner compared to vehicle-treated control. Migration of CD3+ T cells was inhibited by 10%, 54% and 86%, respectively (Figure 4A and Supplementary S4), the migration of CD4+ T cells by 27%, 48% and 76% (Figure 4B and Supplementary S4) and of CD8+ T cells by 79%, 70% and 91% (Figure 4C and Supplementary S4).




Figure 4 | CBD-X extract inhibits the migration of T cells induced by SDF-1. PBMCs were isolated from the blood of healthy donors and leukocytes were isolated by the aid of the Lymphoprep-Density gradient medium. Leukocytes were activated by 2.5 µg/ml anti-CD3, 2.5 µg/ml anti-CD28 and 125 units/ml IL-2 for 48 hours. Activated PBMC derived T cells were seeded onto the 5 µm pore polyester membrane in the upper chamber of a 24-well Boyden chamber in RPMI 1640 medium. Human chemoattractant SDF-1 in a concentration of 100 nM was placed in the lower chamber. CBD-X extract in the concentrations of 1, 2 and 3 µg/ml or DMSO as a vehicle were added to the cells. After four hours, cells that have been migrated through the pores into the lower chamber were collected and stained with the Fc Receptor Blocking Solution Human TruStain FcX™ and anti PE- CD3, APC- CD4 and anti-Pacific blue-CD8 to distinguish T cell subtypes and subjected to flow cytometry analysis. (A) The number of migrated CD3+ T cells (B) of migrated CD4+ T cells and (C) of migrated CD8+ T cells were determined. The means were calculated from healthy donors (black line) and each dot represents one case. Data were analyzed in comparison to “SDF1, DMSO” group by and analyzed by One-way ANOVA (Fisher's LSD test with values p < 0.05 considered statistically significant, (*p < 0.05, **p < 0.01, ***p < 0.001).



These observations suggest that CBD-X extract has the potential to interfere with the homing of T cells in the case of severe lung inflammation as is seen in COVID-19 pneumonia.



CBD-X Extract Modulates Cytokine Secretion in a Murine Model of Systemic Inflammation

So far, our results support the notion that the high-CBD extract derived from CBD-X strain, downregulate cytokine secretion from human derived immune cells, in ex-vivo experiments. Next, we investigated whether cytokine secretion is also inhibited during systemic inflammation.

C57BL/6 mice were injected intravenously with 100-150 mg/kg CBD-X extract or vehicle as a control. Simultaneously, 1 mg/kg LPS or PBS as a control were injected intraperitoneally. Two hours later, the mice were sacrificed, their blood was drained, and peritoneal fluids were collected by PBS lavage. The secretion of pro-inflammatory cytokines TNF-α and IL-1β and the anti-inflammatory cytokine IL-10 were measured both from the blood and the peritoneum (Figure 5).




Figure 5 | CBD-X extract promotes immune reprogramming in a murine model of systemic inflammation. C57BL/6 mice were injected intravenously with 100- 150 mg/kg CBD-X extract or vehicle as a control. Simultaneously, 1 mg/kg LPS or PBS as a control were injected intraperitoneally. After two hours, mice were euthanized. Then, blood was drained from the heart and peritoneal contents were collected using PBS through lavage. Blood was centrifuged and supernatants were collected. Levels of TNF-α, IL-1β and IL-10 from the peritoneum (upper panel, A–C) or blood (lower panel, D–F) were detected by ELISA. Each colored dot represents one mouse. Standard deviations were calculated as the means of three biologically independent experiments (black line), each experiment included five mice per group. Data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p < 0.05, **p < 0.01, ***p < 0.001).



The increased levels of the pro-inflammatory cytokines TNF-α and IL-1β in the peritoneum from LPS-treated mice were reduced by 52% and 95% by the CBD-X extract respectively (Figures 5A, B). In accordance with this, the levels of the anti-inflammatory cytokine IL-10 were increased by 4 folds (Figure 5C).

Similar measures were made in the blood. Here, CBD-X extract inhibited the increased levels of TNF-α and IL-1β from LPS-treated mice by 35% and 65% respectively (Figures 5D, E). Importantly, IL-10 increased twofold in LPS-treated mice that were treated with CBD-X extract (Figure 5F). Interestingly, results in the supplementary data show that only CBD-X extract with no LPS induction has no significant effect on leukocyte cell number nor cytokine secretion levels in the blood baseline state (Figures S5, S6).

Our results indicate that CBD-X extract decreased pro-inflammatory cytokines both in the peritoneum and in the blood of LPS-treated mice while simultaneously increasing the anti-inflammatory cytokine IL-10. Thus, CBD-X extract may promote immune-reprogramming and attenuate systemic inflammation.



CBD-X Extract Modulates Cytokine Secretion in a Murine Model of Lung Inflammation

Lung inflammation results from tissue injury caused by infectious agents or traumatic events such as toxins, pollutants, irritants, or injury. Lung homeostasis is maintained by a sophisticated balance in the release of pro- and anti-inflammatory mediators in the lung tissue and by the number of infiltrated immune cells (33).

Our results regarding the anti-inflammatory activities of high CBD extract encouraged us to investigate whether CBD-X extract affects the levels of secreted cytokines in the lungs in LPS-treated mice. Levels of IL-1β, MCP-1 and TNF-α in the lung fluids of LPS-treated mice were inhibited with CBD-X extract by a 77%, 91% and 75%, respectively (Figures 6A–C).




Figure 6 | CBD-X extract promotes immune silencing in a murine model of lung inflammation. C57BL/6 mice were injected intravenously with 100- 150 mg/kg CBD-X extract or vehicle as a control. Simultaneously, 1 mg/kg LPS or PBS as a control were administered intranasally. After two hours, mice were euthanized, and lung fluids were collected using PBS through lavage. The lung fluids were centrifuged, and supernatants were collected. Levels of the pro-inflammatory IL-1β (A), MCP-1 (B) and TNF-α (C) were detected by ELISA. Each colored dot represents one mouse. Standard deviations were calculated as the means of three biologically independent experiments (black line), each experiment included five mice per group. Data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, ***p < 0.001).



These results indicate that CBD-X extract has an anti-inflammatory effect locally in LPS-induced lung inflammation suggesting that the CBD-X extract may contribute to the attenuation of lung inflammation.



CBD-X Extract Inhibits Leukocyte Migration to Inflamed Lungs

Leukocyte migration precedes the migration of immune effector cells to the site of infection or injury in the lung interstitium (34).

Therefore, we examined whether high-CBD extract affect leukocyte migration into the lungs of LPS-treated mice. Isolated immune cells from the lung tissue were examined for the leukocyte marker CD45 by FACS analysis. Our results show that lungs from untreated mice contained 9.78% CD45 positive cells, while lungs from LPS-treated mice had a remarkable increase in the CD45 population, with up to 80% CD45 positive cells. Treatment with CBD-X extract reduced the number of CD45 positive cells to 12.3%, which is a reduction almost to baseline level (Figure 7A). Fold of change in CD45 population was calculated in comparison to control (Figure 7B). Next, we checked the levels of the pro-inflammatory cytokine IL-6 in the lung tissue, since it is a major player in migration and inflammation (35). In the lung tissue of untreated mice 5 pg/ml IL-6 was measured. When mice were treated with LPS the levels increased to 24pg/ml, which were lowered to a value below baseline to almost 0 pg/ml when CBD-X extract was administered to LPS- treated mice (Figure 7C). Histology images from lungs of each experimental group (Control, LPS +Vehicle and LPS+CBD-X) were analyzed 24 hours after treatments (Figure 7D). Focal neutrophil infiltration and congestion were noticed at the lungs of LPS treated mice, that were reduced in the mice treated with CBD-X extract (Figure 7D).




Figure 7 | CBD-X extract inhibits migration of leukocytes to inflamed lungs LPS treated mice were injected intravenously with 150 mg/kg CBD-X extract or vehicle as a control. After 24 hours, mice were sacrificed, and lung fluids were collected. (A) Cells in the lung fluids were stained with TruStain FcX™ (anti-mouse CD16/32) and anti-mouse APC-CD45 for flow cytometry analysis. Vehicle-treated control cells are shown in the upper panel, LPS-treated cells in the middle panel and LPS and CBD-X treated cells in the lower panel. (B) Fold of change in APC-CD45 was calculated. Vehicle-treated control cells were set to 1 and LPS and LPS+CBD-X-treated cells were calculated to vehicle-treated control. Error bars represent the standard deviation of the mean of five mice/per group of three biologically independent experiments in ratio to control. (C) The cytokine IL-6 was detected by ELISA in the lung fluid. The means were calculated (black line) and each dot represents one mouse. Data were analyzed in comparison to “LPS, Vehicle” group by one-way ANOVA (Fisher's LSD test with values p < 0.05 considered statistically significant, (***p < 0.001). (D) Histological images of neutrophils infiltrated into the lungs of mice. Vehicle-treated neutrophils (left image), LPS-treated neutrophils (middle image) and LPS+CBD-X-treated neutrophils are shown. Representative images of one mice of each group of three different biologically independent experiments are shown at a magnification of X200.



From these results we concluded that CBD-X inhibits leukocyte migration to damaged lungs and reduces local IL-6 secretion, thus reducing inflammation in the inflamed tissue. Over all our data support the hypothesis that CBD-X extract exhibits a potential to downregulate cytokine storm in the case of acute inflammation.




Discussion

Cytokine storm is a detrimental hyperinflammatory disease which can be treated with anti-inflammatory medications such as anakinra that downregulates pro-inflammatory IL-1β (36). Since anti-inflammatory medications can have severe side effects and cytokine storm can be fatal despite treatment, preventing the development of hyperinflammation at an earlier stage with little or no side effects may be a better form of treatment or prevention. Here, we showed that one of the six high-THC or high-CBD extracts (termed CBD-X) presented enhanced anti-inflammatory effects. That different cannabis extracts have diverse effects was also shown earlier when the prevention of COVID-19 disease was investigated. This group has shown that different high-CBD strains had a varying potential to inhibit the entry of SARS-CoV2 into the host cell in vitro by modulating the ACE2 protein (37). Similarly, it is widely accepted that high-CBD has anti-inflammatory properties and can indirectly improve anti-inflammatory effects (38). In our study, we went a step further by demonstrating a direct effect of a specific high-CBD extract on inflammation by reducing anti-inflammatory cytokines secreted from immune cells but also regulating the translocation of pro-inflammatory T cells to the site of infection. The exact mode of action still needs to be elucidated but our observations hint to an involvement of early events in T -cell activation via the TCR signaling.

Furthermore, inhibition of migration as shown in our study was also seen in clinical studies (39) strengthening our observations.

During the inflammatory process, the secretion of cytokines mediates the communication between immune cells and their activation. This guides the defense network consisting of a plethora of immune cells, each of them with a distinct function, against invading pathogens (40). An unregulated release of pro-inflammatory cytokines as seen in severe COVID-19 disease can lead to increased mortality (41). Key regulators of the pro-inflammatory response are the pro-inflammatory cytokines IL-6, TNF-α, IFN-γ and interleukins such as IL-1β or IL-2 among others (40). We focused our study on the key pro-inflammatory cytokines IL-6, TNF-α, IFN-γ and interleukins such as IL-1β because they were shown to be elevated in severe COVID-19 patients with severe disease. Moreover, increased circulating IL-6 levels are associated with higher mortality in patients with severe COVID-19 disease (42).

Our results provide evidence that the high-CBD extract – CBD-X, is associated with a dampened signaling response to LPS-stimulation or TCR-activation ex vivo following CD3/CD28 stimulation and reduces the secretion of pro-inflammatory cytokines in diverse types of immune cells such as neutrophils and T cells, key regulators of the innate and adaptive immune system (43). Moreover, the activation of STAT5 proteins is a very early event that is mediated by IL-2 family cytokines (44), which is mainly produced by activated CD4+ T cells and less by activated CD8+ T cells (45). The activation of STAT5 and downstream proteins was inhibited by CBD-X extract suggesting that CBD-X has a potential to prevent severe COVID-19 disease at an already very early stage of the disease.

Furthermore, CBD-X extract downregulates the migration of CD4+ and CD8+ T cells in response to the chemoattractant SDF1 and thus may reduce the translocation of pro-inflammatory immune cells to the site of infection. This may explain the lower number of leukocytes in the inflamed lungs of LPS-treated mice administered the CBD-X extract. Most interestingly, in a systemic inflammation model, CBD-X extract promoted immune reprograming by reducing the secretion of the pro-inflammatory cytokines IL-1β and TNF-α and concurrently increasing the secretion of the anti-inflammatory cytokine IL-10. IL-10 is an anti-inflammatory cytokine that mediates the process of counteracting the pro-inflammatory immune response, an important event to prevent damage to the host tissue caused by pro-inflammatory cytokines (46). The increase of IL-10 in the blood of LPS-treated mice suggest that certain high-CBD extract, in our case CBD-X, have the potential to help resolve the immune response of innate and adaptive immunity in order to maintain the afflicted tissue in a healthy condition (46). The influence of CBD on IL-10 is not studied in detail and a clinical study on patients with multiple sclerosis did not find evidence of an influence of CBD on the increase of the anti-inflammatory cytokine IL-10 (47) but a more recent study on activated encephalitogenic T cells showed that IL-10 was increased by high-CBD extracts (48). On the other hand, the usage of cannabis as a medicinal drug revealed contradicting results in clinical studies (49), although this might be due to the diverse effects of the different cannabis strains. Thus, clinical studies are needed to confirm our results that were obtained ex vivo and in vivo in mice studies. Moreover, we conducted our experiments on cells from healthy donors. In a next step, we would investigate the influence of CBD-X extract on cells isolated from the blood of patients that were hospitalized due to an infection with SARS-CoV2. One more challenge in the field of cannabis based treatment, is the capacity to apply the cannabis extracts to the patients. It is critical that the delivery system of cannabis extracts will match the patients status. In this study we injected the extract to the mice vein or peritoneum. However for human cytokine storm patients, a delivery system should be developed according to the patient’s health condition and the target organs and cells. We believe that this strategy will make the treatment applicable and will allow an efficient cannabis based treatment to the cytokine storm patients. Nonetheless, the presented results are promising because they indicate that CBD-X extract not only regulated cytokines secretion in systemic and local inflammation, but also modified migration of immune effector cells and interfered with the downstream signaling of the activated T cell receptors. Our data point to the prospect that certain high-CBD extract has a high potential in the management of pathological conditions, in which the secretion of cytokines is dysregulated as it is in severe COVID-19 disease or other infectious or inflammatory diseases.
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Supplementary Figure S1 | Cannabinoids have no cytotoxic effect on the viability of RAW 264.7 cells. The graph represents the viability of mouse macrophages (RAW 264.7) that were treated with high THC-containing extracts, termed THC-A (dark blue line), THC-B (red line), THC-C (grey line) and high CBD-containing extracts, termed CBD-X (green line), CBD-Y (yellow line) and CBD-Z (light blue line). Standard deviations were calculated in ratio to vehicle treated cells, and data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p  0.001)

Supplementary Figure S2 | Cannabinoids have no cytotoxic effect on the viability of human neutrophils. The graph represents the viability of human-derived neutrophils that were treated with 1-4 µg/ml CBD-X (LPS (+)/1, LPS (+)/2, LPS (+)/3 LPS (+)/4), LPS (LPS (+)/vehicle) or vehicle only (LPS(-)/vehicle). The means were calculated from healthy donors (black line) in ratio to vehicle treated cells and each dot represents one case. Data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p < 0.001).

Supplementary Figure S3 | Cannabinoids have no cytotoxic effect on the viability of PBMCs. The graph represents the viability of human-derived PBMCs that were treated with 2 or 4 μg/ml CBD-X (T-cell activation/2), (T-cell activation/4), vehicle only (T-cell activation/DMSO) or left untreated (Control/-). The means were calculated from healthy donors (black line) in ratio to activated control and each dot represents one case. data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p < 0.001).

Supplementary Figure S4 | Migration of human PBMC-derived T cells.Shown results are representative scatter plots of the flow cytometry of migrated PBMC-derived T cells. Cells were cultivated on a pore membrane in the upper chamber of a 24-well Boyden chamber (insert) and allowed to migrate to the chemoattractant SDF1 after treatment with 1-3 µg/ml CBD-X ([(+), (+), 1 µg/ml], [(+), (+), 2 µg/ml] [(+), (+), 3 µg/ml]), vehicle ([(+), (-), (-)]) or left untreated ([(-), (-) ,(-)]). Scatter plots representing Forward scatter (FSC) against Side scatter (SSC) are shown in the upper panel, scatter plots representing Forward scatter width (FSC-W) against CD3+ T cells stained with PE (PE-CD3) in the middle panel and scatter plots representing CD8+ T cells stained with PE (PE-CD8) against APC-CD4 in the lower panel.

Supplementary Figure S5 | CBD-X extract effect on leukocytes, T cells and neutrophils count in the baseline state. C57Black mice were injected with CBD-X (100 mg/Kg) or Vehicle two times a week for two months' period, intraperitoneal. Blood was drained from the tail, centrifuged and pellet was treated for 5 minutes with ACK lysing buffer (0.5 ml) to remove red blood cells. Cells were stained with TruStain FcX™ (anti-mouse CD16/32), anti-mouse APC-CD45, anti- mouse BV786-LY6G and anti-mouse FITC-CD3 for flow cytometry analysis. The gating strategy is (A) FSC vs SSC, (B) APC-CD45 vs SSC and (C-D) BV786-LY6G vs FITC-CD3. (C) Vehicle-treated control cells are shown in the upper panel and (D) CBD-X treated cells in the lower panel. (E) The means and standard deviations of leukocytes, T cells and neutrophils were calculated and data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p < 0.001).

Supplementary Figure S6 | CBD-X extract effect on cytokine secretion in the baseline state. C57Black C57Black mice were injected with CBD-X (100mg/Kg) or Vehicle two times a week for two months' period, intraperitoneal. Mice were sacrificed, blood was drained and levels of TNF-α, MCP-1 and IL-6 were detected by ELISA. The means and standard deviations were calculated from each group. Data were analyzed by one-way ANOVA (Fisher’s LSD test with values p < 0.05 considered statistically significant, (*p <0.05, **p < 0.01, *** p < 0.001).
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FAT atypical cadherin 1 (FAT1) promotes glioblastoma (GBM) by promoting protumorigenic inflammatory cytokine expression in tumor cells. However, tumors also have an immunosuppressive microenvironment maintained by mediators such as transforming growth factor (TGF)-β cytokines. Here, we have studied the role of FAT1 in tumor immune suppression. Our preliminary TIMER2.0 analysis of The Cancer Genome Atlas (TCGA) database revealed an inverse correlation of FAT1 expression with infiltration of tumor-inhibiting immune cells (such as monocytes and T cells) and a positive correlation with tumor-promoting immune cells [such as myeloid-derived suppressor cells (MDSCs)] in various cancers. We have analyzed the role of FAT1 in modulating the expression of TGF-β1/2 in resected human gliomas, primary glioma cultures, and other cancer cell lines (U87MG, HepG2, Panc-1, and HeLa). Positive correlations of gene expression of FAT1 and TGF-β1/2 were observed in various cancers in TCGA, Glioma Longitudinal Analysis Consortium (GLASS), and Chinese Glioma Genome Atlas (CGGA) databases. Positive expression correlations of FAT1 were also found with TGF-β1/2 and Serpine1 (downstream target) in fresh-frozen GBM samples using q-PCR. siRNA-mediated FAT1 knockdown in cancer cell lines and in primary cultures led to decreased TGF-β1/2 expression/secretion as assessed by q-PCR, Western blotting, and ELISA. There was increased chemotaxis (transmigration) of THP-1 monocytes toward siFAT1-transfected tumor cell supernatant as a consequence of decreased TGF-β1/2 secretion. Reduced TGF-β1 expression was also observed in THP-1 cultured in conditioned media from FAT1-depleted glioma cells, thus contributing to immune suppression. In U87MG cells, decreased TGF-β1 upon FAT1 knockdown was mediated by miR-663a, a known modulator. FAT1 expression was also observed to correlate positively with the expression of surrogate markers of MDSCs [programmed death ligand-1 (PD-L1), PD-L2, and interleukin (IL)-10] in glioma tumors, suggesting a potential role of FAT1 in MDSC-mediated immunosuppression. Hence, our findings elaborate contributions of FAT1 to immune evasion, where FAT1 enables an immunosuppressive microenvironment in GBM and other cancers via TGF-β1/2.
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Introduction

FAT atypical cadherin 1 (FAT1) is expressed as a transmembrane protein and has been investigated only in recent years for its role in human cancers. The role of FAT1 has been attributed as context-dependent and tissue-specific in different cancers (1–4). While some forms of malignancies such as skin squamous cell carcinoma, lung cancer, head and neck squamous cell carcinoma, and oral cancer have been associated with mutations and deletion in the FAT1 gene (4–6), other cancers including breast carcinoma, colorectal cancer, hepatocellular carcinoma, cervical cancer, pancreatic cancer, and gliomas (3, 7–13) have shown an oncogenic role of FAT1 in tumor pathogenesis. However, as a relatively new gene implicated in cancer, it remains to be explored how FAT1 aberrations might contribute to various hallmarks of cancer (14) leading to tumor development and progression. We have earlier shown the role of FAT1 in promoting epithelial–mesenchymal transition (EMT), invasiveness, hypoxia-activated signaling, stemness, and clonogenicity in glioblastoma (GBM) cells (11–13). FAT1 was found to promote the expression of pro-inflammatory mediators such as interleukin (IL)-6, cyclooxygenase (COX)-2, IL-1β, and vascular endothelial growth factor (VEGF)-C in a homogeneous microenvironment of glioma cells where they are likely to sustain glioma growth by serving as autocrine prosurvival cytokines (11, 15–17). However, an emerging hallmark of cancer describes evasion of immune response as a critical characteristic of most solid tumors (14), including glioma (18, 19).

The most well-known and potent immunosuppressive mediators that aggravate tumor progression are transforming growth factor (TGF)-β cytokines (20–22). TGF-β cytokines are crucial mediators of immune homeostasis that inhibit expansion and functions of different immune cell types such as effector T cells, macrophages, natural killer (NK) cells, and antigen-presenting dendritic cells (DCs) (21, 23). The immunosuppressive effects of TGF-β enabling cancer progression and development of TGF-β inhibitors as antitumor agents have been discussed in the context of various cancers such as liver, cervical, breast, colon, lung, prostate, esophageal, and pancreatic cancer (23, 24). Particularly, in GBM, elevated TGF-β levels have often been associated with the immunosuppressed status of patients and, therefore, as responsible for loss of tumor immune surveillance (25). Thus, keeping in mind the complexity of the GBM microenvironment, we sought to check for any potential role of FAT1 in regulating the expression of TGF-β cytokines, especially in the context of heterotypic cell interactions.

Another important component of the intratumoral immunosuppressive microenvironment that has been associated with clinical cancer stage and diminished response to therapy is increased infiltration of myeloid-derived suppressor cells (MDSCs) (26). These cells are characterized by the production of IL-10 immunosuppressive cytokine and upregulation of immunoregulatory mediators programmed death ligand-1 (PD-L1)/PD-L2 (27–30), which are being actively evaluated as targets for cancer immunotherapy (31).

In this study, we have investigated the functional role of FAT1 in the regulation of TGF-β expression and production in tumor cells. We have assessed the effect of modulated TGF-β secretion from FAT1-depleted tumor cells on in vitro migration and phenotype of monocyte-derived cell line. Our results indicate a potential role of FAT1 in promoting an immunosuppressive microenvironment in gliomas, which might extend to other cancers as well.



Materials and Methods


TIMER2.0 Database Analysis

TIMER2.0 web server (Tumor IMmune Estimation Resource; http://timer.cistrome.org) (32) was used to visualize the correlation between the FAT1 gene expression and the level of immune infiltration found in cases of different cancers from The Cancer Genome Atlas (TCGA) database. The current release of TIMER has incorporated 10,009 samples across 23 cancer types from TCGA. Gene module was selected under “immune association,” and FAT1 was selected as the gene of interest. Types of immune cells were selected under “immune infiltrates.” “Purity adjustment” option was selected for the use of partial Spearman’s correlation in the association analysis that was presented in the form of a heat map.



In Silico Expression Analysis of FAT1 and Immunosuppressive Genes in Different Cancers

Normalized mRNA expression data for FAT1, TGF-β1, TGF-β2, and Serpine1 genes were obtained for 572 GBM cases from the public database of TCGA (https://www.cancer.gov/tcga). Gene expression data of 102 glioma cases were retrieved from the public database named Glioma Longitudinal Analysis Consortium (GLASS; www.synapse.org/glass) (33). TCGA gene expression data for pancreatic, liver, cervical, and colorectal cancers were obtained from http://www.proteinatlas.org where fragments per kilobase per million (FPKM) values are provided from RNA-Seq analyses (data not normalized with respect to normal tissues). For gene expression correlation analysis in the Chinese Glioma Genome Atlas (CGGA; www.cgga.org.cn), glioma cases from mRNA_array_301 dataset and mRNAseq_693 dataset were used. Gene-to-gene correlation analysis was performed using Spearman’s test in SPSS v20.0 or GraphPad Prism v5.00 statistical software.



Patient Samples and Ethics Statement

Fifty glioma tumors (49 GBM and one grade II glioma) were obtained from the Department of Neurosurgery/Neuropathology, AIIMS, New Delhi, after obtaining approval from the Institute Ethics Committee (Ref no. IECPG-3/28.10.2015, RT-16/30.12.2015, IECPG/184/2/2019) and due patient consent as either fresh-frozen or freshly resected samples. Normal human brain total RNA was purchased commercially (Clontech) for use as control sample in q-PCR analysis.



Generation of Primary Cultures of Human Glioma Cells From Surgical Tumors

Primary cell cultures (details in Table S1) were generated from freshly resected human glioma tumors (grades II and IV) using mechanical mincing/Accutase® treatment and maintenance in Dulbecco's Modified Eagle Medium (DMEM) F-12 + 10% fetal bovine serum (FBS). These tumors were collected immediately from the Neurosurgery operation theater, and the histopathological diagnosis/grading was obtained later from the Department of Neuropathology, AIIMS.



Culture of Cancer Cell Lines

U87MG was used as a representative GBM cell line in most of the experiments. U87MG, along with other cancer cell lines such as HeLa (cervical cancer), Panc-1 (pancreatic cancer), and HepG2 (hepatocellular cancer), was maintained in DMEM + 10% FBS + 10 μg/ml ciprofloxacin in 25-cm2 culture flasks in Anoxomat chamber.



siRNA Transfection in Cell Cultures

Primary glioma cultures (n = 2; namely, PC-A: grade II oligodendroglioma; and PC-B: grade IV GBM) and other cancer cell lines (U87MG, HeLa, HepG2, and Panc-1) were transfected with siFAT1 (FAT1 Stealth siRNA #HSS103567, Invitrogen) and siControl (Stealth RNAi™ siRNA Negative Control Med GC Duplex #3 Cat #12935113) using Lipofectamine 3000 (Invitrogen). After 72 h of siRNA treatment, culture supernatants were harvested, and total RNA was isolated from the transfected cells using Tri reagent (Sigma-Aldrich). FAT1 gene knockdown was confirmed by q-PCR (Corbett, Qiagen) using β-actin as an internal control reference.



Gene Expression Analysis in Fresh-Frozen Glioblastoma Tumors and Cell Culture Samples

Expression levels of FAT1 and genes associated with immunosuppressive pathways/molecules (TGF-β1, TGF-β2, Serpine1, PD-L1, PD-L2, and IL-10) were analyzed using q-PCR (Corbett, Qiagen) with respect to 18S rRNA internal control reference in RNA samples extracted from fresh-frozen GBM tumors (n = 49). The same genes were also checked for modulation in response to siRNA-mediated transient FAT1 knockdown (72 h) in cancer cell lines and primary cultures with respect to 18S rRNA or β-actin. Gene-specific primers were designed using Primer3 and synthesized commercially. The primer sequences are listed in Table S2. Primers were standardized for their annealing temperature and optimum PCR conditions. Fold expression ratios obtained from ΔΔCt analysis were subjected to Spearman’s correlation analysis using SPSS v20.0 and GraphPad Prism v5.00. Cluster 3.0 and TreeView software was used for gene clustering analyses.



miRNA Analysis

For analysis of miRNA, total RNA was isolated using miRNeasy kit (Qiagen; cat #217004). For the quantification of target miRNA, first-strand synthesis was done with 1 µg RNA using miRCURY LNA™ RT kit (Qiagen; cat #339340). Predesigned q-PCR primers for miR-663a and U6 were purchased from Exiqon (Qiagen). Expression of miR-663a was normalized to that of the internal control reference U6. Fold expression ratios were calculated by ΔΔCt analysis. Inhibition of miR-663a was done using Anti-miR™ miRNA inhibitor oligonucleotide (Thermo Fisher Scientific, USA; cat #AM17000) that was used to transfect U87MG cells using Lipofectamine 3000 (Invitrogen). mirVana™ miRNA mimic Negative Control #1 (Thermo Fisher Scientific, USA; cat #4464058) was used as the control oligonucleotide in transfections. RNA was isolated from these cells at 48 h of transfection.



Western Blot Analysis

Whole-cell lysates were prepared from siFAT1/siControl-transfected cells at 72 h using RIPA buffer (Thermo Fisher Scientific), protease inhibitor cocktail (Sigma-Aldrich), and phosphatase inhibitor cocktail (Sigma-Aldrich). In this study, 40–100 µg of lysates were loaded in 5%–15% sodium dodecyl-sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gels and electrophoresed in Western blot apparatus (Bio-Rad). Primary antibodies used were as follows: TGF-β1 (rabbit polyclonal, 1:1,000, Abcam, #ab92486), TGF-β2 (mouse monoclonal, 1:1,000, Abcam, #ab36495), Serpine1/PAI-1 (rabbit polyclonal, 1:1,000, Abcam, #ab66705), SMAD2/3 (rabbit monoclonal, 1:1,000, Cell Signaling Technology, #8685), and β-actin (mouse monoclonal, 1:5,000, Abbkine).



Multi-Analyte ELISArray for Detection of Released Cytokines

Culture supernatants from siFAT1/siControl-transfected cells (PC-A, PC-B, U87MG, HeLa, and HepG2 cells) were harvested at 72 h post siRNA transfection. The collected supernatants were centrifuged at 1,500 rpm for 10 min and stored at –80°C until use. For analysis, the samples were thawed on ice and added to the human Th1/Th2/Th17 cytokines Multi-Analyte ELISArray plate (Qiagen). Absorbance readings of anti-inflammatory cytokines (IL-10, TGF-β1, IL-13, IL-4, IL-5) and pro-inflammatory cytokines [IL-2, IL-6, IL-12, IL-17A, interferon (IFN)-γ, tumor necrosis factor (TNF)-α, granulocyte colony-stimulating factor (G-CSF)] were taken at 450 nm in the same ELISA plate. Negative and positive controls were supplied in the kit and used as recommended. Relative levels of cytokines were determined as per manufacturer’s user manual.



Culture of THP-1 Cell Line

We have used THP-1, a monocyte-derived cell line, as a representative of the monocyte lineage to validate key observations (34). THP-1 cells were maintained as a suspension culture in RPMI-1640 + 10% FBS + 1% pen-strep in 25-cm2 culture flasks in Anoxomat chamber. For monocyte polarization assessment, THP-1 monocytes were cultured for 24 h in conditioned media (culture supernatants) from siFAT1/siControl-transfected U87MG/PC-A/PC-B cells. This was followed by total RNA isolation from THP-1 cells, cDNA synthesis, and q-PCR for TGF-β1 gene with respect to β-actin gene.



THP-1 Monocyte Migration Assay

To analyze the transmigration behavior of THP-1 monocytes toward conditioned media harvested from siFAT1/siControl-treated cells (U87MG, PC-A, PC-B, and HeLa), we used 24-transwell inserts (Corning; pore size 8 μm). Here, 3 × 105 THP-1 cells in 200 μl serum-free RPMI-1640 was loaded on the upper chamber of the insert. Also, 500 μl culture supernatant of the siFAT1/siControl-transfected cells (U87MG, PC-A, PC-B, or HeLa) was added to the lower chamber. THP-1 monocytes were allowed to migrate for 16 h under standard culture conditions. THP-1 cells that migrated across the insert membrane to the lower chamber were photographed microscopically. Transmigrated THP-1 cells in each well were counted in at least five non-overlapping microscopic fields using ImageJ software and presented as average ± SD. The difference between THP-1 migration toward siFAT1/siControl media was analyzed using Student’s t-test, and p < 0.05 was considered statistically significant. Experiments were repeated thrice.




Results


FAT1 Expression Correlates Inversely With Immune Cell Infiltration Level in Different TCGA Cancers Including Glioblastoma Tumors

In order to investigate a possible role of FAT1 in tumor-associated immunosuppression, we checked for any correlation between the expression of FAT1 in tumors and levels of immune cell infiltration using TIMER2.0. TIMER2.0 is a comprehensive resource for analysis of immune infiltrates across diverse cancer types from TCGA database and provides visualization of the association between immune infiltrates and gene expression. As seen in Figures S1A–C, upon selecting for FAT1 gene expression, an inverse correlation was observed with infiltration levels of monocytes, CD8+ T cells, CD4+ T cells, NK cells, and dendritic cells in TCGA GBM cases (n = 153). On the contrary, infiltration levels of MDSCs and regulatory T cells (T-reg) cells, which are known to display immunosuppressive activity in tumors (35), were seen to correlate positively with FAT1 expression in TCGA GBM tumors (Figures S1A–C). However, among macrophages, FAT1 expression correlated positively with M0 macrophage infiltration; while it correlated inversely with the infiltration of both M1 and M2 macrophages, which entails further study in detail.

We also observed in cases of cervical cancer [cervical and endocervical cancer (CESC); n = 306] that there is mostly an inverse correlation of FAT1 expression with infiltration levels of CD8+ T cells, CD4+ T cells, and dendritic cells and a positive correlation with infiltration of MDSCs (Figures S1A–C). Similarly, in pancreatic cancer cases [pancreatic adenocarcinoma (PAAD); n = 179], FAT1 expression correlated inversely with infiltration of monocytes, CD8+ T cells, CD4+ T cells, and dendritic cells, while it correlated positively with that of MDSCs. Also, in liver cancer cases [liver hepatocellular carcinoma (LIHC); n = 371], FAT1 expression correlated inversely with infiltration of CD8+ T cells and dendritic cells while correlating positively with T-reg cell infiltration (Figures S1A–C). We thus concluded that FAT1 expression level in various cancers is inversely associated with infiltration of tumor-inhibiting immune cells and positively associated with the level of tumor-promoting immune cells.



FAT1 Expression Correlates Positively With the Expression of Anti-Inflammatory Mediators TGF-β1 and TGF-β2 in Glioblastoma and Other Cancers

In order to find a probable link between FAT1 expression in tumor samples and immune cell infiltration levels as indicated by TIMER2.0 results, we checked for any association between the expression of FAT1 and that of known immunosuppressive cytokines, TGF-β1 and TGF-β2.

We analyzed the mRNA expression of FAT1 along with TGF-β1 and TGF-β2 in a tumor dataset containing 49 fresh-frozen human GBM tissues collected at AIIMS, New Delhi. We also included Serpine1 plasminogen activator inhibitor 1 (PAI-1), a well-known TGF-β downstream target gene (36–39), as a readout marker of modulated TGF-β1 and TGF-β2. The genes were analyzed by q-PCR with respect to 18S rRNA internal control reference and normalized by the levels found in normal human brain RNA (Clontech, Takara Bio, USA). Fold expression ratios were calculated using ΔΔCt method (Table S3) and subjected to Spearman’s correlation analysis (Table S4). We found significant positive correlation coefficients between the expression of FAT1 and TGF-β1 (r = 0.517; p ≤ 0.01), TGF-β2 (r = 0.523; p ≤ 0.01), and Serpine1 (r = 0.512; p ≤ 0.01) (Table S4), indicating a positive association between upregulated FAT1 expression (>2-fold in 44/49 GBM tumors; Table S3) and increased TGF-β1, TGF-β2, and Serpine1 in the studied GBM tumor samples.

Next, we arranged the studied GBM tumors in decreasing order of FAT1 expression and grouped them by tertiles as follows: high (≥8.59-fold; 15 tumors); intermediate (3.74- to 7.83-fold; 19 tumors), and low (≤3.59-fold; 15 tumors) FAT1 GBM tertiles (Table S5). We generated a heat map to visualize semisupervised gene clustering in 49 tumors ordered in decreasing order of FAT1 expression by using Cluster 3.0 and TreeView software (Figure 1A). TGF-β1, TGF-β2, and Serpine1 displayed greater upregulation in the high FAT1 GBM tertile as compared to low FAT1 GBM tertile, and these expression values were found to be significantly different across the high and low tertiles (p ≤ 0.05) as analyzed using Student’s t-test (Figure 1A, Table S5).




Figure 1 | (A) Heat map showing semisupervised gene clustering of TGF-β1, TGF-β2, and Serpine1 expression in 49 GBM tumors arranged in decreasing order of FAT1 expression. Gene expression values found significantly different across high (n = 15) and low (n = 15) FAT1 tertiles have been marked with an asterisk (*) indicating p-value ≤0.05. (B) Scatter plots showing a positive correlation of FAT1 expression with the expression of TGF-β1 and TGF-β2 in various types of cancers (cervical, pancreatic, liver, and colorectal cancers) as analyzed in TCGA cases. TCGA, The Cancer Genome Atlas; FPKM, fragments per kilobase per million.



For further validation of the above findings, gene expression correlation analysis was performed in the GBM dataset (n = 572) downloaded from TCGA website, where we found a significant positive correlation of the expression of FAT1 with TGF-β1 (r = 0.119, p = 0.002) and TGF-β2 (r = 0.123, p = 0.002) (Table S6). Similarly, expression correlation analysis in CGGA database yielded a positive correlation of FAT1 with TGF-β1 in primary glioma cases (r = 0.503, p < 0.01) and recurrent glioma cases (r = 0.865, p = 0.05) in mRNA_array_301 dataset (Figure S2A). In mRNAseq_693 dataset of CGGA, FAT1 expression was observed to be positively correlated with TGF-β2 expression in primary glioma cases (r = 0.344, p < 0.01) and recurrent glioma cases (r = 0.447, p < 0.01) (Figure S2B). We also checked GLASS that is a new public gene expression database of glioma samples having 90% non-TCGA cases (33). TGF-β1 was observed to be significantly correlated with FAT1 expression in GLASS glioma tumors (n = 102; r = 0.352, p = 0.0001) (Table S7).

Moreover, the expression of TGF-β1 (r = 0.145, p = 0.013) and TGF-β2 (r = 0.313, p = 4.910e-008) was also observed to be correlated with FAT1 expression in TCGA cervical cancer cases obtained from www.proteinatlas.org (Figure 1B). Similarly, TGF-β2 was observed to be correlated with FAT1 in pancreatic cancer cases (r = 0.416, p = 9.61e-009), liver cancer cases (r = 0.342, p = 2.00e-011), and colorectal cancer cases (r = 0.167, p = 0.00004) of TCGA database (Figure 1B). Hence, the positive correlation between the expression of FAT1 and TGF-β1/TGF-β2 extends to other cancers as well, in addition to GBM tumors.

Hence, the above findings confirmed a positive association between the expression of FAT1 and the expression of immunosuppressive mediators TGF-β1 and TGF-β2 in cancers including glioma.



FAT1 Knockdown Leads to Decreased Expression and Secretion of Immunosuppressive Mediators by Glioma and Other Cancer Cells

In order to check for the functional role of FAT1 in the modulation of immunosuppressive mediators in cancer cells, we generated short-term primary cultures from human glioma tumors (PC-A: grade II oligodendroglioma; and PC-B: grade IV GBM) (Table S1 and Figure 2A) and analyzed the effect of siRNA-mediated transient knockdown of FAT1 gene on the expression of TGF-β1 and TGF-β2 and their downstream target, Serpine1. We achieved successful FAT1 knockdown (70% knockdown) at 72 h of siFAT1 transfection in both primary cultures (Figure 2A). While TGF-β1 mRNA level was found to be significantly downregulated in PC-A upon FAT1 depletion, TGF-β2 mRNA was seen to be decreased in both PC-A and PC-B (Figure 2A). Serpine1 was also reduced in both PC-A and PC-B after FAT1 knockdown (Figure 2A). Thus, FAT1 depletion in patient-derived glioma cells results in a downregulated mRNA expression of TGF-β1 and TGF-β2, which is reflected by decreased Serpine1 expression as well.




Figure 2 | Effect of FAT1 knockdown on the expression of TGF-β1, TGF-β2, and Serpine1 genes in (A) glioma primary cultures (PC-A: grade II oligodendroglioma; and PC-B: GBM) and (B) representative cancer cell lines (U87MG, HeLa, Panc-1, and HepG2) as assessed by q-PCR. Relative gene expression in each siFAT1 sample has been normalized to its respective siControl sample. (*) indicates p-value ≤0.05. (C–F) Western blots showing the expression of TGF-β1/2 pathway molecules (TGF-β1, TGF-β2, SMAD2/3 dimer, SERPINE1/PAI-1) in whole-cell lysates of siFAT1 cells vs. siControl cells (U87MG, HepG2, Panc-1, and HeLa) at 72 h of FAT1 knockdown. In this study, β-actin was used as the loading control. Densitometric values of the proteins analyzed with respect to β-actin have been provided below the blots. (G) Graph showing optical densities of TGF-β1 cytokine secreted by siControl cells vs. siFAT1 cells in U87MG, PC-A, PC-B, HeLa, and HepG2 culture supernatants depicting the modulation of cytokine release by tumor cells upon FAT1 knockdown.



We also checked for modulation of the TGF-β1/2 expression in response to FAT1 knockdown in representative cell lines of glioma and other cancers such as U87MG (GBM), HeLa (cervical cancer), Panc-1 (pancreatic cancer), and HepG2 (hepatocellular cancer). In this study, ≥79% FAT1 knockdown was achieved in all cell lines at 72 h of siFAT1 transfection (Figure 2B). We observed decreased TGF-β1 and TGF-β2 in siFAT1-treated U87MG cells as compared to siControl-treated cells at both mRNA and protein levels (Figures 2B, C). As a result, SMAD2/3 (dimer) and Serpine1 (PAI-1) that are both TGF-β pathway effector molecules were also found to be decreased at the mRNA and protein levels in response to FAT1 knockdown in U87MG (Figures 2B, C).

In HeLa cells, mRNA levels of TGF-β1 and TGF-β2 were downregulated by 20%–22% upon FAT1 knockdown; while in HepG2 cells, TGF-β1 and TGF-β2 levels were downregulated by 15% and 59%, respectively (Figure 2B). At the protein level, reduced TGF-β2 was found in FAT1-depleted HepG2 and Panc-1 cells (although TGF-β1 mRNA was slightly increased) (Figures 2D, E). HeLa cells also displayed a reduction in SMAD2/3 and Serpine1 protein levels upon FAT1 knockdown (Figure 2F). Serpine1 protein did not alter much in HepG2 and Panc-1 cells, but Serpine1 mRNA was observed to be decreased in all cell lines after FAT1 knockdown (Figures 2B, D, E).

Next, we studied the effect of FAT1 knockdown on the secretion of cytokines from tumor cells using multi-analyte ELISArray kit (Qiagen). Toward this, supernatants from siControl- and siFAT1-treated cultures were collected at 72 h post-transfection in glioma cells (U87MG and primary cultures PC-A and PC-B), HeLa cells, and HepG2 cells (Figure 2G). Among anti-inflammatory cytokines, only TGF-β1 showed detectable absorbance signal at 450 nm (color development). Relative to siControl cells, secreted TGF-β1 level was observed to be reduced in culture supernatants of siFAT1-treated U87MG, PC-A, PC-B, HeLa, and HepG2 (Figure 2G). Thus, we found a relative decrease in TGF-β1 secretion from FAT1-depleted tumor primary cultures and other studied cancer cell lines. Therefore, we concluded that FAT1 regulates the secretion and/or expression of TGF-β1 and TGF-β2, which are well-known immunosuppressive cytokines, in glioma and other cancer cells.

In addition, in the multi-analyte ELISArray results, we also noted a decrease in IL-6 (pro-inflammatory cytokine) secretion in culture supernatants of siFAT1-transfected U87MG and PC-B cells as compared to respective siControl cells (Figure S3). Thus, FAT1 regulates the release of both anti-inflammatory and pro-inflammatory cytokines from GBM cells.



FAT1-Mediated Modulation of Immunosuppressive Cytokine Secretion Leads to Altered Migration of THP-1 Monocytes Toward Supernatants of FAT1-Attenuated Tumor Cells

Since we found that FAT1 knockdown in tumor cells leads to reduced expression and secretion of TGF-β1/TGF-β2 immunosuppressive cytokines, we next checked if this results in altered migration of monocytes in response to conditioned media from siFAT1-transfected tumor cells as compared to media from siControl-transfected tumor cells. For this, an in vitro THP-1 monocyte migration model (34) was used where THP-1 cells were allowed to migrate across 8-μm pore-size Transwell culture inserts for 16 h toward conditioned media from siFAT1/siControl-transfected tumor cells (U87MG, PC-A, PC-B, and HeLa).

We found that a significantly higher number of THP-1 monocytes migrated toward conditioned media from siFAT1-transfected U87MG, PC-A, PC-B, and HeLa cells than the number of monocytes that migrated toward conditioned media from the respective siControl cells (Figures 3A, B). Thus, increased THP-1 monocyte migration toward conditioned media from siFAT1-transfected tumor cells corresponds to and may be attributed to decreased immunosuppressive cytokine (TGF-β1/TGF-β2) production by FAT1-depleted tumor cells (Figure 4).




Figure 3 | (A) Graphs showing the average number of transmigrated THP-1 cells per microscopic field in response to conditioned medium (culture supernatants) from siControl/siFAT1-transfected U87MG, PC-A, PC-B, and HeLa cells, depicting the modulation of monocyte migration in response to FAT1 knockdown in tumor cells. Transmigrated THP-1 cells have been counted in five non-overlapping microscopic fields using ImageJ software, and the number has been presented as average ± SD. Significance has been indicated by (*) as p-value ≤0.01. Experiments were repeated thrice. (B) Microscopic images (10× magnification) of transmigrated THP-1 cells in response to conditioned media (supernatants) from siControl/siFAT1-transfected tumor cells, i.e., U87MG, PC-A, PC-B, and HeLa.






Figure 4 | Summary diagram depicts the potential immunosuppressive mechanism mediated by FAT1-expressing tumor cells in a heterogeneous solid tumor microenvironment (upper panel). As per TIMER2.0 analysis, FAT1 expression correlates inversely with the infiltration of tumor-inhibiting immune cells in TCGA cancers. The molecular and phenotypic changes in the tumor microenvironment following FAT1 knockdown in tumor cells have been shown (lower panel). As per THP-1 transmigration experiments, decreased TGF-β1 secretion from FAT1-depleted tumor cells may be responsible for increased chemotactic activity of monocytes toward conditioned media of FAT1-depleted tumor cells. When cultured in such conditioned medium, THP-1 monocytes also synthesize reduced TGF-β1, further revealing the contribution of FAT1 in inducing an immunosuppressive milieu.





Incubation of THP-1 Monocytes in Conditioned Media of FAT1-Depleted Glioma Cells Reduces TGF-β1 Transcript Level in THP-1 Monocytes

THP-1 cells were assessed for changes in TGF-β1 expression upon 24-h incubation in conditioned media (culture supernatants) from siFAT1/siControl-transfected glioma cells (U87MG, PC-A, and PC-B) by q-PCR. TGF-β1 mRNA was found to be decreased in THP-1 cells upon culturing in media from siFAT1-transfected U87MG, PC-A, and PC-B as compared to culture in media from respective siControl cells (Figure S4). Thus, apart from FAT1-mediated modulation of immunosuppressive cytokine (TGF-β1) production in the glioma cells, the milieu provided by FAT1-expressing glioma cells may also influence TGF-β1 production in the monocytes present in the microenvironment. This possibly indicates polarization changes in monocytes in the presence of FAT1-expressing glioma cells.



FAT1 Modulates TGF-β1 Production via miR-663a in Cancer Cells

Posttranscriptional regulation of TGF-β1 by miR-663a has recently been shown in hepatocellular carcinoma (40, 41), lung cancer (42), and GBM cells (43). Since the effect of FAT1 knockdown on TGF-β1 modulation was seen to begin at the mRNA level, we checked whether FAT1 has a role in regulating miR-663a expression in cancer cells. At 72 h of FAT1 knockdown, U87MG, HepG2, and HeLa cells showed increased levels of miR-663a as compared to siControl cells (Figure 5A). In order to confirm the regulation of TGF-β1 transcript by miR-663a, we inhibited miR-663a synthesis in U87MG cells using Anti-miR™ inhibitor of miR-663a. We observed an increase in TGF-β1 mRNA levels in U87MG upon inhibiting miR-663a expression (Figure 5B). Thus, our results suggested that FAT1 may possibly promote the translation of TGF-β1 via suppression of miR-663a levels, in turn affecting the immunomodulatory properties of cancer cells.




Figure 5 | (A) Effect of FAT1 knockdown on the expression of miR-663a in U87MG, HepG2, and HeLa cells as assessed by q-PCR. (B) Inhibition of miR-663a in U87MG cells and its effect on the expression of TGF-β1 as assessed by q-PCR. miR-663a expression has been normalized relative to U6 internal control reference, while TGF-β1 expression has been normalized relative to β-actin internal control reference. (*) indicates p-value ≤0.05.





FAT1 Mediates Immunosuppression in Glioma via Myeloid-Derived Suppressor Cells

To study the potential involvement of MDSCs in FAT1-mediated immunosuppression in tumors, we studied the expression of surrogate markers of MDSCs, namely, PD-L1, PD-L2, and IL-10 in gliomas. These genes have been considered as markers to indicate the in vivo activity of human MDSCs (27–30) and form a critical component of tumor immunosuppression by inhibition of T-cell activation (44).

We first did an in silico analysis in CGGA database (mRNAseq_693) where we observed significant positive correlations between FAT1 expression and expression of PD-L1, PD-L2, and IL-10 genes in both primary gliomas (PD-L1: r = 0.229, p < 0.01; PD-L2: r = 0.187, p < 0.01; IL-10: r = 0.196, p < 0.01) and recurrent gliomas (PD-L1: r = 0.253, p < 0.01; PD-L2: r = 0.2, p < 0.01; IL-10: r = 0.135, p < 0.05) (Figures 6A–C). Following this, we performed q-PCR to analyze these genes using 48 RNA samples that had been extracted from GBM tumor biopsies (Table S8). On Spearman’s correlation analysis, significant positive correlations were found between the expression of FAT1 and expression of immunosuppressive markers PD-L1 (r = 0.236, p = 0.053) and PD-L2 (r = 0.244, p = 0.048) in the studied GBM samples (Figures 6D–F). Although the correlation between the expression of FAT1 and IL-10 was found to have a positive trend (r = 0.145), unlike the CGGA finding, it was not statistically significant (p = 0.163). This could be due to the small sample size. The expression of IL-10 was found to be undetectable at the mRNA level in the homogeneous in vitro cell cultures such as primary glioma cultures and U87MG cell line upon q-PCR analysis (data not shown), thereby indicating the absence of IL-10 production from tumor cells alone. Thus, in most likelihood, the observed IL-10 expression in fresh-frozen GBM tumors indicates the infiltrated immune cells such as MDSCs in the tumor microenvironment.




Figure 6 | (A–C) Scatter plots showing correlation of FAT1 expression with expression of PD-L1 (CD274), PD-L2 (PDCD1LG2) and IL-10 in primary and recurrent glioma cases belonging to CGGA database (dataset: mRNAseq_693). (D–F) Scatter plots showing correlation of FAT1 expression with expression of PD-L1, PD-L2 and IL-10 in GBM tumor specimens (n=48) as analysed by q-PCR.



Hence, upregulated FAT1 in tumor cells positively correlates with increased presence of MDSCs in glioma tumors as indicated by the expression of MDSC surrogate markers. Thus, FAT1 possibly contributes to glioma-associated immunosuppression via MDSCs as well, although the exact molecular mechanism involved during the interplay of tumor cells and MDSCs remains to be studied in detail.




Discussion

FAT1 gene, located on chromosome 4q35.2, is the human homolog of Drosophila gene fat and has only been studied in recent years for its role in embryonic development and cancers (1). FAT1 gene encodes a large transmembrane protein (506 kDa) belonging to an atypical cadherin subfamily. FAT1 protein is composed of extracellular cadherin repeats, EGF-like domains, and laminin G-like domains. Both oncogenic and tumor-suppressive roles of FAT1 are implicated in different cancers and have been attributed to tissue specificity or context specificity (1). While cancers of skin, lung, head and neck, and mouth display a tumor-suppressive function (4–6) of FAT1, other cancers such as hepatocellular carcinoma, cervical cancer, pancreatic cancer, and gliomas (3, 7–13) are known to show an oncogenic role of FAT1. These tissue type-dependent differences warrant a deeper understanding of the molecular milieu that could determine the context-dependent changes in gene function. Our lab has previously reported the oncogenic role of FAT1 in glioma via regulation of migration, invasion, and stemness (11–13). In the present study, we have found an oncogenic role of FAT1 via modulation of immunosuppression using primary cultures derived from surgical gliomas and the U87MG cell line. The other cancer cell lines used in this study, namely, HepG2, Panc-1, and HeLa, are representative of liver, pancreatic, and cervical cancers, respectively, which have also been shown by other groups to display an oncogenic role of FAT1 (2, 8–10).

TGF-β cytokines are key players responsible for immunosuppression in solid cancers such as high-grade glioma (25), hepatocellular carcinoma (45), cervical cancer (46), pancreatic cancer (47), and colorectal cancer (48). In the GBM microenvironment especially, TGF-β is known to be secreted from glioma cells via autocrine mechanism and from infiltrating microglial cells (49). Autocrine secretion of TGF-β has been noted in both glioma cell lines and in cells procured from surgically resected gliomas (49). As a relatively new gene implicated in tumorigenesis, FAT1 has not yet been studied in relation to the expression and secretion of immunosuppressive mediators.

Although, in humans, three TGF-β isoforms are known to be expressed—TGF-β1, TGF-β2, and TGF-β3—TGF-β1 is the most abundant isoform (50). TGF-β1 mRNA has been found to be upregulated in tumor tissues of several cancer types that has also shown a correlation with advanced tumor stage and poor prognosis (38, 51). Functional studies have further elaborated the role of increased TGF-β1 expression in promoting malignant phenotypes such as EMT, stemness, angiogenesis, invasion, and metastasis (51). On the other hand, TGF-β2 was originally described in human GBM cells, while it is physiologically known to be expressed in neurons, astroglia, and cells of embryonic central nervous system (25, 50). In gliomas, the expression of both TGF-β1 and TGF-β2 has been observed to be higher in tumor samples as compared to non-tumoral brain samples (52).

Aberrant upregulation of TGF-β signaling has been previously noted in GBM, while Serpine1 (PAI-1) has been described as a classical marker of TGF-β pathway activation in GBM (36). In fact, glioma patients displaying a high expression of Serpine1 in biopsies have been known to show shorter overall survival (53). In other tumors as well, such as hepatocellular carcinoma, pancreatic ductal adenocarcinoma, and cervical cancer, high Serpine1 expression has been associated with a poor clinical outcome (54–56).

Canonically, intracellular TGF-β signaling is triggered by the binding of TGF-β family ligands to type I and type II receptors on the cellular surface (57). Type III receptor is a co-receptor that facilitates interaction of the ligand with type I and type II receptors. Ligand–receptor binding induces phosphorylation of mothers against decapentaplegic (SMAD)2/3 proteins, which form a complex with SMAD4 and translocate into the nucleus to regulate target gene expression. Serpine1 is a typical target gene induced downstream of SMAD3 phosphorylation in the canonical pathway (57). Thus, SMAD2/3 phosphorylation and Serpine1 upregulation in cells may serve as effective readouts of elevated TGF-β levels. For example, in fibrotic diseases, it has been seen that elevated levels of TGF-β correspond to fibroblasts displaying activation of TGF-β signaling with nuclear accumulation of active SMAD3 and increased transcription of Serpine1 (58). However, it may be noted that Serpine1 gene is also known to be regulated by nuclear factor kappa B (NF-κB) (RelA), p53, and TEL2 transcription factors in other cancer cells such as osteosarcoma and nasopharyngeal carcinoma (59, 60).

Our preliminary TIMER2.0 analysis in TCGA data revealed an inverse correlation between FAT1 expression and infiltration levels of tumor-inhibiting immune cells in glioma, cervical cancer, liver cancer, and pancreatic cancer. The presence of tumor-infiltrating lymphocytes (TILs) is known to be predictive of improved clinical outcome, as tumors are immunogenic and elicit immune surveillance against cell transformation (61–63).

We next analyzed transcript levels of immunosuppressive mediators TGF-β1 and TGF-β2 along with FAT1 in fresh-frozen GBM tissues using q-PCR. We found a positive correlation of FAT1 expression with that of TGF-β1 and TGF-β2, as confirmed by Spearman’s test and heat map analysis. For in silico validation, we correlated the expression of TGF-β1 and TGF-β2 genes with FAT1 expression in cases belonging to different cancers using TCGA and GLASS databases. We noted a positive association between FAT1 expression and expression of TGF-β1/TGF-β2 in glioma and cancers of the liver, cervix, pancreas, and colon in these databases. Following the patient sample study, we transiently silenced FAT1 gene in various in vitro cancer cell lines and primary cultures of surgical gliomas. This resulted in a decrease in the expression of TGF-β1, TGF-β2, and downstream effectors of activated TGF-β signaling (Serpine1 and SMAD2/3) in most of the studied cultures. We also noted decreased secretion of TGF-β1 in response to FAT1 knockdown in case of siFAT1-treated cultures of glioma cells, HeLa cells, and HepG2 cells using an ELISA array.

At extremely low concentrations, TGF-β is known to direct monocyte migration in vitro that can be assayed using Transwell inserts (64). Consequently, we found that using an in vitro THP-1 monocyte chemotaxis model (34) that decreased TGF-β1/TGF-β2 production by FAT1-depleted tumor cells led to increased migration of THP-1 monocytes toward supernatants of siFAT1-treated cells. It is well-known that microglia are a predominant part of resident immune cells in the brain, which form infiltrating tumor-associated macrophages (TAMs) in the GBM microenvironment (65). Our transmigration results provide a functional relevance of the reduction found in immunosuppressive cytokines in response to FAT1 knockdown in tumor cells.

IL-6 is known to promote glioma cell proliferation and invasion (66). In fact, potential IL-6 inhibitors have been evaluated extensively for therapeutic efficacy against various cancers (67). Our ELISA results showed decreased secretion of IL-6 from glioma cells in response to FAT1 knockdown. This leads us to deduce that FAT1 probably employs both cell growth-promoting features of some cytokines (such as IL-6) and immunity-evading properties of others (such as TGF-β) to the advantage of the tumor.

We next observed that brief incubation of THP-1 monocytes (24 h) in conditioned media from siFAT1-treated glioma cells resulted in decreased TGF-β1 expression in THP-1 cells. This indicates some secretory product in high FAT1-expressing glioma cell supernatant that affects the polarization of THP-1 cells (19, 68). The nature of the product, however, needs to be elucidated further. Our result hints at a polarization change in THP-1 monocytes in the presence of siFAT1–glioma cell supernatant, pointing to skewing of M2 phenotype of monocytes to M1. Hence, it is possible that in a heterotypic tumor microenvironment, especially in glioma, FAT1 influences TGF-β expression in more than one cell type, thereby contributing to an immunosuppressive milieu.

To further investigate the possible molecular mechanism connecting FAT1 with regulation of TGF-β, we checked siFAT1-treated cells for changes in the level of miR-663a, which has previously been reported to posttranscriptionally regulate TGF-β1 in glioma and hepatocellular carcinoma cells (40, 41, 43). We found enhanced miR-663a levels in U87MG, HepG2, and HeLa cells upon FAT1 knockdown as compared to siControl cells, indicating a role of FAT1 in modulating miR-663a that might indirectly regulate TGF-β1 expression in tumor cells.

In addition, we also explored the potential involvement of MDSCs in FAT1-mediated immunosuppression in gliomas. We obtained a positive correlation of FAT1 expression with the expression of IL-10, PD-L1, and PD-L2 genes, the known surrogate markers of MDSCs, in primary and recurrent CGGA glioma cases. In fresh-frozen GBM samples, q-PCR of these genes yielded a positive correlation of FAT1 expression with PD-L1 and PD-L2 immune checkpoints. Hence, as suggested by the markers of MDSCs, increased expression of FAT1 in tumor cells may also correspond with increased MDSC infiltration, thereby contributing to another mode of immunosuppression in gliomas. Similar observations were also made in TIMER2.0 analysis where we had found a positive correlation between FAT1 expression and infiltration levels of tumor-promoting MDSCs in TCGA cases of cervical cancer, GBM, and pancreatic cancer.

The functional association between FAT1 and TGF-β1/TGF-β2 cytokines and the association of FAT1 with IL-10 cytokine and PD-L1/L2 immune checkpoints have not been reported in cancers so far. Our study unravels a novel function of FAT1 in the maintenance of immunosuppressive tumor microenvironment. FAT1 is overexpressed in a subset of GBM tumors. We have earlier reported that an upregulated FAT1 promotes protumorigenic inflammation in glioma via the AP1 pathway, leading to increased cytokines such as IL-6 and IL-1β and also increased COX-2 (11). This also results in increased hypoxia inducible factor (HIF)-1α in a hypoxic microenvironment (12), as also increased stemness and epithelial to mesenchymal transition (EMT) (13). Hence, high levels of this atypical cadherin would affect both the tumor and the microenvironment, giving rise to conditions conducive to an adverse tumor phenotype both intrinsically and by immune suppression.
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Environmental conditions greatly shape the phenotype and function of immune cells. Specifically, hypoxic conditions that exist within tissues and organs have been reported to affect both the adaptive and the innate immune system. Natural killer (NK) cells belong to the innate immune system. They are among the first immune cells responding to infections and are involved in tumor surveillance. NK cells produce cytokines that shape other innate and adaptive immune cells, and they produce cytolytic molecules leading to target cell killing. Therefore, they are not only involved in steady state tissue homeostasis, but also in pathogen and tumor clearance. Hence, understanding the role of NK cells in pathological and physiological immune biology is an emerging field. To date, it remains incompletely understood how the tissue microenvironment shapes NK cell phenotype and function. In particular, the impact of low oxygen concentrations in tissues on NK cell reactivity has not been systematically dissected. Here, we present a comprehensive review focusing on two highly compelling hypoxic tissue environments, the tumor microenvironment (pathological) and the decidua (physiological) and compare their impact on NK cell reactivity.
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1 Introduction


1.1 Definition of Hypoxia

Oxygen concentration is heterogeneous depending on the tissue contexture. The atmospheric O2 partial pressure is 159 mmHg, equivalent to 21% from total air fraction. This oxygen concentration is considered as “standard”, defined as normoxia (1). The atmospheric air is inhaled through the respiratory system and is exchanged in the alveolar-capillary barrier into the pulmonary veins. Pulmonary veins transport oxygen to the heart, where it is collected by the arteries. The arteries contain a partial pressure of 75 – 100 mmHg (depending on the altitude), and gradually reduce their size to the tissue arterioles and capillary vessels. Along the tissue irrigation by the capillary net, oxygen is diffused due to the gradient of pressure namely the difference in pressures between the transporter cell and the cytosol of the receptor cell. The quantity and speed of oxygen diffusion depends on barrier thickness, surface of area of diffusion and the metabolic request from surrounding tissues. In order to distribute the oxygen, the hemoglobin inside red blood cells in lungs binds to the oxygen forming oxyhemoglobin. Hemoglobin is activated by high CO2 concentrations, which triggers its high avidity for oxygen in its taut form (tense) and releases oxygen. On the other hand, the relaxed form is activated, when CO2 concentration is low, capturing O2 (2). Therefore, hemoglobin controls the gas exchange between vessels and tissues, regulated by CO2 concentration and O2 demand in the different compartments. Thus, the circuit from pulmonary veins to pulmonary arteries contains a distribution net with arterioles, venules and capillaries, which supply the tissues with O2 and nutrients (2).

Because each tissue requires different O2 concentrations, each compartment has its own oxygenation concentration considered as healthy; known as “tissue normoxia” or physioxia (2). For example, arterial blood contains 13% O2, venous blood has ≈ 5% O2 and cell culture conditions are often set to 19.95% O2 (2). On the other hand, when the oxygen concentration is lower than physioxia, it is defined as hypoxia (lack of oxygenation) (3). Hypoxia is highly relevant for physiology and disease, affecting many different functions, including cell metabolism and tissue structure with impact on therapeutic approaches (4).



1.2 Impact of Hypoxia in Tissues

Hypoxia is a regulator of multiple aspects of cell biology, including cell metabolism, cell cycle, angiogenesis, erythropoiesis and inflammation (5). It regulates the tricarboxylic acid cycle (TCA) in mitochondria and is involved in the Warburg effect. This effect is a phenomenon, which occurs when cells display high rates of glucose uptake by aerobic glycolysis. Under hypoxia, the transcription factors, hypoxia-inducible factors (HIFs) (6, 7), increase transcription of enzymes involved in cell metabolism including the kinase/phosphatase family.

In addition, HIF promoters target p27 and p21 resulting in higher transcription rates. Both proteins are direct inhibitors of CDK2, cyclin E/A and p53, enhancing cell cycle arrest (8). Most importantly, hypoxia affects angiogenesis and inflammation, which is highly relevant for tissue architecture.


1.2.1 Angiogenesis

Under hypoxia, angiogenesis and erythropoiesis are enhanced by inducing the transcription of the vascular endothelial factor (VEGF), platelet-derived growth factor-β (PDGF-β), increasing iron transport by transferrins and inducing the production of erythropoietin (EPO) (5, 9, 10). In context of disease, EPO has been used for therapy for highly vascularized tissues, such as the kidney in chronic kidney disease (CKD). In these studies, HIFs increased EPO in serum and reduced the mortality risk (11). In addition, it has been recently shown that there is an epigenetic mechanism behind the hypoxia-dependent neoangiogenesis in breast cancer and hepatocellular carcinoma cells. Under hypoxia, HIF-1α activates transcription of the peptidylarginine deiminase 4 (PADI4), which regulates the histone access in the hypoxia response elements (HREs). Accordingly, VEGF and EPO are upregulated, resulting in angiogenesis and supporting tumor growth (12). Overall, there is clear evidence that under hypoxia, there is an increase in vascularization by the promotion of several angiogenic genes such as EPO or VEGF. Depending on the tissue, hypoxic angiogenesis may be beneficial (CKD), or deleterious (tumor growth).



1.2.2 Inflammation

Hypoxia is also known to stimulate inflammation, measured by high IL-6 production and C-reactive protein in subjects exposed to high-altitude hypoxia (13). In addition to environmental hypoxia, tissue ischemia is reported to induce graft vs host disease in kidney transplants (14). The tissue rejection was linked to high toll-like receptor 4 activity in the transplanted kidney after ischemia, which induced an inflammatory response that correlated with high TNF-α production and low graft function. Moreover, the hypoxic niche directly affects both innate immune cells including NK or γδT cells, and adaptive immune cells such as T cells (15–18). In this review, we will focus on the role of NK cells. NK cells exposed to hypoxic conditions showed an increase in the expression of genes involved in glycolysis, gluconeogenesis and glucose transport, non-glycolytic metabolism, ion transport, apoptosis, stress response, proliferation, transcription and signaling activities (18). In addition, the evaluation of chemokines and cytokines secretion under hypoxia revealed its impact on NK migratory and chemotactic capability, including their infiltration into tumors. Accordingly, hypoxia-exposed NK cells showed an increase in the expression of genes relevant for angiogenesis, apoptosis inhibition, tumor progression and immunosuppression (18). Taken together, these data suggest that hypoxia is able to regulate NK cell immune responses (18). Moreover, NK cell cytotoxicity was significantly decreased under hypoxic conditions associated with a reduction of secretion of lytic agents and receptor/ligand interactions (19). In contrast, the antibody dependent cellular cytotoxicity (ADCC), a powerful triggering of NK cell activity activated by the Fc region of IgG antibodies, was not altered by hypoxia highly relevant for the use of therapeutic antibodies as therapy for solid tumors (20).




1.3 Hypoxia Inducible Factors

The cellular mechanisms triggered by the lack of oxygen have been widely assessed. The major players in hypoxia are the hypoxia inducible factors (HIFs): HIF-1α, HIF-2α, HIF-3α and HIF-1β. HIFs are stabilized under low oxygen concentration, form heterodimers and enter the nucleus, inducing the expression of their target genes by activating their promoters. HIF-1α, HIF-2α and HIF-1β are expressed in almost all tissues, whereas HIF-3α is restricted to corneal epithelium and acts as a negative regulator of HIF-1α and HIF-2α (21).

HIF-1α and HIF-2α are sensitive to oxygen concentration; they form heterodimers with HIF-1β and bind to p300/CBP. The binding sites for the heterodimers are occupied with –OH molecules at high O2 concentration. These couplings are only possible when the oxygen concentration is low. The main regulators of the sensitivity to oxygen are the Von Hippel Lindau protein (VHL) and the Factor Inhibiting HIFs (FIH). VHL is an ubiquitin ligase that is activated by an –OH residue in two prolines of HIF-1/2α (Pro-402 and Pro-564 for HIF-1α, Pro-405 and Pro-531 for HIF-2α) (22). VHL recruits the elonginC/elongin-B/cullin-2 E3-ubiquitin-ligase complex and triggers HIF-1/2α degradation by the 26S proteasome (23). FIH is an asparagine hydroxylase, which reacts with asparagine residues in HIF-1α (Asn-803) and HIF-2α (Asn-851), inhibiting the interaction with p300, thereby repressing HIF-1/2α translational activation (24).

In addition, there are also oxygen-independent mechanisms of HIF regulation, such as the hypoxia-associated factor (HAF). HAF is an E3 ubiquitin ligase that binds HIF-1α from 296-400 amino acids and tags it with ubiquitin, activating proteasome-dependent degradation of the HIF-1α protein (25). Another reported regulator of HIF-1α is the heat shock protein 90 (Hsp90). Hsp90 binds HIF-1α, activates E3 ubiquitin ligases, and triggers HIF-1α degradation in both normoxia and in hypoxia (26). Moreover, the degradation of HIF-1/2α modulated by VHL is also sensitive to SUMOylation, which allows VHL binding to HIF-1/2α without hydroxyproline. This process can be reverted by another protein, SENP1, which induces HIF1-α stabilization (27).

Overall, in normoxia, HIF-1/2α factors are mostly degraded or inactive. On the contrary, in hypoxia, the inhibition of HIF-1/2α protein stabilization is not as strong as in normoxia. Therefore HIF-1/2α binds to HIF-1β and p300/CBP, translocates to the nucleus, and triggers the transcription of target genes. These genes include CDKN1A and CDKN1B (cell cycle arrest); GLUT1, PGK1 and LDHA (anaerobic metabolism, lactic acid production and mitochondrial dysfunction); EPO, VEGF, ARNT, CITED2, TDGF-β and TfR (oxygen transport, neo angiogenesis and platelet formation); and TGFB2 (tumor growth, immunosuppression and cell migration) (Figure 1).




Figure 1 | Comparison of the uterine hypoxic milieu and the tumor environment regarding the influence of the hypoxia associated gene cascade: Both niches show different interactions with a quite similar range of genes identified in the downstream cascade following hypoxia induction in the tissue. Similarities between both niches are enhanced vascularization after hypoxia induction. (Red arrows indicate inhibition, green arrows indicate activation). Created with BioRender.com.





1.4 NK Cells Function

Healthy functional circulating NK cells are sensitive to changes in oxygen concentration, which affects their phenotype and function. In this review, we will focus on their role in tumor surveillance and pregnancy, two environments, where NK cells have important functions: reacting against tumor cells and tolerating the fetus, respectively. The main function of NK cells is their ability to annihilate damaged cells without prior sensitization towards the hazard by releasing cytotoxic granules. These granules contain lytic agents like perforin and granzymes, which induce apoptosis in the targeted cells. Essential for the recognition of these hazardous cells are receptors expressed on the surface of NK cells. These receptors can be classified as activating and inhibitory. By utilizing both activating and inhibitory receptors, NK cells are regularly active towards a thread and remain inactive when encountering healthy self-cells. This balance is of importance to maintain health and counteract infection of the individual (28).

Activating receptors can be triggered by infected or transformed cells expressing stress induced signals (28, 29). Inhibiting receptors recognize infected, cancer or damaged cells, via the “missing-self” recognition, due to the lack of MHC class I molecules’ surface expression, thereby removing the inhibition and enabling the elimination of the target cells (30).



1.5 Hypoxic Tissue Environments

Hypoxia can be caused by several physiological processes and is a natural phenomenon associated with positive developmental effects in tissues. In contrast, pathological chronic hypoxia poses a challenge for cells and tissues with negative effects during disease. The prolonged exposure to hypoxic environments adapts the cellular mechanisms necessary to facilitate the maturation of cells according to their tissue purpose.

Two classical examples for chronic hypoxic tissues are the tumor microenvironment and the placenta during the first trimester of pregnancy. These tissues are prime examples for the facilitation of the oxygen-deprived milieu for growth and proliferation. In this review, we will compare the effect of hypoxia and HIF-1α in the tumor microenvironment and in pregnancy, respectively, summarized in Figure 1.




2 Tumor Microenvironment


2.1 Tumor Microenvironment Characteristics

The tumor microenvironment (TME) is a unique milieu, which is composed of tumor cells, stroma, infiltrating immune cells, cytokines, scarce nutrients and lack of oxygenation (31). The TME is not only supporting tumor growth, but also has a great impact on immune cells. Depending on the tumor entity, different cytokines with pleiotropic function are detected. In patients with pancreatic cancer, immune cells were in a suppressive state, which correlated with abundant TGF-β and IL-10 levels, as well as poor patient survival, although the pro-inflammatory cytokines IL-12, IL-6 and IL-18 were observed in serum (32). In a mouse breast cancer model, a population of cancer cells producing the pro-inflammatory cytokines IL-6 and IL-8 correlated with the promotion of tumor cell migration (33). Moreover, in murine models of melanoma, colon cancer and breast cancer, the cytokines IL-6 and IL-8 attracted circulating tumor cells (CTCs) and enhanced metastasis to mammary tissue (34). Cytokines also influence myeloid-derived suppressor cells (MDSCs), promoting their accumulation in the tumor niche. These immature immune cells are characterized by their ability to suppress T cell proliferation, dendritic cell maturation and NK cell activity (35). Lack of IL1-R in a murine model was correlated with less MDSCs in a mammary carcinoma, with reduced inflammation and with better survival (35). The role of MDSC differs depending on the tumor location. Whereas splenic MDSC immunosuppressed the antigen-specific function of CD8+ T, MDSCs in the TME inhibited tumor-infiltrating lymphocytes (TILs) antigen-specific MHC-I-restricted and general CD3/CD28 triggered activation. HIF-1α upregulation in tumor MDSCs increased arginine and NO production, which directly upregulated arginine and nitric oxide, with subsequent suppressive effects of MDSCs (36). In addition, the tumor cells displayed high proliferation rate leading to a rapid increase in tumor cell numbers. A direct consequence of this process is the shortage of nutrients. Lack of nourishment negatively influences immune cells. As previously mentioned, tumor cells take up higher amounts of glucose than healthy cells, leaving the immune cells with less nutrition and thereby impairing their function (6, 7, 37).

Tumor angiogenesis is another key factor in the hypoxic TME milieu. The vessels produced in the tumor are often disrupted, increasing tissue hypoxia by insufficient oxygen irrigation (38). Tumor cells in the hypoxic niche not only produce cytokines including IL-6, IL-10 and TGF-β, but also upregulate pro-angiogenic factors (VEGF, PDGF-β or EPO) that recruit pericytes and trigger neoangiogenesis. The translational relevance of these molecules has therapeutical relevance and are targeted to inhibit tumor growth (39). Neoangiogenesis is characterized by incomplete vascularization; the neovasculature within the TME is constantly growing, but endothelial cells are not terminally differentiated, and therefore vessels remain fenestrated (38, 40). The absence of a healthy vascularization impedes the infiltration of immune cells, as well as potentiates hypoxia and inhibits drug-delivery.



2.2 Hypoxic TME and Immune Cells

Many different immune cells are affected by the hypoxic TME, and the effects can be either positive or deleterious. Hypoxia alters the immune crosstalk by affecting the tumor-associated macrophages (TAMs) that potentiate immunosuppression by inhibiting immune cell recruitment, produce IL-6/IL-10 inducing PD-L1 expression on T cells, TNF-α affecting MAPK inhibitors efficacy against melanoma in human and mouse model, and increase metastasis and angiogenesis (41–43). Dendritic cells (DCs) in the hypoxic milieu show impaired migration, altered metabolism by overproduction of IDO and less antigen uptake, inhibiting the immune response (44). The anti-brain tumor activity of γδT cells is negatively affected by hypoxia, which reduces their NKG2D receptor expression and NKG2D-mediated tumor killing (45).

Given the fact that hypoxia stabilizes HIFs, HIFs are also involved in immune regulation in the hypoxic TME. For instance, in a mouse melanoma model HIF-1α-/- CD8+ T cells show decreased expression of soluble factors including TNFα, IFNγ and granzyme B and tumor infiltration under hypoxia correlating with increased tumor growth (17). Moreover, ectopic expression of HIF-2α improved CD8+ T cell antitumor activity, revealing HIF-1α-/- CD8+ T cells as a potential adoptive cell therapy tool overcoming the harmful hypoxic TME (46). HIF-1α was also reported to enhance murine Treg differentiation (47). Upon stimulation with IL-6, STAT3 is triggered, which directly binds to the HIF-1α promoter and enhances its transcriptional activity. HIF-1α synergized with TGF-β and supported Foxp3 transcription, as well as triggered RORγt and IL-17 production at the transcriptional level. Moreover, with a mouse glioblastoma model, HIF-1α affected cell metabolism of Treg. Tregs driven by oxidative phosphorylation (OXPHOS) metabolism escaped immunosuppression, whereas HIF-1α-triggered glycolysis induced immunosuppression and inhibited migration (48).

Helper T cells in germinal centers are also positively affected by HIFs, which is relevant for the humoral response and B cell interaction. In this report (15), it was shown that mTORC1/2 induces higher HIF-1/2α expression. Hypoxic T helper cells engaged B cells and maintained secretion of the cytokines IFNγ and IL-4 after stimulation of TCR (15). Altogether, this data suggests that HIFs play an important role in CD4+ T cells differentiation. This could be potentially relevant for others CD4+ T cells in the TME such as Th1-like cells and the immune cell crosstalk in the tumor niche (49).

In summary, the activity of HIF-1/2α in the hypoxic TME is a double-edged sword, with positive and negative effects in adoptive and innate immune system cells´ activity and crosstalk.



2.3 Hypoxic TME and NK Cells

NK cells are present in the TME, and they are crucial effector cells not only for cancer therapies but also for tumor prognosis. The presence of infiltrating NK cells is associated with less mortality in different cancers and in some cases correlates with a lower tumor grade (50). Gao et al. reported a tumor immune evasion strategy through TGF-β production, enhancing the conversion of tumor-associated mouse NK cells into intermediate-ILC1 (intILC1) (51). The intILC1 had an unactive phenotype, characterized by lower DNAM-1, TRAIL, CD69 surface expression and IFNγ/TNF-α production correlating with increased metastasis. Accordingly, TGF-β is known to repress NK cell metabolism and OXPHOS, and to reduce IFNγ production upon cytokine stimuli (52).

Hypoxia affects the balance of activating/inhibitory receptor surface expression and activity on NK cells, downregulating NKp44, NKp46, NKp30 and NKG2D expression and function without modifying ADCC activity (20). These receptors are not only regulated at protein level, but also transcriptionally. Moreover, hypoxic NK cells displayed lower cytokine secretion, but increased migration triggered by CXCR4 upregulation (18). This data suggests that hypoxic NK cells in the TME have reduced activating receptors, but increased tumor infiltrating potential.

In addition to the reduced activating surface receptors, hypoxic NK cells also display metabolic reprogramming. Human NK cells infiltrating liver tumors showed fragmented mitochondria upon tumor infiltration. NK cells with fragmented mitochondria displayed less OXPHOS, as well as lower oxygen consumption rate (OCR), indicating a lower ATP production. The infiltrating NK cells from patients with liver cancer were reverted by inhibiting the mTOR/drp1 pathway, suggesting a novel therapeutic approach using mTOR inhibitors for NK cells in solid tumors (53).

Besides mitochondrial reprogramming, there are more phenotypic changes involving metabolism in the hypoxic NK cells in the TME, such as the adenosine dependent CD73 pathway. Neo et al. revealed CD73 as an immune checkpoint, whose expression in tumor infiltrated NK cells is positively correlated with tumor growth in breast and sarcoma patients (54). After binding to 4-1BB on tumor cells, NK cells had an increased CD73 surface expression, which triggered STAT3 activation and TGF-β/IL-10 secretion correlating with reduced CD4+ T cells proliferation and IFNγ production. Although in this study there is no hypoxia exposure, HIF1-α is known to induce CD73 expression in different cells suggesting that this could also be the case in NK cells (55, 56). Therefore, hypoxic NK cells might even express increased CD73 levels triggered by HIF1-α.

HIF activity is associated with the phenotype changes in hypoxic cells. In particular, HIF-1α has been assessed to be highly relevant in hypoxic NK cells. Li et al. (57) reported the rescue of hypoxia-impaired phenotype in human NK cells used in chronic hypoxia culture. In this report, they unraveled HIF-1α/pSTAT/ERK as the signaling cascade responsible for triggering cell proliferation and activation, which was shown using chemical inhibitors for the pathway (57).

In addition, HIF-1α was reported to be a key regulator in tumor-infiltrating NK cells. In mice with a conditional HIF-1α KO in NKp46+ cells, tumor-infiltrating NK cells showed increased cytokine production. Using results from single cell RNA sequencing, an axis was deciphered involving the NFkB pathway and IL18R/IFNγ, which was downregulated by HIF1-α. Overall, tumor-infiltrating HIF-1α cKO NK cells displayed higher anti-tumor activity. Moreover, patients with solid tumors with higher expression of NK signature genes and the IL18/IFNγ pathway showed improved survival (58). On the other hand, another study demonstrated that HIF1α-/-Ncr1iCreTg NK cells reduced tumor progression not by enhanced cytokine production and anti-tumor activity, but by inducing non-productive angiogenesis of the tumor. Decreased infiltration of HIF-1a cKO NK cells expressing the angiostatic soluble VEGFR-1 was observed within tumors resulting in a higher bioavailability of VEGF in the tumors. Although the primary tumor size was reduced, tumors had impaired vascularization associated with increased tumor metastasis and reduced immune cells (59). Together, these studies reveal different modes of action of HIF-1α in NK cells and identify HIF-1α as important checkpoint in NK cells with relevance for NK cell-based therapy.



2.4 Promising Novel Perspectives for Hypoxic TME and NK Cells

To date, there are several ongoing clinical trials with inhibitors targeting HIF-2α (PT2385) in phase I/II and preclinical studies inhibiting HIF-1α (PX-478) both in solid tumor and leukemia (60–62). Preliminary data suggest that HIF-1/2α inhibitors are clinically beneficial for patients; however, there is a concern about the tumor resistance developing to these therapies. To further understand how this resistance develops, it would be essential to assess how these drugs affect the anti-tumor immune responses.

NK cells display impaired cytotoxic activity against tumor cells in the hypoxic TME than in normoxic conditions. In contrast, ADCC remained unaffected by hypoxia (20). Solocinsky et al. proposed a model potentiating ADCC using an engineered NK92 cell line, named as high affinity NK cells (haNK). haNK cells are engineered with a high affinity CD16 (V/V 158 polymorphism) as well as endowed with IL-2 production. haNK performed better against the solid tumor cell lines EGFR+ in combination with Cetuximab and hypoxia exposure in comparison to NK cells isolated from healthy donors. The increased tumor killing under hypoxia might be due to low pSTAT3 as well as to the constant IL-2 presence (63). However, lack of in vivo models as well as the functional differences between NK92 and primary NK cells suggest the need for further investigation in pSTAT3 and IL-2 implication under hypoxia.

In the damaged skin, another pathological hypoxic niche (64), HIF-1α-/- cKO mice displayed impaired wound healing and bacterial clearance, as well as less IFNγ production in comparison to wild type mice. Accordingly, mouse VHL-/- NK cells showed the opposite phenotype to HIF-1α-/- NK cells (64). In a mouse model of MCMV infection, HIF-1α was required in NK cells for metabolic adaptation and survival to the virus infection (65). In the TME context, there is a wide variety of tumor-associated bacteria (the tumor microbiome) (66). Kasper et al. reported that in colorectal tumors, the presence of anaerobic bacteria alters TME features in vitro (67). In addition to the bacteria presence, even if their relevance for the tumor development is a controversial subject, viruses such as Epstein-Barr-Virus (EBV) or Human Papilloma Virus (HPV) are associated to solid tumors (68). Hence, if NK cells can potentially encounter hypoxic TME, microbiome and virus infected cells, HIF-1α role could be even more intricate.

In summary, the TME is a complex milieu that changes and disrupts adaptive and innate immune cell interactions. HIF-1/2α are key players for immune cell regulation under hypoxia, with positive and negative impacts on their effector functions. Finally, NK cells show alterations in metabolism, phenotype and function under hypoxia. Taken together, HIFs might serve as promising targets for future cancer immunotherapies.




3 Physiological Hypoxia: Decidua Milieu and NK Cells


3.1 The Maternal-Fetal Interface

The oxygen concentration measurable around the fetal implantation site is comparable to the known conditions in the tumor microenvironment and therefore, in this review, we want to emphasize common features that can be used in immunological research regarding both circumstances. Peter Medawar with his question how a pregnancy can be sustained, although the fetus is a hemiallogeneic foreign body, was one of the first to describe the paradox of pregnancy (69).

The oxygen tension at the maternal-fetal interface proves to be instrumental in forming the fetus’s placenta during the early stage of pregnancy (70). With an oxygen concentration of 2-5%, the uterus also shows a hypoxic environment, less hypoxic, but similar to the TME (71). It has been reported that the oxygen tension is constantly rising in early pregnancy, at the end of the first trimester, until the maternal-fetal blood flow is fully established at week 12 (72). The extravillous trophoblasts connecting the fetal placenta with the maternal decidua are shown to be oxygen sensitive and to be degraded by oxidative stress (73). Also, the oxygen concentration during early pregnancy has a direct influence on the differentiation of fetal cytotrophoblasts, and their ability to invade the uterus and form the placenta dependent on their position within the uterine environment, which seems to include an oxygen gradient increasing towards the uterine surface (74, 75). HIF-1α is shown to be involved in the differentiation process and gene activation in placental cytotrophoblast, according to the oxygen concentration they encounter (76).



3.2 Role of NK Cells at the Maternal-Fetal Interface

Decidual NK cells (dNKs) comprise the majority of tissue-resident lymphocytes in the decidua. About 50-70% of the decidual lymphocytes are dNKs (77). Contrary to the circulating peripheral blood NK cells (pbNKs), the majority of dNKs display CD56bright CD16neg phenotype (78). Moreover, in stark contrast to the pbNKs, dNKs do not show cytotoxic behavior. Predominantly, they are engaged in the production of cytokines, growth factors and angiogenic molecules to further support the early pregnancy and promote placentation and angiogenesis at the maternal-fetal interface (78, 79).

Although dNKs do express the same activating and inhibitory receptors on their surfaces as the pbNKs, recent publications showed that engagement of some receptors displayed different effects at the maternal-fetal interface (80). Although being part of the innate immune system, especially at the maternal-fetal interface, evidence for “memory” was found (80). The ability to show adaptive behavior is not only found in dNK cells, but is a feature discovered in NK cells previously (81). It was shown that previous infection and exposure of NK cells to an antigen led to an increased reaction and IFNγ secretion upon re-challenge with the same pathogen (81). This feature has been studied in mice and was previously only hinted at in humans by epidemiological data (82). In 2004, studies investigating the influence of CMV infection on the human immune system revealed that a previous hCMV infection led to a significant increase in the detectable NKG2C+ population of NK and T cells in human blood donors (83). In the study of Gamliel et al. a similar correlation was seen in humans following the first pregnancy (80). It was reported that secondary pregnancies were accompanied by an expansion of the NKG2C+ population among dNK cells, which also showed an expansion of the peripheral blood NK cells inhibitory receptor LILRB1 bearing cells population. This population expansion was correlated by an increased cytotoxic dNK phenotype subset, secreting higher amounts of IFNγ and VEGFa upon stimulation than comparable samples from first pregnancies (80).



3.3 The Two Faces of Hypoxia During Pregnancy

dNK cells can be distinguished from pbNK cells by their display of surface receptors and by their “behavior”. Cerdeira et al. proposed an interesting angle to where dNK cells come from. In this proposed theory, hypoxia plays an important role in the adaptation of NK cells to the uterus and the pregnancy. They investigated the maturation of pbNK cells into dNK cells by the usage of a mixture of hypoxia, TGF-β1, and a demethylating agent, 5-aza-2′-deoxycytidine (Aza), reproducing the distinct features of dNK cells in vitro (84). This reaction towards the dNK phenotype would enable the cells to fulfill their immanent tasks at the maternal-fetal interface during the early weeks of pregnancy, including (1) the recognition of extravillous trophoblast invading the uterine tissue by their histocompatibility antigens via killer inhibitory receptors (KIRs) limiting the specifically trophoblast-derived remodeling of spinal arteries in the uterine wall, and (2) promote spinal artery development in the uterus (85). Therefore, the abundance and sensitivity of KIRs are one of the hallmarks of distinguishing dNK cells from pbNK cells.

The migration of NK cells towards the uterus is mediated by trophoblasts during the early pregnancy via secretion of a wide range of cytokines and chemokines associated with inflammation, like TGF-β, IL-6, CXCL8/IL-8, CXCL12/SDF1, and CCL2/MCP1 (86, 87). These factors are not only in charge of recruiting the NK cells, but also influence their function in the uterus, and mediate the interaction between immune cells and endothelial cells lining the uterus, leading to the remodeling of decidual spiral arterial walls (86).

During hypoxia, in the early pregnancy, not only HIF-1α is involved in modulation of the local gene expression to accommodate the changed physiology of the implantation site. Soares et al. list in their review several components of the hypoxia/HIFs signal transduction cascade involved in the gene expression modifications (88), including PHD2, VHL, FIH1, CITED2, COMMD1, and miR-210 (88). In order to evaluate the importance of the different factors involved in the hypoxia-induced pathway, numerous crucial genes identified in this pathway were investigated separately and their absence during pregnancy elucidated. The individual knockout of most HIFs subunits in mice was described as fatal. Arnt-KO mice show critical impairment of placental vascularization and overall trophoblast invasion into the decidua at E9.5 (76). In addition, Hif1α-deficient mice showed impairments of placentation, but on top of this, the deficiency emphasized the importance of this gene for dNK and trophoblast recruitment and their subsequent cell fate (89).

Another hypoxia regulated gene Egln1, was shown to be directly involved in pregnancy success, due to its lack being correlated with lethality of the progeny in uterus, and defects in heart development in surviving mice offspring produced by heterozygous gene depletion (90, 91). Deletions of Vhl lead to death in uterus due to the deficiency of vascularization, and hemorrhage and necrosis of the placenta in homozygous animals. Heterozygous offspring were reported to be viable (92). Commd1 deletion is associated with fetal death after 9.5 to 10.5 days in uterus due to deficient vascularization and developmental retardation of the pups. Interestingly, the downregulation of Commd1 expression was found to be associated with an upregulation of HIF-1α target genes, and an increased stability of HIF-1α (93). Other deletions of hypoxia-associated genes did not lead to fetal death in uterus, but to developmental impairments. Downregulation of Cited2 leads to embryonic growth retardation due to disruptions in the capillary network within the placenta, and the succeeding difficulties in the nutrient transport from the mother (94). In addition, a knockout of Fih1 does not seem to impact a negative pregnancy outcome in the murine model, but pups appear to be smaller and suffer from hypermetabolism (95). The miR-210 was proven to be non-essential for vascularization within the placenta, and therefore, no growth retardations have been seen in a miR-210 KO murine model (96). These evidence suggest that many genes involved in the hypoxia regulation in cells and tissues are directly associated with placentation and positive pregnancy outcome in mice.

On the one hand, HIF-1α is detrimental for the placentation, and the recruitment of dNKs and extravillous trophoblasts to the decidua during the first trimester of pregnancy (72, 97, 98) HIF-1α mRNA and protein upregulation was observed during preeclamptic pregnancy progression and is hinted to be involved in modulation of this malignancy (99–101).

HIF-1-AS2 is a long non-coding RNA (lncRNA) associated with HIF-1α expression modulation, and it was proven to inhibit PHLDA1, which is involved with apoptosis regulation, expression by binding to LSD1, a gene essential for demethylation, in fetal trophoblasts. This inhibition leads to invasion and migration of the trophoblasts, which are essential for proper placentation in pregnancy (102). However, prolonged hypoxia during pregnancy can lead to an increase of trophoblast apoptosis and suboptimal cell invasion during establishment of the early pregnancy, which ultimately can lead to the development of preeclampsia (74). The hypoxia regulation is achieved via FoXo3a (103). It has been shown that deregulation of the hypoxic pathway during pregnancy can lead to the development of preeclampsia. The downregulation of PHD-1, -2, and -3, which are regulators of the HIF-1α stability, is associated with preeclampsia (101). Nevertheless, not only destabilization of the HIF pathway has been observed to be disadvantageous for the pregnancy progression. Also, the potentiation of the signal by overexpressing HIF-1 proved to induce preeclampsia and intrauterine growth restrictions (IGUR) (101). This was not only shown in in vivo experiments performed on mice, but also in the clinics, in samples collected from human placenta (99, 100).

Preeclampsia is a pregnancy-specific state of disease, which affects 2-8% of all pregnancies, although this percentage varies across the world and demographic regions (104). This state is defined by increased blood pressure and proteinuria after the time of 20 weeks’ gestation and is still one of the leading causes of maternal mortality accompanied by other perinatal difficulties in the modern world (105). The increased blood pressure is sometimes accompanied by multi-organ perfusion problems, not limited to the placenta only (104). Despite being known and well observed in numerous cases, the predictions and treatment is still not entirely established, and there is only one effective cure to this disease - birth and removal of the placenta (104). Different severity levels of preeclampsia have been defined, but in the scope of this review, we will focus on the maternal-fetal interface in the extreme case. Although the leading causes of preeclampsia still remain elusive, disturbed placental development has been observed on a large scale, too large to be ignored as a possible correlation (106) In this regard, a multistep process has been identified that induces proper placentation, and includes NK cells that are homed to the uterus in the beginning of pregnancy (78, 107, 108). The proper connection of trophoblasts with the endometrial inner lining of the uterus, the decidua, is essential to enable proper perfusion of the developing placenta during the first trimester and preserve the proper oxygen limited conditions to maintain the placentation (72, 109). Jauniaux et al. reported that hypoxic conditions in the murine placenta during the first trimester only switched to normoxia once the perfusion of the placenta is completely established at the end of the first trimester (73). This time marks a stage of fast development of the decidua, since the differentiation of cytotrophoblast is driven by oxygen exposure (76). Cytotrophoblasts generated by the fetal mass proliferate in low concentration of O2, keep their undifferentiated characteristics, and differentiate into tissue with increasing O2 concentration towards the uterine wall (76). In the non-pathogenic state, this differentiation leads to the formation of the placenta, after invasion of the trophoblasts into the uterine wall (76). Insufficient connection and irregular blood flow can lead to fetal deficiencies, including restricted growth and preeclampsia (109). Developmental difficulties during this stage induces an insufficient invasion of spiral arteries in the placenta resulting in nutrition deficiencies of the fetus and irregular perfusion of the placenta, leading to hypoxic conditions at the site of invasion. These hypoxic conditions can enhance the formation of reactive oxygen species, therefore causing oxidative stress (110, 111). The reasons for limited trophoblast invasion are still not entirely discovered, but the maternal immune reaction towards the fetus in this dire situation could not be too far-fetched (112–114).

Intrauterine growth restriction (IUGR) is not a disease itself, but rather a manifestation of different states of disease, maternal and fetal, under one term. The reasons for growth restrictions can be manifold, from chromosomal aberrations of the fetus to maternal environmental and risk factors. IUGR is defined as a fetus weighing less than the 10th local percentile at birth, although the birth weight varies with demographic and geographic regions, and this has to be considered in the weight assessment (115). Abnormal placental development might also be involved in the reduced weight of infants affected by IUGR (116). In addition, hypoxic disorders of the mothers can be a reason for IUGR (115).

This compendium of hypoxia-related effects in the placenta and at the maternal-fetal interface stresses the fine balance of oxygen concentration in this environment. On the one hand, hypoxia is urgently needed during the first trimester of pregnancy to home pbNK cells towards the uterus, and presumably, transform them into dNK cells to enable proper angiogenesis of the placenta and fetus. On the other hand, surpassing the appropriate amount of hypoxia will lead to a severe state of disease endangering both mother and child, as well leading to severe growth restrictions of the developing fetus. Altogether, the effects of hypoxia and its related genes are manifold during pregnancy, and mouse models show that many of the genes are actually essential for the positive outcome of pregnancy.




4 Conclusion

Placenta thrives under chronic hypoxia and is even developmentally dependent on this condition. In both milieus, the placenta and the tumor microenvironment there is a high complexity and delicate balance between healthy and disrupted immune regulation. In Figure 2, we depicted the placenta and the tumor microenvironment and their delicate cellular interplay. As discussed in this review, the chronic hypoxic phenotype is not an immediate event, but can be rather part of a developmental and growth process as seen during pregnancy, where there is a profound impact on transcriptome and protein expression in all cells exposed in order to achieve adaptation to low oxygen concentration.




Figure 2 | Schematic representation of the uterine hypoxic milieu and the tumor environment with special attention drawn to the present NK cell subtype and their development under hypoxic conditions: The uterine milieu shows a maturation of peripheral blood (pb)NK cells to decidual (d)NK cells, which are expressing a more angiogenic phenotype with various inhibitory NK cells receptors expressed in their surface; the tumor microenvironment depicts several inhibitory or activating effects with induced hypoxia on resident immune cells, which leads to an overall negative influence on the immune reaction at the tumor side. Created with BioRender.com.



Vascularization is a crucial point in both systems. In pregnancy the oxygen gradient is essential, to provide oxygen and nutrients to the developing fetus, and facilitate correct trophoblast migration and maturation. In contrast, neoangiogenesis in the TME is unhealthy and prompted to have irregular irrigation in tissues, inefficient oxygen and nutrition distribution, which negatively affects the immune cells.

An intriguing fact about the lack of oxygenation that is also a physiological trace, is that NK cells have the ability of adapting and not damaging the surrounding tissue in the process. However, this is not always the case. Whereas chronic hypoxia in the tumor context is presumably deleterious for NK cells (affecting not only mRNA and protein expression but also metabolism), in the pregnancy context, moderate and perfectly timed hypoxia is needed for optimal fetus development, and the generation and specification of a subset of NK cells, the dNKs. However, hypoxia is also associated with negative clinical conditions in pregnancy, such as preeclampsia or IGUR. dNK cells exposed to hypoxia with sustained HIF-1α activity contribute to pregnancy failure endangering mother and fetus against their innate property. In the tumor context, the role of HIF-1α in hypoxic NK cells is yet controversial; however, previous reports suggest its pivotal role for tumor burden and disease progression.

In addition to the implication in disease development, the hypoxic conditions in the placenta are reversible. When the switch between first and second trimester is successfully executed, the pregnancy continues under normoxia. If it stays under hypoxia or if hypoxia is never reached, the pregnancy fails due to the lack of proper vascularization of the placenta and therefore lack of fetal support. In solid tumors, reversing to normoxic conditions would correlate with tumor removal or healthy vasculature, but multiple immune cells have an altered phenotype that is either more active or inhibited in the tumor niche, which makes the natural normoxic switch unlikely. Nevertheless, in vitro models using human NK cells, exposing them from normoxia with concomitant 1.5% O2 culture conditions partially reversed their immunosuppressed phenotype (50). Altogether, current data suggests the plasticity of both milieus, and the potential ability of NK cells to reprogram themselves depending on hypoxic-normoxic environmental conditions.

In this review, we focused on the impact of hypoxia and the role of the HIF-1α transcription factor, but its role must be considered in the context of the whole cascade of genes involved with adaptation to hypoxic conditions. Therefore, hypoxic milieus are highly heterogeneous regarding the expression and regulation of genes associated with hypoxia, with the central role of HIFs in vascularization and metabolism.

The ability of NK cells to enhance tumor clearance is abrogated in the hypoxic “cold” TME. Considering potential factors that could reverse the TME to a “hot” tumor status, manipulation of the hypoxia pathway as well as angiogenesis-related proteins in NK cells showed promising results in vitro and in vivo so far. However, the role of HIF-1α in NK cells in the hypoxic TME is still controversial. On the one hand, it could enhance a “hot” tumor status by producing healthy vasculature and therefore enhancing drug delivery. On the other hand, previous reports suggest the negative effect of HIF-1α for cytokine production and tumor surveillance promotion. In order to answer these questions, further research assessing the correlation between mouse lines and human NK samples should be performed. Comparing the findings in the TME so far with the gene regulation cascades found at the maternal-fetal interface regarding the dNK subset, there is strong evidence that hypoxia-related cell alteration is used during the tissue maturation in order to modify the activity of immune cells. The uterus proves to be a hypoxic environment during the first trimester of pregnancy, and we see a very distinctive switch of the formerly cytotoxic pbNK cells to the less cytotoxic and angiogenesis-supporting dNK cells through exposure of hypoxia and cytokines (84). This event can potentially show us a way in the future to manipulate cells in order to change their behavior to improve their efficacy for immunotherapy of cancer patients, by adapting them to a different milieu.

The more we learn about hypoxia, the more implications can be linked, which could be a source for therapeutic approaches surpassing the limitations of these specific environments. In this regard, hypoxic environment is found in many different tissue compartments (both in developmental processes and malignancies). Due to the improvement methods and possibilities of investigation, the field of immunology (innate and adaptive) and hypoxia, is expected only to grow in importance. For example, the field of lymphocytes in hypoxic environment its deeming its own review in topics such other lymphocyte subsets (such as ILCs) in other aspects of hypoxia. Findings from the hypoxia-field could inspire novel approaches of immune therapies that can be utilized not only in cancer treatment, but also in treatment of adverse pregnancy outcomes.
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Myeloid-derived suppressor cells (MDSCs) are known to promote tumor growth in part by their immunosuppressive activities and their angiogenesis support. It has been shown that Bv8 blockade inhibits the recruitment of MDSCs to tumors, thereby delaying tumor relapse associated with resistance to antiangiogenic therapy. However, the impact of Bv8 blockade on tumors resistant to the new immunotherapy drugs based on the blockade of immune checkpoints has not been investigated. Here, we demonstrate that granulocytic-MDSCs (G-MDSCs) are enriched in anti-PD1 resistant tumors. Importantly, resistance to anti-PD1 monotherapy is reversed upon switching to a combined regimen comprised of anti-Bv8 and anti-PD1 antibodies. This effect is associated with a decreased level of G-MDSCs and enrichment of active cytotoxic T cells in tumors. The blockade of anti-Bv8 has shown efficacy also in hyperprogressive phenotype of anti-PD1-treated tumors. In vitro, anti-Bv8 antibodies directly inhibit MDSC-mediated immunosuppression, as evidenced by enhanced tumor cell killing activity of cytotoxic T cells. Lastly, we show that anti-Bv8-treated MDSCs secrete proteins associated with effector immune cell function and T cell activity. Overall, we demonstrate that Bv8 blockade inhibits the immunosuppressive function of MDSCs, thereby enhancing anti-tumor activity of cytotoxic T cells and sensitizing anti-PD1 resistant tumors. Our findings suggest that combining Bv8 blockade with anti-PD1 therapy can be used as a strategy for overcoming therapy resistance.
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Introduction

Cancer immunotherapy has undergone a quantum leap in recent years owing to the elucidation of mechanisms underlying tumor immune escape. The discovery of immune checkpoint proteins has led to the development of a new generation of cancer immunotherapies in the form of immune checkpoint inhibitors (ICIs) that activate anti-tumor immunity mediated by host cells (1). CTLA-4, PD-1 and its ligand, PD-L1 are immune checkpoint proteins for which therapeutic antibodies have been developed and approved by the FDA for the treatment of a variety of cancers (2). These drugs demonstrate promising and remarkable successes for the treatment of advanced malignancies such as melanoma, non-small cell lung cancer (NSCLC), renal cell carcinoma, and some hematological malignancies (2–6). However, the therapeutic benefit of these drugs is limited to a small proportion of treated patients, with the majority of patients considered intrinsically resistant to such therapies (7), some of whom may even display a hyperprogressive disease (8, 9). Thus, additional preclinical and clinical research focusing on the potential mechanisms of resistance to ICI therapy is worthy.

Myeloid-derived suppressor cells (MDSCs) are a heterogeneous population of immunosuppressive, immature myeloid cells implicated in various pathological conditions (10). MDSCs are classically subdivided into two major categories: neutrophil-like, polymorphonuclear MDSCs (PMN-MDSCs, defined as CD11b+ Ly6Ghi)), and monocyte-like, monocytic MDSCs (M-MDSCs, defined as CD11b+ Ly6Chi) (11) (12, 13). The relative abundance of MDSCs in the tumor microenvironment is associated with clinical outcome and responsiveness to anticancer drugs (14). Previous studies highlighted the pro-angiogenic activity of MDSCs in tumors. Increased levels of MDSCs contributed to tumor refractoriness in tumors treated with anti-VEGF antibodies (15). Among the factors secreted by MDSCs are prokineticin (Bv8), a protein supporting VEGF-independent tumor angiogenesis. Consequently, blocking the Bv8 axis decreases tumor expansion and recruitment of MDSCs leading to decreased tumor progression following antiangiogenic therapy resistance (16). Thus, anti-Bv8 antibodies have been developed as a drug to increase the duration of response of anti-VEGF therapy and minimize refractoriness, via the inhibition of MDSC recruitment to tumors.

In addition to their pro-angiogenic effect, MDSCs in tumors play a role in resistance to ICI therapy, owing to their immunosuppressive activity thereby inhibiting anti-tumor immunity (17). In this regard, we have previously demonstrated that the host effect to anti-tumor immunity derived by ICI therapy, is counteracted by elevated levels of immunosuppressive immune cells such as MDSCs and immunosuppressive macrophages (18). We demonstrated that these effects contributed to tumor regrowth negating the anti-tumor activity of the drug. Thus, these collective effects may contribute to immunotherapy resistance (19). However, the effect of blocking the recruitment of MDSCs to tumors using anti-Bv8 antibodies has never been studied.

Here we show that anti-Bv8 treatment sensitizes tumors otherwise resistant to anti-PD1 therapy in various preclinical models. We demonstrate that the addition of anti-Bv8 antibodies to anti-PD1 therapy increases cytotoxic T cell activity and reduces G-MDSCs in tumors. In vitro, anti-Bv8 antibodies inhibit the immunosuppressive function of MDSCs, and promote the secretion of factors involved in anti-tumor immunity. This study suggests that anti-Bv8 antibodies have the potential to be used therapeutically to sensitize ICI therapy-resistant tumors.



Results


Myeloid Cells Are Enriched in Anti-PD1 Resistant Tumors

To identify immune cell types involved in ICI therapy resistance, we compared immune cell composition in orthotopically implanted breast carcinoma tumors displaying spontaneous sensitivity or resistance to treatment. To this end, BALB/c mice were implanted with EMT6 breast carcinoma cells which are known to partially respond to ICI therapy (18, 20). When tumors reached a size of 50 mm3, treatment with anti-PD1 or IgG control antibodies was initiated twice a week for two weeks. Tumor growth was assessed regularly. As expected, response to anti-PD1 treatment was observed in some, but not all, mice. Tumors that did not respond to treatment exhibited a similar growth rate to tumors implanted in control IgG-treated mice (Figures 1A, B). At day 18, a clear separation between responding and non-responding tumors to anti-PD1 therapy was observed, which indicated the endpoint of this experiment. At this point, mice were sacrificed, and tumors were prepared as single-cell suspensions to evaluate immune cell composition. Tumors that responded to anti-PD1 treatment exhibited a substantial decrease in G-MDSCs and an increase in lymphoid cells (mostly CD8+ T cells) in comparison to non-responding anti-PD1-treated tumors (Figure 1C, and Figure S1A for validation). Notably, no significant changes in the levels of immune cells were observed in the blood, although a trend towards decreased anti-tumor lymphoid cells was apparent in non-responding mice (Figure S1B). These results support previously published studies reporting the role of MDSCs in ICI therapy resistance (21).




Figure 1 | EMT6 tumors exhibit differential response to anti-PD1 therapy. (A, B) Eight-to-ten week old BALB/c mice (n=5-6/group) were implanted with EMT6 cells (5x105/mouse) in the mammary fat pad. When tumors reached 50 mm3, treatment with anti-PD1 or IgG control antibodies was initiated twice a week for two weeks. Tumor growth was assessed regularly (A). At end point, mice were stratified into groups based on their response to treatment. Responders (R) and non-responders (NR) are shown in the spider plot (B). (C) Tumors from control mice (IgG) and anti-PD1-treated responder (R) and non-responder (NR) mice were removed and prepared as single-cell suspensions. Granulocytic and monocytic MDSCs (G-MDSC and M-MDSC, respectively) as well as non-activated and activated CD8+ T cells were quantified using flow cytometry and presented as the percentage from CD45+ cells. The average percentage ± SD for each cell type is shown in a bar graph. Statistical significance was assessed by one-way ANOVA followed by Tukey post-hoc test. Significant p values are shown as **p<0.01 and ***p<0.001 from control or otherwise indicated in the figure.





Bv8 Blockade Sensitizes Anti-PD1 Resistant Tumors

MDSCs have been demonstrated to support tumor angiogenesis and immunosuppression (11). Previous studies reported that Bv8 blockade inhibits the colonization of MDSCs in tumors and promotes anti-angiogenic activity independent of VEGF (22). We, therefore, asked whether inhibiting the tumor recruitment of MDSCs using anti-Bv8 antibodies sensitizes anti-PD1 resistant tumors. To this end, EMT6 tumors were implanted in BALB/c mice, and when tumors reached 50 mm3, treatment with anti-PD1 or IgG control antibodies was initiated for 10 days. The anti-PD1-treated mice were then stratified into groups based on their response to treatment (as shown in Figure 1). Anti-PD1 sensitive mice continued anti-PD1 monotherapy, while anti-PD1 resistant mice were either treated with a combination of anti-PD1 and anti-Bv8 antibodies or continued anti-PD1 monotherapy for one week. IgG-treated control mice were either switched to anti-Bv8 antibody monotherapy or continued receiving IgG control antibodies (Figure 2A). As shown in Figure 2B, the growth rate of anti-PD1 resistant tumors in mice receiving anti-PD1 monotherapy was similar to that in control mice receiving IgG or anti-Bv8 monotherapies. However, in comparison to these three groups, tumor growth was significantly reduced in mice treated with the combination of anti-PD1 and anti-Bv8 antibodies, suggesting a sensitization of the tumor to anti-PD1 therapy. At endpoint, tumors were removed, and immune cell composition was analyzed. Tumors from mice treated with a combination of anti-PD1 and anti-Bv8 antibodies exhibited a significant reduction in the levels of G-MDSCs and a significant increase in the levels of activated CD8+ T cells in comparison to anti-PD1 resistant tumors from mice receiving anti-PD1 monotherapy. In addition, a trend toward increased anti-tumor lymphoid cells (i.e., CD8+ T cells) was also observed in tumors from mice treated with the combination therapy (Figure 2C and Figure S2A for validation). Consistent with the results shown in Figure S1, no significant changes were observed in the levels of myeloid and lymphoid cells in the peripheral blood of mice in the different treatment groups (Figure S2B). Comparable effects on tumor growth rates and immune cell composition were observed in Lewis lung carcinoma (LLC) and renal cell cancer (RENCA) models, both of which are considered non-responsive to anti-PD1 therapy (23, 24). Evidently, in both tumor models, tumor growth was substantially inhibited in mice treated with anti-PD1 and anti-Bv8 combination therapy (Figures S3A and S4A). In addition, the tumor levels of G-MDSCs were significantly reduced, and activated CD8+ T cells were significantly increased in the combination therapy groups, while no changes in peripheral blood lymphoid and myeloid subsets were observed (Figures S3B, C and S4B, C). Of note, in the LLC tumor model, anti-Bv8 monotherapy reduced tumor growth to some extent, probably due to its anti-angiogenic effects (25, 26). In addition, we found the mRNA levels of Bv8 and its receptor PRK2 are primarily expressed in MDSCs and not in T cells or EMT6, RENCA, and LLC cancer cells. These results further indicate that anti-Bv8 therapy most likely affects the activity of MDSCs (Figure S5). Taken together, these results demonstrate that Bv8 blockade sensitizes anti-PD1 resistant tumors, probably due to its effect on inhibiting the tumor colonization of MDSCs and increasing the anti-tumor immunity.




Figure 2 | Bv8 blockade sensitizes anti-PD1 resistant tumors. Eight-to-ten week old BALB/c mice (n=6-10 mice/group) were implanted with EMT6 cells (5x105/mouse) in the mammary fat pad. When tumors reached 50 mm3, treatment with anti-PD1 or IgG control antibodies was initiated twice weekly and tumor growth was monitored. After three drug administrations, the mice were stratified according to their response to treatment. Responder (R) mice continued anti-PD1 monotherapy. Non-responder (NR) mice were either treated with a combination of anti-PD1 and anti-Bv8 antibodies or continued anti-PD1 monotherapy. IgG-treated control mice were either switched to anti-Bv8 antibody monotherapy or continued receiving IgG control antibodies. (A) Treatment regimens for each group are shown. (B) Tumor growth per group is shown. (C) At the endpoint, tumors were removed and subsequently prepared as single-cell suspensions for the analysis of granulocytic and monocytic MDSCs (G-MDSC and M-MDSC, respectively) as well as non-activated and activated CD8+ T cells using flow cytometry. The results are presented as the percentage from CD45+ cells. The average percentage ± SD for each cell type, is shown in a bar graph. Statistical significance was assessed by one-way ANOVA followed by Tukey post-hoc test. Significant p values are shown as *p<0.05; **p<0.01; ***p<0.001 from control or otherwise indicated in the figure.





Bv8 Blockade Counteracts Tumor Hyperprogression Following Anti-PD1 Therapy

A number of clinical studies demonstrate that ICI therapy is sometimes followed by tumor hyperprogression in some cancers (8, 27). For example, in head and neck squamous cell carcinoma, ~30% of ICI-treated patients display hyperprogressive tumors (28). In our EMT6 breast carcinoma model, a trend towards hyperprogressive tumor phenotype was observed in a subset of anti-PD1-treated mice already on day 17 following tumor implantation. Such mice displayed a faster tumor growth rate in comparison to IgG-treated control mice (Figure 3A). At this point (day 17), levels of G-MDSCs were significantly higher in the hyperprogressive tumors compared with responding (R) and non-responding (NR) tumors, while levels of activated cytotoxic T cells were substantially reduced when compared to responding (R) tumors. No significant changes in the levels of MDSCs and T cells were found in the blood (Figure S6). Interestingly, the addition of anti-Bv8 antibodies to anti-PD1 treatment on day 17, resulted in attenuated hyperprogression in comparison to mice treated with anti-PD1 monotherapy (Figure 3B). We also observed that tumors from the combined therapy group displayed a substantial decrease in G-MDSCs and an increase in activated cytotoxic T cells. Such changes were not observed in the blood (Figures 3C, D). These results indicate that Bv8 blockade counteracts the hyperprogressive tumor phenotype sometimes occurring following anti-PD1 therapy.




Figure 3 | Anti-Bv8 treatment inhibits the growth of hyperprogressive tumors following anti-PD1 therapy. (A) A subset of EMT6 tumor-bearing BALB/c mice treated with anti-PD1 shown in Figure 2, displayed accelerated tumor growth, termed hyperprogression (HP) when compared to IgG control (n=6 mice), shown on day 17. At this time, the mice were treated with anti-PD1 in combination with anti-Bv8 or anti-PD1 as a monotherapy (n=3 mice/group). (B) Tumor growth in individual mice is shown in a spider plot. (C, D) At the endpoint, tumors and peripheral blood were harvested. Granulocytic and monocytic MDSCs (G-MDSC and M-MDSC, respectively) as well as non-activated and activated CD8+ T cells in tumor single-cell suspensions (C) and peripheral blood (D) were quantified by flow cytometry, and presented as the percentage from CD45+ cells. The average percentage ± SD for each cell type, is shown in a bar graph. Statistical significance was assessed using unpaired two-tailed t-test. Significant p values are shown as *p<0.05; **p<0.01; ***p<0.001.





Bv8 Blockade Enhances Cytotoxic T Cell Anti-Tumor Activity

To further understand how Bv8 blockade promotes the sensitization of anti-PD1 resistant tumors, we next studied the effect of anti-Bv8 antibodies on cytotoxic T cell activity in vitro. To this end, MDSCs and CD8+ T cells were isolated from splenocytes obtained from EMT6 tumor-bearing mice. Isolated MDSCs were first cultured with anti-Bv8 or IgG control antibodies and evaluated for apoptosis. An increase in the levels of apoptotic MDSCs was found in the presence of anti-Bv8 compared to control, further indicating that anti-Bv8 reduces MDSC viability (Figures 4A, B). We then further characterized the immunosuppressive activity of MDSCs in the presence of anti-Bv8 therapy. To this end, Gr1+ cells were isolated from the EMT6 tumors of mice treated with anti-Bv8 or control. The cells were then analyzed for several immune-modulating associated genes including IDO, ROS1, iNOS, and Arg1. The mRNA levels of IDO, ROS1, and iNOS were substantially higher in MDSCs obtained from anti-Bv8 treated tumors compared to control, while mRNA levels of Arg1 did not significantly change (Figure S7). These results further suggest that anti-Bv8 antibodies inhibit the immunosuppressive activity of MDSCs.




Figure 4 | Anti-Bv8 treatment inhibits the immunosuppressive function of MDSCs. (A, B) MDSC (Gr1+ cells) were isolated from the spleens of EMT6 tumor-bearing mice. The cells were cultured with anti-Bv8 or IgG control antibodies for 24 hours. Cell viability was assessed by 7AAD using flow cytometry, and presented by dot plot (A) followed by a summary graph (B). (C) MDSCs and CD8+ T cells were isolated from the spleen of EMT6 tumor-bearing mice. MDSCs and CD8+ T cells were co-cultured in the presence of anti-Bv8 or IgG control antibodies, and T cell state was evaluated by flow cytometry. Shown are percentages of CD8+ T cells, activated CD8+ T cells, Effector/memory CD8+ T cells, naïve CD8+ T cells, proliferating CD8+ T cells, and granzyme B expressed in the co-culture media. (D, E) MDSCs and CD8+ T cells isolated from the spleen of EMT6 tumor-bearing mice (n=5 mice) were cultured with EMT6 cells as described in Materials and Methods. Tumor cell killing was assessed by flow cytometry (D) and Incucyte (E). Representative images at the 10-hour timepoint are shown on the right. Scale bar= 100μm. Statistical significance was assessed by one-way ANOVA followed by Tukey post-hoc test. Significant p values are shown as * p<0.05; ** p<0.01; *** p<0.001 from control or otherwise indicated in the figure.



Next, MDSCs were co-cultured with CD8+ T cells in the presence or absence of anti-Bv8 antibodies, and the activity of CD8+ T cells was then assessed. As expected, MDSCs significantly reduced the percentage of activated and effector CD8+ T cells in comparison to the control culture comprised of CD8+ T cells alone. However, when anti-Bv8 antibodies were added to the MDSC and T cell co-culture, activated and effector CD8+ T cells were restored to control levels, and the levels of naïve and proliferating CD8+ T cells were significantly and substantially increased. These effects were accompanied by increased granzyme B expression measured in the cultured medium (Figure 4C). To further investigate the effect of MDSCs and anti-Bv8 antibodies on the functional activity of T cells, EMT6 cells were co-cultured with MDSCs and T cells in the presence or absence of anti-Bv8 antibodies, and T cell-mediated tumor cell killing was assessed by flow cytometry and Incucyte. As expected, MDSCs inhibited tumor cell killing activity of CD8+ T cells owing to their immunosuppressive function. Importantly, the addition of anti-Bv8 antibodies to the system counteracted MDSC-mediated immunosuppression, as evidenced by enhanced tumor cell killing activity (Figures 4D, E). These findings demonstrate that Bv8 blockade enhances the anti-tumor activity of CD8+ T cells in part by inhibiting the immunosuppressive function of MDSCs.



MDSCs Secrete Factors Associated With Anti-Tumor Immunity in Response to Bv8 Blockade

Thus far, our findings demonstrate that Bv8 blockade inhibits the immunosuppressive function of MDSCs, thereby enhancing anti-tumor activity of cytotoxic T cells and sensitizing anti-PD1 resistant tumors. We next sought to identify the specific factors secreted by MDSCs in response to Bv8 blockade. To this end, MDSCs were isolated from the spleens of EMT6 tumor-bearing mice using magnetic beads. The cells were then cultured in the presence of anti-Bv8 or IgG control antibodies for 24 hours. Conditioned medium (CM) was collected and subsequently applied to a protein array to quantify the levels of ~110 proteins, the majority of which are immune-related factors (Figure 5A). Approximately 50 factors were found to be substantially elevated (Log2 FC>0.5) in the CM of MDSCs cultured in the presence of anti-Bv8 antibodies in comparison to the control (Figure 5B). The factors were associated with biological pathways such as activation of T cells, and lymphocyte activation (Figure 5C), in line with the in vitro results demonstrating enhanced cytotoxic T cell activity (Figure 4). Of note, some biological processes identified were associated with angiogenesis process, indicating the role of Bv8 in angiogenesis (29). Collectively, our findings demonstrate that Bv8 blockade affects MDSC function and not only recruitment to anti-PD1-treated tumors, thereby promoting biological processes associated with anti-tumor immunity.




Figure 5 | Anti-Bv8-treated MDSCs secrete proteins associated with anti-tumor immunity. MDSCs isolated form the spleen of EMT6 tumor-bearing mice were cultured with serum-free medium in the presence of anti-Bv8 or IgG control antibodies for 24 hours. Conditioned medium (CM) was applied on a murine protein array to quantify the levels of ~110 proteins as assessed by densitometry. (A) A heatmap representing the total proteins measured in the arrays. (B) The relative levels of selected proteins, plotted as a Log fold change (anti-Bv8 vs IgG treatment). (C) Selected proteins (log2FC>0.5) representing immunological biological processes were visualized by R package clusterProfiler. The size of the bubble represents the number of proteins involved in each biological pathway and the color of the bubble represents the fold change in the protein expression level.






Discussion

Immunotherapy based on ICIs has made a paradigm shift in oncology, significantly extending response duration in cancer patients with advanced metastatic disease (30). However, the majority of patients do not respond to such therapy for reasons that are not fully understood (31). Lack of cytotoxic T cell infiltration in tumors, loss of antigen processing (32), and inadequate cytotoxic anti-tumor cell function (33) are some of the mechanisms of resistance to ICI therapy. While cytotoxic T cell-mediated adaptive immunity acts to eliminate tumor cells, innate immune cells, in particular MDSCs, promote immunosuppressive functions that impair cytotoxic T cell activity and immunosurveillance, thus supporting tumor progression (34–36). For example, one study demonstrated that MDSCs induce downregulation of L-selectin in T cells, which further inhibits T cell activity and homing to lymph nodes or tumors (37). Here, we show that orthotopically implanted breast carcinoma tumors displaying spontaneous resistance to anti-PD1 therapy exhibit significantly higher levels of MDSCs, in comparison to tumors that respond to therapy. Our findings are consistent with clinical studies reporting an increased level of MDSCs in the blood of non-responding ICI-treated melanoma patients (38, 39). Although we did not find a significant change in the peripheral blood levels of MDSC subsets, a trend towards increased levels was observed. It is possible that this trend would be significant with larger sample size. We should note that while some studies evaluate MDSC immunosuppressive function by measuring the expression of Arg1, iNOS, TGFβ, and IL-10 (as reviewed in (11)), our study primarily assessed the phenotypic characteristics of MDSC subtypes, solely based on surface markers measured by flow cytometry. Yet, we showed that the expression level of Arg1, which is known for its immunosuppressive role in myeloid cells, did not change in response to anti-Bv8 therapy, the expression of IDO, ROS1, and iNOS was substantially higher following anti-Bv8 therapy, indicating that anti-Bv8 inhibits the immunosuppressive activity of MDSCs. Overall, our findings suggest that MDSCs play a key role in counteracting the therapeutic effect of anti-PD1 treatment.

Several strategies have been proposed to overcome resistance to ICI therapy, many of which are based on combination therapies. For example, in the clinic, ICI therapy has been evaluated in combination with chemotherapy, radiation, antiangiogenic drugs and targeted therapies (40). Preclinical studies have evaluated ICI therapy in combination with drugs that inhibit immunosuppressive cells in tumors. For example, it has been shown that blocking CXCR1/2, which inhibits MDSC function and trafficking, enhances T cell activation and antitumor immunity, thereby increasing response to anti-PD1 therapy (34). Other studies demonstrated the potential inhibition of MDSC immunosuppressive activity in combination with immunotherapy to improve outcomes (41–43). In our study, we utilize anti-Bv8 antibodies to inhibit the tumor recruitment and functioning of MDSCs. We demonstrate that treating tumor-bearing mice with a combination of anti-PD1 and anti-Bv8 antibodies sensitizes tumors that are resistant to anti-PD1 monotherapy. In addition, we found higher levels of MDSCs in hyperprogressive, anti-PD1-treated tumors. The combined treatment with anti-Bv8 and anti-PD1 antibodies reduces the number of MDSCs in tumors and attenuates hyperprogression. Overall, our findings highlight the role of MDSCs in resistance to anti-PD1 therapy. Importantly, we demonstrate that Bv8 blockade sensitizes anti-PD1 resistant tumors by inhibiting, in part, the tumor colonization of MDSCs and by increasing anti-tumor immunity. It should be noted, however, that our study is limited to the analysis of MDSCs and their major subsets. It is plausible that anti-Bv8 may directly or indirectly affect other immune cell types including NK cells, B cells, T regulatory cells, and dendritic cells. The analysis of the entire immune cell composition following anti-Bv8 therapy is worthy in subsequent studies.

Bv8 blockade was initially developed as a therapeutic strategy to sensitize tumors that are refractory to antiangiogenic therapy (26). Bv8 is a secreted protein initially identified in the skin (44). Along with EG-VEGF receptor, Bv8 receptor is expressed by several types of endothelial cells, playing a key role in angiogenesis (45). Previous studies demonstrated that Bv8 regulates myeloid cell activity and supports hematopoietic cell mobilization (15). Bv8 binds to its receptor PKR2 expressed by myeloid cells. The signaling of PKR2 is through ERK phosphorylation which supports myeloid cell mobilization and chemotaxis (46). Furthermore, it has been shown that G-CSF and GM-CSF increase the expression of PKR2 expressed by immune cells further supporting myeloid cell mobilization (47). Thus, treatment with anti-Bv8 antibodies reduces the number of MDSCs both in peripheral blood and tumors, and therefore contributes to an antiangiogenic effect, and reduced tumor growth (15). Our previous studies demonstrate that combining anti-Bv8 antibodies with chemotherapy reduces MDSC colonization in treated tumors, and inhibits angiogenesis (48). Thus, the antiangiogenic effect of Bv8 blockade is related, in part, to the inhibition of MDSC trafficking. Due to increased MDSC colonization in anti-PD1-resistant tumors, we reasoned that blocking Bv8 will enhance the therapeutic activity of anti-PD1 therapy by inhibiting the trafficking of MDSCs to tumors. Indeed, we show that Bv8 blockade sensitizes spontaneously resistant EMT6 tumors as well as other intrinsically resistant tumors (i.e., LLC and RENCA models). We should note that anti-Bv8 monotherapy also induced anti-tumor activity in some of the tumor models possibly due to its antiangiogenic activity. However, this issue requires additional investigation.

Bv8 blockade is primarily known for its inhibitory effect on MDSC trafficking to tumors leading to antiangiogenic activity (48). Our study suggests that Bv8 also affects the immunosuppressive function of MDSCs. Specifically, using in vitro co-culture systems of MDSCs and cytotoxic CD8+ T cells, we demonstrate that cytotoxic CD8+ T cell activation is enhanced in the presence of anti-Bv8 antibodies. These results suggest that Bv8 blockade inhibits the immunosuppressive function of MDSCs, and not only their recruitment to tumors. Indeed, we show that MDSCs cultured in the presence of anti-Bv8 antibodies secrete factors associated with increased lymphocyte activity, T cell effector and anti-tumor T cell activity.

In summary, our study demonstrates the therapeutic activity of anti-Bv8 antibodies when used in combination with anti-PD1 therapy. Treatment with anti-Bv8 antibodies directly inhibits MDSC trafficking to tumors, and reduces MDSC immunosuppressive function. These effects enhance anti-tumor immunity, sensitizing anti-PD1 resistant tumors. Therefore, combining Bv8 blockade with ICI therapy represents a potential strategy for overcoming immunotherapy resistance.



Materials and Methods


Cell Lines

EMT6 murine breast carcinoma, LLC murine Lewis lung carcinoma, and RENCA murine renal cell carcinoma cell lines were purchased from the American Type Culture Collection (ATCC, Manassas, VA, USA) and were used within 6 months of resuscitation. Cells were routinely tested to be mycoplasma-free. Cells were grown in Dulbecco’s modified Eagle’s medium (DMEM, SigmaAldrich, Rehovot, Israel), and supplemented with 5% fetal calf serum (FCS), 1% L-glutamine, 1% sodium pyruvate, and 1% Pen-Strep-Neomycin in solution, (Biological Industries, Israel). All cells were cultured in a humidified chamber in 5% CO2 at 37°C.



Murine Tumor Models

Female BALB/c or C57BL/6 mice (8-10 weeks of age) were purchased from Envigo, Israel. All mice were maintained under specific pathogen-free conditions in the animal facility located at the Rappaport Faculty of Medicine, Technion. All animal experiments were performed according to approved ethic guidelines.

EMT6 cells (5x105/50 µL serum free medium) were orthotopically injected into the mammary fat pad of BALB/c female mice. RENCA and LLC cells (5x105 cells/mouse) were subcutaneously injected into the flanks of 8–10-week-old female BALB/c and C57BL/6 mice, respectively. In all experiments, mice were randomly grouped before therapy. The number of mice per group is indicated in the figure. Tumor volume was measured twice a week with Vernier calipers and tumor volume was calculated by using the formula width2×length×0.5. When tumor size reached endpoint (approximately 1,000 mm3), the experiment was terminated, mice were sacrificed, and tumors were removed for further analysis.



Treatment Schedules and Drug Dosing

Treatment with anti-PD1 (clone RMP1-14, BioXCell) and/or anti-Bv8 (Genentech, clone 2D3) antibodies was initiated when tumors reached a size of ~50 mm3, unless otherwise indicated in the figure. The antibodies were administered twice a week at a dose of 100µg/mouse for anti-PD1 and 5 mg/kg for anti-Bv8, for up to a 2-week period or otherwise indicated. Control mice were injected with 100 µg/mouse IgG isotype control (BioXCell).



Single-Cell Suspension Preparation

Tumors were removed from mice, cut into small pieces, and transferred to gentleMACS™ C tubes (Miltenyi Biotec, Germany) containing 5 ml of RPMI medium supplemented with 20% FCS, 1% L-glutamine, 1% sodium pyruvate, and 1% Pen-Strep-Neomycin. Tumor pieces were subjected to homogenization using gentleMACS™ dissociator (Miltenyi Biotec, Germany), supplemented with 32 mg/ml dispase II (Godo Shusei Co., Ltd, Tokyo, Japan) and 38 mg/ml collagenase type 1 (Worthington Biochemical Corp, Lakewood, NJ, USA) and were incubated for 1 hour at 37°C in a shaker incubator. Tumor homogenates were strained through cell strainers (70 µl mesh size) into 50 ml tubes and subsequently centrifuged at 470 x g for 5 min. The supernatant is discarded, and the cell pellet was used for further analysis as described below. Peripheral blood (PB) was collected by submandibular vein puncture. The blood was collected into a tube containing 50 µl 0.1M EDTA. Red blood cells (RBCs) in tumor suspensions and peripheral blood were lysed using RBC-lysis buffer (0.8% ammonium chloride, Alfa Aesar, Haverhill, MA, USA, and 0.1M EDTA, Biological Industries, Israel). Pellets containing the isolated single cells were resuspended in PBS to the required volume for further experimental procedures and analysis.



Flow Cytometry Acquisition and Analysis

Different immune cell types in single-cell suspensions of tumor tissue or peripheral blood were quantified by flow cytometry. Cells were immunostained for different surface markers to define immune cell types including non-activated and activated CD8+ T cells, as well as granulocytic and monocytic MDSCs, as indicated in Table S1. The flow cytometry gating strategy is shown in Figure S8A. All monoclonal antibodies were purchased from BD Biosciences, R&D systems, or Macs Militenyi Biotec, and were used in accordance with the manufacturers’ instructions. At least 300,000 events were acquired using a Fortessa flow cytometer (BD Biosciences) and analyzed by FlowJo 7.6.1. (FlowJo, Ashland, OR).



In Vitro Co-Culture Assay

Gr1+ cells and CD8+ T cells were isolated from the spleens of EMT6 tumor-bearing mice using positive isolation EasySep Mouse PE, BioLegend, and MojoSort™ Mouse CD8 T Cell Isolation Kit, respectively. The Gr1+ cells (2x105 cells/ml) were seeded in 24 well plates and co-cultured with anti-Bv8 or IgG control antibodies (10 µg/ml) for 24 hours. Cells were then collected and immunostained for G-MDSCs or M-MDSCs. To analyze cell viability, the cells were stained with 7AAD and propidium iodide (PI) and analyzed by flow cytometry. In some experiments, Gr1+ cells (0.5x106 cells/ml) and CD8+ T cells (0.5x106 cells/ml) were co-cultured in a 24-well plate in the presence of anti-Bv8 or IgG control antibodies for 24 hours. Subsequently, the cells were collected and analyzed by flow cytometry to detect different immune cell states as indicated in the figure and in Table S1. The flow cytometry gating strategy is shown in Figure S8B. In some experiments, granzyme B was evaluated in the conditioned medium obtained from the co-cultured system analyzed by ELISA (R&D systems). All experiments were performed at least in three biological replicates.



Tumor Cell Killing Assay

Gr1+ cells and CD8+ T cells were isolated from the spleens of EMT6 tumor-bearing mice (n=5 mice) using positive isolation EasySep Mouse PE, BioLegend, and MojoSort™ Mouse CD8 T Cell Isolation Kit, respectively. EMT6 cells were seeded in a 48-well plate (4000 cells/well) along with CD8+ T cells (0.5x106 cells/ml) and Gr1+ cells (0.5x106 cells/ml) obtained from each individual mouse, for 24 hours in the presence of anti-Bv8 or IgG control antibodies (10 µg/ml). Subsequently, PI (500 nM) was added to cultures in order to identify dead cells. T-cell killing effect was monitored by flow cytometry and Incucyte Zoom HD/2CLR system (Essen BioScience, Ann Arbor, MI). The flow cytometry gating strategy is shown in Figure S8C.



Real-Time Quantitative PCR

mRNA was extracted from cancer cells including EMT6, RENCA and LLC cell lines or from GR1+ or CD8+ T cells isolated from EMT6 tumor bearing BALB/c mice, as indicated in the text. The mRNA was extracted using total RNA purification kit (Norgen Biotek, Thorold, ON, Canada), in accordance with the manufacturer’s protocol. Complementary DNA (cDNA) was then synthesized from the mRNA samples using High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems, CA). Real-time quantitative PCR (RT-qPCR) reaction was performed using SYBR Green Master Mix and run in CFX Connect Real-Time PCR Detection System (Bio-Rad Laboratories, Hercules, CA). Analysis was performed using the ΔΔCt method, while Hsp90 served as a house keeping gene control. Primers are listed in Table S2.



Cytokine Array and Biological Pathway Analysis

Gr1+ cells were isolated from the spleen of EMT6 tumor-bearing mice using EasySep Mouse PE. Cells were cultured in the presence of anti-Bv8 or IgG control antibodies (10 µg/ml), for 24 hours. Cells (1x106/ml) were washed, and serum-free medium was then added. After 24 hours, conditioned medium (CM) was applied on a cytokine array (Proteome Profiler Mouse XL Cytokine Array, R&D systems) in accordance with the manufacturer’s instruction. Relative levels of the different proteins from 4 biological samples were calculated using DESeq2 R package v1.34 (49). Heatmap based on normalized proteins was generated using the website tool www.heatmapper.ca. Data is presented as the Log2 fold change (anti-Bv8 vs IgG control). Proteins with log2FC>0.5 and log2FC<-0.5 were selected, and further investigated for their association with relevant biological pathways. The biological pathways were selected based on Gene Ontology (GO) category biological process used as a reference. The biological processes were then visualized by R package clusterProfiler v4.2.2 (50).



Statistical Analysis

Data were expressed as mean ± standard deviation (SD). The statistical significance of differences was assessed by one-way ANOVA, followed by Tukey post hoc statistical test using GraphPad Prism 5 software (La Jolla, CA). When the comparison was carried out between two groups, unpaired student t test was performed. Differences between all groups were compared with each other and were considered significant at p values below 0.05.
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Background

We previously reported rare regressive genetic trajectories of KRAS pathogenic mutations as a specific hallmark of the genuine oligometastatic status in colorectal cancer (CRC).



Methods

Survival and prognostic impact of disease extent in 140 metastatic CRC patients were evaluated through the Kaplan–Meyer curves and the Log-Rank test. KRAS mutations were assessed through the Illumina NovaSeq 6000 platform and TruSight™ Oncology 500 kit. HLA typing was carried out by PCR with sequence-specific oligonucleotides. Lymphocyte densities in tumors were expressed as cells per square millimeter. NKs isolated and CD8+ from NK-depleted PBMCs were characterized through flow cytometry. CD107a externalization was evaluated as NKs/CD8 cytotoxicity toward human colon cancer cells HT29, SW620, HCT116, and LS174T carrying different KRAS mutations.



Results

The oligometastatic status was a strong and independent variable for survival (HR: 0.08 vs. polymetastatic disease; 95% CI: 0.02–0.26; p < 0.001). Eighteen oligometastatic patients were selected. Twelve were alive at the last follow-up, and 9 were characterized. Genetic regression of KRAS was observed in 3 patients: patient (PAT)2, PAT5, and PAT8. PAT2 and PAT5 presented the highest levels of GrzB+ lymphocytes in the tumor cores of the metastases (120 ± 11.2 and 132 ± 12.2 cells/mm2, respectively). Six out of 9 patients (67%), including PAT2 and PAT5, expressed HLA-C7. Twopatients (PAT2 and PAT5) presented high CD3+/CD8+-dependent cytotoxicity against HLA-C7+ SW620 cells (p.G12V-mutated cells), which was consistent with their observed mutational regression (p.G12V/p.G13D in primary→p.G13D in metastatic tumor).



Conclusions

We provide evidence that CD3+/CD8+ lymphocytes from oligometastatic CRC patients display differential cytotoxicity against human colon cancer cells carrying KRAS mutations. This could provide an interesting basis for monitoring oligometastatic disease and developing future adoptive immunotherapies.
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Introduction

Colorectal cancer (CRC) is a dismal disease and is the second cause of cancer-specific death worldwide. Although the introduction of biological drugs (bevacizumab, panitumumab, cetuximab, aflibercept, and regorafenib) in the treatment of metastatic CRC (mCRC) has improved the prognosis, the 5-year survival rate is not higher than 5% (1).

We have previously reported that the presence of regressive genetic trajectories in key driver genes is associated with the oligometastatic status of a low-burden disease and a clinical indolent course (2). In this light, we described the loss of KRAS pathogenic mutations from primary to metastatic tumors in a well-defined model of lung-specific oligometastatic disease, allowing a clean genotype/phenotype correlation study (3). Similar genetic changes were found in a highly selected model of patients with liver metastases from CRC compared to metastatic lesions (4). However, we could not exclude the hypotheses of either “back” (or regressive) mutation or immune-mediated recognition of neoplastic clones bearing specific pathogenic mutations (immune-mediated subclonal selection) responsible for KRAS regression. This biological effect is highly relevant to understanding the biology of CRC and can create new scenarios in the therapeutic strategies for the disease.

Interestingly, we noted that patients with KRAS regressive mutations also presented a higher infiltration of CD8+-activated T cells. CRC neoplastic masses are infiltrated by different leucocyte subsets (macrophages, eosinophils, NKs, CD8+ T cells, etc.) that dynamically interact with tumor cells within the tumor microenvironment (TME). The final result of this clash is largely undefined and, in many cases, can prompt neoplastic progression depending on the predominant TME-infiltrating subsets (5–7). Recent robust evidence suggests that both NKs and CD8+ T cells (tumor-infiltrating lymphocytes (TILs)) are associated with better prognosis and are able to “sculpture” the neoplastic population by eliminating some neoplastic clones, including those carrying KRAS mutations (8–11).

In the present study, taking advantage of the opportunity to study alive patients representing a well-defined and characterized model of oligometastatic disease, we have explored their immunologic characteristics, including HLA haplotypes, tumor immune microenvironment, and reactivity of peripheral lymphocytes against the differentially KRAS-mutated colon cancer cells.



Methods


Definition of Oligometastatic Disease and Patients’ Management

Consecutive metastatic colorectal cancer (mCRC) patients treated at the Department of Abdominal Oncology, Substructure of Innovative Therapies for Abdominal Cancers, Istituto Nazionale Tumori (National Cancer Institute), “G. Pascale” Foundation, were analyzed. Oligometastatic patients were intended as those having one to three lesions per organ with a maximum tumor diameter smaller than 70 mm and no lesions encompassing 25 mm in diameter. Otherwise, patients were considered polymetastatic. Data were extracted from an institutional electronic database prospectively updated (January 2018–December 2021). To avoid clear negative prognostic influences, patients with an Eastern Cooperative Oncology Group (ECOG) performance status score of >1, age >80 years, life expectancy of <3 months, and BRAF-mutated tumors were excluded.

Treatments and follow-up procedures were applied according to ESMO (European Society of Medical Oncology) guidelines (12). Authorization from the Scientific Directorate (Prot. 03b-2020 TIMA) in the context of an ongoing retrospective no-profit study on long-term survivors in CRC (sponsored by the Lega Italiana per la Lotta Contro I Tumori-Naples section) for recovering additional blood from oligometastatic patients was obtained. All patients signed an informed consent specifically referring to this project.



NK and NK-Depleted PBMC Preparation

Peripheral blood mononuclear cells (PBMCs) from oligometastatic CRC patients were freshly isolated using Ficoll Paque (GE Healthcare, Uppsala, Sweden) gradient centrifugation. CD3−CD56+ NK cells were isolated from PBMCs by negative selection using magnetic beads (NK Cell Isolation Kit, human, San Diego, CA 92121, USA, Miltenyi Biotec). The noneluted fraction was recovered and used as NK-depleted PBMCs. NK and NK-depleted PBMCs were stimulated with recombinant interleukin-2 (rIL-2, 100 U/ml) for 18 h in RPMI 1640 medium (Cytiva HyClone™).



Flow-Cytometric Analysis and Antibodies

Flow cytometry was performed on venous peripheral blood collected in heparin-coated vacutainer tubes using a FACSAria III 8-colour flow-cytometer (BD Biosciences, San Jose, CA, USA), daily calibrated with caliBRITE beads (Fitc, Pe, PerCP, and APC) and compbeads (Pe-Cy7 and APC-Cy7; BD Bioscience, San Jose, CA, USA). Fluorochrome-labeled monoclonal antibodies (BD Bioscience) for the identification of NK and T cells were Horizon-V450-anti-CD16, fluorescent isothiocyanate (FITC)-anti-CD8, Pe-Cy7-anti-CD56, and APC-Cy7-anti-CD3. Viability was analyzed using LIVE/DEAD cell stain (Invitrogen). Cells were stained with antibodies for 30 min at 4°C and washed with FACS buffer (PBS/0.2% BSA/0.01% NaN3). A minimum of 100,000 events for each sample were collected and analyzed using FACSDiva™ 8.0 Software (BD Bioscience).



Degranulation Assays

Target CRC cell lines were cocultured with rIL-2-activated NK and NK-depleted PMBCs at an E:T ratio of 10:1 in a total volume of 250 μl in 96-well flat-bottom plates in the presence of PE-anti-CD107a antibody at 37°C and 5% CO2. To detect spontaneous degranulation, effector cells were incubated in the absence of target cells; a positive control was effector cells in the presence of PMA (2.5 µg/ml) and ionomycin (0.5 µg/ml). Following a 3-h culture, cells were stained to detect degranulation in specific lymphocyte subpopulations (see Antibodies). CD107a externalization was analyzed on CD3−/CD56+ NK cells as well as CD3+/CD8+ from NK-depleted PBMCs. Normalized CD107a was the percentage of CD107a+ cells subtracted from spontaneous degranulation/PMA-IONO-induced (positive control) degranulation. All experiments were conducted in triplicate, and representative results are shown.



CRC Cancer Cell Lines

The cytotoxic activity of peripheral T and NK cells was tested against human CRC cell lines: HT29 (KRAS wild-type), HCT116 (KRAS p.G13D), SW620 (KRAS p.G12V), and LS174T (KRAS p.G12D). All cells were cultured in the recommended growth medium supplemented with 10% heat-inactivated fetal bovine serum (FBS), 1% l-glutamine, and 1% penicillin/streptomycin and maintained in 95% air, 5% CO (2) at 37°C. Cell line identities were confirmed by short tandem repeat DNA typing at ATCC (VA, USA).



KRAS Mutational Assessment

KRAS mutations were assessed on formalin-fixed paraffin-embedded (FFPE) primary and metastatic tumor tissues from oligometastatic patients. The DNA was extracted from three 10-µm FFPE sections through the MGF03-Genomic DNA FFPE One-Step Kit, according to the manufacturer’s protocol (MagCore Diatech). DNA quality was established in triplicate using the FFPE QC Kit according to the manufacturer’s protocol (Illumina, San Diego, USA). The libraries were prepared with TruSigt TMOncology 500 kit. Sequencing was performed on an Illumina NovaSeq 6000 (San Diego, USA) platform. The assay detects small nucleotide variants (SNVs), indels, splice variants, and immunotherapy biomarkers in 523 cancer-relevant genes. However, our analysis focused on KRAS-related genetic results. The Illumina TruSighth Oncology 500 bioinformatics pipeline was applied to analyze quantitatively and qualitatively the sequencing results, as previously reported (3, 4).



Tumor Microenvironment Characterization

Analysis of lymphocyte subsets infiltrating TME was performed through immunohistochemistry (IHC). Formalin-fixed, paraffin-embedded 4-μm tissue sections of primary tissues and metastases were immunostained according to a biotin-streptavidin-peroxidase method (YLEM kit, Rome, Italy) (13). Treatment with primary antibodies consisted of anti-human CD3, anti-human CD8, anti-human FoxP3, and anti-human granzyme B. Slides were counterstained with hematoxylin, dehydrated, and mounted in Diatex. Negative controls were obtained by substituting the specific primary antibodies with a mouse myeloma protein of the same subclass (at the same concentration as the monoclonal antibody). Cell subsets infiltrating tumor cores (TC) and invasive margins (IM) (14) were counted by two pathologists six times and reported as cells per square millimeter (density).



HLA Typing

Genomic DNA was extracted from fresh whole blood using a QIAmp DNA Blood Mini Kit (Qiagen, Manchester, UK). The HLA typing was carried out by PCR sequence‐specific oligonucleotide (SSO) using LABType® SSO (One Lambda Inc., Los Angeles, CA, USA). Unresolved typing was investigated by sequence-based typing (SBT) analysis. Sequence alignments were done with alleles from the IMGT/HLA Sequence Database release 3.14.0 (14).



Data Reporting and Analysis

The analysis of functional experiments and phenotypical characterizations are predominantly descriptive. Experiments were performed in triplicate; they gave homogeneous results. Overall survival (OS) of the patients was measured from the start of the first-line chemotherapy until death from any cause. Survival was shown through the Kaplan–Meier curves. Differences in survival according to the extent of disease (oligo- vs. polymetastatic disease) before starting the first-line treatment were evaluated through the Log-Rank test. A Cox proportional hazards regression model was used to analyze the effect of potential factors (covariates) influencing OS. Dichotomized covariates were age, gender, side of the primary tumor, response to first-line therapy, RAS gene status, and oligometastatic disease. Hazard ratios (HR) were intended to measure the risk of death, at any time, for a patient having a specific risk factor present compared with a patient with that risk factor absent, given both patients are the same on all other covariates. The 95% confidence intervals (CI) of HR were also reported. All statistical analyses were performed using the MedCalc® 9.3.7.0 and Excel software. p < 0.05 were considered statistically significant. According to the internal policies of our Institute, the institutional review board approval was not required for the retrospective analysis of this clinical cohort. The lymphocyte densities in tumor tissues were reported with the arithmetic mean of ±2 standard deviations (SDs). Standard “box-and-whisker” graphs were used to plot cell densities of means from different patients in a comparative perspective (primary vs. metastatic tumors).




Results


Clinical Context and Selection of Good-Prognosis Oligometastatic CRC Patients

The prognosis of oligometastatic CRC patients was evaluated in a consecutive clinical series of 140 metastatic CRC patients treated at the Istituto Nazionale Tumori (National Cancer Institute), “G. Pascale” Foundation from January 2018 to December 2021. Clinicopathological characteristics of the whole series are reported in Table 1. In multivariate analysis (Table 2), oligometastatic status was the only prognostic independent variable (HR: 0.08; 95% CI: 0.02–0.26; p < 0.001). The median survival in oligometastatic patients (18 patients) was not reached, while that of polymetastatic patients (122 patients) was 22.0 months (p < 0.0001 at Log-Rank test) (Figure 1). Six oligometastatic patients died of CRC progression. Nine out of 12 patients with genuine oligometastatic disease who were still alive at the last follow-up were phenotypically and genetically characterized (three patients refused to undergo further characterization for personal motivations). Their detailed characteristics are reported in Table 3. Interestingly, a genetic regression of KRAS was observed in three patients. Two patients (PAT2 and PAT5) had a double mutation in KRAS (p.G12V, p.G13D) in the primary tumor and a single mutation (p.G13D) in the metastatic one. PAT8 presented KRAS p.G12D mutated in the primary tumor and wild-type KRAS in the liver metastasis.


Table 1 | Clinicopathological characteristics of metastatic CRC patients’ cohort.




Table 2 | Multivariate analysis of clinical and molecular characteristics in the selected clinical cohort.






Figure 1 | Kaplan–Meyer survival curves according to disease extent at diagnosis (oligometastatic vs. polymetastatic status).




Table 3 | Clinicopathological characteristics and genetic concordance of KRAS status in the oligometastatic patients.





Tumor Immune Microenvironment Characterization

Tumor immune microenvironment (TIME) has a strong influence on tumor progression, and TILs are able to shape the clonal heterogeneity of malignant cells in space and time. Therefore, to explore any relevant relationship between the oligometastatic status of the selected patients and the immunological microenvironment, CD3+, CD8+, FoxP3+, and GrzB+ cells were examined in the primary and metastatic tissues by IHC. Cell densities in means ± 2SD are reported in Table 4. As expected, a great variability of cell densities inter- and intrapatient (primary vs. metastatic tumor) was recorded. Different densities of GrzB+ cells (fully differentiated and activated lymphocytes with lytic properties infiltrating the tumor core) into the tumor cores of both primary and metastatic tissues are shown in Figure 2. PAT6 had the highest number of GrzB+ cells in the primary tumor (120 ± 13.3 cells/mm (2)), while PAT2 (120 ± 11.2 cells/mm (2)) and PAT5 (132 ± 12.2 cells/mm2) had the most in the metastatic tumors. Representative IHCs of GrzB+ cells in tumor cores of PAT5 and PAT6 are shown in Figure 3.


Table 4 | Distribution of T-cell subset densities (cells/mm2) in primary and oligometastatic tumors.






Figure 2 | Box-and-whisker graphs of GrzB+ cell densities into tumor cores of different oligometastatic patients (PAT1-9) in matched metastatic (MT) and primary tumors (PT).






Figure 3 | Representative immunohistochemistry of GrzB+ cells in tumor cores of PAT5 and PAT6 (bar = 100 µm).





Peripheral T and NK Cells from Oligometastatic CRC Patients Differently Target CRC Cell Lines Bearing Specific KRAS Mutations

Since regression of KRAS mutations has been reported in oligometastatic CRC patients, we explored NKs and CD8s from peripheral blood of oligometastatic patients for cytotoxic activity against CRC cells through CD107a-externalization (lysosomal protein LAMP-1-based degranulation assay) (Figure 4). The cytotoxic response against target cells is reported in Figure 5. It was composite and quantitatively heterogeneous among different patients. Notably, PAT2 and PAT5 had lymphocytes with the highest T cell-mediated cytotoxic activity against SW620 cells (p.G12V mutated KRAS CRC cells), which was consistent with the observed mutational regression (p.G12V/p.G13D inprimary→p.G13D in metastatic tumor).




Figure 4 | Differential cytotoxic activity in colon cancer oligometastatic patients (representative CD107a degranulation assay). Upper panel, NK-purified cells were gated based on (CD56+CD3−) (A) spontaneous, (B) PMA/IONO-induced, and (C) human colon cancer cell line-induced NK degranulation. Lower panel, T cells were gated based on (CD8+CD3+) (A) spontaneous, (B) PMA/IONO-induced, and (C) human colon cancer cell line-induced CD8+ T-cell degranulation.






Figure 5 | Cytotoxicity of peripheral lymphocytes from oligometastatic patients (PAT1-9) against different CRC target cells was evaluated through CD107a externalization (see Methods) on CD3+/CD8+ from NK-depleted PBMCs (black column) and CD3−/CD56+ NK cells (white column) (representative results of three experiments). Targets were HT29 (KRAS wild-type), HCT116 (KRAS p.G13D), SW620 (KRAS p.G12V), and LS174T (KRAS p.G12D). Normalized CD107a was the percentage of CD107a+ cells subtracted from spontaneous degranulation/PMA-IONO-induced degranulation (positive control).





HLA Characterization of Selected Patients

The hypothesis that T lymphocytes from oligometastatic patients had the ability to recognize and efficiently kill specific mutated tumor cells was generated from the observation of PAT2 and PAT5 target killing patterns. Since HLA proteins are crucial in binding heterogeneous tumor antigens and driving T-cell immune-mediated recognition and elimination, patients’ HLA haplotype was determined (Table 5). Interestingly, 6 out of 9 patients expressed the HLA-C7 allele (see Discussion). Matching between HLA haplotypes of patients and tumor target cells is reported in Table 6. Notably, both SW620 and HCT116 cell lines expressed HLA-C7 alleles.


Table 5 | HLA haplotypes of oligometastatic patients.




Table 6 | Matching of HLA classes I and II between analyzed patients and CRC cell lines (red: HLA class I matching; blue: HLA class II matching).






Discussion

There is increasing attention to the difference between oligo- and polymetastatic cancers in CRC. The genuine oligometastatic setting has a long-term course with indolent and safely controllable disease. Some patients subjected to R0 surgical resection of the primary tumor and the presence of oligometastases do not progress rapidly, differently from polymetastatic patients. Unfortunately, the biological and molecular determinants of these so divergent clinical behaviors (oligo- vs. polymetastatic cancer) remain unexplored and unknown. We previously reported that genetic loss of key-driver gene mutations (“genetic regression”) might represent a new hallmark of the oligometastatic disease (2). Moreover, a recent study was performed on tumor and matched metastatic tissues collected from 16 patients with CRC and subjected to whole-exome sequencing and RNA sequencing. The authors found recurrent mutations with subclonal changing patterns in different genes, including KRAS, SYNE1, CACNA1H, PCLO, FBXL2, and DNAH11, giving evidence of a potential mechanism of tumor cell immune escape by analyzing HLA-related clonal neoantigens and immune cell components in CRC liver metastases (15).

Based on that, we provide further evidence that peripheral CD3+/CD8+ lymphocytes of oligometastatic CRC patients recognize and eliminate differentially KRAS-mutated CRC cells. In fact, a genetic regression of KRAS was observed in three patients: PAT2, PAT5, and PAT8. PAT2 and PAT5 presented a double mutation in KRAS (p.G12V, p.G13D) in the primary tumor and only a single mutation (p.G13D) in the metastasis. PAT8 presented p.G12D-mutated KRAS in primary tumor and wild-type KRAS in the liver metastasis; nevertheless, he presented neither a specific pattern nor a relevant cytotoxic activity against tumor target cells, with degranulation rates ranging from 5% to 10% for both NK and T cells. The last data can be attributable to heterogeneous, unknown underlying factors orchestrating the immune responses and tumor progression relationships. KRAS double mutations are described in the literature and, although rare events, they can represent an interesting clinical model to study tumor genetic evolution (16–19).

In degranulation assays, both PAT2 and PAT5 had CD3+/CD8+-dependent cytotoxicity against SW620 (p.G12V KRAS); PAT5 also displayed high recognition of the HCT116 cell line (p.G13D KRAS). Interestingly, genetic characterization of resected metastases from patients PAT2 and PAT5 demonstrated loss of KRAS p.G12V-mutated neoplastic progeny. At the last follow-up (December 2021), PAT2 had two new lung nodules at radiologic restaging while PAT5 was disease free. This could be related to the ability of PAT5 to destroy the residual KRAS p.G13D neoplastic clones. Thus, the patients’ cytotoxic properties seemed consistent with the mutational and clinical course of the neoplastic progeny. The mutated KRAS G12D and G12V have been reported as recurrent neoantigens in CRC, and this supports the hypothesis about the role of immune-mediated clonal selection in the above patients (20), which deserves further studies to be definitely addressed.

The study of TIME suggests that lymphocytes are involved in shaping, at both loco-regional and systemic levels, the clonal heterogeneity of CRC cells of oligometastatic patients with genetic regression. In fact, PAT2 and PAT5 had a high density of GrzB+ cells (fully differentiated and activated lymphocytes (21, 22)) in the metastatic tissues.

A HLA haplotype characterization was conducted considering the crucial role of these proteins in mediating CD3+/CD8+ recognition of tumor cells. Noteworthy, 6 out of 9 patients (66.7%) presented an HLA-C7 allele (matching both SW620 and HCT116 cell lines). The HLA system is a group of highly polymorphic membrane-bound proteins involved in presenting processed tumor antigens and stimulating T-cell responses through binding to T-cell receptor (TCR). The possible combinations of different HLA loci on an HLA haplotype are enormous (23). According to the National Marrow Donor Program (NMDP, http://bioinformatics.nmdp.org/) and IPD-IMGT/HLA databases (http://www.ebi.ac.uk/imgt/hla), HLA-C7 is detected in about 17% of Caucasians. This provides evidence that HLA-C7 in oligometastatic CRC patients is more frequent than expected by chance. However, considering the small number of analyzed patients (about 5% of metastatic CRC patients have a genuine and true oligometastatic disease), such a hypothetic and unexpected result deserves to be confirmed in larger clinical series. Further studies are needed to address any interesting relationships between oligometastatic status, specific KRAS mutations, and HLA haplotypes.

Our study has some limitations, which deserve to be revealed and discussed. First, the nonspecific/nonantigen-related nature of the immune assays does not allow us to identify eventual immunogenic KRAS-derived epitopes. Second, the small sample size related to the high selection of the tested cohort (less than 5% of metastatic CRC patients have a genuine and good prognosis of oligometastatic disease). Third, we did not perform a time-course of patients’ lymphocyte characterizations although the reported experiments gave homogeneous results and are representative of three of them. The blood was recovered at different times considering the distance from resection of oligometastases. Fourth, patients 1, 4, 5, 6, 7, and 9 underwent standard adjuvant chemotherapy based on fluoropyrimidines and oxaliplatin after primary tumor resection. In this case, particularly in patients developing metachronous metastatic disease, we cannot exclude the chemotherapy effect in shaping the clonal heterogeneity of subsequent metastases. Finally, the biological diversity of CRC cell lines (different haplotypes, costimulatory molecules, cytokines, etc.) could be associated with different background recognitions. However, all these factors reasonably account for physiologic heterogeneity of patients’ data, paradoxically reinforcing the strength of specific results in some of them and, thus, the generation of hypotheses.

The secretion of lytic granules from NK and CD8+ lymphocytes involves the fusion of the granule membrane with the cytoplasmic membrane of the immune effector cell, resulting in the surface exposure of lysosomal-associated proteins that are typically present on the lipid bilayer surrounding lytic granules, such as CD107a. Therefore, membrane expression of CD107a constitutes a marker of immune cell activation and cytotoxic degranulation. Nevertheless, this assay may not be ideal in the setting of patient-derived NK and CD8+ tests toward human colon cancer cells. Although HLA-typing and matching for cell lines is reported, PAT5 highly matched the HLA haplotype of HCT116 and SW620 human colon cancer cells, alloreactivity could justify some effects (Supplementary File S1 reports the HLA haplotypes of tested cell lines). However, comparing CD107a activity in patient-derived cells to cell lines with HLA and KRAS mutations suggests that CD107a activity is also affected by KRAS mutation status.

In conclusion, activated and reactive lymphocytes can be isolated from the peripheral blood of oligometastatic CRC patients with KRAS regression. The hypothesis of the active elimination of mutated neoplastic clones, although requiring further and much stronger data, implies specific and innovative monitoring and therapeutic strategies.
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Diffuse large B cell lymphoma (DLBCL) is the most common type of NHL, accounting for about 40% of NHL cases, and is one of the most aggressive lymphomas. DLBCL is widespread in individuals aged more than 50 years old, with a maximum incidence in the seventh decade, but it may also occur in younger patients. DLBCL may occur in any immune system tissue, including those around the gastrointestinal tract, and even in the stomach, though gastric DLBCL has yet to be sufficiently investigated. This study aimed to understand changes in gastric Diffuse Large B cell lymphoma (gastric DLBCL) development with age. Immunoglobulin (Ig) heavy chain variable region genes were amplified from sections of nine preserved biopsies, from patients whose age varied between 25 and 89 years, sequenced and analyzed. We show first that identification of the malignant clone based on the biopsies is much less certain than was previously assumed; and second that, contrary to expectations, the repertoire of gastric B cell clones is more diverse among the elderly DLBCL patients than among the young.
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Introduction

The gastrointestinal (GI) tract is the most common site of extra-nodal lymphoma, accounting for 40% of cases. DLBCLs frequently arise at extranodal sites, including the gut, and are composed of a diffuse infiltrate of large transformed blasts. Some of these tumors develop from transformed small B cell NHLs, but most arise de novo as a result of various genetic events, including gene rearrangements and mutations. Like other DLBCLs, gastric DLBCL can be divided into subtypes such as germinal center B cell-like DLBCL or activated B cell-like DLBCL. Gastric DLBCLs may also contain a low-grade mucosa-associated lymphoid tissue (MALT) lymphoma in the adjacent mucosa and may feature prominent lymphoepithelial lesions (1). DLBCL is a heterogeneous disease with a highly variable clinical course, which is widespread in individuals aged more than 50 years old, with a maximum incidence in the seventh decade, but it may also occur in younger patients; it is currently treated with a combination of immunotherapy and chemotherapy (2). The rearranged IgV genes and intraclonal heterogeneity in DLBCL cells suggest that the cell of origin, which has a prognostic value, mostly comes either from GC B cells or from post-GC B cells (3, 4). DLBCL lineage tree analysis had shown longer mutational history and higher intraclonal diversification, compared with normal control trees (5), but less than MALT lymphoma clones (6). Gene expression profiling (GEP) cannot be routinely used to sub-classify these tumors. Immunochemistry seems the best opinion due to practical/economic reasons. A helpful panel of markers was chosen that may be used for the purpose, however use of these markers to stratify DLBCL into prognostic groups remains controversial (1). Hence, currently High-throughput sequencing (HTS) of Ig variable region genes may be used to identify the malignant clones.

Aging is associated with impairments in anti-inflammatory processes, T cell generation and education, B lymphopoiesis, B cell responses to novel or previously encountered antigens, and increased autoimmunity. The B cell repertoire of the elderly is less diverse than that of young adults, as shown by spectratyping and HTS (7–12). Studies found effects of aging on the BM Hematopoietic stem cells (HSC) compartment and decreased BM lymphocytic cellularity (13). There are fewer niches favorable for sustained lymphopoiesis (10). Defects in AID induction and CSR were observed in B cells of elderly patients (1). B cell output from the BM and the size of the peripheral compartment are regulated by homeostatic pressures imposed by the long lived B cells accumulating in the periphery with age (14, 15) and physiological adjustments. Affinity maturation within GC was also shown to decrease with age in the GCs of Peyer’s patches in the gut (16). The aim of this study was to understand the effects of aging on gastric DLBCL ontogeny and environment by analyzing B cell repertoires and clonal evolution using immunoglobulin (Ig) gene high-throughput sequencing (HTS) and advanced mutational lineage tree-based mutation and selection analyses of Ig gene HTS data extracted from gastric DLBCL biopsies.



Materials and methods


Samples

Nine formalin-fixed paraffin-embedded (FFPE) gastric DLBCL biopsies from patients of different ages were selected from the pathology department archive at the Sheba Medical Center. Tissue biopsies were taken during resection procedures and were used in this study in accordance with institutional Helsinki committee guidelines and approval.



DNA extraction, amplification and sequencing

Experiments were performed as described (6). Briefly, DNA was extracted from 10 sections of FFPE tissue using Qiagene columns (catalog no. 51304) according to the manufacturer protocol with minor changes. Ig heavy chain variable regions were amplified by semi-nested PCR and sequencing was performed by Dyn Diagnostics using the 454-flex titanium instrument. Sequence data were pre-processed as described (6), including the removal of sequences with insertions/deletions (indels) suspected to be caused by the sequencing (a known problem in 454 sequencing), and of duplicate sequences.



Ig lineage tree analysis

The germline (GL) V(D)J segments of each sequence were identified by SoDA (http://dulci.org/soda/) (17). Groups of sequences containing the same V-D-J gene segments were grouped into clones by our in-house CloneIdentifier program. After finding the consensus GL sequence, all the sequences in the clone and the consensus GL sequence were aligned, to provide parameters for IgTree© (18), such as the regions (complementary-determining and framework regions, CDRs and FWRs, respectively) of each clone. Next, from each alignment of clonally-related sequences, the clonal tree was generated using the IgTree© program developed in the Mehr lab, which is specifically tailored for creating and analyzing Ig gene trees, and the trees were measure using MTree© (19). Finally, our Ig-Indel-Identifier program (20) was used to distinguish between legitimate and artifact indels and to discard sequences that contain suspected artifact indels, and the analysis (from the stage of alignment) was repeated, to ensure correct lineage tree creation (6).



Clonal size distributions

Groups of sequences containing the same V(D)J gene segments were re-aligned (along with their deduced GL sequences obtained by SoDA) in order to identify clonal relationships, using ClustalW (http://www.ebi.ac.uk/clustalw). Our ClonalSizeDistributionAll.jar program was used to combine the clonal size distributions into one table for every sample. The largest clone of every sample was designated the “dominant clone” (a common term, which we understand to mean one that is larger than all other clones by a significant margin) and assumed to be the malignant clone. The dominant clones were determined by the copy number per unique sequence or – if no copy numbers larger than one were found – by the maximum number of unique sequences. For each biopsy, the dominant clone was compared to other clones obtained from the same biopsy as internal controls, excluding those that may have been parts of the dominant clone



Mutation identification and lineage tree analysis

In addition to MTree© (19), IgTree© includes additional bioinformatical tools that analyze the mutations in each tree, and identify SHM motifs around mutated positions, in order to examine the mechanism of SHM. Significance of differences between the mutation targeting motifs of dominant and non-dominant clones was examined by the statistical F-test on the ratio of χ² of the two datasets.




Results


Samples and sequencing

This study included nine samples of gastric DLBCL, obtained from the archive of the pathology department at the Sheba Medical Center, Israel. Clinical data are summarized in Table 1. Ig heavy chain variable region genes were amplified with specific primers and sent to sequencing by 454 Roche. A total of 70416 sequences were analyzed; sequence numbers obtained for each sample and remaining after each stage of processing are given in Table 2.


Table 1 | Gastric DLBCL biopsy information.




Table 2 | Numbers of sequences following each stage of cleaning for all samples1.





Dominant clones are difficult to pinpoint in most biopsies

The majority of clones in gastric DLBCL biopsies were small (Figure 1). The clonal size distributions show gradual size changes from single unique sequences (clonal size =1, highest column in each sample) to large clones in the majority of samples, except in samples #4 (patient age 54 years) and #6 (patient age 63), each of which contained only one clearly dominant clone. The highest number of clones was obtained from sample #9, followed by sample #7 (ages 89 and 75, respectively). In sample #8 (age 76), the heterogeneity was much lower than that of samples #9 and #7. While all samples contained clones with one unique to several hundred sequences (except in patient #2), the largest clones were found in patients #5 (age 61, 887 sequences) and #6 (age 63, 873 sequences). No correlation was found between maximum clonal size and sample size.




Figure 1 | Clonal size distribution for each sample. Different colors represent different samples as indicated in the top right. Clonal size is the number of unique sequences in each clone. The distributions are expressed in terms of the percentages of sequences in each sample that belong to clones of each size, out of the total number of sequences in that sample.



The abundance of large clones in most samples was surprising, as most NHLs have been shown to usually be monoclonal. It is reasonable to expect the malignant clones to take most of the space and to be the largest clones inside tumor tissue, hence we regard only the dominant clone in each patient as the transformed clone (Table 3). The non-dominant clones are either clones that contain different V and J segments from those of the dominant clone, or clones that contain the same V or J as the dominant clone, but were grouped separately from the dominant clone because all their intra-clonal distances between sequences were shorter than the distance between those sequences and the dominant clone; the latter clones were excluded from use as controls. Tissue samples are always highly heterogeneous, with the numbers and sizes of clones varying greatly between samples depending on sample size and tissue heterogeneity; this was also the case with our non-dominant clones (Table 4). In samples #4 and #6, no non-dominant large clones suitable for comparison were found.


Table 3 | The dominant clones1.




Table 4 | Non-dominant clone numbers and average sizes.





The repertoires in gastric tissues of older patients are more diverse compared to those of younger patients

The overall clonal repertoire can reveal any potential preference for usage of certain Ig genes inside gastric tissues. We first examined family usage of V and J segments; the D segment is usually too short to reliably determine the identity of the original gene that was used. This revealed a diverse usage of V and J regions in the majority of samples (Figure 2), and a large variation in the percent of usage of each gene family among these samples. Sample #4 contained only three clones, which shared the same V and J segments. Sample #1 yielded 29 clones, all of which used of VH3 family genes but with different JH families. Sample #6 included 16 clones, but only one of them used VH3 family and all other clones used VH4 family genes. VH2 and VH6 were rarely used; some biopsies did not contain these families at all. JH4 was the most commonly used J segment, as in normal B cells (12), while JH2 and JH1 were rarely used.




Figure 2 | V and J gene family usage in Ig heavy chains in gastric DLBCL vs. age, plotted as the percentages of clones using each gene family in each sample. (A) V gene family usage. (B) J gene family usage.



No influence of age on Ig heavy chain gene segment usage was seen. To further understand the observed diversity, we looked at the usage of V-J segment combinations vs. age (Figure 3). The gradual distributions of clonal sizes are reflected by the V-J combination usage to some degree, and is especially visible in Samples 7 and 9 of elderly patients (Figure 3). Each of the three middle-aged patient samples (#4, #5 and #6) had one large clone and all others were much smaller clones. Almost all samples contained many such small clones, with extremely low numbers of unique sequences, except for #4 and #6, as mentioned above. However, a striking difference between the numbers of V-J segment combinations in samples from young and aged patients was observed, with the elderly having larger diversity, contrary to what occurs in healthy donor repertoires (Figure 3).




Figure 3 | VJ combination usage. V genes are plotted on the x-axis; J genes are plotted on the y-axis. The size of each point represents the number of unique sequences with the particular VJ pairing.





Lineage tree analysis suggests higher survival rate and SHM deregulation of dominant clones

Lineage trees were created for all clones, and tree measurements of dominant and non-dominant clones were calculated and compared in every patient. In addition, we looked for changes in tree measurements with age in both dominant and non-dominant clones. The dominant clones showed lineage trees with expanded shapes (Figure 4). The degree of branching (average outgoing degree per node, OD-avg) in dominant clones was slightly higher in all cases than that in non-dominant clones (Figure 5A), which suggests higher survival rates of mutations in the dominant clones, that is, a higher survival rate of transformed cells. We saw no consistent differences in tree root outgoing degree, which may represent mutation history pre-transformation, nor in the minimum distance between adjacent split nodes, which is an inverse measure of branching (Figure 5B). The minimum number of mutations per leaf sequence (minimum path length, PL-min) was also higher in most dominant clones than that in non-dominant clones, which suggests these dominant clones have a longer history of mutations (Figure 5C). The same can be concluded from the observation that the average distance from any leaf to the first split node on its path from the root (DLFSN-avg) is higher in dominant clones than in non-dominant ones (Figure 5D).




Figure 4 | (A) Tree structure of a clone obtained from the biopsy of the 25-year-old patient. The clone contains 246 unique sequences and 650 sequences in total. (B) Tree structure of a clone obtained from the biopsy of the 89-year-old patient. The clone contains 331 unique sequences and 370 sequences in total. In both figures, G.L signifies the location of the root (germ line). The numbers near edges mean the distance in number of point mutations between the nodes linked. The total number of sequences represented by each node is noted inside the node, with large numbers highlighted in color.






Figure 5 | Tree measurements of dominant and non-dominant clones. (A) Average outgoing degree (number of children per node); (B) root outgoing degree and minimum distance between adjacent split nodes (DASN-min, or fork-to-fork distance); (C) trunk length (T) and minimum path length (PL-min, from root to a leaf); (D) minimum distance from the root to a split node (DRSN-min) and average trunkless path (distance from a leaf to the first split node on the leaf’s path from the root, DLFSN-avg). Patient age is plotted on x-axes, and tree measures (given in numbers of nodes) on y-axes.



In the next step, we checked whether mutation patterns change with age. In the majority of samples, the transition/transversion ratio was in favor of transition mutations (Figure 6). Dominant clones showed a larger range of ratios, while in the non-dominant clones the ratio was always closer to 1. This suggests that SHM mechanisms may be deregulated in some of the malignant clones. No evidence for changes in mutation patterns with age was found.




Figure 6 | Transition/transversion ratios in dominant and non-dominant clones.



Single nucleotide mutation patterns were also not uniform (Figure 7); the non-dominant clones of all samples and the majority of dominant clones show higher percentages of mutation from purines, except for the dominant clone of the 54-year-old patient. The majority of the samples show higher percentages of mutations from guanine in dominant clones compared to non-dominant clones, except the sample from patient #1, which shows little deviation. This further supports the possibility of deregulation in the mechanisms of SHM in malignant clones.




Figure 7 | Single nucleotide mutation percentages in dominant and non-dominant clones. The mutation percentages in the dominant clones in each sample are plotted in the outer circles; the mutation percentages in non-dominant clones – in the inner circles. Mutations from Adenine are colored blue; Guanine – red; Cytosine – green; Thymidine – purple.



Targeting of the mutational machinery is biologically important because mutations may modify the hyper-variable regions (CDRs), changing BCR affinity to the Ag. Thus, AID targeting motifs were compared between dominant and non-dominant clones. The dominant clones from all samples were grouped together to create a common motif dataset. The non-dominant clones were grouped as well. The mutation targeting motifs obtained were compared to the reported motifs (21–24). Although the total numbers of point mutations used in this analysis were almost equal between the compared groups, the known mutation targeting motifs clearly appeared (that is, nucleotide over- or under-expression around the mutated nucleotide were statistically significant) in the non-dominant clones, but were not significant in the dominant clones (data not shown). This result again suggests that there may be changes in mutation targeting mechanisms during lymphomagenesis.




Discussion

This paper makes the following points regarding gastric DLBCL. First, the identification of dominant clones based on preserved lymphoma biopsies is not always straightforward, and even when there is one clearly dominant clone, we cannot be certain the dominant clone is the malignant one based on sequencing Ig gene alone. Second, in contrast to observations in immunologically competent subjects (7, 8, 12, 15), B cell repertoire diversity in gastric lymphoma patients increases rather than decreases with age. Third, SHM and/or selection mechanisms in gastric lymphoma clones may be impaired.

Three samples in this study were shared with a previous study (6). To start with, the data obtained from different sections out of the same sample were analyzed separately in each such case. Contrary to our expectation, the separate analyses did not find overlapping dominant clones. Only one clone was found in two sections from one biopsy; this clone contained a low number of sequences and was probably not malignant. After unification of the data obtained in separate sections, one of the cases had two very large clones (over 200 sequences each); two other samples also contained two large clones each. Different types of B-cell lymphomas and leukemias discussed in literature are classified as monoclonal using different analysis methods, such as Immunofluorescence based on the type of light chain used by B lymphocytes, GeneScan and High Resolution Melting curve analysis (25, 26). In contrast, in the last decade, cases presenting polyclonality were found in age-related EBV-associated DLBCL and chronic lymphocytic leukemia (27–29), casting doubts on the earlier findings. Absence of information can confuse the determination of malignant clones (25). The polyclonality in gastric lymphoma may be explained by the massive amounts of food-related Ag gathering in this tissue. While the stomach, unlike the gut, is not normally surrounded by abundant lymphoid tissues, the immune system does probably deal with the varied types of antigens residing in the stomach, and several reactions can probably happen at the same time, physically close one to another.

As part of dominant clone determination, we checked the location of high copy number sequences in the lineage trees. This was done for the first time in gastric DLBCL, and our finding of non-random locations of the high copy number sequences (Figure 4) may be important. Presence of high sequence multiplicity in the node just before the leaves (leaves are the last stage of clonal development before sampling) implies a high number of cells with the exact same Ig heavy chain sequence. In some dominant clones, the maximum number of copies reached several hundreds and even more than a thousand copies of a unique sequence. In the non-dominant clones, such a high copy number was never seen. In addition, high copy numbers were not found in leaves, probably because the cells represented by these sequences have not yet proliferated by the time of sampling. The high numbers of branches coming from the high copy number nodes supports the presence of multiple cells with the same gene, because at least some of the branches probably represent real cells, indicating extensive proliferation and probably malignancy (others may represent PCR errors). Yet, not all the nodes with high copy numbers contained many branches. A loss of information during the preparation process, such as physically cutting the biopsies in the center of the aggregate of the clone’s cells and the dilution of the sample during preparation for sequencing, may also be part of the cause for the paucity of descendants of the leaves in the typical “feather duster”-shaped branches in the dominant clone trees. Further examination of primer bias and PCR errors must be done in future studies, to verify the existence of the high amounts of cells with identical Ig heavy genes and the existence of high numbers of descendants of these cells. The nodes near the roots of the lineage trees also did not contain high copy number sequences. These nodes may represent the pre-malignant transformation stage in clonal development. The cells represented by the nodes near the roots may exist due to their successful antibody having been selected by an Ag. Another explanation for their maintenance in the tissue can be the high motility of the B cells, so that regardless of whether the cells represented by nodes near the root are malignant, their unmutated descendants may be distributed far away from the sampling area.

During aging, the immune system overcomes many changes, many of which influence B lymphocytes (10, 11). Studies have shown a decrease in B cell repertoire diversity and in the output of B lymphopoiesis (10, 12, 15). Damage in processes specific to B cells include defects in AID induction and in CSR (1). No age-related differences in SHM were found in our study. This is consistent with our studies on B cells from immunocompetent subjects (12), where we found that mutation characteristics do not change with age, as opposed to repertoire diversity; and with studies by others (10, 11, 14). Regardless of age, the mechanism of SHM may be deregulated in some of the gastric DLBCL clones. This is expressed by the absence of the main known AID targeting motifs in the dominant clones in our study, while the targeting motifs in non-dominant clones are more similar to the known motifs (data not shown). This assumption is further supported by the variability of the transition/transversion ratios (30, 31) in the dominant clones, contrary to its relative uniformity in non-dominant clones. Because of the high deregulation in the malignant (dominant) clones, any additional influence of aging is probably masked, as opposed to what we saw in normal clones taken from lymph nodes (12, 15).

In a previous gastric DLBCL study, positive antigen selection was found (32). That study was done by a less advanced sequencing method, using only ~20 sequences per case, and using a faulty test that is known to yield many false-positives (33). In contrast, in our study, less selection in the dominant clone can be seen by looking at the higher outgoing degree values in the dominant clones. Further investigation of the issue of clonal selection is needed. In addition, the proportions of replacement and silent mutations should always analyzed after excluding sequences located in the leaves, because they have not yet been subject to selection (34), however this is difficult to do in DLBCL clones which consist of mostly leaves. We are currently examining this issue in wider studies using more advanced sequencing and analysis methods.

The most frequently used VH family in the dominant clones was VH1. The VH6 family was not found in dominant clones in the study. Some of the patients shared the V(D)J rearrangements of the dominant clone: VH(1-69-01)DH(3-22-01)JH(6-02) was shared by two patients, and VH(1-8-01)DH(1-26-01)JH(6-02) was shared by two patients. The VH(1-69) rearrangement was shared by the dominant clones in three of the nine patients. This VH rearrangement was also frequently observed in other lymphomas (35–37), suggesting the potential importance of this gene in gastric lymphomagenesis. The most used JH families in the dominant clones were JH4 and JH6, correlating with other DLBCL studies (38, 39). These genes and combinations should be studied in more detail, as they may be selected by stomach antigens.

The main limitation of this study was the paucity of samples. In spite of the Sheba Medical Center being the largest in Israel and the host of the country’s bio bank, the samples presented here were all we have found at the start of this project. This number of samples, however, could have been enough to detect strong and statistically significant correlations between properties such as dominant clone size and patient age, had there been any. While we completely agree in principle that a larger number of samples would have a higher statistical power for exploring age-related differences in clonal tree properties, we were discouraged from extending this study by our above-mentioned discovery that, in immunologically healthy subjects, the only detectable age-related changes are at the level of B cell repertoire diversity, but not at the clonal level (12).

In summary, we first show that not all gastric DLBCLs may be monoclonal, and the identification of the malignant clone(s) is wrought with problems, at least if assessed by IgHV genes alone based on 454 sequencing; deeper examination of dominant clones, possibly including the use of deeper sequencing methods such as Illumina, sequencing of both IgV regions and using additional markers, and more advanced analysis methods, will be needed for unambiguous identification of the malignant clone(s). In our current studies on DLBCL, we use combinations of these methods [(40), and manuscripts in preparation]. This type of analysis of gastric DLBCL tissues has never been done prior to this work, and the overlapping repertoires in different sections of the same tissue should be studied more deeply in other lymphomas as well, in order to address the question of how representative these biopsy slices are. We also show that, surprisingly, gastric B cell repertoire diversity in elderly gastric DLBCL patients is – at least in this limited study – larger than that in the young patients; and present evidence for potential deregulation of hypermutation and selection in the dominant clones in these patients.
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Attempts to develop a therapeutic vaccine against human papillomavirus (HPV)-induced malignancies have mostly not been clinically successful to date. One reason may be the hypoxic microenvironment present in most tumors, including cervical cancer. Hypoxia dysregulates the levels of human leukocyte antigen (HLA) class I molecules in different tumor entities, impacts the function of cytotoxic T cells, and leads to decreased protein levels of the oncoproteins E6 and E7 in HPV-transformed cells. Therefore, we investigated the effect of hypoxia on the presentation of HPV16 E6- and E7-derived epitopes in cervical cancer cells and its effect on epitope-specific T cell cytotoxicity. Hypoxia induced downregulation of E7 protein levels in all analyzed cell lines, as assessed by Western blotting. However, contrary to previous reports, no perturbation of antigen processing and  presentation machinery (APM) components and HLA-A2 surface expression upon hypoxia treatment was detected by mass spectrometry and flow cytometry, respectively. Cytotoxicity assays performed in hypoxic conditions showed differential effects on the specific killing of HPV16-positive cervical cancer cells by epitope-specific CD8+ T cell lines in a donor- and peptide-specific manner. Effects of hypoxia on the expression of PD-L1 were ruled out by flow cytometry analysis. Altogether, our results under hypoxia show a decreased expression of E6 and E7, but an intact APM, and epitope- and donor-dependent effects on T cell cytotoxicity towards HPV16-positive target cells. This suggests that successful immunotherapies can be developed for hypoxic HPV-induced cervical cancer, with careful choice of target epitopes, and ideally in combination with hypoxia-alleviating measures.
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Introduction

High-risk human papillomaviruses (HPVs) are responsible for cervical cancers, and a major proportion of other anogenital and oropharyngeal cancers (1). As of 2018, cervical cancer was the fourth most common cancer in women worldwide and caused >300,000 deaths annually (2). HPV16 alone is responsible for about 60% of cervical cancer cases worldwide (3). These cancers are thought to be the perfect ground for the development of targeted immunotherapeutic strategies (4). Being virally induced, they provide a repertoire of immunologically foreign cancer-specific antigens as ideal therapeutic targets. In particular, the viral oncoproteins E6 and E7 are considered to be promising targets as they are essential for malignant transformation, which does not allow tumor escape by antigen loss (5). Moreover, effective immune responses against HPV associated with virus clearance are mounted by most infected individuals. This proves that the immune system is capable of recognizing HPV-derived antigens and inducing immunity (6). For patients having developed a persistent infection or malignancy, therapeutic options involve surgery and/or chemo- and radiotherapy with associated risks and tissue damage. Therefore, a variety of immunotherapy approaches against HPV have been developed and tested with partly promising results in clinical trials (7, 8). However, there are no approved therapeutic HPV vaccines as of yet. This suggests that there is a need to elucidate other aspects of cervical cancer pathophysiology before a successful therapeutic vaccine can be developed. One important feature, which has only recently received attention, is the tumor microenvironment (TME) (9).

The components of the TME comprise the tissue surrounding and interacting with the tumor such as extracellular matrix (ECM), vasculature, stromal cells, and immune cells, as well as the oxygen concentration and pH levels (10). Together, these factors influence cancer progression in several ways (11). A key factor that regulates other TME aspects and affects all the hallmarks of cancer is hypoxia (12). Hypoxia develops as a proliferating tumor outgrows its surrounding vasculature leading to the reduction of oxygen concentration below 2% (13). This induces the transcription factor hypoxia-inducible factor 1 α (HIF1α), which is a key regulator of hypoxia-modified pathways. HIF1α regulates several downstream pathways, including other transcription factors (14). Of significant interest in the context of immunotherapies is the immunosuppressive effect of the hypoxic TME, aiding the tumor’s escape from immune surveillance (15). The effect of hypoxia on different immune cell types has been elaborately investigated (16). In particular, the impact on cytotoxic T cells (CD8+ T cells) is of pertinence from the perspective of therapeutic vaccine design. It has been reported that exposure of CD8+ tumor-infiltrating lymphocytes (TILs) to hypoxia led to their decreased proliferation. Moreover, these hypoxic TILs secreted the immunosuppressive cytokine IL-10 (17). However, counterintuitively, a recent study has demonstrated that CD8+ T cells pre-cultured in hypoxia led to a higher tumor rejection and improved survival in B16-OVA tumor-bearing mice than normoxic CD8+ T cells (18). This enhancement of anti-tumor responses by hypoxia warrants further investigation.

To be recognized by CD8+ T cells, antigens need to be processed by the antigen processing and presentation machinery (APM) and presented on the cell surface in complex with a major histocompatibility complex class I (MHC I) molecule. This aspect has been reported to be regulated by hypoxia in a cancer type-specific manner. Some studies have shown an upregulation of the human MHC (human leukocyte antigen, HLA) I in melanoma and colorectal cancer cell lines (19, 20). Another study demonstrated downregulation of MHC I and other APM components (TAP1, TAP2, PSMB9, and PSMB8) in vitro as well as in vivo using 3D culture systems as well as sarcoma and pulmonary tumor mouse models (21). Regulation of immune cell functions and antigen presentation by hypoxic TME have prompted an investigation into its effect on immunotherapies. Vaccination with cell lysates generated under 5% O2 was observed to lead to enhanced cytolytic function of CD8+ T cells in mouse models of breast cancer and glioma (22). However, the effect of hypoxia on immunotherapies of cervical cancers has not been investigated yet. Research has shown that hypoxia induces a state of dormancy in cervical cancer cells, which was reversible upon reoxygenation. Mechanistically, this was due to a downregulation of E6 and E7 oncoproteins at the transcriptional level, via the regulation of the PI3K/mTORC2/Akt axis, selectively in hypoxic HPV-transformed cells (23–25). As E6 and E7 are the targets of most therapeutic HPV vaccination approaches, their reported downregulation under hypoxia at both protein and mRNA levels (23) is a cause of concern. We hypothesized that the TME, particularly hypoxia, is responsible for limiting the efficiency of HPV-targeted immunotherapies. Thus, we investigated the hypoxia-induced effects on E6 and E7 and the APM in a comprehensive panel of HPV16-positive cancer cell lines and on target cell lysis mediated by HPV16-epitope-specific CD8+ T cells.



Materials and methods


Hypoxic and normoxic cultivation of cervical cancer and control cell lines

HPV16-positive cervical cancer and control cell lines were cultured in their corresponding media (Supplementary Table 1). CaSki and C33A were obtained from ATCC (CRL-1550 and HTB-31, respectively). SNU17, SNU703, and SNU1299 were obtained from the Korean Cell Line Bank. 866 was kindly provided by P. L. Stern (University of Manchester, UK), MRI-H-196 by E. Schwarz (German Cancer Research Center, Heidelberg, Germany), Marqu by A. Kaufmann (Charité, Berlin, Germany), and NOK by K. Münger (Tufts University, Boston, MA, USA). Cell lines were regularly authenticated and confirmed to be free of Mycoplasma, SMRV, or interspecies contamination by SNP profiling and multiplex-PCR by Multiplexion GmbH (26). At a confluence of 70%, biological replicates were simultaneously treated with either hypoxia or normoxia. For hypoxia treatment, cells were placed in an InVivo2 workstation (Baker Ruskinn) at 1% O2 and 5% CO2, for the duration as indicated in respective figures. Hypoxia treatment was performed in low-glucose conditions, by a medium change to the corresponding low-glucose medium 24 h prior to treatment (Supplementary Table 1). Harvesting of cells was performed using cell culture grade trypsin (Sigma-Aldrich). Briefly, after washing with 1× PBS, the cells were detached by incubation with trypsin for 5–7 min. Subsequently, FBS-containing medium was added followed by centrifugation at 300g for 5 min. The cells were then washed with 1× PBS and used for downstream applications, or cell pellets were frozen at −80°C till needed.



Western blotting

Cervical cancer and control cell lines were harvested by scraping with the addition of lysis buffer. For HIF1α detection, RIPA lysis buffer [1% sodium deoxycholate, 0.1% SDS, 0.15 M NaCl, 0.01 M Na-phosphate, 2 mM EDTA, with freshly added 1 mM PMSF, 2× protease inhibitor cocktail mix (Roche), and 1% NP-40] was used. For E6/E7 detection, 10 mM Tris-HCl, pH 7.5, 50 mM KCl, 2 mM MgCl2, and 1% Triton X-100 were used as lysis buffer. Hypoxic or normoxic treatment conditions were maintained during lysis. After 10 min incubation on ice, lysates were centrifuged at 12,000g for 5 min. Protein concentrations were determined using DC protein assay (Bio-Rad), and 50 µg (HIF1α detection) or 30 µg (E6/E7 detection) of total protein was loaded on a MiniProtean TGX™ any kD™ gel (Bio-Rad) for separation by SDS-PAGE. Proteins were transferred to PVDF membranes with wet (HIF1α) or semi-dry transfer (E6/E7). Membranes were blocked with 5% dry milk in 1× PBS containing 0.5% Tween-20 and then probed with either anti-HIF1α (#ab179483, Abcam), anti-E6 (#E6-6F4, Euromedex), anti-E7 (#NM2, kind gift from Prof M. Müller, DKFZ), or anti-α-tubulin antibodies (#T5168, Sigma Aldrich) diluted at 1:1,000 overnight at 4°C. Afterwards, membranes were incubated with the respective anti-rabbit (#611-1302, Rockland/Biotrend) or anti-mouse (#115-035-003, Jackson IR) horseradish peroxidase (HRP)-conjugated antibodies diluted at 1:5,000 for 1 h at room temperature. Pierce ECL Western Blotting Substrate (Thermo Scientific) was used for detection of α-tubulin bands, and ECL Prime Western Blot Detection Reagent (GE Healthcare) was used for detecting HIF1α, E6, and E7 bands. Protein bands were visualized with GelDoc™ EZ Imager. Densitometry analysis of Western blot images was done using the ImageJ software (27).



Detection of APM components by label-free quantification mass spectrometry

Lysates prepared from controls and HPV16-transformed cell lines using RIPA lysis buffer were processed for LC-MS/MS analysis with SP3 (28). Sample acquisition was conducted with an UltiMate™ 3000 RSLCnano (Thermo Fisher Scientific) coupled to an Orbitrap Exploris 480 (Thermo Fisher Scientific) mass spectrometer. Peptides were trapped on a cartridge (Acclaim PepMap 100 Cartridge, C18 100 Å 5 µm, 300 µm × 5mm) for 3 min at a flow rate of 30 µl/min (0.1% TFA in UPLC grade water). Elution and separation of peptides was performed with an analytical column (nanoEase M/Z Peptide BEH C18 column, 130 Å, 1.7 µm, 75 µm × 200 mm) with a flow rate of 300 nl/min and a gradient of solvent A (99.9% water, 0.1% formic acid) and solvent B (80% acetonitrile, 0.1% formic acid, 19.9% water). All solvents were UPLC grade. The gradient set up was 0 min solvent B 2%, 3 min solvent B 2%, 4 min solvent B 5%, 106 min solvent B 38%, 107 min solvent B 95%, 109 min solvent B 95%, 110 min solvent B 2%, and 120 min solvent B 2%. A Nanospray-Flex ion source (Thermo Fisher Scientific) and a Pico-Tip Emitter 360 µm OD × 20 µm ID; 10 µm tip (New Objective) coupled the mass spectrometer and the UPLC. The eluting peptides were ionized in positive mode with 2.2 kV, and the temperature of the ion transfer tube was set to 275°C. Full scan mass spectra were acquired with a scan range of 350–1500 m/z and a resolution of 60,000. Further settings were RF Lens 40%, ACG target 3E6 ions, and maximum injection time 45 ms. Fragmentation of peptides was conducted with data-dependent mode for charge state 2–6. The quadrupole isolation window was set to 1.4 m/z with a collision energy of 26%. Fragmented peptides were recorded with a resolution of 15,000 for a maximum of 1E5 ions (AGC target) or of 22 ms (injection time). Dynamic exclusion was set to 30 s.

MaxQuant software was used for data analysis using an organism-specific database extracted from Uniprot.org under default settings (29). Peptide and protein level identification FDR cutoffs were 0.01 each. Match between runs option was enabled to transfer peptide identifications across Raw files based on accurate retention time and m/z. The MaxLFQ algorithm was used for quantification using a label free quantification method (30). A minimum of two quantified peptides per protein was required for protein quantification. The R-package limma was used for statistical analysis (31). Protein groups with non-zero intensity values in 70% of the samples of at least one of the conditions were used for statistical analysis. For imputation of missing values, the setup with a down-shift of 1.8 standard deviation (SD) and a width of 0.3 SD was adapted from the default parameters of the Perseus software package (32). The p-values were adjusted with the Benjamini–Hochberg method for FDR to adjust for multiple testing (33).



Flow cytometry analysis of HLA-A2 and PD-L1 surface expression

Single-cell suspensions were stained for 20–30 min with anti-HLA-A2-FITC antibody (1:100; #551285, BD Biosciences), Ig-isotype control-FITC antibody (1:100; #401205, BioLegend), anti-PD-L1-BV421 antibody (1:40; #329714, BioLegend), or IgG2b-isotype control-BV421 antibody (1:40; # 400341, BioLegend). After fixation with 1% PFA in PBS for 10–15 min, samples were acquired at a FACS Canto II flow cytometer (BD Biosciences). HLA-A2-positive and HLA-A2-negative gates were set based on isotype control samples. Geometric mean of the FITC or BV421 intensity was assessed. For HLA-A2, the expression fold change in hypoxia relative to normoxia was calculated. Data analysis was performed using FlowJo™ software v10 (BD).



PBMC isolation

Buffy coat preparations of the blood from anonymous healthy female donors were obtained from DRK Blutspendedienst Mannheim. Material of donors above 40 years of age was used preferably, to increase the probability of prior exposure to HPV. HLA-A2-positive donors were identified by flow cytometry as described before and peripheral blood mononuclear cell (PBMC) isolation was performed for HLA-A2-positive donors using a standard density gradient procedure with Ficoll-Paque™ PLUS (Sigma Aldrich) in Leucosep tubes (Greiner bio-one). The isolated PBMCs were subsequently washed with 1× PBS, and residual erythrocytes were lysed by 5 min incubation with ACK lysis buffer (150 mM NH4Cl, 10 mM KHCO3, and 0.1 mM EDTA). PBMCs were washed, suspended in human serum with 10% DMSO, and cryopreserved in the gas phase of liquid nitrogen.



Peptides

Twenty-eight HPV16 E6- and E7-derived peptides previously validated for binding to HLA-A2 were used in this study (Supplementary Table 2) (34). For ELISpots, the HLA-A2-restricted human immunodeficiency virus (HIV)-derived peptide Nef137-145 (LTFGWCFKL, termed HIV-A2) and the CEF peptide pool (# PA-CEF-001, PanaTecs) were used as negative and positive controls, respectively. For cytotoxicity assays, the HLA-A2-restricted cytomegalovirus (CMV)-derived peptide pp65495-503 (NLVPMVATV) and the Epstein–Barr virus (EBV)-derived peptide BMLF1280-288 (GLCTLVAML) were used as negative controls. HPV and negative control peptides were synthesized at the GMP unit of the DKFZ.



ELISpot assay

PBMCs were thawed and one T cell culture per antigen stimulation was set up with 1–2 × 106cells/well in 24-well plates in T cell medium (RPMI-1640 with 10% FBS, 2 mM L-glutamine, 10 mM HEPES, and 1% P/S) supplemented with 10 ng/ml recombinant human Interleukin 7 (rhIL-7; R&D Systems). Each T cell line was stimulated with 10 μg/ml of either one of the 28 HLA-A2-binding HPV16 E6- and E7-derived synthetic peptides, 10 μg/ml HIV-A2 negative control peptide, or 1 μg/ml per peptide of the positive control CEF peptide pool. On day 3 and day 7, cultures were fed with 20 U/ml of recombinant human Interleukin 2 (rhIL-2; PeproTech), with a half medium change at day 7. At day 12, 1–2 × 105 cells/well were transferred to sterile Multiscreen-HA membrane plates (Millipore) coated with 1:500 anti-human IFNγ (clone 1-D1K; Mabtech) in PBS. Cell lines were re-stimulated with respective peptide or CEF peptide pool (six replicates). Concanavalin A (Sigma Aldrich, 2 μg/ml) and DMSO (Sigma Aldrich, 1 μl/ml) (three replicates each) were used as positive and negative controls. After 24 h incubation, cells were discarded and plates were washed with PBS and developed with 1:1,000 biotinylated anti-human IFNγ (clone 7 B6-1-Biotin; Mabtech) in PBS, 1:2,000 Streptavidin-Alkaline Phosphatase solution (Mabtech) in PBS, and filtered substrate (NBT/BCIP; Millipore). Plates were washed with ELISpot wash buffer (PBS with 0.05% Tween 20) between steps. Spots were counted with an automated ImmunoSpot reader (CTL-Immunospot® S6 Ultra-UV). For each well, spot forming units (SFU) per one million cells and the stimulation index (SI) (spot count divided by mean spot count in DMSO-treated control wells) were calculated.



Generation of peptide-loaded autologous DCs

Human PBMCs were thawed and 1 × 107cells/well were allowed to adhere in six-well plates for 3 h. After adherence of monocytes, supernatant and non-adherent cells were removed and 2 ml of DC medium (DMEM with 10% human serum, 1% L-Glutamine, 1% P/S, and 10 mM HEPES) supplemented with 1,000 U/ml GM-CSF (R&D Systems) and 500 U/ml recombinant human interleukin 4 (rhIL-4; R&D Systems) was added. Three days later, 1ml fresh DC medium, GM-CSF (1,000 U/ml), and rhIL-4 (500 U/ml) were added. On day 6, a maturation cocktail (1,000 U/ml TNF-α, R&D Systems; 10 ng/ml IL-1β, R&D Systems; 10 ng/ml IL-6, R&D Systems; 1 μg/ml PGE2, Cayman Chemical; and 10 U/ml LPS, Invivogen) was added, and on day 8, DCs were harvested by gentle scraping. A total of 106 cells/ml were incubated with 10 µg/ml peptide for 3 h for loading. Finally, peptide-loaded DCs were washed and used as antigen-presenting cells.



Generation of peptide-specific CD8+ T cells

A total of 1 × 107 PBMCs/ml in T cell medium with rhIL-7 (10 ng/ml) were co-cultured with peptide-loaded autologous DCs in ratios of minimum 50:1 to a maximum of 200:1. Every second day, IL-2 (20 U/ml) was added per well, with half medium change when the medium turned acidic. On day 8, cells were stimulated again with peptide-loaded autologous DCs. On day 12, each peptide-specific culture was split into two replicates and each replicate was exposed to either normoxia (20% O2, 5% CO2) or hypoxia (1% O2, 5% CO2; InVivo2 workstation, Baker Ruskinn). At day 14, cells were harvested and CD8+ T cells were isolated using a MACS CD8+ T cell isolation kit (#130-096-495, Miltenyi Biotec). Cell harvesting and MACS sort were performed in normoxic and hypoxic conditions, respectively. T cells were allowed to rest for 30 min before setting up cytotoxicity assays either in normoxic or in hypoxic conditions according to the preceding T cell generation.



Cytotoxicity assays

Cytotoxicity assays were carried out against the HPV16-positive cervical cell lines CaSki as specific target cells and the HPV-negative cervical cancer cell line C33A as control target cells. The HLA types of these two cell lines closely match (Supplementary Table 3). Peptide-specific T cells were generated and expanded in a 14 days pre-culture. Two days before the cytotoxicity assay, the T cell cultures were split in half and exposed to normoxia/hypoxia and the respectively pre-treated T cells were used for the cytotoxicity assay in the same condition. Specific cytotoxicity was assessed in a flow cytometry-based assay as previously published (35). Briefly, peptide-specific CD8+ T cells (effector cells) were co-cultured with a 1:1 mixture of specific target cells (CaSki) labeled with 5 µM CFSE (Life Technologies) and HPV-negative control cells (C33A) labeled with 0.25 µM CellTrace Far Red (FR; Life Technologies) in different effector:target (E:T) ratios for 48 h in normoxic or hypoxic conditions. Control wells without T cells were plated under the same conditions to be used for normalization. Cultures were harvested, fixed with 1% PFA, and acquired using a FACS Canto II flow cytometer (BD Biosciences). FlowJo™ software version 10 (BD) was used for data analysis and % specific killing was calculated based on the following formula: 100 − ((% specific target cells with T cells/%control target cells with T cells)/(% specific target cells without T cells/% control target cells without T cells) × 100. Based on the formula, negative killing can be observed in cases where the specific targets proliferate more than the non-specific targets.



Statistics

Statistical analysis was done using GraphPad Prism v7. The statistical test applied to each dataset is indicated in the respective figure legend.




Results


Hypoxia responsiveness of HPV16-transformed cells

For our study, we selected a comprehensive panel of HPV16-tranformed HLA-A2-positive cell lines. It included cell lines obtained from primary cervical tumors or metastases, from patients of different ethnicity, of different duration of cell culture propagation, and transformed with different HPV16 variant lineages (36). We also included two HPV-negative control cell lines, C33A and NOK (Table 1).


Table 1 | HPV16-positive and control cell lines used in the study.



First, it was confirmed whether all the cells were indeed responsive to hypoxia by analyzing HIF1α levels by Western blotting (Figure 1). Treatment with 24 h hypoxia led to a marked increase in HIF1α levels in the vast majority of cell lines (Figures 1A, B). For in-depth analysis, the responsivity of the HPV16-positive CaSki and control C33A cell lines to 48 h hypoxia was investigated as these cell lines were selected as target cells for follow-up assays with 48 h duration. Similar to 24 h hypoxia treatment, 48 h hypoxia treatment increased HIF1α protein levels in both cell lines (Figure 1C). Thus, all cell lines were considered suitable for subsequent experiments.




Figure 1 | HPV16-transformed cells are responsive to hypoxia. (A) Western blot images (upper panel) and quantification (lower panels) of HIF1α levels upon 24 h normoxia (red) and hypoxia (blue) and (B) fold change in HIF1α levels under 24 h hypoxia relative to normoxia in HPV16-positive cervical cancer cell lines (blue) and HPV16-negative control cell lines C33A and NOK (gray). The dotted line indicates the HIF1α levels in normoxia, normalized to 1. (C) Western blot images (upper panel) and quantification (lower panels) of HIF1α levels upon 48 h normoxia (red) and hypoxia (blue). To quantify HIF1α protein levels, band intensity was normalized to α-tubulin. The mean and individual values of three biological replicates are shown (NOK n = 2). Statistical analysis was done using unpaired t-test. n.s., non significant (p-value >0.05), *p-value ≤ 0.05 and **p-value ≤ 0.01. The p-values are mentioned.





Decrease in HPV oncoproteins upon hypoxia treatment

Previous studies have shown that the main HPV oncoproteins E6 and E7 are decreased in HPV16-transformed CaSki upon hypoxia treatment (23). Since these proteins are the main targets for immunotherapeutic approaches, we assessed E6 and E7 protein levels in our cell line panel. In CaSki and SNU17, a decrease in E6 levels upon 24 h hypoxia was observed (Figure 2A). E7 protein levels were also found to be decreased upon 24 h hypoxia in CaSki and SNU17 (Figure 2B), as well as in the other HPV16+ cell lines (Figure 2C). Cultivation of CaSki in hypoxic conditions with high glucose (4.5 g/L) medium prevented downregulation of E7 (Supplementary Figure 1), demonstrating that the observed hypoxia-mediated E7 repression in CaSki is glucose sensitive. This supplements published data, where this effect has already been described for several other HPV+ cell lines (23). We went on to investigate the timeline of the decrease in the expression of E7 in the model cell line CaSki. No decrease in E7 protein levels was observed for up to 12 h of hypoxia treatment. However, E7 protein levels decreased clearly upon 24 h hypoxia treatment, and this decrease was sustained until 48 h (Figures 2D, E). Thus, our results verify existing literature about the effect of hypoxia on the HPV16 E6 and E7 oncoproteins and extend results to a total of seven HPV16-transformed cell lines.




Figure 2 | Decrease in protein levels of HPV16 oncoproteins upon hypoxia. Western blots (upper panel) and respective quantification (lower panel) of (A) E6 and (B) E7 protein levels in HPV16-positive CaSki and SNU17 cells upon 24 h normoxia (red) or hypoxia (blue). (C) Fold change in E7 levels upon 24 h hypoxia relative to normoxia in HPV16-positive cervical cancer cell lines. Fold change is given as negative inverse of the ratio between hypoxia and normoxia to indicate reduction of E7 levels. (D) Western blots (upper panel) and respective quantification (lower panel) of E7 levels across different time points of treatment with normoxia (red) or hypoxia (blue) in CaSki cells. (E) Timeline of fold change in E7 levels in CaSki cells upon hypoxia normalized to normoxia. To quantify E6 and E7 protein levels, band intensity was normalized to α-tubulin. The mean and individual values of three biological replicates are shown. Statistical analysis was done using unpaired t-test. n.s., nonsignificant (p-value > 0.05), *p-value ≤ 0.05, **p-value ≤ 0.01, and ***p-value ≤ 0.001. The p-values are mentioned.





No effect of hypoxia on the APM in HPV16-transformed cells

Given that the oncoprotein E7 is still expressed for up to 24 h of hypoxia (Figures 2D, E), it needs to be determined whether epitopes from this protein can still be presented under hypoxia. Thus, we next investigated the effect of hypoxia on the APM in our panel of HPV16-transformed cells and controls. Because of its diverse effects on cellular pathways, expression of most proteins is regulated by hypoxia. Therefore, normalization to a single common housekeeping gene or protein is not appropriate. To achieve an unbiased analysis, we used label-free quantification (LFQ) MS. This technique uses intrinsic normalization and is thus best suited to study the effects of hypoxia on the APM (30). We analyzed numerous APM components, reflecting a peptide’s path from protein degradation to MHC surface presentation, namely, proteasomal subunits (PSME 1 and 2, PSMB 5–10); transporter proteins (TAP 1 and 2); enzymes (ERAP1 and 2); chaperones involved in peptide loading into the MHC (calreticulin, calnexin, and PDIA3); and the surface presentation molecules (HLA I and Beta-2-microglobulin). Volcano plots depicting the fold change in the whole proteome upon hypoxia vs. the significance of the change for CaSki, SNU17, and C33A can be seen in Figure 3, for 24 h (A) and 48 h (B) hypoxia treatment. In these cells, the expression of the APM proteins is unchanged upon 24 h and 48 h hypoxia. Similarly, 24 h hypoxia did not show any effect on the APM components in the other cell lines of our panel (Supplementary Figure 2). Taken together, hypoxia did not significantly change APM components in cervical cancer cell lines.




Figure 3 | Effect of hypoxia on the APM in target cells. Volcano plots depicting the –log10 (adjusted p-values) vs. the log2 fold change upon hypoxia vs. normoxia (H/N, log2) of the whole proteome upon (A) 24 h hypoxia treatment and (B) 48 h hypoxia treatment of CaSki, SNU17, and C33A cells. Protein expression is either upregulated (red), downregulated (blue), or unchanged (gray). The APM proteins of interest (orange) are annotated. Thresholds (dashed lines) are at log fold change of ±1 and a p-value cutoff of 0.05.



While MS analyzes the total expression levels of the protein, it does not address whether the cell surface expression of HLA I molecules is changed upon hypoxia. Thus, we performed flow cytometry to assess surface expression of HLA-A2, the common HLA I molecule in our cell line panel, in normoxia- and hypoxia-treated cells. We observed that hypoxia treatment for 24 h or 48 h did not significantly change the surface expression levels of HLA-A2 in HPV16-transformed CaSki and SNU17 cells and HPV-negative C33A cells (Figures 4A, B) or any of the other HPV16-positive cell lines or controls (Supplementary Figure 3). This substantiates the MS findings, and suggests that peptides from residual E6 and E7 proteins could still be surface-presented to the immune system.




Figure 4 | Effect of hypoxia on HLA-A2 levels in target cells. Representative histograms and bar graphs of HLA-A2 (FITC) intensities upon 24 h (A) and 48 h (B) hypoxia treatment of CaSki, SNU17, and C33A. The histograms of normoxic (red) and hypoxic (blue) examples are overlaid. Bar graphs depict the mean MFI (mean fluorescence intensity) of biological triplicates of normoxic and hypoxic cells ± SD normalized to normoxia, with normoxic MFI set to 100%.





Differential effects of hypoxia on CD8+ T cell-mediated cytotoxicity

After having observed a downregulation of the HPV oncoproteins, and no effect on the APM, the next goal was to investigate the effect of hypoxia on the killing of target cells by cytotoxic T cells. To generate HPV16 E6- and E7-derived peptide-specific CD8+ T cells, healthy donors were screened for memory responses to a pre-selected repertoire of 28 HLA-A2-binding peptides derived from HPV16 E6 and E7 using ELISpot assays. The ELISpot results are summarized in Supplementary Figure 4. Some peptides, such as E782-90, were observed to be immunogenic in multiple donors, while others, such as E625-33, showed strong immunogenicity in only one donor. Most of the responses were observed against HPV16 E7-derived peptides. For selected peptides that induced immune memory responses, peptide-specific T cell lines were generated. A flow-cytometry-based co-culture assay (Vital FR) was used for cytotoxicity assessment. The working principle of the Vital FR assay, representative flow cytometry plots, and an exemplary result are shown in Supplementary Figure 5. Negative controls are shown in Supplementary Figure 6. Analysis of the specific killing of CaSki cells in hypoxic relative to normoxic conditions demonstrated varying results. Cytotoxicity was observed to be either reduced (Figure 5A), unaffected (Figure 5B), or enhanced (Figure 5C). As T cells in these experiments were derived from different donors and raised against different peptides, these differences seem to be donor- and/or peptide-specific.




Figure 5 | Effect of hypoxia on killing of CaSki by E6- and E7-specific CD8+ T cell lines. Calculated specific killing of HPV16-positive CaSki cells relative to HPV-negative C33A control cells at different ratios of CD8+ T cells to target cells (E:T ratio) is shown. The specific killing of each epitope-specific T cell line was assessed in hypoxia (blue) and normoxia (red). We observed (A) decreased specific killing of CaSki cells under hypoxia, (B) no difference in killing in normoxia and hypoxia, and (C) increased killing of specific target cells in hypoxic conditions. Negative specific killing is a result of CaSki cells outgrowing C33A control cells. The mean of three technical replicates ± SD (error bars) is shown.



To assess whether the observed effects of hypoxia on T cell cytotoxicity are influenced by changes of the expression of inhibitory checkpoint molecule PD-L1 on the target cells, we investigated the surface expression of PD-L1 in hypoxia and normoxia by flow cytometry. SNU17, SNU1299, MRI-H-196, and C33A showed no or extremely low surface expression of PD-L1 in normoxic conditions, while CaSki, SNU703, 866, Marqu, and NOK showed detectable PD-L1 surface expression. Irrespective of the initial expression level, treatment with hypoxia for 24 h, 48 h, and 72 h had no or only minor effects on the surface expression of PD-L1 in our panel of cell lines (Figure 6 and Supplementary Figure 7). This suggests that the effect of hypoxia on cytotoxic T cell-mediated killing of cervical cancer cells is not affected by regulation of this checkpoint inhibition pathway.




Figure 6 | Effect of hypoxia on PD-L1 surface expression levels in target cells. (A) Representative histograms of PD-L1 (BV421) upon 24 h hypoxia treatment of CaSki, SNU17, and C33A. The histograms of normoxic (red) and hypoxic (blue) examples are overlaid. (B) Bar graphs show the mean MFI (mean fluorescence intensity) of triplicates of normoxic and hypoxic cells ± SD after 24 h, 48 h, and 72 h incubation. For CaSki, the results of triplicates from three independent experiments (each with triplicates) are shown.



Our results suggest that hypoxia influences cytotoxic T cells, and can lead to suppressed or enhanced killing of cervical cancer target cells. This effect seems to be independent of the influence of hypoxia on the target cells, as APM components and PD-L1 expression were observed to be unchanged, and decreased E7 expression would only explain decreased killing.




Discussion

Hypoxia is a universal feature of the TME of solid tumors, including cervical cancer (23). Enhancement of tumor invasiveness, metastasis, immunosuppression, and immune escape under hypoxic conditions make hypoxia a major challenge for the development of successful immunotherapies (42). The importance of investigating the influence of the TME is highlighted by the marked improvements in therapies for advanced cervical cancer observed upon combination of the anti-angiogenic drug bevacizumab with prevalent chemotherapeutic protocols (43, 44). However, it is important to gain a full understanding of the TME’s pleiotropic effects. Therefore, we wanted to gain insights into the effects of hypoxia, a key regulator in the TME, on HPV16-transformed human cells and immune responses against them.

Unfortunately, there are no suitable murine HPV-induced cervical cancer models for this purpose. The most commonly used mouse tumor models, such as TC-1 or C3, were generated by transduction or transfection with HPV16 genes, respectively (45, 46). However, they originate from lung and embryonic C57Bl/6 cells, not allowing for an accurate study of the TME of naturally HPV16-transformed cells. Additionally, they are most commonly studied in a subcutaneous setting, which does not resemble the mucosal environment. Only a few recent studies use tumor models in an orthotopic setting (47). Finally, and most importantly, murine cells do not present clinically relevant HLA-restricted epitopes, preventing direct examination of relevant peptides. The recently developed tumor models by our group in MHC-humanized A2.DR1 mice indeed present human epitopes to the immune system (48) and are even located in the vaginal mucosa of mice (47). However, so far, they have not been studied for hypoxia, and as these models depend on tumor cell transplantation, the TME most likely will not resemble those of naturally growing tumors. Thus, we decided to perform our study in a panel of human HPV16-transformed cells, maintained under conditions mimicking one aspect of the TME, namely, the oxygen levels.

We observed a decreased expression of HPV oncoproteins in HPV16-transformed cells upon 24 h hypoxia treatment in a comprehensive panel of HPV16-transformed cells. This confirms existing literature on the effect of hypoxia on HPV16 E6 and E7 expression and expands this knowledge to a broader set of cell lines (48). Our results additionally demonstrate that cervical cancer cell lines differing in tissue source (primary carcinoma/metastases), ethnicity/country of origin, duration of cell culture propagation, and transforming HPV16 variant lineages (Table 1), all respond similarly to hypoxia. Since the viral proteins E6 and E7 are the targets of choice for many immunotherapies (4, 7), a decrease in their expression under hypoxic conditions of the TME is of concern. Investigating the timeline of decrease of E7 protein expression upon hypoxia, it was observed here that in CaSki cells, E7 protein levels are not decreased by 12 h of hypoxia treatment, and even after up to 24 h of hypoxia, some residual protein was detected by Western blotting (Figures 2D, E). As long as the E6 and E7 proteins are still expressed, epitopes derived from these proteins can be presented on the cell surface via HLA I. However, hypoxia has been reported to dysregulate some components of the APM in vitro and in vivo in sarcoma and pulmonary mouse tumors (21). Therefore, regulation of the APM by hypoxia could potentially affect the surface presentation of antigens. Our results, however, showed no effect of 24 h hypoxia treatment on the APM in any of the HPV16-transformed cell lines, as well as the HPV-negative control cells (Figure 3A and Supplementary Figure 2). Even 48 h of hypoxia did not affect the expression of any of the APM components in CaSki and SNU17 (Figure 3B). The lack of regulation of the APM by hypoxia in any of the cell lines is surprising, given the pleiotropic effects of hypoxia. However, by choosing LFQ analysis, it was possible to investigate the regulation of the APM proteins under hypoxia compared to the whole cell proteome. Thus, we ascertained that there is indeed no effect of hypoxia on the APM.

For all these experiments, 24- and 48 h time points—and no longer hypoxia duration—were analyzed as we did not observe any important additional changes at 48 h compared to 24 h. It is, however, possible that cells exposed to chronic hypoxia adjust their functions further, which we do not address in this study. On the other hand, it is important to note that cervical cancers have been described to have cycling hypoxia, i.e., intermittent periods of hypoxia followed by reoxygenation (24, 49). These cycles are expected to be in the range of the time points analyzed herein.

Next, we confirmed the effect of hypoxia on cell surface presentation of HLA-A2 by flow cytometry (Figure 4 and Supplementary Figure 3). In contrast to previous reports about increase (19, 20) or decrease (21) in HLA class I (HLA I) surface levels upon hypoxia, we did not observe a significant change in HLA-A2 expression upon 24 h hypoxia treatment in any of the cell lines. This suggests that the presentation of epitopes from E6 and E7 in hypoxic HPV16-transformed cells might not be perturbed, as long as enough source protein is expressed. It has been reported that the effects of hypoxia on HLA I expression are more pronounced on cells in 3D culture systems as compared to 2D cultured counterparts in murine sarcoma cells (21). Since our experiments were carried out in 2D cultures of cervical cancer cell lines, it would be interesting to investigate these effects in a cervical cancer 3D culture or organoid system, which has been recently developed (50, 51). It is also important to note that our study focused on HLA-A2, the most frequently expressed HLA I allotype in the Caucasian population. Thus, it remains possible that hypoxia affects HLA I expression in an allotype-dependent manner.

The next question was to assess the effect of hypoxia on HPV-specific T cells. HPV oncoproteins have low expression levels in infected cells, which increases only upon cell transformation into cancer (5). Despite low expression of the oncoproteins, most HPV infections are cleared by effective T cell immunity (52). This implies sufficient protein expression for successful priming of epitope-specific T cells, which is also supported by the presence of memory T cell responses against HPV16 E6 and E7-derived peptides observed in healthy donors [(53–55) and screened by us (Supplementary Figure 4)]. The success associated with therapeutic HPV vaccines (7) or T cells transgenic for HPV epitope-specific TCRs (56) causing lesion or tumor regression further indicates sufficient HPV epitope presentation on target cells to make them detectable by cytotoxic T cells.

When assessing the effect of hypoxia on HPV-specific T cells, we observed that hypoxia mediated decreased, unchanged, and increased cytotoxicity against HPV16+ CaSki cells in a peptide- and donor-specific manner in our small panel of HPV16-specific T cell lines. These opposing results are in line with existing contradictory literature about the effect of hypoxia on cytotoxic T cells in the context of different murine tumors (17, 18). In our experiments, four out of six T cell lines demonstrated reduced specific killing of CaSki cells under hypoxia, which is in line with reduced expression of HPV oncoproteins. However, since our results were obtained using only one cervical cancer target cell line, and we also observed unchanged or enhanced killing under hypoxia, this suggests that possibly the T cells rather than the tumor cells behave differentially under hypoxia. An alternative explanation could be that the repertoire of peptides presented on the surface of hypoxic CaSki cells is altered as compared to normoxic CaSki. However, given that we did not observe any effect of hypoxia on the APM, this explanation seems unlikely.

Hypoxia has also been reported to increase PD-L1 expression, which is a known checkpoint inhibition protein (57). However, our results show that PD-L1 is unaffected by hypoxia in the panel of cervical cancer cell lines, indicating that this checkpoint inhibition pathway is not involved in the differential effects of hypoxia on CD8+ T cell-mediated cytotoxicity towards cervical cancer cells.

As mentioned above, hypoxia in the cervical cancer microenvironment is not static but characterized by intermittent reoxygenation, caused by poor vasculature (23). This condition, which is known as cycling hypoxia (24, 49), most likely prevents complete downregulation of E6 and E7 and would thereby allow sufficient presentation of epitopes on the cell surface in vivo. The diversity and the fluidity of the conditions within the TME suggest that glucose concentrations are also variable within tumors. As the downregulation of HPV oncogenes was seen to be dependent on low glucose levels [ (23) and Supplementary Figure 1], this would also result in residual E6/E7 expression under hypoxia. Taken together, our data indicate that a hypoxic TME might not influence the success of a therapeutic vaccination. However, the combination of a therapeutic vaccine with measures that either alleviate hypoxia or reduce tumor burden and thereby hypoxic areas in the tumor might be beneficial.
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Climate change induced heat stress has increased coral bleaching events worldwide. Differentially regulated immune genes are one of the primary responses to heat stress suggesting that immune activation is critical. However, the cellular immune mechanisms of coral bleaching is currently unknown, and it is still not known if the immune response documented during heat stress is a consequence of bleaching or is directly caused by the heat stress itself. To address this question, we have used two model system sea anemones (Order: Actiniaria): Exaiptasia diaphana and Nematostella vectensis. E. diaphana is an established sea anemone model for algal symbiont interaction, while N. vectensis is an established sea anemone model that lacks the algal symbiont. Here, we examined the effect of increased temperature on phagocytic activity, as an indication of immune function. Our data shows that immune cell activity increases during heat stress, while small molecule pinocytosis remains unaffected. We observed an increase in cellular production of reactive oxygen species with increasing temperatures. We also found that the cellular immune activity was not affected by the presence of the Symbiodiniaceae. Our results suggest that the immune activity observed in heat-stress induced bleaching in corals is a fundamental and basic response independent of the bleaching effect. These results establish a foundation for improving our understanding of hexacorallian immune cell biology, and its potential role in coral bleaching.




Keywords: phagocytosis, comparative immunology, Hexacorallia, innate immunity, heat stress



Introduction

Climate change induced heat stress is detrimental to hexacorallian health and is the primary cause of coral reef death throughout the world (1–7). The rise of ocean temperatures has led to the increasing frequency of coral bleaching events, a phenomenon in which endosymbiotic dinoflagellates (family: Symbiodiniaceae) are expelled from the coral host (1, 8). The Symbiodiniaceae reside within coral gastrodermal cells, and are responsible for providing the majority of the coral’s food source (9). During heat stress an increase in reactive oxygen species (ROS) is produced by Symbiodiniaceae, which leads to the damage of both coral host tissues and Symbiodiniaceae membranes (10–15). However, it has also been suggested that Symbiodiniaceae expulsion is unrelated to endosymbiotic ROS (16–19), and may be a result of shifting dynamics within the coral holobiont (20). Regardless, the Symbiodiniaceae and coral host then dissociate via several different methods, including host cell apoptosis and host cell-initiated exocytosis of Symbiodiniaceae, among other documented mechanisms (21–27).

Heat stress-induced coral bleaching affects the expression of innate immune genes within the coral (28–30). During early heat stress, the coral host upregulates transcription factors related to innate immune pathways such as ELK-3, NF-kB, and Kruppel-like factors (29, 30). Additionally, many potential immune-like factors, such as TRAF, TNFR, and NOD-like receptors, are upregulated during heat stress (28, 31, 32). Previous research on the effects of increased temperatures has focused on the dysbiosis of the relationship of the Symbiodiniaceae with the hexacorallian hosts and the mechanisms causing bleaching (1, 9, 15, 33–36). However, the functional immune responses independent of the symbiosis with Symbiodiniaceae during heat stress have not yet been teased apart. Given this previous body of research, we hypothesize that the coral immune activation observed in heat stress-induced bleaching is due to a heat stress-specific immune response in Hexacorallia. Further, we hypothesize that hexacorallians without Symbiodiniaceae will still activate their immune system in response to heat stress.

To experimentally test our hypothesis, we compared two hexacorallian models, the sea anemones (Order: Actiniaria): E. diaphana and N. vectensis. While N. vectensis lacks Symbiodiniaceae, E. diaphana can be raised with and without Symbiodiniaceae. Within each sea anemone population, we performed an overnight phagocytosis assay on isolated cells to test the cellular immune function under heat-stress, compared to pinocytosis under heat stress (Figure 1). Previously, we functionally characterized phagocytosis and the phagocytic cells in both the sea anemone, N. vectensis and the stony coral, P. damicornis (37). Specialized immune cells use phagocytosis as the primary mechanism to engulf and degrade target particles such as pathogens and damaged cells (38, 39). Phagocytosis is mediated by a rapid rearrangement of the actin cytoskeleton, in which pseudopodia extensions engulf the target. Once engulfed, the target will fuse with a phagolysosome for degradation (40). On the other hand, pinocytosis is a type of endocytosis in which cells ingest extracellular fluid and small molecules. We've previously observed similarities in phagocytic mechanisms between the two species (37), strengthening the establishment of N. vectensis as a model for immune studies in Hexacorallia.




Figure 1 | General workflow for heat stress experiments. First, cells were dissociated from one of the following models: N. vectensis, symbiotic E. diaphana or aposymbiotic E. diaphana. The cells were exposed to one of the phagocytic challenges (S. aureus or DQ™ ovalbumin) or pinocytosis assay (dextran), then divided into overnight incubators at different temperatures to test the response to heat stress. Following overnight incubations, the cells were concentrated in a 96-well plate and analyzed by imaging flow cytometry and fluorescent confocal microscopy. Diagram was created with BioRender (https://biorender.com/).



Here we show that the immune system of sea anemones is activated under short-term heat stress. Moreover, this mechanism is not dependent on the presence of Symbiodiniaceae. Additionally, we show that in short-term heat stress ROS production is carried out by the sea anemone cells regardless of having Symbiodiniaceae. Finally, we suggest that the immune activation in short term heat stress could be a conserved mechanism in Hexacorallia.



Methods


Animal husbandry

N. vectensis individuals were generously provided by Prof. Tamar Lotan from Haifa University. Animals were maintained at the mariculture room at the Regenerative Medicine and Stem Cell Research Center, Ben Gurion University (approved by the Israel ministry of agriculture and university biosafety committee). All artificial seawater (ASW) used to maintain the animals for this study was made with Red Sea Salt (Red Sea). Both N. vectensis and E. diaphana were fed freshly hatched Artemia 3-4 times a week. N. vectensis was maintained at 18°C in 14 ppt ASW with a pH ranging from 8-8.6. Symbiotic E. diaphana (harboring clade B Symbiodiniaceae) and aposymbiotic E. diaphana (E. diaphana lacking Symbiodiniaceae) were maintained at 22°C in 35 ppt ASW with a pH ranging from pH 8-8.6 (41, 42). The symbiotic E. diaphana were raised in a light/dark cycle of 12 hours, while aposymbiotic E. diaphana were raised in 24 hours of dark. Three days before the start of the experiments, N. vectensis and E. diaphana were starved and isolated within plastic petri dishes.



Cell dissociation

The same cell dissociation protocol was used for both N. vectensis and E. diaphana. Cell suspensions were produced from a minimum of 5 animals per experiment, using mechanical dissociations with a sterile razor blade and filtration through 100 µm and 40 µm cell strainers (37, 43, 44). A syringe plunger was used to help facilitate filtering. The culture media used was made of L-15 supplemented with 2% heat-inactivated fetal bovine serum (FBS), and 20 mM HEPES. It was then brought to 1.42 × PBS molarity for N. vectensis or 3.3 × PBS for E. diaphana using calcium- and magnesium-free 10 × PBS and supplemented with 0.05% NaN3 to reduce contamination. The entire cell dissociation process was done on ice to lower cell metabolism and minimize cell damage. Cells were then washed by centrifugation at 500 × g at 4°C for 5 minutes and resuspended in 1 ml of culture media.

After the cell dissociation, the cells were counted on an Automated Cell Counter (TC20™- Bio-Rad). Then the cells were used in either phagocytosis or pinocytosis assays. Cells of N. vectensis and E. diaphana were plated in 96 well U-shaped plates, with 100,000 cells/well in 200 µl of staining culture media.



Phagocytosis and pinocytosis assays

Two types of phagocytic assays were performed overnight as previously published (37). The first was a bacterial challenge of 15 µg/ml of inactive Staphylococcus aureus particles (pHrodo™ Green S. aureus Bioparticles™ Conjugate for Phagocytosis; Thermo Fisher Scientific). The pHrodo conjugation to S. aureus causes green fluorescence emission when engulfed within low-pH vesicles. In the second assay, DQ™ ovalbumin was used at 15 µg/ml (ThermoFisher Scientific, D12053). This assay measures the protease activity of phagocytosis. We previously modified this established protocol for hexacorallian phagocytic cells (37). In short, the DQ™ ovalbumin is self-quenching and labeled with BODIPY dye (boron-dipyrromethene). Only upon engulfment and fusion with a lysosome will it be hydrolyzed into peptides and emit a green fluorescence (45). To measure pinocytosis, fluorescently tagged dextran molecules, Fluorescein Isothiocyanate – Dextran, were used at 0.65 µg/ml. Dextran is a complex sugar molecule derived from bacteria used as an assay for pinocytosis (Fluorescein Isothiocyanate - Dextran; molecular weight 500,000 MW; Sigma-Aldrich). For phagocytic activity and pinocytosis assays both N. vectensis and E. diaphana cells were incubated with the reagents overnight. For experiments examining two temperatures DQ™ ovalbumin, pHrodo™ Green S. aureus Bioparticles™, and Dextran were used. For the heat ramp assays pHrodo™ Green S. aureus Bioparticles™, and Dextran were used.



Flow cytometry analysis

To differentiate between cells and the phagocytosis reagents (i.e. pHrodo™ Green S. aureus Bioparticles), cells were pre-labeled with CellTrace™ Far Red (1:1000) for 30 min. Phagocytic activity was detected using a flow cytometer (NovoCyte flow cytometer, Acea). pHrodo™ Green, DQTM ovalbumin, and Fluorescein Isothiocyanate – Dextran were all analyzed by flow cytometry using a 488 nm laser and detected using a 530/30 nm filter. CellTrace™ Far Red (excitation with 630 nm laser and detection using 675/30 nm filter) was used to detect cells (37). Data analysis was conducted using NovoExpress software.

For two temperature comparisons at least three experiments were performed. For heat ramp assays, each temperature was at least in two independent experiments. In addition, ambient temperature was used in each of the experiments for normalization. For comparing between the effect of two temperatures in phagocytosis and pinocytosis, statistical analysis (Student t-test) was performed in Graphpad Prism for Windows, version 9.4.1.

In order to compare the effect of increasing temperature on phagocytosis and pinocytosis in N. vectensis and E. diaphana, we normalized the percentage of phagocytosis and pinocytosis to ambient temperature using Excel software. Next, we used Mixed effects analysis, using the restricted maximum likelihood method (REML), by Graphpad Prism for Windows, version 9.4.1 (Supplementary Table 1).



Heat stress at variable temperatures

To test the effects of heat stress, cell suspensions undergoing the above phagocytosis assay or pinocytosis assay were incubated in ambient or elevated temperatures. For N. vectensis cells, an ambient temperature of 18°C (46, 47) and elevated temperatures of 21°C, 24°C, 28°C, and 34°C were used. N. vectensis has been observed to tolerate temperatures up to 30°C, although it is typically reared at 18°C in the laboratory (48, 49). E. diaphana cells were kept at an ambient temperature of 22°C (50), and elevated temperatures of 25°C, 27°C, 30°C, 32°C, or 34°C. E. diaphana are naturally found in tropical waters and could be reared in laboratory temperatures between 20-26°C (General Aiptasia husbandry - Weis Lab; 51). We observed tissue degradation at 34°C after performing a heat tolerance experiment on the whole animal level of aposymbiotic E. diaphana, making it our highest temperature for testing (Figure S1).



Detection of reactive oxygen species

To test whether cells increase ROS production when exposed to high temperature, cells were exposed to 11.2 ng/ml of DCFDA-ROS Detection Cell-Based Assay Kit (Cayman). Cells from N. vectensis, symbiotic E. diaphana, and aposymbiotic E. diaphana were incubated overnight in the variable temperatures. The next morning, following cell counting and distribution of 50,000 cells/well in a 96 U-shaped plate, cells were incubated for 45 minutes in the DCFDA-ROS Detection Cell-Based Assay at ambient temperatures. Detection of DCFDA-ROS was then measured by flow cytometry using a 488 nm laser and detected on a 530/30 nm filter. The signal measurement was compared to the unstained controls. For comparing the effect of temperature on ROS enrichment in N. vectensis and E. diaphana, we used an unpaired t-test, using Microsoft Excel software.



Symbiodiniaceae measurement in medium

To measure the expulsion of symbiotic Symbiodiniaceae into the surrounding water, we incubated the symbiotic E. diaphana overnight in 24 well plates, at 2.5 ml of 35 ppt ASW. We incubated animals in different temperature including ambient temperature of 22°C (50) and elevated temperatures of 25°C, 28°C, 30°C, 32°C, or 34°C. Following overnight incubation, we measured the far-red autofluorescence of the Symbiodiniaceae by sampling 0.5 ml out of the 2.5 ml of the surrounding medium using FACS analysis. For comparing the effect of temperature on algae expulsion in E. diaphana, we used an unpaired t-test, using Microsoft Excel software.



Imaging flow cytometry

After the overnight incubations for both ambient and heat stress treatments, cells were analyzed using ImageStream X Mark II Imaging flow cytometer (Amnis, Co., Seattle, WA, USA) with a 40×/0.75 objective. As previously done in (37) channels representing bright-field, green channel (excitation laser 488nm, filter band 533/55nm), and far-red channel (excitation laser 642nm, filter band 702/85nm), were used to record 10,000 cells for each sample. IDEAS® software was then used to quantify the measurements of cells that were in focus, single cells, and had a fluorescent signal.



Confocal microscopy

Cells from representative treatments were transferred into 500 µL of staining culture media, centrifuged for 5 minutes at 500 × g at 4°C, and resuspended in 50 µL of staining culture media. The resuspended cells were transferred to 384 glass bottom imaging plate (cell culture microplate 384 well, CLEARⓇ, Poly-L-lysine, cellcoatⓇ, Greiner bio-one). Images were acquired using a 20 × objective on a ZEISS LSM900 confocal microscope and analyzed using ZEISS ZEN-black software.



Immune gene identification and analysis

To identify upregulated immune genes in N. vectensis during heat stress, we used a previously published gene expression data set (52). This study sought to evaluate the impact of abiotic stressors such as heat, salinity and, UV light on venom production of distinct populations along the East coast of North America of N. vectensis. The raw reads for stress and control treatments from two populations, Massachusetts (MA) and North Carolina (NC) were used in our study. Raw reads were mapped with STAR v.2.7.5 (53) to N. vectensis gene models and counted with Featurecounts (54). Differential expression analysis of the two populations was performed using the DESeq2 v1.6.3 R package (55). The raw counts tables were imported into R Studio and normalized using the median of ratios (56) with the “estimateSizeFactors” function in DESeq2. Genes with over two-fold changes (log2 fold change> 1) and a False Discovery Rate (FDR) cut off of FDR ≤ 0.05 were considered as significantly differentially expressed genes.

To characterize potential immune genes among significant differentially expressed up-regulated genes, Blastp with e value ≤1e-5 (57) and HMM version 3.3.2 with e value ≤1e-5 (hmmer.org) searches were performed against a custom database of immune up-regulated genes in abiotic stress found in previous studies on Anthozoa. This custom database was built with protein sequences downloaded from the RefSeq nr database (58) from the species Acropora digitifera, Acropora millepora, Acropora palmata, Actinia tenebrosa, E. diaphana, N. vectensis, Orbicella faveolata, Paramuricea clavata, P. damicornis and Stylophora pistillata for pathways labeled with key words including: “ tumor necrosis factor receptor”, “apoptotic”, “enzymatic”, “NF-kappa-B”, “HLF”, “nod-like receptor” and “inflammatory”.




Results


Immune gene expression in the N. vectensis model in stress

To test whether hexacorallians without Symbiodiniaceae activate their immune system in response to heat stress, we examined previously published data on gene expression in N. vectensis under a combination of abiotic stressors, including heat stress (52). We found similar immune gene homologs between N. vectensis and corals that were upregulated in response to heat stress (52; Table 1). These genes include TNF receptor-associated factors, Caspase-8, Hepatic Leukemia Factor, and the inflammatory marker of Kruppel-like Factors.


Table 1 | Eight upregulated genes were identified in searches.





Phagocytic activity increases in the N. vectensis model

To test the effects of elevated heat on the immune system at the functional level we used two phagocytic cell assays: pHrodo Green S. aureus bioparticles and DQ™ ovalbumin protein, or dextran as a pinocytosis control (previously established in 37). In N. vectensis, a significant increase in the percentage of active phagocytic cells was detected in the elevated temperature (28°C) in comparison to the ambient temperature (18°C) (Student’s t-test, * = p <0.05; Figures 2A, B). In contrast, overnight exposure with the pinocytosis stimulant dextran showed no significant change between the ambient (18°C) and elevated (28°C) temperatures (Figure 2D). For validation of N. vectensis cellular phagocytosis, ImageStream analysis (Figures 2E, F) and confocal analysis (Figures 2G, H) showed that the phagocytic signal is localized within the cells.




Figure 2 | Phagocytic activity increases in heat-stress conditions, while pinocytosis remains unchanged in N. vectensis. (A) N. vectensis imaged by ZEISS Axiocam 208 Color Microscope Camera. (B, C) Phagocytosis of S. aureus bioparticles and DQ ovalbumin, respectively, under heat stress conditions of 28°C, increased significantly from the ambient treatment (18°C). (D) Pinocytosis of dextran under heat stress did not significantly change between ambient and heat stress conditions. (E) ImageStream analysis of cells that have engulfed S. aureus particles. The green fluorescence is emitted from the S. aureus particles, but only when in low-pH vesicles; red fluorescence is from the CellTrace cell stain. (F) ImageStream analysis of cells that have engulfed DQ ovalbumin. The green fluorescence is emitted from the DQ ovalbumin conjugation with BODIPY, but only once hydrolysis into single peptides has occurred. A Student’s T-Test analysis was performed on the phagocytic and pinocytic assays between the ambient and elevated temperatures. (G) Confocal images of N. vectensis cells challenged with inactive pHrodo™ S. aureus bioparticles (blue arrows), with cells having internalized pH-activated bioparticles in green (yellow arrow). (H) Confocal images of N. vectensis cells challenged with DQ ovalbumin, upon protease activity DQ ovalbumin fluoresces in green. A Student’s t-test analysis was performed on the phagocytosis and the pinocytosis assays comparing the ambient and elevated temperatures. P-value legend: ns, Not significant, *: p <0.05, ***: p < 0.001. Scale bar represents standard deviation (SD).





Phagocytic activity during heat stress in aposymbiotic and symbiotic E. diaphana model

To further test whether the effects of heat stress on phagocytosis were conserved in Hexacorallia harboring Symbiodiniaceae we employed the model E. diaphana, which is capable of living with and without Symbiodiniaceae. Similar to N. vectensis, regardless of the presence of Symbiodiniaceae, phagocytic cell activity was significantly higher after overnight exposure to a moderate heat stress (30°C) compared with ambient temperatures (22°C) (Figures 3A, B, F, G), while pinocytosis remained unaffected (Figures 3C, H).




Figure 3 | Phagocytic activity increases in heat stress conditions, while pinocytosis remains unchanged in both aposymbiotic and symbiotic E. diaphana. (A) Aposymbiotic E. diaphana imaged by ZEISS Axiocam 208 Color Microscope Camera. (B, C) Phagocytic cell activity in aposymbiotic E. diaphana of S. aureus particles (B) and DQ ovalbumin (C) is significantly higher under heat stress conditions 30°C, compared to ambient conditions of 22°C. (D) Pinocytosis of dextran in aposymbiotic E. diaphana under normal and heat stress conditions are not significantly different between ambient (22°C) and thermal stress conditions (30°C). (E, F) Phagocytosis images by Image stream analysis for aposymbiotic E. diaphana of S. aureus particles (E) and DQ ovalbumin (F). (G) Symbiotic E. diaphana imaged by ZEISS Axiocam 208 Color Microscope Camera. (H, I) Phagocytic activity in symbiotic E. diaphana of S. aureus particles (H) and DQ™ ovalbumin (I) is significantly higher under heat stress conditions (30°C), compared to ambient (22°C). (J) Pinocytosis of dextran in symbiotic E. diaphana under normal and heat stress conditions are not significantly different. A Student’s t-test analysis was performed on the phagocytic and the pinocytosis assays comparing the ambient and elevated temperatures. P-value legend: ns, Not significant, *: p <0.05, ***: p < 0.001. Scale bar represents standard deviation (SD).





Immune function changes in variable temperatures of heat stress

To test the effects of variable temperatures on immune function we applied phagocytic and pinocytic assays to N. vectensis, and aposymbiotic or symbiotic E. diaphana at different elevated temperatures. N. vectensis cells had a significant increase in their phagocytic activity of pHrodo™ Green S. aureus Bioparticles (Figure 4A). Response peaked at 21°C and incrementally declined while still being above ambient temperature. In contrast, there was no significant change in the pinocytic activity in variable temperatures compared to 18°C (Figure 4C). In E. diaphana, similar phagocytic responses were observed in both aposymbiotic and symbiotic individuals. The greatest relative change compared to the ambient treatment occurred at 30°C and declined afterwards, with 34°C reaching almost to the level of ambient temperature at 22°C. As in N. vectensis, the relative pinocytic activity did not significantly change across varying degrees of heat stress (Figures 4B, C). Interestingly, when overlaying the relative phagocytic activity of symbiotic and aposymbiotic E. diaphana there is no difference between the two reactions, suggesting that Symbiodiniaceae doesn’t affect the immune regulation in heat.




Figure 4 | Immune activation vs pinocytosis at increased temperatures in hexacorallian models. (A) The relative change in the flow cytometry percentage of activity in the N. vectensis phagocytic cells (normalized to ambient temperature) significantly elevated with heat, compared to the control pinocytosis of dextran. (B, C) The relative change in the flow cytometry percentage of activity in the aposymbiotic E. diaphana (B) and symbiotic  E. diaphana (C) phagocytic cells (normalized to ambient temperature) significantly elevated with heat, compared to the control pinocytosis of dextran. (D) The relative percentage change in different temperatures of the S. aureus phagocytosis in the aposymbiotic and the symbiotic E. diaphana phagocytic cell is similar. Control temperature for the N. vectensis model is 18°C and 22°C is the control temperature for the E. diaphana models. Mixed effects analysis was performed on the phagocytosis and the pinocytosis series for each animal model (A–C), and between the two E. diaphana models (D). Mixed effects analysis, using the model of restricted maximum likelihood method (REML; detailed in Supplementary Table 1). P-value between treatments: ns, Not significant, ****: p < 0.0005. Scale bar represents SD.





Elevated temperatures increase cellular ROS production as well as algae expulsion

To test whether heat stress leads to an increase in ROS production independent of the symbiotic Symbiodiniaceae, we used DCFDA markers for intracellular ROS in cells from N. vectensis, symbiotic, and aposymbiotic E. diaphana, that were exposed to a range of temperatures. Intracellular ROS was significantly increased in elevated temperatures, compared to ambient conditions (Figure 5A). Similarly, both aposymbiotic and symbiotic E. diaphana showed increases in intracellular ROS under thermal stress conditions compared to the ambient temperature (Figures 5B, C).




Figure 5 | Parameters of increased heat response validation. (A, B) The levels of ROS increases on the cellular level in elevated temperatures in the N. vectensis model (A) aposymbiotic (B) and symbiotic (C) E. diaphana, measured by flow cytometry fluorescence of the DCFDA marker for ROS, in each cell. Measured by Geometric mean of the green fluorescence of the cells. (D) Counts of expelled algae from E. diaphana due to heat stress in 2.5 ml of media. Control temperature for the N. vectensis model is 18°C and 22°C is the control temperature for the E. diaphana models. Unpaired t-test analysis was performed on the ROS enrichment and algae count between the ambient temperature and 34°C. P-value legend: *: p <0.05, ****: p < 0.0005 (Supplementary Table 1). Scale bar represents SD.



To validate that the temperature conditions were inducing bleaching, we measured the expulsion of symbiotic Symbiodiniaceae from E. diaphana into the surrounding water after overnight incubation at the various temperatures. The number of Symbiodiniaceae cells in the medium was observed to have increased significantly compared to ambient conditions (Figure 5D), indicating the expulsion of Symbiodiniaceae from the host cells.




Discussion


Immune cellular function activity is heightened in heat induction

Previous heat stress gene expression studies on many different hexacorallians have shown differential gene expression of immune genes, suggesting immune activation is occurring (28–32, 59). Here, we found that during heat stress phagocytic activity increased, indicating that heat stress can increase the immune cell activity. Further, pinocytosis was not affected by the heat stress, indicating that within these assays, normal metabolic function was maintained (Figures 2-4). Phagocytosis and pinocytosis processes are functionally different in hexacorallians, where phagocytosis is executed by a specific subpopulation of cells and not the majority of the cells like what is observed in pinocytosis (Figures 2, 3) (37, 60). Previous studies on heat stress effects in aposymbiotic and symbiotic E. diaphana found an upregulation of immune genes during the first 12 hours, followed by a decrease to near baseline levels (59). Similarly, our overnight assays of 12 hours showed significant increase in immunological function in both symbiotic and aposymbiotic animals. Our results may indicate that heat stress in Hexacorallia does not reduce immunocompetence, but rather increases it, perhaps even to a potentially harmful level. Hyperimmune responses are not well characterized in invertebrates, but in vertebrates, including humans have been documented (61–63). Future research on measuring and characterizing this potential hyperimmune response in corals may be important to our understanding of the different disease and heat stress pathologies that have been previously observed (64).



Immune activation during heat stress is not a by-product of bleaching

Previous observations of differential gene expression of immune genes suggested immune activity during heat stress in Hexacorallia was due to the process of bleaching (28–32). Here we show that the immune activation in heat stress occurs regardless of the presence of the symbiotic Symbiodiniaceae. We were able to tease apart if the increase in phagocytosis was linked to the presence of Symbiodiniaceae, and found that the increase of phagocytosis was independent of the algal symbiosis, suggesting that the immune response and bleaching response can be uncoupled. This shows that immune activation during heat stress is not a byproduct of heat-induced bleaching. Moreover, the aposymbiont and symbiont models of E. diaphana respond in a similar way to heat stress (Figure 4D) (59). When we tested for ROS production (15), we observed that it is also produced by the animal cells independently of the presence of symbiotic algae (Figures 5A-C). Our observations support the hypothesis that the ROS production in heat-induced bleaching is done not only by the algae but also by hexacorallian cells. This supports previous suggestions that ROS production is not solely a marker for photosynthetic stress (65). Together, these results suggest that there is an underlying immune response to heat stress, and it is independent of the symbiotic dinoflagellate algae, Symbiodiniaceae.



Immune activation in heat could be a conserved evolutionary mechanism

Immune system response upon heat induction is well documented across vertebrates. Upon infection, warm blooded organisms will initiate a febrile response, while cold blooded organisms will raise their body temperature by behavioral means (66–74). In the case of marine invertebrate organisms, they are dependent on environmental temperature fluctuations (75). Warming water temperatures or heat wave events have been linked to an increase in pathogenic Vibrio sp. abundance in several locations (76–79). During heat waves, the microbial population may shift in favor of more opportunistic pathogenic species and can lead to higher mortality due to infection (80). It is plausible that marine invertebrates evolved means to respond and combat these pathogenic stressors in heat, by activating their immune system (81–84). However, there are also examples of immune activity reduction in marine invertebrates in long-term exposure to heat stress (85–88). These examples show the importance of the temporal aspects of the immune response and highlight the need for further comparisons between short-term heat stress immune activation and long-term/chronic heat stress immune reduction. While our study only examined a heat stress exposure over 12 hours, it is important to note that this was comparable to the gene activity observed in E. diaphana previously (59). Lastly, our experiments show that temperature levels used in heat stress exposures are also important when measuring levels of immune activation (Figure 4). Further investigation into the temperature duration and ranges in which immune activity occurs will help our understanding of the limits under which it can function in hexacorallians.



Conclusions

Within the hexacorallian models N. vectensis and E. diaphana we show that during heat stress there is increased phagocytic activity indicative of increased immune activity. Using aposymbiont and symbiont models, we show that this immune activity is independent of Symbiodiniaceae presence. We also show that there is significant ROS production in hexacorallian cells during heat induction. Finally, this work proposes that the immune activation by heat stress induced bleaching, previously suggested in corals, is a basic mechanism in Hexacorallia that might be independent of the bleaching itself, or possibly even contributes to bleaching.
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The immune memory repertoire encodes the history of present and past infections and immunological attributes of the individual. As such, multiple methods were proposed to use T-cell receptor (TCR) repertoires to detect disease history. We here show that the counting method outperforms two leading algorithms. We then show that the counting can be further improved using a novel attention model to weigh the different TCRs. The attention model is based on the projection of TCRs using a Variational AutoEncoder (VAE). Both counting and attention algorithms predict better than current leading algorithms whether the host had CMV and its HLA alleles. As an intermediate solution between the complex attention model and the very simple counting model, we propose a new Graph Convolutional Network approach that obtains the accuracy of the attention model and the simplicity of the counting model. The code for the models used in the paper is provided at: https://github.com/louzounlab/CountingIsAlmostAllYouNeed.
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  1 Introduction

Following recent developments in immune sequencing technology (1–3), large T-Cell Receptor (TCR) repertoires can be sampled. Given the association of diseases and TCRs, such repertoires could in theory be used for systemic detection of disease history. However, methods to decipher the disease history from these repertoires (currently denoted as “reading the repertoire”) are still limited. Recently, Bayesian approaches and machine learning methods to read repertoires (4–9) were proposed in this field, with good accuracy. However, even those do not reach the accuracy required for clinical usage.

From a computational point of view, the repertoire classification problem is a Multiple Instance Learning (MIL) task. MIL problems arise when the training examples are of varying sizes. In MIL problems, a set or bag is labeled instead of a single object. In the standard definition, a bag X={xi} receives a label YX =max{yi }, where yi  is the label of xi . Here, yi ∈{0,1}. However, this can be extended to any label. During training, we are unaware of yi . OnlyYX  , the class of each bag in the training set, is known. Examples of MIL problems are video classification, where each frame is an instance, text classification, where each word is an instance, 3D object classification, where each point is an instance, and more (10, 11).

The standard MIL assumption can be expanded to address tasks where positive bags cannot be identified by a single instance. However, the bag can still be classified by the distribution, interaction, or accumulation of the instances in the bag (10).

To formulate the TCR repertoire classification task as an MIL task, a repertoire can be viewed as a bag of TCR sequences, of which a very small fraction is associated with the class of interest. We use the following notations in the current analysis: T={t 1,t 2,t 3,…,tR } is the group of all TCRs in all samples (training or test) that may be very large. X  j ={t  j 1 ,t  j 2 ,t  j 3 ,...,t  j  N  } is a specific repertoire and Y(Xj )∈{0,1} is the binary label of the repertoire Xj . We further assume for the sake of notation simplicity that a TCR t can either bind or not bind any peptide p, with some arbitrary binding cutoff. We denote the set of TCR that binds the peptide p by T(p).

The TCR repertoire classification problem includes unique difficulties compared with classical MIL problems:

 	 Low overlap - The immune repertoire overlap of different individuals is low [Greiff et al. (12)Elhanati et al. (, 13)]. Given two repertoires Xj ,Xj , |Xj∩Xk | is very small. 

	 Non-injectivity of TCR-peptide binding - Multiple sequences can bind to the same pathogen (14). |T(p)|>1 for most target peptides. 

	 Large TCR diversity - Recent studies suggest that the human body can have >1014 unique TCR sequences (15). |T|≥1014. 

	 An extremely low Witness Rate (WR) - In MIL problems, the WR is defined by the percentage of discriminating instances within a bag. A WR of 1-5% is considered low in MIL tasks (8). We analyze here a large CMV binding dataset, used by multiple groups (8, 13, 16, 17). Each immune repertoire in the dataset has an average of 192,515 ( ± 80,630 s.d) unique TCR sequences (4), of which we further estimate only an order of 100 are associated with CMV (4, 18), i.e., the WR can be lower than 0.0001%. Formally, for each repertoire Xj  and target peptide p  is very small. 



We here show that counting arguments actually produce better results than the current SOTA ML or Bayesian methods. We then further improve on that by including the similarity between different TCRs using the combination of a Variational AutoEncoder (VAE) (19), and a novel attention model to include not only the relative importance of positive samples but also their quantity, named attTCR (attention TCR). Finally, we propose an intermediate solution between the counting and attTCR - gTCR that uses a graph of the TCR repertoire co-occurrences to predict the class of a sample.


 2 Related work

In recent years, ML and statistical data analysis tools have been proposed to solve the repertoire classification problem. Emerson et al. (4) released a dataset composed of 786 immune repertoires, most of them with a CMV negative/positive classification as well as low-resolution class-I HLA typing (for a detailed data description see section 5.9). They use a Fisher exact test to score TCRs based on their association with positive and negative repertoires and classify TCR repertoires as either positive or negative to CMV or for a given HLA allele.

Their work has been enlarged by TCR-L (5) who evaluate the association between the TCR repertoire and clinical phenotypes. TCR-L expands on Emerson and also uses information about the structure of the TCR sequences and other information about the patient.

Machine learning models, and specifically, attention-based machine learning models, were also proposed as immune repertoire classifiers. deepTCR (6) implements multiple deep learning methods, and a basic form of attention-based averaging. deepTCR encodes each TCRβ chain with a combination of its Vβ, Dβ and Jβ genes using a Convolutional Neural Network (CNN) that extracts sequence motifs. This information is further encoded using a VAE. Then, an attention score is given to each TCR using a custom attention function they designed called AISRU. Finally, a fully connected network (FCN) classifier determines the immune repertoire’s status.

Another recently developed model (7) uses 4-mers, sub-sequences of the TCRs CDR3. A logistic regression model is trained on the 4-mers as inputs. Similarly, MotifBoost (20) uses 3-mers to classify the repertoire, using GBDT (gradient-boosted decision trees).

Finally, Deep-RC (8) implements an attention model and uses 1D CNNs in order to embed every TCR to a fixed dimension. Those embeddings are forwarded to more FCN layers and awarded attention scores using a Transformer-like (21) attention equation.


 3 Novelty

The algorithms presented here present multiple novel aspects to improve the accuracy of repertoire association studies.

First, we show that a simple counting argument obtains a higher accuracy than all previous methods.

We then propose a novel attention method that on the one hand gives a different importance to different components, but on the other hand, counts them. This is obtained through the sum over the attention of each TCR, with no softmax, but with sigmoid. We show that in contrast with classical attention models, the attention scoring with a non-constant sum improves performance over the simple counting algorithm. The only normalization performed is on the sum of the attention scores, to put it in the active range for the loss function.

Finally, we combine the counting and attention in the Graph Neural Network (GNN) based gTCR model. We use a GNN to classify the repertoire. To the best of our knowledge, this is the first usage of GNN in TCR repertoire classification. The proposed GNN has two novel methodological aspects. First, the contribution of self-edges in the modified adjacency matrix is learned with the weights. Second, we use vertex identity-aware graph classification. The combination of these two methods obtains the accuracy of the attention model with the simplicity of the counting one.

At the technical level, attTCR offers several improvements over Deep-RC (8) and deepTCR (6). The embedding method of each TCR using a cyclic variational autoencoder has never been used on TCRs.

The combination of these methods produces three levels of complexity for the model, where even the simplest model is more accurate than current state of the art (SOTA) models.


 4. Results

 4.1 Positive selection and detection of TCRs associated with a condition

Although the TCR repertoire is very diverse, with most positions along the CDR3 highly variable (15, 22), still a large number of TCRs are shared among multiple patients.

We computed sharing of TCRs between samples in the Emerson dataset (4) (further denoted ECD), where a TCR is defined as the combination of Vβ, and Jβ genes and a CDR3 amino acid sequence (even with different nucleotide sequence). While most of the TCR sequences appear in a single repertoire, there are ~105 unique TCRs that appear in more than 10 different repertoires, and hundreds of TCRs that appear in more than a 100 repertoires ( Figure 1A ). As such, there is enough intersection between different TCRs to perform classification algorithms.

 

Figure 1 | (A) TCR number as a function of the number of the patient repertoires that have them in the training set. (B) Distribution of the TCRs’ χ2 scores in the training and test sets. The x-axis value is the χ2 score of the TCR on the training set, the y-axis value is the χ2 score of the same TCRs on the test set. TCRs with an absolute χ2 score of over 10 in the training set are colored red. Notice that there are only such points on the positive side of the axis. (C) Distribution of average frequency per sample reactive and general TCRs in the dataset. General TCRs refers to all the TCRs in the dataset included in at least 7 repertoires, and reactive TCRs refer to the 200 TCRs with the highest χ2 score. The distribution of reactive receptors is clearly shifted to the right. (D) Scatter plot of different TCRs in the dataset. The x-axis represents the χ2 score of each TCR, and the y-axis represents its log average frequency in the repertoires it appears in. No correlation is observed between the two. 



One can assume that following T cell clonal expansion, TCRs that bind to specific diseases are more frequent, and as such are likely to appear in repertoires of people who are or were infected by the disease. However, while we expect some TCRs to be positively associated with a disease or a condition, there is no a-priori reason for any TCR to be negatively associated with a condition (i.e., that its absence is evidence for a condition). To test the absence of negative selection by pathogen, we split the data into a training and a test set (see ‘Experimental setup’), and calculated the χ2 score between the expected and observed number of CMV-positive patients that carry a TCR for both the train and test sets (see section 5.3). We then multiplied the score by the sign of the difference between the expected and observed number of CMV+ patients carrying the TCR (i.e., TCRs less present in positive samples than expected have a negative sign -  Figure 1B ).

For the vast majority of the TCRs, the χ2 score is distributed around 0. However, there are some outliers with high χ2 scores in the training set. Many of those also have a high χ2 score in the test set (red points). More interestingly, the deviation is only on the positive side. In other words, some TCRs are strongly positively associated with the CMV+ patient class. However, as expected, there are no TCRs associated with the CMV- patient class. We propose to use (only) the TCRs positively associated with the condition (CMV in this case) in the training set to classify patients.


 4.2 No systemic difference between CMV+ and CMV- samples

High χ2 score reactive TCRs are obviously more likely to be shared between more repertoires than the other TCRs ( Figure 1C ), since a non-shared receptor per definition has a low χ2 score. Although reactive TCRs go through clonal expansion, checking which TCRs have a large frequency within the repertoire of each donor is not a sufficient method to find such reactive TCRs.  Figure 1D  demonstrates the lack of correlation between the χ2 score of each TCR and its average frequency in the samples where it is present.

Instead of focusing on a specific TCR, one could propose to use more generic features of the repertoire to distinguish between CMV+ and CMV- patients [Tickotsky-Moskovitz et al. (23) Gordin et al. (24)Snir and Efroni (25)]. This may be true for lytic conditions, but not for latent or historical conditions. We expect no difference in the general properties of the peripheral repertoire. For events in the distant past, most of the TCRs that were active during the immune response are no longer in the blood in high quantities, and when looking at the general data distribution in the repertoire, there is no difference between positive and negative repertoires (see the Appendix for comparison between V, and J gene distributions and the CDR3 compositions of CMV+ and CMV- patients).


 4.3 Counting is all you need

Given the association of specific TCRs with a condition, one could propose different methods to combine reactive TCRs into a classifier for disease history. We here argue that counting the number of such TCRs in a repertoire is a better classifier than existing complex ML classifiers.

To clarify that, we propose a simplistic model that captures the essence of the problem. Assume a general, very large set of TCRs, where each patient has a random subset of these TCRs. Within the large set of TCRs, there is a small subset associated with the disease, and patients that had the disease have a higher than random chance of having these TCRs (see  Figure 2  for a description of the model). The data generation process uses 3 probabilities: p 0 - the probability that a TCR would be selected in any patient, p 1,p 2 - the probability that a selected TCR associated with CMV is added to a repertoire in CMV positive and negative samples ( Figure 2 ).

 

Figure 2 | (A) The data generation process of the toy model. Each generated repertoire is created using binomial sampling from a collection of positive and negative TCRs. (B) The data generation process uses 3 probabilities: p 0 - the probability that a TCR would be selected in any patient, p 1,p 2 - the same for TCRs associated with CMV in CMV+ and CMV- samples. We also tested a model where we replaced p 1 with p i~N(p 1,σ2) for each positive TCR ti . (C) When classifying the generated repertoires, the reactive TCRs are extracted from each repertoire using the χ2 score on the training set, and then counted in the test set. Repertoires with a large enough number of reactive TCRs are classified as positive. 



In this model, all TCRs are independent (the presence or absence of different TCRs are not correlated). In such a model,

 

Since the TCRs are independent,

 

 p(t  j  i  |CMV+) are sampled from a binomial distribution. For reactive TCRs E(p(x  j  i  |CMV+)=p 0 p 1 , whereas E(p(x  j  i  |CMV−)) =p 0 p 2 . Since p 2<< p 1, the negative component can be ignored. Since the χ2 index awards a high score to TCRs that appear in more positive repertoires than negative TCRs, we can expect that by picking a conservative threshold, most of the TCRs that have a high enough χ2 are truly reactive (as can be observed from the absence of TCRs with parallel negative scores). However, since general non-reactive TCRs appear in large amounts in both positive and negative repertoires, some might still pass the threshold and be falsely classified as reactive TCRs. When the value of p 0*p 1 is large enough so that there are many more true reactive TCRs found than false reactive TCRs, we expect that classification to be correct.

We calculated the number of false and true reactive TCRs that are extracted by the χ2 scoring for different p 0*p 1 values, using the binomial distribution above ( Figure 3A ). In the specific sample sizes (see Methods for details of simulations) used here, one can clearly see that by a value of p 0*p 1>0.06 there are considerably more true reactive than false reactive TCRs detected. Below this value, classification would be impossible, while above this value, it should be straightforward. To test that, we applied a straightforward algorithm, where we counted the number of significant TCRs as defined by the training set in each test sample and used the count as a classification score. One can see that the transition between the points that there are more false reactive TCRs than true reactive TCRs to there being orders of magnitude more true reactive TCRs than false reactive TCRs is sharp, and the AUC transition is expected to be similar. As such, either classification is trivial and then counting is enough, or it is impossible and then all other algorithms will also fail. The same holds for all parameter regimes of p 2 and p 1.

 

Figure 3 | (A) The number of true reactive and false reactive TCRs extracted by the χ2 scoring. The number is the average of 5 calculations on the training set over a 5 CV split. Each line represents a constant p 0~U[0.01,0.1] value with different p 1 values. The x-axis is the product of p 0 and p 1. The other parameters are constant: N=100,000, p 2=0.002. (B) The AUC score for data generated with different p 0, p 1 probabilities (5-CV fold). The classification was obtained using the counting method. The colors represents differentp 0~U[0.01,0.1] values with different p 1 values. The x-axis is the product of p 0 and p 1. The other generation parameters are as above. (C) Bar plot of the AUC results for different models on the 5 CV above. In all the models, meaningful TCRs are extracted by calculating the χ2 score for each TCR in the test set, and then taking only TCRs above a certain threshold (in this case, 3.84). The counting model counts the relevant TCRs in each test set sample and classifies it by the number of relevant TCRs in each repertoire. The score sum model sums the χ2 score for the relevant TCRs in the test repertoires and classifies them according to the sum. The FCN model trains a 2-layer FCN over the training repertoires and then makes a prediction on the test repertoires using the TCR one-hot vectors as input. The parameters used in the generation of the repertoires are N=100,000, p 0=0.1, p 1=0.08, and p 2=0.002. (D) A surface plot that presents the AUC of the counting model for different p 1 and p 2 combinations. Here, p 1 is not constant for each TCR. Instead, pI  is sampled for each TCR ti  (see  Figure 2 ) from a normal distribution. The other generation parameters are constant: p 0=0.01,σ=0.03,N=100,000. 



The test generated data (500 positive repertoires, 500 negative repertoires) and was split into a test and a training set. Reactive TCRs were extracted from the training set and counted in each sample in the test set. Then, an AUC score was calculated using the number of positive clones present in each repertoire in the test set. We ran the counting model on the generated data with different parameters. As expected from the argument above, when trying to classify the generated data with a low value ofp 0*p 1, the classification is impossible. With a high enough value of p 0*p 1, the classification is almost trivial, and a simple counting model can achieve a perfect AUC ( Figure 3B ). More importantly, the range between the two extremities is very narrow, either you can or cannot classify the repertoires using counting. Since there is no a priori reason to assume for any disease and sampling level in any given experiment that they are exactly in this narrow range, one can argue that in general for any disease, either classification is impossible, or a simple counting argument can obtain a high accuracy.

Given this simple argument, one would expect other methods to simply overfit in the simulation above. To test for that, we compared the counting with more complex methods (see Methods). Indeed, counting the relevant TCRs is the best repertoire classification method. The introduction of machine learning methods often only reduces the classification accuracy, following over-fitting on the training set ( Figure 3C ).

To ensure that the results are not an artifact of the highly simplified model, where all the positive TCRs have the same probability, we further enlarged the model to contain a different a priori probability for each positive TCR to appear (see Methods).  Figure 3D  shows that the conclusion of the sharp transition is true even with looser conditions. Even when p 2 is changing, and when the reactive TCRs are sampled in a non-constant distribution, there is still a clear and sharp “tipping point” between impossible and easy classification, suggesting that this argument may apply to real sampled data.


 4.4 Application to real data

To show that the counting argument works in general even when not all TCRs are independent, we analyzed the immune repertoire ECD (4).

To test for the CMV classification, we split the data into a training:validation:test split ratio of 8:1:1, and used 9 cross-validations on the training and validation (the test set was either not changed or ever used in the training). We then applied the counting method:

 	 Calculate the χ2 score for each TCR in the training set. 

	 Extract the top-k TCRs with the highest χ2 score. In this case k=100. One could alternatively use a p value cutoff with similar values, but we have here tried to minimize the hyperparameter optimization to show how generic the counting algorithm is. 

	 Count the number of reactive TCRs in each test sample. 

	 Calculate AUC on the test set using the counts above. 



Again, the counting model outperformed all published models, including the Emerson et al. (4) model on the same test set for different training set sizes ( Figure 4 ). The advantage of the counting algorithm is further obvious in small training sample sizes. In contrast with Emerson et al. (4) and deepRC (8), the counting method can obtain a signal even for 100 training samples.

 

Figure 4 | The AUC results of different models on different train sample sizes on the ECD (4). The results are over a 9 CV split of the training and the dev sets. The test set is the same for every model. Stars are used to mark statistically significant results using a t-test (p<0.05). Pink stars represent the t-test between the Emerson model and the counting model, and blue stars represent the t-test between attTCR and the counting model. The results were also compared to the results reported for deepRC (8) (with a different experimental setup). For further result comparison to DeepRC and MotifBoost on the ECD, which have even lower AUC, see (20).



The current approach has multiple limitations. First, it is based on the assumption of positive selection. This is probably true in all infective diseases, but may not be true in other conditions, such as autoimmunity. Another more significant limitation is the limitation within batch predictions. The observed repertoire may be affected by the details of the experiment protocol, which in turn may affect the frequency of different TCRs. We now plan to test this issue.


 4.5 TCRs correlations

In contrast with the simplistic model, TCR usage in real samples can be correlated. The counting method, as adequate as it is, neglects the information that may be available in this correlation. As such it does not reach a perfect AUC in the ECD. To check the co-expression of reactive TCRs, we computed the Spearman correlation between the appearance vector of each TCR in each sample (1 if the TCR is in the sample and 0 otherwise ( Figure 5 ), and clustered the samples based on their correlation). The clusters of related TCRs are very clear. To test the significance, we used a Mann-Whitney U-test between the correlation matrix and a correlation matrix of random shuffled vectors (p<1.e−100).

 

Figure 5 | A clustermap of the Spearman correlation between 125 reactive TCRs. For each reactive TCR, we extracted from the ECD (4), and we assigned a one-hot vector that represents the appearance of the TCR in different repertoires in the data. Then, for each TCR pairing, we calculated the Spearman correlation between their one-hot vectors.




 4.6 Autoencoder projections

To address the similarity between TCRs, one can use either a sequence similarity (how similar are the TCR CDR3 and V sequences), or a functional similarity (how often they co-appear in the same sample). For the sequence similarity, we projected each sequence using an improvement of the ELATE (Encoder-based LocAl Tcr dEnsity) TCR autoencoder (19). ELATE was enlarged to become a cyclic variational autoencoder, and the TCR representation method was improved (see Methods).

To confirm that the autoencoder projection is associated with the class of the TCRs, we sampled 100 TCRs out of the 200 TCRs with the highest χ2 score, and 100 random TCRs, and computed the average nearest neighbor euclidean distance between the projections within each group (with 30 cross-validations). The distance between reactive TCRs is significantly lower than random TCRs (12.95 vs 13.886, T-test p<1.e−10), suggesting that reactive TCRs are evenly distributed among all TCRs.


 4.7 attTCR

In order to combine the projections into a classifier, we propose an attention model. However, classical attention models sum the positive attention scores to 1. As such, these models would fail to count the number of reactive TCRs in a sample. Instead, they would focus on the relative importance of reactive TCRs. We thus propose a novel attention model that does not apply a softmax to the score assigned to each reactive TCR (see Methods for details), but sigmoid. As such it allows us to estimate the relative importance of reactive TCRs and on the other hand to count them. The sum is then normalized to be in the active range for the loss function. We then tested the combination of the projection and the attention on the ECD, and the results are significantly better than the counting algorithm ( Figure 4 , for every training set size, and p values of differences therein), and much better than the existing leading models compared in this paper. Many of the parameters here were not optimized to avoid any overfitting. However, a higher performance could be obtained through hyperparameter optimization.


 4.8 gTCR

attTCR has an impressive precision. However, it is complex and its training is costly (in GPU time). An alternative method to incorporate the relation between TCR would be purely based on their co-occurrence in samples. To address that, we propose a novel GNN formalism that we denote Graph TCR (gTCR). We define a graph connecting TCRs based on the correlation between their co-occurrence patterns (two TCRs are connected if the Spearman correlation coefficient between their co-occurrence vector is above 0.2). Then the occurrence vector of each TCR in a given sample is the input of this GNN In parallel, the log frequency of each TCR is included as the input to an FCN and the last layers of the two are the input of a final FCN layer that combines the interaction map with the co-occurrence and the log frequency. The results of gTCR are close to the results of attTCR, with no significant difference ( Figure 4 ). Note that similar results can be obtained by producing a graph using the similarity of the TCRs projection (denoted in the figure gTCR-p in contrast with gTCR-c).

The difference between the two gTCR models is simply the interaction matrix, which can be either based on the sequence or the appearance similarity. The resulting interaction matrices are very different (Jaccard index =0.002 ± 0.003 in 10 training/test divisions). Thus, information seems to be available through both distance definitions.


 4.9 HLA allele repertoire classification

The ECD (4) provides the low-resolution A and B HLA-alleles of most samples. We further tested the algorithms above HLA prediction accuracy. From a MIL point of view, this is equivalent to CMV classification. Indeed, the counting model handles this classification task very well, especially with very frequent HLA alleles ( Figure 6A ). The difference between the counting model and the Emerson model is statistically significant (p=0.017 with Mann-Whitney U-test). We use the counting model with k=100. We use a number cutoff instead of a threshold cutoff to ensure that we find reactive TCRs for rare HLA alleles. Those TCRs receive a relatively low χ 2 score to the reactive TCRs since very few samples have them.

 

Figure 6 | (A) F1 score results for the counting model on HLA classification. We performed a leave-one-out split over the entire dataset. (B) A histogram of the F1 score differences between the classification results of the counting model and the Emerson model. The difference between the counting model and the Emerson model is statistically significant (p=0.017 with Mann-Whitney U-test) (4) on the same HLA alleles. (C) Comparison of AUC results of the counting model, attTCR, and gTCR-c on the repertoire HLA classification task. A 5-fold CV was used, and the AUC was calculated using prediction pooling instead of averaging (26). The HLA alleles presented are the most frequent HLA alleles in the dataset. (D) Comparison of AUC results of the counting model, attTCR, and gTCR-c on the repertoire HLA classification task. The HLA alleles presented are the least frequent in the dataset. 



The counting model has a higher accuracy than the Emerson model on most HLA alleles ( Figure 6B ). Machine learning models, specifically attTCR and gTCR-c, have similar results to the counting model for common HLA alleles ( Figure 6C ), but over-fit for rare HLA alleles ( Figure 6D ). For full results over all the HLA alleles, see the  Supplementary material .

Multiple other comparisons were proposed, such as taking the MIRA (27) Covid-19 samples as positive repertoires and the ECD as negative repertoires (since there was no COVID-19 at the sampling time), and the counting method obtains an AUC of 1 on this comparison. However, this may be a batch effect, since the two samples may have differences in the sampling and analysis protocol.



 5 Methods

 5.1 Machine learning definitions

To clarify the machine learning terminology, we include  Table 1 .

 Table 1 | Basic machine learning terms used in this paper and their definitions. 




 5.2 Simulated samples

In order to analyze the performance of the classification methods, we propose a simple simulation that captures the essence of the classification problem. Assume a general, very large set of TCRs, where each patient has a random subset of these TCRs. Within the large set of TCRs, there is a small subset associated with the disease, and patients that had the disease have a higher than random chance of having these TCRs (see  Figure 2  for a description of the model). The data generation process uses 3 probabilities: p 0 - the probability that a TCR would be selected in any patient, p 1,p 2 - the probability that a chosen TCR is associated with positive and negative samples. We also tested a model where we replaced p 1 with pi ~N(p 1,σ2) for each reactive TCR ti . Note that p 1 may not follow a truncated normal distribution. It could for example follow a log-normal or scale-free distribution. However, this is a toy model, and we wanted to propose the simplest model.

In the different trials performed in the current analysis, we generated 1,000 different repertoires (500 positives, 500 negatives) using differing generation probabilities (p 0, p 1, p 2). All the experiments were performed using a 4:1 training:test split, using 5 different data splits.


 5.3 χ2 Score

To extract reactive TCRs from a repertoire, we use a simple scoring method. For each TCR ti , the χ2 formula uses the following values:

 	 • Nposi  - The number of positive repertoires that contain ti . 

	 • Ni  - The total number or repertoires that contain ti . 

	 • Npos - The total number of positive repertoires in the data. 

	 • N - The total number of repertoires in the data. 



The χ2 score for TCR ti  is calculated using Equation 3.

 

The difference with the regular χ2 is simply the sign of the deviation. Since we do not only want to detect deviations from the null model, but also whether the number of positive TCRs is higher or lower than expected since only positive selection is of interest. Also, note that we assume  is larger than 1 so that there are at least a few expected positive TCRs.


 5.4 Counting model

The counting model is a simple model that effectively manages to distinguish between positive and negative repertoires on the test set. The counting model has the following steps:

 	 Calculate the χ2 score for each TCR in the training set. 

	 Extract all the TCRs with a χ2 score over a certain threshold. The threshold can be either a p-value (i.e. define a threshold based on the translation of a p-value to a cutoff), or a fixed number of TCRs k. 

	 Count the number of significant reactive TCRs in each file of the test set. 

	 Calculate AUC on the test set using the counts. 




 5.5 TCR autoencoder

A TCR autoencoder is a model that preserves the information about input ti  V gene and CDR3 sequence, while reducing the dimension to a low dimension representation zi . The training of the TCR autoencoder includes several steps of data processing (19). The first step is representing each of the amino acid per position as well as the V genes by an embedding vector. There are twenty possible amino acids and an additional end signal is required. Each instance is then processed by an autoencoder network and encoded to size R30 (we have previously checked that adding dimensions beyond 30 had a very limited contribution to the accuracy).

The autoencoder network contains three layers of 800, 1100, and 30 neurons as the encoder and a mirrored network as the decoder. The network is trained with a dropout of 0.2 and a ReLU. An MSE loss function is implemented to compare each input sequence to the resulting decoded sequence (19). The current version differs from the ELATE encoder (19), since it includes a variational term. Instead of encoding an input as a single point, we encode it as a distribution over the latent space. The model is then trained as follows: First, the input is encoded as a distribution over the latent space; second, a point from the latent space is sampled from that distribution, Then the sampled point is decoded and the reconstruction error can be computed; finally, the reconstruction error is back-propagated through the network. The VAE loss function is the same as ELATE with a Kulback-Leibler divergence between the returned distribution and a standard Gaussian.

The problem with the standard VAE is that the KL term tends to vanish. A recent work (29) studied scheduling schemes for β, and showed that KL vanishing is caused by the lack of good latent codes in training the decoder at the beginning of optimization. To remedy this, we used a cyclical annealing schedule, which repeats the process of increasing β multiple times. This new procedure allows the progressive learning of more meaningful latent codes, by leveraging the informative representations of previous cycles as a warm restart.


 5.6 attTCR

attTCR receives as an input the reactive TCRs of each repertoire, and as an output a score between 0 and 1 that predicts whether the repertoire is positive or negative. The model is composed of an encoder network, an attention scorer, and a normalization layer. For detailed model, architecture see  Figure 7 . The encoder was explained above.

 

Figure 7 | AttTCR’s architecture. First, the reactive TCRs are sampled from all the train repertoires using the χ2 method. Then, for each repertoire X, the reactive TCRs contained in X are extracted. Each reactive TCR is projected by the encoder. The projections are then scored by the attention scorer. The scores are summed and normalized. The output of the model is a number between 0 and 1 that indicates the confidence of the model on whether the repertoire is positive. 



 5.6.1 Attention network

Each TCR ti  is assigned an attention score ai , such that ai ∈[0,1]. TCRs that are more important to the classification should receive higher attention scores. The attention network takes as an input the embedding of each TCR by the encoder network and is composed of 2 hidden layers of size q. The output of the attention network for each TCR sequence is a single attention score. Therefore, for the entire repertoire, the network outputs a vector v of dimension N (the number of reactive TCRs). A sigmoid function is used to produce an attention score between 0 and 1 for each reactive TCR in the repertoire. We have here used the traditional Transformer (Vaswani et al. (21)) notation. We use the following matrices and vectors to describe the attention process:

 	 Q∈R  N×q  - The queries matrix. In our model, the matrix is created after the 2 hidden layers of the attention network. 

	 ξ∈R  q×1 - The keys vector. The weights of the output layer of the attention network. 



The attention score calculation applied by equation 4, where σ is the sigmoid function:

 

Note that unlike traditional attention models, we do not use the softmax function on the resulting attention vector, nor do we multiply each attention by the TCR representation. We are not interested in performing a weighted average. Instead, we want to score each TCR and still keep the information about the number of reactive TCRs in the repertoire, i.e., N. Thus the score of an entire repertoire is simply the sum of the attention values for all the reactive TCRs in this sample.


 5.6.2 Normalization layer

The input of the normalization layer in a vector v∈RN  with the scores of each TCR in the repertoire. The Normalization layer’s goal is to convert the sum over the vector v to a number between 0 and 1, so we can train the model using BCE loss. Just putting Σ v into a sigmoid function is not going to work, since the sum of N scores ai ∈[0,1] is very likely to be too large for the sigmoid function. As a result, all the repertoires would output a number very close to 1, which might hurt the training process. Therefore, we use 2 learned parameters: γ1, γ2, to normalize the sum before the sigmoid function. In conclusion, the normalization layer performs Equation 5.

 



 5.7 gTCR

 5.7.1 Graphs

A GCN is a classic machine learning model used in supervised machine learning with relational data represented as a graph. Kipf and Welling (30) proposed a classical “Graph Convolution Network” (GCN) design, in which layer-wise propagation rules are used to characterize features around each node. For the graph classification task, a GCN model is applied to the graph and vertices' features. Then, the aggregated information was gathered from the vertices' features as well as graph structure is fed into the classification machine.


 5.7.2 TCR similarity graph

We define here two ways of modeling the TCR graph. Both ways consist of two stages, a definition of the similarity matrix between the reactive TCRs followed by a zeroing stage where rows and columns from the similarity matrix are filled with zero value if the reactive TCR is absent from the sample’s repertoire.

One way of modeling such a similarity matrix between reactive TCRs is obtained using the Spearman correlation matrix between the training samples’ presence vectors. These sample’s presence vectors contain 0 or 1 according to the presence of each reactive TCR in the sample’s repertoire. Another way of modeling a similarity matrix between reactive TCRs is obtained using the inverse of the euclidean distance between the projection of the reactive TCRs obtained from the autoencoder.


 5.7.3 gTCR

The gTCR (graph TCR) model combines the information from the frequencies vector as well as the graph represented by the normalized adjacency matrix as can be seen in Equation 6. An embedding vector of the log frequencies is obtained from a 2-layer FCN, each followed by a tanh activation function and dropout layer (Equation 8). In parallel, one layer of a GCN model is applied (Equation 9) to the reactive TCR presence vector. Then the outputs of the two networks are concatenated and serve as the input of a 2-layer FCN to predict a binary condition (Equation 10).

 

 

 

 

 

α is a learned scalar regulating the importance given to the vertex’s feature compared to its neighbors’ features. α is initialized with 1 plus Gaussian N(0,0.1).


 5.8 Comparison to other methods

The counting method was compared to 2 other classification methods:

 	 Score Sum - This method is almost entirely similar to the counting model. The only difference is that instead of classifying the repertoires based on the number of reactive TCRs found in the repertoires, we classify them by the sum of the χ2 scores of the reactive TCRs in each repertoire. 

	 FCN - After extracting the reactive TCRs from the data, each repertoire is embedded to a vector of the dimension of the number of reactive TCRs. Each dimension in the vector represents a different reactive TCR, and its value is set to 1 if the repertoire contains the TCR and 0 otherwise. Then, a 2-layer FCN is fitted on the vector training set, and tested on the test set. 





 5.9 Data

The Emerson dataset contains 786 immune repertoires (4). Each repertoire contains between 4,371 to 973,081 (avg. 299,319) TCR sequences with a length of 1 to 27 (avg. 14.5) amino acids. The V and J genes and the frequency are saved for each TCR. 340 repertoires are labeled CMV+, 421 are labeled CMV-, and 25 are of unknown status. We only use the repertoire with a known CMV status, 761 repertoires in total. In addition 626 of the repertoires have HLA allele information available.


 5.10 Preprocessing

The Emerson dataset (4) is composed of 786 repertoires in total. However, since the task at hand is a supervised classification task, the 25 repertoires without a CMV classification are not beneficial to the learning process, so they are removed from the dataset. Then, all the TCRs that have missing CDR3 amino acid information are discarded. In the following step, the TCRs are filtered based on prevalence in different repertoires. Only TCR sequences that appear in 7 different repertoires or more remain in the repertoires after the filtration.


 5.11 Experimental setup

When predicting CMV status of the repertoires, the models are tested with a test size that contains 10% (77 samples) of the data. For all the models tested, the test set is the same. attTCR is trained using a 9-fold CV between the training set and the validation set, while gTCR is trained over 20 different splits. In the counting model, the validation set is not used. All the models are evaluated using an AUC score on the test set (28). The significance of the results is tested against a p-value threshold of 0.05.

The HLA allele repertoire classification in  Figure 6A  was evaluated using an F1 score. In  Figures 6C, D , the measure was changed to AUC over a 5-fold CV with a train:validation:test split of 3:1:1. The AUC was calculated using the pooling method, i.e., calculated once over all the predictions (26).



 6 Discussion

We have here proposed three novel methods with different levels of complexity, and shown that even the simplest of these models outperform the current State of The Art (SOTA) for repertoire classification. The simplest model is simply counting reactive TCRs, followed by a novel attention model that combines classical attention models with counting, and finally a combination of graph-based machine learning with MIL. All the models presented in the paper rely on the assumption that TCRs are only positively selected, and that there are no TCRs negatively associated with a condition. Note that Emerson et al. (4) used a Fisher exact test to score TCRs based on their association with positive and negative repertoires. It also classifies each significant TCR as either a positive or a negative selected TCR. However, the assumption that there are any negatively selected TCRs does not make much immunological sense. TCR expansion occurs when a certain TCR binds to an antigen-peptide. There is no equivalent process for TCRs that do not bind to antigen-peptides. Thus, in theory, the abundance of a TCR in a repertoire can only indicate that the TCR was positively selected.

Some TCRs are highly abundant in different individuals (31), and have initial production probability (3, 13). Therefore, positively selected TCRs exist in various frequencies in positive immune repertoires, some especially common ones might appear randomly in negative instances as well. Thus, the relative abundance of a TCR in many repertoires does not automatically make it more indicative than a TCR that appears in a few repertoires. Once a TCR is proven to be positively selected, its frequency does not matter much when it comes to repertoire classification. Hence, the counting model is a good way to classify the repertoires given the reactive TCRs.

We have shown in the data that TCRs are indeed only positively selected, and that it improves on existing models in both theory and real data. There are distinctions to be made between the real repertoire data, and the generated one. The most obvious is that real TCR presence in a repertoire does not follow a binomial distribution. Real TCRs have a scale-free distribution. Some TCRs are public TCRs and are very common (31), and others are very rare. The pool size of positive and negative TCRs to draw from is also vastly different in size. Statistically, there are many more possible negative TCRs than TCRs that bind to an epitope-peptide of a specific disease. In addition, TCRs are sampled in varying sizes, whereas the repertoires in the generative model are all around p 0 N. Despite these differences, we believe that the conclusions of the toy model are still true on real repertoire data. However, these differences do not affect the validity of counting and its extension.

The current approach is purely based on the observed TCR presence and absence and on their sequence. It completely ignores the antigen or MHC properties. However, multiple algorithms were proposed for both TCR-peptide (6, 13, 32–44) and TCR-MHC binding (45–56). While the accuracy of such algorithms keeps improving, it is still too, it may be too early to use such algorithms for repertoire classification.

The ML models presented in the paper, especially attTCR, can also be used in a large variety of problems. attTCR presents a new approach to attention scoring, that can be used in every MIL task that involves counting. Further research has to be done on the quality of the proposed ML models on other non-related tasks. However, we propose that these three levels of modeling - counting, counting attentions models and GNNs on selected shared samples may be a general approach to all MIL problems.
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 Supplementary Image 1 | (A) A swarm plot of the different repertoires in the data. Each dot represents a repertoire. The y-axis represents the average count of a TCR in a repertoire, where the count of a TCR is defined as the number of clones the TCR has in the repertoire. It is clear that there is not a big difference in the count distribution between positive and negative repertoires. (B) A swarm plot of the different repertoires in the data. Each dot represents a repertoire. The y-axis represents the average frequency of a TCR in a repertoire. It is clear that there is not a big difference in the frequency distribution between positive and negative repertoires. 

 Supplementary Image 2 | (A) A histogram of the different Vb-genes in the data. Each column represents the average frequency of a Vb-gene in positive and negative repertoires. It is clear that the v-gene distribution between negative and positive repertoires is very similar. (B) A histogram of the different Jb-genes in the data. Each column represents the average frequency of a Jb-gene in positive and negative repertoires. It is clear that the J-gene distribution between negative and positive repertoires is very similar. 
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  Appendix

In the paper, we have shown that repertoires can be classified using bayesian and machine learning tools on the content of the TCR repertoire. However, in the Appendix we want to prove that there does not exist an easier, more superficial method of distinguishing between positive and negative repertoires. In  Supplementary Images 1 ,  2 , we show that different general attributes of the repertoires are the same with positive and negative repertoires, and they cannot be differentiated using this attributes.







ORIGINAL RESEARCH

published: 06 March 2023

doi: 10.3389/fimmu.2023.1093974

[image: image2]


Comprehensive analysis of the prognosis, tumor microenvironment, and immunotherapy response of SDHs in colon adenocarcinoma


Han Nan 1, Pengkun Guo 2†, Jianing Fan 3†, Wen Zeng 2, Chonghan Hu 2, Can Zheng 4, Bujian Pan 5, Yu Cao 1, Yiwen Ge 3, Xiangyang Xue 6,7*, Wenshu Li 8* and Kezhi Lin 6*


1 School and Hospital of Stomatology, Wenzhou Medical University, Wenzhou, Zhejiang, China, 2 School of Basic Medical Sciences, Wenzhou Medical University, Wenzhou, Zhejiang, China, 3 School of Second Clinical Medical, Wenzhou Medical University, Wenzhou, Zhejiang, China, 4 The First School of Medicine, School of Information and Engineering, Wenzhou Medical University, Wenzhou, China, 5 Department of Hepatobiliary Surgery, Wenzhou Central Hospital, The Dingli Clinical Institute of Wenzhou Medical University, Wenzhou, China, 6 Wenzhou Collaborative Innovation Center of Gastrointestinal Cancer in Basic Research and Precision Medicine, Wenzhou Key Laboratory of Cancer-related Pathogens and Immunity, Experiemtial Center of Basic Medicine, School of Basic Medical Sciences, Wenzhou Medical University, Wenzhou, China, 7 Department of General Surgery, The Second Affiliated Hospital and Yuying Children’s Hospital of Wenzhou Medical University, Wenzhou, China, 8 Institute of Molecular Virology and Immunology, School of Basic Medical Sciences, Wenzhou Medical University, Wenzhou, Zhejiang, China




Edited by: 

Roi Gazit, Ben Gurion University of the Negev, Israel

Reviewed by: 

Rebecca Kesselring, University of Freiburg Medical Center, Germany

Yonghua Wang, The Affiliated Hospital of Qingdao University, China

*Correspondence: 

Xiangyang Xue
 wzxxy001@163.com 

Wenshu Li
 lws161@163.com 

Kezhi Lin
 lkz@wmu.edu.cn


†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Cancer Immunity and Immunotherapy, a section of the journal Frontiers in Immunology


Received: 09 November 2022

Accepted: 13 February 2023

Published: 06 March 2023

Citation:
Nan H, Guo P, Fan J, Zeng W, Hu C, Zheng C, Pan B, Cao Y, Ge Y, Xue X, Li W and Lin K (2023) Comprehensive analysis of the prognosis, tumor microenvironment, and immunotherapy response of SDHs in colon adenocarcinoma. Front. Immunol. 14:1093974. doi: 10.3389/fimmu.2023.1093974






Background

Succinate dehydrogenase (SDH), one of the key enzymes in the tricarboxylic acid cycle, is mainly found in the mitochondria. SDH consists of four subunits encoding SDHA, SDHB, SDHC, and SDHD. The biological function of SDH is significantly related to cancer progression. Colorectal cancer (CRC) is one of the most common malignant tumors globally, whose most common histological subtype is colon adenocarcinoma (COAD). However, the correlation between SDH factors and COAD remains unclear.





Methods

The data on pan-cancer was obtained from The Cancer Genome Atlas (TCGA) database. Kaplan-Meier survival analysis showed the prognostic ability of SDHs. The cBioPortal database reflected genetic variations of SDHs. The correlation analysis was conducted between SDHs and mitochondrial energy metabolism genes (MMGs) and the protein-protein interaction (PPI) network was built. Consequently, Univariate and Multivariate Cox Regression Analysis on SDHs and other clinical characteristics were conducted. A nomogram was established. The ssGSEA analysis visualized the association between SDHs and immune infiltration. Immunophenoscore (IPS) explored the correlation between SDHs and immunotherapy, and the correlation between SDHs and targeted therapy was investigated through Genomics of Drug Sensitivity in Cancer. Finally, qPCR and immunohistochemistry detected SDHs’ expression.





Results

After assessing SDHs differential expression in pan-cancer, we found that SDHB, SDHC, and SDHD benefit COAD patients. The cBioPortal database demonstrated that SDHA was the top gene in mutation frequency rank. Correlation analysis mirrored a strong link between SDHs and MMGs. We formulated a nomogram and found that SDHB, SDHC, SDHD, and clinical characteristics correlated with COAD patients’ survival. For T helper cells, Th2 cells, and Tem, SDHA, SDHB, SDHC, and SDHD were significantly enriched in the high expression group. Moreover, COAD patients with high SDHA expression were more suitable for immunotherapy. And COAD patients with different SDHs’ expression have different sensitivity to targeted drugs. Further verifying the gene and protein expression levels of SDHs, we found that the tissues were consistent with the bioinformatics analysis.





Conclusions

Our study analyzed the expression and prognostic value of SDHs in COAD, explored the pathway mechanisms involved, and the immune cell correlations, indicating that SDHs might be biomarkers for COAD patients.





Keywords: succinate dehydrogenase (SDH), colorectal cancer, colon adenocarcinoma (COAD), prognostic, immune infiltration, immune treatment





Introduction

Colon adenocarcinoma (COAD) is the most common histological subtype, accounting for more than 90% of CRC (1). According to statistics, Colorectal cancer (CRC) ranks third among incident cases in both men and women and the third most lethal cancer worldwide in 2022 (2). New treatments for COAD have developed with advances in surgery and medicine, but long-term survival rates of patients remain considerably lower (3). Therefore, searching for potential cancer biomarkers and developing new-targeted drugs for immunotherapy may become essential research directions in COAD.

In recent years, tumor immunotherapy has been used in high-incidence malignancies such as colon cancer (4), non-small-cell lung (5), and triple-negative breast cancer (6), which would activate immunologic cells to attack the tumor by cell metabolic signaling pathway. In contrast to normal differentiated cells, which rely primarily on mitochondrial oxidative phosphorylation to generate the energy needed for cellular processes, most cancer cells instead rely on aerobic glycolysis, a phenomenon termed “the Warburg effect”. Mitochondria are the powerhouses of cells, and aerobic glycolysis is considered the primary metabolic phenotype of tumor cells, which meet the challenges of high energy demand for rapid cancer cell division and migration by enhancing glycolysis exhibited under aerobic conditions (7). In terms of tumor metabolism, enhanced glycolysis phenotype reflects the progression of tumor development (8). To illustrate, enhanced glycolysis regulates pancreatic cancer metastasis (9), and colorectal cancer metastasis (10). Additionally, a pan-cancer analysis of glycolysis with TCGA database regarded increased tumor glycolytic activity as inferior survival in various cancers (11).

A report indicated that succinate dehydrogenases (SDHs) are closely related to mitochondria and are primarily involved in the occurrence and progression of tumors (12, 13). Moreover, succinate, which accumulates as a result of SDH inhibition, inhibits HIF-α prolyl hydroxylases in the cytosol, stabilizes and activates Hypoxia-inducible factor-1 (HIF-1) (14). HIF-1, a transcription factor involves in hypoxic induction of glycolysis, leads to malignant transformation (15). SDH, also known as mitochondrial complex II, is composed of four subunits encoding SDHA, SDHB, SDHC, and SDHD (16). The structure of the protein comprises a hydrophilic head and a hydrophobic tail. The hydrophilic head protrudes into the mitochondrial matrix, and the hydrophobic tail anchors the protein to the mitochondrial inner membrane (17). SDH, functioning as the catalytic core, the head portion is composed of the flavoprotein SDHA and the iron sulphur (Fe-S) containing protein SDHB. The membrane domain comprises the SDHC and SDHD subunits, containing a bound heme moiety and a binding site for ubiquinone (17, 18).

There exists a close relationship between malignancies and the expression of succinate and SDH, including SDH mutations, regulation of mRNA expression, and cancer immunosurveillance (16). SDH mutations have been found in familial paragangliomas and pheochromocytomas (19–24), renal carcinomas (25), and gastrointestinal stromal tumors (26). Some rare SDH-wt cases have shown that the occurrence of the Carney triad-related gastrointestinal stromal tumors (GISTs) (27–29) or paragangliomas (PGLs) (30) correlated with a decreased mRNA expression of the SDHC subunits. It is reported that SDHC is correlated with increased metastasis-free survival in malignant pheochromocytoma/paraganglioma (31). Additionally, it is found that there is decreased expression of SDHD in gastric cancer (32). Nevertheless, SDH factors are rarely reported in COAD, which indicates that the correlation between SDH factors and COAD remains to be explored.

In this study, we investigated SDHs’ expression in pan-cancer and prediction in the prognosis of COAD patients. Furthermore, the associations among SDHs, immune infiltration, and immunotherapy are explored. To sum up, our results prompted that SDHs may become novel cancer biomarkers in COAD, which act as an immunomodulatory derivative from the tricarboxylic acid cycle, participating in the occurrence and development of COAD.





Material and methods




Data collection and variation analysis

Fragments per Kilobase Million (FPKM) normalized expression profile data of pan-cancer, including 33 cancers of The Cancer Genome Atlas (TCGA) database, were downloaded from Genomic Data Commons (GDC) database (https://portal.gdc.cancer.gov/) and merged into an expression matrix. According to human gene annotations (Homo_sapiens.GRCh38.101.CRH.GTF), the Ensemble IDs were transformed into gene symbols. Then, the clinical data of patients with 36 Cholangiocarcinoma (CHOL), 453 Colon adenocarcinoma (COAD), 370 Liver hepatocellular carcinoma (LIHC), 165 Rectum adenocarcinoma (READ), and 370 Stomach adenocarcinoma (STAD) were downloaded and combined into another matrix, respectively. The expression matrix of COAD was stored in Table S1, and the clinical characteristics of COAD patients were documented in Table S2.





Expression and prognostic significance of SDHs in COAD

To investigate the difference in gene expression between cancer tissues and normal tissues, we first compared the raw data (Counts) of differentially expressed genes (DEGs) between normal tissues and CHOL, COAD, LIHC, READ, and STAD, respectively, with a threshold of false discovery rate (FDR) < 0.05 by R package “limma”. 168 mitochondrial energy metabolism genes (MMGs) were obtained from KEGG PATHWAY database (https://www.kegg.jp/kegg/pathway.html) (33) and 1476 HIF-1α related genes were downloaded in the GeneCards database (https://www.genecards.org/). After intersecting with MMGs and HIF-1α related genes, a total of 8 DEGs overlapped were recognized. Then, 8 DEGs were used to build the protein-protein interaction (PPI) network by the Search Tool for the Retrieval of Interacting Genes (STRING) 11.0 and visualized in Cytoscape 3.8.2. The expression of 8 DEGs was visualized by R package “pheatmap”. Then, Kaplan-Meier survival analysis, which applied two-sided log-rank tests with a threshold of p < 0.05, was performed on patients with CHOL, COAD, LIHC, READ, and STAD based on 8 DEGs with R package “survminer”. Additionally, a gene expression omnibus (GEO) dataset, GSE14333, which contained the microarray-based of 226 COAD patients and corresponding clinical data, respectively, were downloaded from GEO website.





Genetic variations of SDHs in COAD

To explore genetic variations of succinate dehydrogenases (SDHs), cBioPortal (http://www.cbioportal.org), a database for cancer genomics data including mutations, and copy number alternations (CNA) from GISTIC, was applied. The mutation profiles of SDHs came from Colorectal Adenocarcinoma (TCGA, PanCancer Atlas) with 526 patients.





Correlation, functional enrichment based on MMGs

With the RNAseq data of COAD from TCGA, correlation analysis between SDHs and MMGs was visualized by R package “pheatmap”. Additionally, 4 SDHs as well as 168 MMGs were used to build the PPI network by the STRING and visualized in Cytoscape, which involves 41 genes. With the criteria of FDR < 0.05, Gene Ontology (GO) enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis were performed utilizing R package “clusterProfiler” based on 41 genes and described by R package “ggplot2”.





Relationship between the expression of SDHs and the clinical characteristics of patients with COAD

To figure out SDHs’ link with the clinical characteristics of patients with COAD, we analyzed the correlation between the expression levels of SDHs and various clinical characteristics, including T stage, N stage, M stage, age, and lymphatic invasion. Furthermore, Univariate and Multivariate Cox Regression Analysis were conducted to test whether SDHs can be considered independent prognostic factors. R package “rms” and “survival” were employed to formulate a nomogram, which is used to individualize the survival probability for 1-year, 3-year, and 5-year overall survival (OS). Then, time-dependent ROC analysis and Calibration curve were applied to evaluate the nomogram’s discrimination and calibration (34).





Association between SDHs and immune infiltration

To characterize the immune microenvironment of patients with COAD, based on the expression matrix of SDHs, ssGSEA analysis was performed to visualize the correlation between SDHs and immune infiltration level of 24 immune cell types through R package “GSVA”. Correlation analysis was applied to clarify the SDHs expression in connection with the expressions of immune-related genes. The Tumor Immune Single-Cell Hub (TISCH) database (http://tisch.comp-genomics.org/home/), a scRNA-seq database focusing on the tumor microenvironment, was employed to analyze the correlations between SDHs expression and infiltrating immune cells (35). Gene expression data was gained from the GEO database (GSE146771), including 10468 single cells from 10 patients. The expression of SDHs in different cell types based in GSE146771 was visualized using TISCH.





Immunotherapy outcomes prediction

The correlation heatmap between SDHs and each immunosuppressive and immunostimulatory gene was visualized by R package “pheatmap”. A total of 18 immunosuppressive genes including ADORA2A, BTLA, CD244, CD274, CD96, CSF1R, CTLA4, HAVCR2, IL10RB, KDR, LAG3, LGALS9, PDCD1, PDCD1LG2, PVRL2, TGFB1, TGFBR1, and TIGIT were selected. A total of 18 MHC molecules including B2M, HLA-A, HLA-B, HLA-C, HLA-DMA, HLA-DOA, HLA-DPA1, HLA-DPB1, HLA-DQA1, HLA-DQA2, HLA-DQB1, HLA-DRA, HLA-DRB1, HLA-E, HLA-F, HLA-G, TAP1, TAP2, and TAPBP were selected. A total of 43 immunostimulatory genes including C10orf54, CD27, CD276, CD28, CD40, CD40LG, CD48, CD70, CD80, CD86, CXCL12, CXCR4, ENTPD1, HHLA2, ICOS, ICOSLG, IL2RA, IL6, IL6R, KLRC1, KLRK1, LTA, MICB, NT5E, PVR, RAET1E, TMEM173, TMIGD2, TNFRSF13B, TNFRSF13C, TNFRSF14, TNFRSF18, TNFRSF25, TNFRSF4, TNFRSF8, TNFRSF9, TNFSF13, TNFSF13B, TNFSF14, TNFSF15, TNFSF4, and TNFSF9 were selected.

The Cancer Immunome Atlas (https://tcia.at/) characterized the intratumoral immune landscapes and the cancer antigenomes from 20 solid cancers. The immunophenoscore (IPS) data of COAD patients was extracted for the following analysis to predict the response to immunotherapy, including the anti-PD-1/PD-L1 treatment and anti-CTLA-4 treatment scores. The microsatellite instability (MSI) was downloaded from cBioPortal and the consensus molecular subtypes (CMS) was obtained from a previous study (36).





Targeted drug therapy outcomes prediction

To predict targeted drug therapy outcomes according to SHDs’ expression, R package “pRRophetic” was utilized in Axitinib, Cetuximab, GDC0941, and Gefitinib based on the Genomics of Drug Sensitivity in Cancer (GDSC). The natural log of the half-maximal inhibitory concentration (LN_IC50 value) of chemotherapy drugs was downloaded from the GDSC, using GDSC2 screening set. The box plots were drawn by R package “ggplot2”.





Validation of SDHs at gene and protein levels

The 19 paired COAD tissues were collected from patients who underwent surgical resection for COAD at the Second Affiliated Hospital of Wenzhou Medical University (Wenzhou, China). The corresponding Paraffin section was collected from the Pathology Department of the Second Affiliated Hospital of Wenzhou Medical University (Wenzhou, China). It has passed the examination of the Ethics Committee at Wenzhou Medical University.

The protein expression level of SDHs in COAD and normal tissue was verified by immunohistochemistry (IHC). Sections were dewaxed and rehydrated. The catalase blocker blocked endogenous peroxidase activity (ZSGB-BIO), and the antigen was repaired by sodium citrate buffer (pH 6.0). Then, the tissue sections were incubated overnight with rabbit monoclonal anti-SDHA antibody (1:100 dilution, Proteintech), rabbit monoclonal anti-SDHB antibody (1:100 dilution, Santa cruz), rabbit monoclonal anti-SDHC antibody (1:100 dilution, Proteintech), and rabbit monoclonal anti-SDHD antibody (1:100 dilution, Affbiotech) at 4°C, respectively. After the antibodies were washed, the slices were incubated for 30 minutes with goat anti-rabbit IgG at 37 °C. Then, we redyed with hematoxylin the slices, used neutral gum to seal the shee, and observed it under the optical microscope. Additionally, protein expression of SDHs was downloaded from the Proteomic Data Commons (https://proteomic.datacommons.cancer.gov/pdc/).

The primers of SDHA, SDHB, SDHC, and SDHD can be found in Table S3. The total RNA was extracted using TRNzol Reagent and was reverse-transcribed with ReverTra Ace®qPCR RT Master Mix with gDNA Remover (TOYOBO, Japan). All qPCR reactions were performed with Hieff® Qpcr SYBR Green Master Mix(Yeasen Biotechnology (Shanghai)) in 20µl volume containing 10µl 2× SYBR Green RT-PCR Master Mix, 0.4µl of each 0.2µM forward and reverse primer, 1µl of cDNA sample, and nuclease-free water up to 20µl. Amplification was carried out according to the following conditions: initial denaturation at 95°C for 5 min, followed by 40 cycles of denaturation at 95°C for 10s, and annealing at 60°C for 30s. The relative expression of the gene was calculated by the 2^-△Ct method.






Results




Expression and prognostic significance of SDHs in COAD

The workflow of our study was shown in Figure 1.




Figure 1 | Flowchart of the study process.



We first compared the raw data (Counts) of differentially expressed genes (DEGs) between normal tissues and CHOL, COAD, LIHC, READ, and STAD, respectively, with a threshold of false discovery rate (FDR) < 0.05. Ultimately, a total of 2854 DEGs were identified (Figure 2A). Then, the intersection of 2854 DEGs, 168 mitochondrial energy metabolism genes (MMGs), and 1476 HIF-1α related genes included 8 DEGs (ACAT1, HADHA, PFKFB, PPARA, SDHA, SDHB, SDHC, and SDHD) (Figure 2B). 168 MMGs were obtained from KEGG PATHWAY database, and 1476 HIF-1α related genes were downloaded from GeneCards database. The DEGs, MMGs, and HIF-1α-related genes were listed in Table S4. In addition, a protein-protein interaction (PPI) network with 8 DEGs was constructed through the Search Tool for the Retrieval of Interacting Genes (STRING) (Figure 2C, Table S5). According to the PPI network, there exists a strong relationship among SDHA, SDHB, SDHC, and SDHD. After reviewing the literature, we found that SDHA, SDHB, SDHC, and SDHD belong to the family of succinate dehydrogenase (SDH) (16).




Figure 2 | Prognostic significance of SDHs. (A) Venn diagram of DEGs in CHOL, COAD, LIHC, READ, and STAD. (B) Venn diagram of DEGs, MMGs, and HIF-1α-related genes. (C) The network for 8 DEGs intersected. (D) Heatmap of SDHA, SDHB, SDHC, and SDHD between 41 normal tissues and 453 COAD patients. (E-H) Kaplan-Meier overall survival of SDHA, SDHB, SDHC, and SDHD in COAD.



Figure 2D demonstrates the expression of 8 DEGs in CHOL, COAD, LIHC, READ, and STAD between normal tissues and pathological tissues, and the volcano figures were stored in Supplementary Figure 1. Especially for SDHs in COAD, the expression of SDHA, SDHB, SDHC, and SDHD in normal tissues is higher than that in COAD patients. To have a comprehensive insight into the prognostic value of 8 DEGs, Kaplan-Meier survival analysis was applied to patients with CHOL, COAD, LIHC, READ, and STAD. The results were shown in Supplementary Figure 2 and 3. It’s revealed that SDHB (p = 0.026), SDHC (p = 0.026), and SDHD (p = 0.018) were significantly associated with the prognosis of COAD in Figures 2E–H. The survival time in the high expression group of SDHB, SDHC, and SDHD was longer than that in the low expression group, which indicates that high expression of SDHB, SDHC, and SDHD benefits COAD patients. Additionally, the consistent results obtained from GSE14333 make the conclusion more convincing (Supplementary Figure 4).





Genetic variations of SDHs in COAD

To explore genetic variations of SDHs, cBioPortal was applied. The mutation profiles of SDHs came from Colorectal Adenocarcinoma (TCGA, PanCancer Atlas) with 526 patients. As shown in Figure 3A, a high mutation rate of SDHs was observed in COAD patients. Among all SDHs, SDHA is regarded as the top gene in mutation frequency rank in COAD patients (4%). Furthermore, the correlation between SDHs copy number alternations (CNA) and expression of mRNA was presented in Figures 3B–E, pointing out that a positive correlation was found between SDHs copy number and mRNA expression in COAD.




Figure 3 | Somatic mutation of SDHs. (A) Genetic mutation analysis of SDHs. (B-E) Relationship between CNA in SDHs and expression of mRNA.







Correlation, functional enrichment based on MMGs

Considering that SDHs have a strong connection with energy metabolism, correlation analysis was conducted between SDHs and MMGs. The results were shown in Figure 4A, and the detailed data was demonstrated in Table S6, indicating the significant correlations between 4 SDHs and 168 MMGs. In addition, a PPI network with 4 SDHs as well as 168 MMGs was constructed through the STRING, involving 41 elements (Figure 4B, Table S7). Additionally, a correlation analysis between 4 SDHs was shown in Figure 4C, reflecting that SDHs have a strong correlation except for SDHA. Furthermore, Gene Ontology (GO) enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis were performed to predict the functions and pathways of 41 genes (Table S8). It is demonstrated that these SDHs-related genes involve electron transport chain, respiratory electron transport chain, mitochondrial ATP synthesis coupled electron transport, and respiratory chain complex in GO enrichment analysis (Figure 4D). Additionally, according to KEGG analysis, it is mirrored that these genes are relative to oxidative phosphorylation (OXPHOS), citrate cycle (TCA cycle), and glycolysis/Gluconeogenesis (Figure 4E). The results showed that SDHs-related genes were enriched in electron transport chain, respiratory electron transport chain, cellular respiration, respiratory chain, oxidative phosphorylation, carbon metabolism, and TCA cycle.




Figure 4 | Correlation, functional enrichment based on MMGs. (A) The correlation between MMGs and SDHs in COAD. (B) The network for 41 genes is based on SDHs and MMGs with the highest correlation. (C) The correlation between different SDHs in COAD. (D, E) The functions and pathways based on 41 genes were predicted by the analysis of GO and KEGG.







Relationship between the expression of SDHs and the clinical characteristics of patients with COAD

To figure out the connection between SDHs and the clinical characteristics of patients with COAD, including T stage, N stage, M stage, age, and lymphatic invasion, the violin diagram were drawn in Figures 5A–E. To illustrate, the T stage, N stage, and M stage represent the extent of primary cancer, the regional lymph node involvement, and the distant metastasis, respectively, based on evidence obtained from clinical assessment parameters determined prior to treatment. Additionally, Lymphatic invasion is a yes/no indicator to ask if malignant cells are present in small or thin-walled vessels suggesting lymphatic involvement. It’s pointed out that SDHA and SDHB were low expressed in higher N and M stages (Figures 5B, C). There exists no positive result in age (Figure 5D), however, it is demonstrated that SDHD expression levels were all lower in lymphatic invasion samples (Figure 5E). Summarily, there is a close relationship between SDHs and clinical characteristics.




Figure 5 | SDH factor expression and the clinical characteristics of patients with COAD. (A-E) SDHA, SDHB, SDHC, and SDHD are concerned with clinical characteristics involving T stage, N stage, M stage, age, and lymphatic invasion. (F) A nomogram to predict the overall survival rate of COAD patients. (G-J) Time-dependent ROC analysis and Calibration curve for the overall survival nomogram model in the discovery group. A dashed diagonal line represents the ideal nomogram. *p < 0.05; **p < 0.01 and ***p < 0.001; ns, not significant.



To testify whether SDHs can be regarded as independent prognostic factors, Univariate and Multivariate Cox Regression Analysis were employed in COAD patients. The results were demonstrated in Table 1, and the risk score of the nomogram and the coefficient of clinical characteristics were documented in Table S9. It’s revealed that SDHB, SDHC, SDHD, and clinical characteristics involving T stage, N stage, M stage, age, and lymphatic invasion were correlated with the survival of COAD patients. A nomogram is formulated based on independent prognostic factors to predict the survival probability individually (Figure 5F). For each COAD patient,1-, 3-, and 5-year survival rates would be predicted by the total points in the nomogram accor to 8 indicators. To assess the sensitivity and specificity of this nomogram, time-dependent receiver operating characteristic (ROC) analysis was adopted. The ROC area under the curve (AUC) is 0.798 for 1-year, 0.780 for 3-year, and 0.705 for 5-year survival, representing an efficient predictive efficacy (Figure 5G). Then, the Calibration curve was applied to evaluate the nomogram’s discrimination and calibration, reflecting an ideal capacity of the nomogram for effectively predicting the prognosis of COAD patients (Figures 5H–J).


Table 1 | Univariate and multivariate Cox regression analysis of SDHs for COAD with clinical characteristics in TCGA cohort.







Association between SDHs and immune infiltration

To investigate the connection between SDHs and immune cells, the ssGESA analysis was performed (Supplementary Figures 5A-D, Table S10). Among 24 immune cells, there exists a close relationship between SDHs and Tem (Effective Memory T Cell), Tcm (Central Memory T cell), T helper cells, Th2 (T helper 2) cells, NK CD56bright cells, and NK cells (Figures 6A–D). Surprisingly, for T helper cells and Th2 cells, SDHs were significantly enriched in the high expression group. As for Tem, SDHs were significantly enriched in the low expression group. Additionally, for Tcm, SDHA and SDHB were significantly enriched in the low expression group, while SDHC and SDHD were enriched in the high expression group. For NK cells, SDHs were significantly enriched in the low expression group except for SHDA. However, SDHA was significantly enriched in the high expression group, while SDHC and SDHD were enriched in the low expression group for NK CD56bright cells. We also examined the correlations between the SDHs expression and the expressions of mark genes of immune cells in Figure 6E. It’s indicated that SDHs, especially SDHB, were negatively related to CD56, which is the marker gene of NK cells. In addition, there exists a strong correlation between SDHD and MBD2, a marker gene of Tcm. For CD44 and IL15RA, two genes related to Tcm and Tem, all SDHs are positively correlated with them, especially SDHA, SDHB, and SDHD. To figure out SDHs’ expression in different immune cell types, we analyzed single-cell sequencing datasets of GSE146771 from the Tumor Immune Single-Cell Hub (TISCH) database. In Supplementary Figure 6, GSE146771 was divided into 13 cell types. Focusing on the lower left corner of UMAP plots, we can see that SDHs mainly enriched in CD4Tconv cells, CD8T cells, CD8Tex cells, Treg cells, Tprolif cells, and NK cells, which is consistent with ssGSEA results.




Figure 6 | Association between SDHs and immune infiltration. (A-D) The ssGSEA analysis based on SDH factor expression for COAD and different types of immune cells. (E) The correlations between the SDHs expression and the expressions of mark genes of immune cells.







Immunotherapy outcomes prediction

To deepen the understanding of the value of SDHs for COAD treatment, the relationships between SDHs and marker genes of immunostimulation, MHC, and immunosuppression were listed in Figures 7A–C and Table S11-S13, respectively. It turns out that SDHs are significantly correlated with these immune-related genes. Unlike other SDHs, SDHA had different correlations with immune genes. Interestingly, some immunosuppressants showed uniform correlations. The results indicated that ADORA2A, CSF1R, CTLA4, KDR, PDCD1LG2, TGFBR1, TGFB1, and CXCL12 had significant negative correlations with SDHs while CD244, IL10RB, KLRC1, and RAET1E had significant positive correlations with SDHs. As for genes of MHC, SDHA was positively correlated with almost all genes, especially HLA-E and TAPBP. IPS is a machine learning-based scoring system that could predict patients’ responses to immunotherapy, including anti-PD-1/PD-L1 and anti-CTLA-4 treatment (37). Combined analysis of the expression SDHs and IPS score proved that COAD patients with high SDHA expression are more suitable for immunotherapy such as anti-PD-1/PD-L1 (p = 3.4×10-7) and anti-CTLA-4 (p = 5.6×10-6) treatment (Figures 7D, E, Table S14). Furthermore, we explored how the microsatellite instability (MSI) and consensus molecular subtypes (CMS) effect the patients’ possibility to respond to immunotherapy with different SDHA expression. Microsatellite instability (MSI) distribution of patients was displayed in Figure 7F. Specifically, patients in microsatellite stability (MSS) with high SDHA expression are more suitable for immunotherapy such as anti-PD-1/PD-L1 (p = 9.2×10-6) and anti-CTLA-4 (p = 2.9×10-5) treatment (Figures 7G, H). Then, we explored how different CMS effect the possibility to respond immunotherapy in patients in MSS with different SDHA expression. Proportions of CMS in patients in MSS were demonstrated in Figure 7I. Patients in CMS3 and CMS4 with high SDHA expression have a higher possibility to respond to immunotherapy (Figures 7J, K).




Figure 7 | Immunotherapy outcomes prediction. (A-C) The correlation between SDHs and immunostimulatory, MHC, and immunosuppressive genes. (D, E) The association between SDHs expression and the relative probabilities of responding to immunotherapy, including anti-PD-1/PD-L1 therapy and anti-CTLA-4 therapy. (F) Proportions of MSI and MSS in patients. (G, H) The possibility to respond to immunotherapy based on different SDHA expression and MSI. (I) Proportions of CMS1, CMS2, CMS3, and CMS4 in patients in MSS. (J, K) The possibility to respond to immunotherapy in patients in MSS based on different SDHA expression and CMS.







Targeted drug therapy outcomes prediction

To investigate the relationship between SDHs and targeted drug sensitivity, the Genomics of Drug Sensitivity in Cancer (GDSC) of Axitinib, Cetuximab, GDC0941, and Gefitinib was utilized. The result indicated significant differences in targeted drug sensitivity in COAD patients with different SDHs’ expression (Figures 8A–D, Table S15). Specifically, COAD patients with different SDHA expression have different responses to Axitinib, Cetuximab, GDC0941, and Gefitinib. Additionally, with higher SDHB expression, COAD patients are more sensitive to GDC0941 and Gefitinib. However, the drug sensitivity of COAD patients with high expression of SDHC and SDHD is opposite to that of COAD patients with high expression of SDHA.




Figure 8 | Targeted drug therapy outcomes prediction. (A-D) GDSC predicts the IC50 difference of four drugs between COAD patients with different SDHs expression.







Validation of SDHs at gene and protein levels

To validate the consistency between the gene level and protein level of SDHs in COAD, we evaluated the protein expressions of SDHs in COAD through Proteomic Data Commons (PDC) database and Immunohistochemistry (IHC).

Figure 9A indicated that SHDs, mainly located in the cytoplasm, were mainly expressed in glandular cells. Furthermore, the immunohistochemical staining intensity of SDHA, SDHB, SDHC, and SDHD in normal tissues was more substantial than in COAD tissues, demonstrating that these proteins were more significantly expressed in adjacent colon tissues than in COAD tissues. According to the PDC database, compared with normal tissues, SDHA (Figure 9B, p < 2.2×10-16), SDHB (Figure 9C, p = 1.1×10-13), SDHC (Figure 9D, p = 1.2 ×10-10), and SDHD (Figure 9E, p = 0.00028) were low expressed in colon cancer at protein level.




Figure 9 | Validation of SDHs at gene and protein levels. (A) IHC of SDHs in COAD and normal tissues. (B-E) The protein expression of SDHs in COAD in Proteomic Data Commons database. (F-I) The relative mRNA expression level of SDHs in COAD and adjacent normal tissues detected by qPCR.



In addition, qPCR with 19 paired tumors and adjacent tissues was performed, suggesting that the mRNA expression of SDHs was significantly different from tumors and adjacent tissues (Figures 9F–I). These results showed that all SDHs have good consistency between gene and protein levels, which was highly expressed in colon tissues and low expressed in colon cancer.






Discussion

A growing body of research proved mitochondrial metabolism plays an essential role in tumorigenesis, metastasis, and treatment resistance (7, 38–42). Succinate dehydrogenase (SDH), a tumor metabolite, acts as an oncogenic signaling molecule in many cellular processes such as metabolic and epigenetic alterations, angiogenic stimulation, migration, invasion, and post-translational modification of proteins (43). Consequently, we found that high expression of SDHB, SDHC, and SDHD has a better prognosis for COAD patients, reflecting that all of them can be defined as protective factors for COAD by TCGA and GSE14333 data analysis.

Mutations in genes are known to be closely linked to the development of malignant tumors. The mutation of SDH in the development and prognosis of several cancers has been partially established (26–30, 44). In Carney triad (CT) patients, a high methylation level of SDHC was found, which was correlated to functional impairment of the SDH complex (29). And the notable immunohistochemical loss of SDHA in gastrointestinal stromal tumors (GISTs) signals mutation of SDHA (45). Therefore, we explored the genetic variations of SDHs in COAD through cBioPorta. For SDHs, mutations are positively correlated with mRNA expression. Interestingly, it’s found that in COAD, SDHA is the top gene in mutation frequency rank and is mainly involved in the missense mutation in COAD. COAD progression can be hindered by inhibiting mitochondrial OXPHOS through Lin28a/SDHA signaling pathway (46). Additionally, SDHA inactivation results in the accumulation of succinate, which binds to and activates thioredoxin reductase 2, a reactive oxygen species-scavenging enzyme, to render chemotherapy resistance in COAD (47). Therefore, we speculate that SDHA may be involved in the progression and treatment of COAD as a critical gene among the SDHs.

To further explore the link between SDHs and energy metabolism in COAD, the correlation analysis and PPI between SDHs and MMGs were conducted, indicating the significant correlations between SDHs and MMGs. Additionally, the correlation analysis between 4 SDHs reflected that SDHs have a strong correlation except for SDHA. Meanwhile, we found that SDHs-related genes were enriched in electron transport chain, OXPHOS, carbon metabolism, and TCA cycle by correlation analysis and functional enrichment analysis. It’s important to note that previous studies have shown that the TCA cycle and carbon metabolism have a particular impact on the prognosis of patients with COAD (48, 49). It has been reported that SDHB gene knockout in the human pheochromocytoma cell line (HPheo1) up-regulates genes involved in glycolysis and down-regulates genes involved in OXPHOS (50). Glycolylysis-dependent impaired OXPHOS has also been shown in familial renal cancer patients with germline mutations of the SDHB gene (51). Our analysis revealed that SDHs play a role in the TCA cycle and metabolism process pathway. In terms of tumor metabolism, the glycolysis/oxidative phosphorylation (OXPHOS) ratio is of great significance in tumorigenesis.

In recent years, cancer immunotherapy has generally drawn the public’s attention, which was named 2013’s Breakthrough of the Year by Science (52). Up to now, checkpoint inhibitors have been the most thoroughly investigated class of immunotherapy. So far, five PD-1 or PD-L1 inhibitors and one CTLA4 inhibitor have been approved to treat various cancers based on improvements in overall survival (53). However, many patients do not respond to treatment with checkpoint inhibitors. The factors underlying responsiveness to checkpoint inhibitors are being intensely studied (54). When activated, T cells express programmed cell death 1 (PD-1) for recognizing abnormal and cancerous cells (55, 56). cytotoxic T lymphocyte antigen 4 (CTLA4), is a co-inhibitory molecule that regulates the extent of T cell activation. blocks the interaction between CTLA4 and these ligands, CD80 and CD86, and keeps T cells remain active, which can recognize and kill tumor cells (57). It has been reported that succinic acid plays a role in the cancer microenvironment and regulates many metabolic pathways through G protein-coupled receptors (58). It is thus clear that as an essential intermediate product of the tricarboxylic acid (TCA) cycle, succinate and SDHs extend beyond metabolism and enter anticancer immunity (59).

To investigate the connection between SDHs and immune infiltration, we explored the association between SDHs and immune infiltration. In our study, the degree of immune infiltration of T helper cells was closely related to the expression of SDHs, which may be caused by the enrichment of SDH in T helper cells leading to enhancement of mitochondrial activity. It’s known that T helper cells are essential for protective immunity and play a role in inflammatory responses to self-antigens or nonharmful allergens (60). Metabolic inhibition decreased T-cell proliferation and activation or led to T-cell anergy or cell death (61–63). Moreover, the low expression level of SDHs was correlated to functional impairment of the SDH complex because of the Warburg effect (64). Nevertheless, the specific function of the Warburg effect in activated T cells remains unclear (65). The functional mechanism of energy metabolism of SDHs on COAD needs to be further explored.

SDHB, SDHC, and SDHD showed high similarity in our correlation analysis between SDHs and marker genes of immunosuppression and immunostimulation. SDHA is regarded as a new target to mitigate T cell-mediated intestinal diseases including alloimmune gastrointestinal graft versus host disease (GI-GVHD), autoimmune inflammatory bowel disease (IBD), and iatrogenic CTLA-4Ig ICB-mediated colitis (66) because this reduction in SDHA caused an enhanced sensitivity of the intestinal epithelial cells (IECs) to T cell-mediated cytotoxicity (67, 68). Our analysis proved that SDHA, positively correlated with most of these gene signatures, has a peculiar pattern regarding gene signatures compared to other SDHs. Additionally, our results indicated that SDHA is significantly associated with Lymphocyte activation gene 3 protein (LAG3), which provides a new direction for immunotherapy in patients with COAD. Highly correlated with LAG3, adoptive cell therapy using tumor-infiltrating lymphocytes (TILs) was a promising immunotherapy approach for COAD (69). Through immunophenoscore (IPS), COAD patients with high SDHA expression are more suitable for immunotherapy such as anti-PD-1/PD-L1 and anti-CTLA-4 treatment. In fact, it’s known that the majority of COAD patients in microsatellite instability (MSS) were less sensitive to immune checkpoint inhibitors than the minority of COAD patients in microsatellite instability (MSI) (70). In our study, MSS patients with different SDHA expression have different possibility to respond to immunotherapy. With high SDHA expression, MSS patients can benefit more from immunotherapy. Consensus molecular subtypes (CMS) groups CRC samples according to their gene-signature in four subtypes: CMS1 (MSI Immune), CMS2 (Canonical), CMS3 (Metabolic), and CMS4 (Mesenchymal) (36). Patients in CMS3 are demonstrated enrichment for multiple metabolism signatures, while patients in CMS4 are likely to be diagnosed at more advanced stages and have poor survival (71). For both CMS3 and CMS4 patients in MSS, higher SDHA expression was associated with better treatment outcomes, indicating that SDHA might become a new biomarker for predicting the outcomes of immune checkpoint blockades such as anti-PD-1/PD-L1 and anti-CTLA-4.

Target drugs such as Axitinib (72), Cetuximab (73), GDC0941 (74), and Gefitinib (52) have been applied to clinical practice. However, the most recent adjuvant clinical trials have not shown any value for adding targeted agents, like cetuximab, to standard chemotherapies in stage III disease, despite improved outcomes in the metastatic setting (75). Additionally, pathologic features (76), MSI (77), Mutations of BRAF, KRAS, and PIK3CA (78), supervised prognostic genomic signatures (79), and unsupervised gene expression molecular subtypes (80) all contribute to the definition of optimal adjuvant treatments for patients. Nevertheless, none of the gene signatures known to date can predict benefits from therapy in COAD (75). In our study, the Wilcoxon rank sum test demonstrated the significant influence of SDHs’ expression level on targeted drug sensitivity, showing the great potential for SDH to predict benefit from therapy in COAD. With the help of SDHs’ expression level, we would predict targeted drug therapy outcomes more precisely. Furthermore, based on the properties of SDHA targeting immune checkpoints to regulate immune infiltration, we believe that SDHA may be a crucial gene in the SDHs family, which plays an essential role in the development of immunotherapy and targeted drug therapy of COAD.





Conclusions

To sum up, our study comprehensively assessed the expression and prognostic value of SDHs in COAD and explored the pathway mechanisms involved and the immune cell correlations. Our findings suggested that SDHs might be potential biomarkers indicating the prognosis and therapeutic efficacy for patients with COAD and were associated with COAD immune microenvironment.
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Introduction

Bladder cancer (BLCA) is one of the most lethal diseases. COL10A1 is secreted small-chain collagen in the extracellular matrix associated with various tumors, including gastric, colon, breast, and lung cancer. However, the role of COL10A1 in BLCA remains unclear. This is the first research focusing on the prognostic value of COL10A1 in BLCA. In this research, we aimed to uncover the association between COL10A1 and the prognosis, as well as other clinicopathological parameters in BLCA.





Methods

We obtained gene expression profiles of BLCA and normal tissues from the TCGA, GEO, and ArrayExpress databases. Immunohistochemistry staining was performed to investigate the protein expression and prognostic value of COL10A1 in BLCA patients. GO and KEGG enrichment along with GSEA analyses were performed to reveal the biological functions and potential regulatory mechanisms of COL10A1 based on the gene co-expression network. We used the “maftools” R package to display the mutation profiles between the high and low COL10A1 groups. GIPIA2, TIMER, and CIBERSORT algorithms were utilized to explore the effect of COL10A1 on the tumor immune microenvironment.





Results

We found that COL10A1 was upregulated in the BLCA samples, and increased COL10A1 expression was related to poor overall survival. Functional annotation of 200 co-expressed genes positively correlated with COL10A1 expression, including GO, KEGG, and GSEA enrichment analyses, indicated that COL10A1 was basically involved in the extracellular matrix, protein modification, molecular binding, ECM-receptor interaction, protein digestion and absorption, focal adhesion, and PI3K-Akt signaling pathway. The most commonly mutated genes of BLCA were different between high and low COL10A1 groups. Tumor immune infiltrating analyses showed that COL10A1 might have an essential role in recruiting infiltrating immune cells and regulating immunity in BLCA, thus affecting prognosis. Finally, external datasets and biospecimens were used, and the results further validated the aberrant expression of COL10A1 in BLCA samples.





Conclusions

In conclusion, our study demonstrates that COL10A1 is an underlying prognostic and predictive biomarker in BLCA.
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Introduction

Bladder cancer (BLCA) is the twelfth most common cancer worldwide, with 573,278 new cases and 212,536 deaths reported in 2020 (1). BLCA can present as non-muscle-invasive BLCA (NMIBC), muscle-invasive BLCA (MIBC), and metastatic disease. Radical cystectomy remains the standard treatment for MIBC; platinum-based chemotherapy is still the first-line chemotherapy for metastatic tumors (2). There has been no breakthrough in the treatment of BLCA over the past three decades until immune checkpoint inhibitors, fibroblast growth factor receptor (FGFR) inhibitors, and antibody-drug conjugate (ADC) targeting Nectin-4 were approved for advanced BLCA, however, overall response rates of which were less than 50% and complete response rates were less than 15% (3–5). Thus, there is a pressing need to explore prognostic and druggable biomarkers to improve the survival outcome of patients with metastatic BLCA. New biomarkers can be combined with existing new technologies, such as radiomics, to open up new clinical application-oriented research directions in the field of tumor diagnosis and treatment (6, 7).

The tumor microenvironment (TME) contains tumor cells, vasculature, extracellular matrix (ECM), stromal, and immune cells (8). ECM plays a vital role in tumor establishment, disease progression, and modulating therapeutic efficacy. ECM-related genes can be used as prognostic factors for the prognosis and recurrence of BLCA (9). Collagen, the major component of the ECM that participates in cancer fibrosis, influences cancer cell behavior. Cancer cells reversely reshape collagen to promote cancer progression (10). Collagen companies macrophages, mast cells, lymphocytes, and fibroblasts regulate cancer immunity and progression (11). Numerous clinical researches have identified collagen as a prognostic factor (10). Collagen is also associated with resistance to chemotherapy and targeted drugs in cancers (12–14). As collagen has evident genetic and epigenetic stability and is basically expressed in multiple forms of cancer, collagen can also act as a drug convener or a therapeutic target.

Type X collagen gene (COL10A1) belongs to the collagen family, which is secreted small-chain collagen and plays a vital role in the extracellular matrix (15). The function and expression level of type X collagen is affected by receptors, such as DDR2, and multiple molecular mechanisms (16, 17). Higher expression of COL10A1 protein has been revealed in cancerous tissue and has been verified to be linked with tumor angiogenesis across various types of cancer (18). COL10A1 was highly expressed in the plasma in gastric, colon, breast, and lung cancer and might be a potential diagnostic predictor (19–24). COL10A1 and the immune microenvironment can also be used as prognostic predictors of neoadjuvant therapy for breast cancer (25). Furthermore, data from in vitro and in vivo studies showed that COL10A1 promotes invasion and metastasis in gastric cancer via epithelial-mesenchymal transition and TGF-β signaling (26, 27). However, no previous studies have reported the role and function of COL10A1 in BLCA.

This article focused on the expression, prognostic, and immune implications of COL10A1 in BLCA. Data from The Cancer Genome Atlas (TCGA) and the Gene Expression Omnibus (GEO) database were downloaded and mined to evaluate the role of COL10A1 in BLCA. Bioinformatics analyses confirmed the expression profile and prognostic value of COL10A1 in BLCA. The relationship between COL10A1 and the immune cell infiltration, and immune checkpoint genes were evaluated. GO/KEGG enrichment analyses were used to analyze potential mechanisms between the high and low COL10A1 groups. COL10A1 protein expression levels of seventy-seven tumor tissue and five corresponding adjacent normal tissue from BLCA patients were analyzed by immunohistochemical staining, and high COL10A1 protein expression is associated with poor survival. Finally, we identified that COL10A1 is an unfavorable factor for BLCA, and its expression is significantly connected with the tumor-infiltrating immune cells.





Materials and methods




Acquisition of data

The mRNA sequencing data (FPKM format) for normal and primary tumor samples were downloaded from the TCGA database (https://portal.gdc.cancer.gov/, up to December 28, 2021), including 405 BLCA samples and 19 paired normal bladder samples. We also downloaded Gene Expression Omnibus (GEO) (https://www.ncbi.nlm.nih.gov/) and ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/) for validation, including GEO datasets GSE13507 (28, 29), GSE31684 (30, 31), GSE32548 (32), GSE32894 (33) and, ArrayExpress datasets E-MTAB-4321 (34), E-MTAB-1803 (35). The BLCA patients’ clinical data from the TCGA database, GEO database, and ArrayExpress database have also been attained. Patients were subdivided into high and low groups according to the cutoff point of COL10A1 mRNA expression. A total of 1579 BLCA samples (TCGA:405; GSE13507:165; GSE31684:93; GSE32548:131; GSE32894:224; E-MTAB-4321:476; E-MTAB-1803:85) and 86 normal tissues (TCGA:19; GSE13507: 67) were included in this study.





Expression profile of COL10A1 in BLCA

The expression of COL10A1 gene in BLCA is analyzed using gene expression profiling interactive analysis 2 database (GEPIA2, http://gepia2.cancer-pku.cn/), a web tool providing differential expression analysis, profiling plotting, correlation analysis, patient survival analysis, similar gene detection, and dimensionality reduction analysis based on TCGA and GTEx data (36). The mRNA levels of COL10A1 in different types of cancer were determined through analysis in the TIMER database (https://cistrome.shinyapps.io/timer/), a comprehensive web server for systematical analysis of immune infiltrates across diverse cancer types. COL10A1 mRNA expression in various aspects including, tumor tissues, normal tissues, age, sex, tumor grade, tumor stage, and molecular subtype of BLCA (Basal-squamous, Luminal, Luminal-infiltrated, Luminal-papillary, and Neuronal) in TCGA database, GEO database, and ArrayExpress database were also evaluated by using R language.





Clinical specimens and immunohistochemistry staining

Seventy-seven BLCA tumor tissues, five adjacent normal tissues, and patients’ clinical data were obtained from BLCA patients undergoing surgical resection at West China hospital, China, from December 2009 to May 2012, fixed by formalin and embedded by paraffin. The study was conducted in accordance with the Declaration of Helsinki and the study was performed with the permission of the Biomedical Research Ethics Committee of West China Hospital of Sichuan University (2020366). All patients signed informed consent for the use of their information and samples for research.

Immunohistochemistry staining was performed to examine the protein expression of COL10A1 in BLCA tissues. Immunohistochemistry was conducted following the manufacturer’s instructions of the immunohistochemical secondary antibody kit (abs996, absin, Shanghai, China). The paraffin sections were dewaxed, rehydrated, placed in citrate buffer for antigen retrieval, and blocked in 3% H2O2. Then, the sections were incubated with primary COL10A1 antibody (1:250, mouse, ab49945, Abcam, USA) at room temperature for 30 minutes, followed by visualization with the DAB chromogen solution. Images were captured using a Zeiss microscope equipped with a digital camera. Staining was independently evaluated by two experienced pathologists blinded to patients’ clinical information. The score for COL10A1 staining was based on the proportion of immune-positive cells and the staining intensity. The proportion of immune-positive cells was scored as followings: 0: <5%; 1:6%- 25%; 2: 26%- 50%; 3: 51%- 75%; and 4: > 75%. Staining intensity was quantified as follows: 1: negative; 2: weak; 3: medium; and 4: strong. The staining score was calculated as the score of staining intensity × the score of the proportion of immune-positive cells.





Enrichment analysis of COL10A1 gene co-expression network in BLCA

Firstly, we identified co-expressed genes associated with COL10A1 expression in the TCGA-BLCA datasets in R software and retained only protein-coding genes. We used Pearson’s correlation coefficient to test the statistical correlation and the ggplot2 package of R software to draw the volcano map and heat map for display. We conducted Gene Ontology (GO) function and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis of co-expressed genes on the DAVID website (https://david.ncifcrf.gov/) (37) and enriched gene terms with FDR (False Positive Rate) q value <0.05 were considered statistically significant, results were visualized as bubble plots in R software.





Gene set enrichment analysis

To investigate the potential regulatory mechanisms of COL10A1, we divided samples from the TCGA BLCA datasets into two groups according to the cutoff point of COL10A1 expression level and performed GSEA using the GSEA software (version 4.2.1) (www.gsea-msigdb.org/gsea/index.jsp) (38) with the annotated gene sets in “h.all.v7.5.symbols.gmt (Hallmarkers)” chosen as the reference gene sets to investigate whether genes in the two groups were rich in meaningful biological processes. FDR (qvalue) <0.05 were considered statistically significant.





Tumor mutation burden analysis

Somatic mutations and somatic copy number alternations (CNAs) data of BLCA were downloaded from the TCGA database. The “maftools” R package was used to display the mutation details of the genes with the top 20 mutation frequencies between the high and low COL10A1 group in the waterfall plot. We compared the transcription levels of COL10A1 between wild and mutation groups of genes with the top 20 mutation frequencies.





Tumor immune infiltrating analysis

Tumor Immune Estimation Resource (TIMER, http://timer.cistrome.org/) web server is a comprehensive resource for systematical analysis of immune infiltrates across diverse cancer types (39). The correlation between COL10A1 expression and the infiltration level of six types of immune cells (B cell, CD4+ and CD8+ T cell, M1 and M2 macrophage, eosinophil, neutrophil, monocyte, dendritic cells, natural killer cell: NK cell, general T cells, Follicular helper T cell: Tfh, tumor-associated macrophage: TAM, mast cell, T-helper 1 cell: Th1 cell, Th2 cell, Th17 cell and regulatory T cell: Treg) we assessed by using TIMER in BLCA. Comparison of tumor infiltration levels among tumors with different copy number variation (CNV) of COL10A1 using SCNA module on the TIMER website. We compared COL10A1 expression between six immune subtypes showed that distinct immune signatures based on the dominant sample characteristics of their tumor samples in the TCGA database (40). Fractions of 22 types of tumor-infiltrating immune cells were evaluated between the high and low COL10A1 group in BLCA by applying the CIBERSORT algorithm (41). Besides, gene expression correlation analysis between COL10A1 and immune marker of immune cells in the TCGA database was performed by using the spearman method to determine the correlation coefficient on the GEPIA2 web servers, in which normal tissue datasets were used as the control. The mRNA levels of 10 immune-checkpoint genes between the high and low COL10A1 group were also assessed.





Statistical analysis

The statistics in this study were performed by using R language (Version 3.6.2), a language and environment for statistical computing (R foundation for statistical computing, Vienna, Austria, https://www.R-project.org/), and GraphPad Prism software (Version 8.0.2). Quantitative data are presented as the mean ± standard derivation. The chi-square (x2) test was utilized to evaluate the correlation between COL10A1 expression and clinicopathological features of patients. The significance of the difference between groups was determined by the Student’s t-test (unpaired, two-tailed) and one-way analysis of variance (ANOVA). Logistic regression analysis was used to assess the correlations between the clinical characteristics and COL10A1 expression level. “Survminer” and “survival” R packages were utilized in R language to determine cutoff points and the survival difference of overall survival between the high and low COL10A1 group by Kaplan-Meier analysis with a log-rank test. P< 0.05 was considered statistically significant.






Results




COL10A1 expression is elevated in BLCA

The RNA-seq data from the TCGA database were used to compare COL10A1 expression between tumor samples and adjacent normal tissues using the R language and TIMER database. COL10A1 expression was markedly and significantly increased in BLCA (P<0.05, Figures 1A–C), breast invasive carcinoma (BRCA), cholangiocarcinoma (CHOL), colon adenocarcinoma (COAD), esophageal carcinoma (ESCA), head and neck squamous cell carcinoma (HNSC), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), prostate adenocarcinoma (PRAD), rectum adenocarcinoma (READ), stomach adenocarcinoma (STAD), thyroid carcinoma (THCA) and, uterine corpus endometrial carcinoma (UCEC) (P<0.05, Figure 1D). No significant difference in COL10A1 level was shown between male and female cases in the TCGA-BLCA database (P>0.05, Figure 1E). We evaluated the expression levels of COL10A1 in different age groups in the TCGA-BLCA database, where older patients have higher expression of COL10A1 (P<0.01, Figure 1F). COL10A1 mRNA level was observed to be higher in high grade than in low grade in the TCGA database (P<0.001, Figure 1G). The COL10A1 levels in mRNA expression-based molecular subtypes were further evaluated (P<0.05; Figure 1H) (42). Besides, COL10A1 was also upregulated in stage III and stage IV than stage II cases in the TCGA database (P<0.001, Figure 1I). The optimal cutoff value was used to create a categorical dependent variable based on COL10A1 expression. As shown in Table 1, COL10A1 mRNA expression level was significantly associated with tumor grade (High vs. Low, P<0.001) and pathological stage (III&IV vs. I&II, P< 0.001) in the TCGA database. We also compared COL10A1 expression levels among clinicopathological subgroups in the GSE13507, GSE31684, GSE32548, GSE32894, E-MTAB-4321, and E-MTAB-1803 datasets (Supplementary Figures 1A–F).




Figure 1 | The expression of COL10A1 in BLCA and pan-carcinoma. (A) Differential genes in BLCA tissues compared with adjacent normal tissues based on the TCGA database. (B) The mRNA expression of COL10A1 in BLCA and matched non-carcinoma tissues based on the GEPIA database. (C) Paired expression analysis of COL10A1 in normal and BLCA tissues based on TCGA database. (D) COL10A1 expression data in various cancer types based on the TIMER database. To study the correlation of COL10A1 expression with clinical-pathological parameters, including sex (E), age (F), grade (G), molecular subtypes (H) and stage (I) in BLCA patients. *P < 0.05; **P < 0.01; ***P < 0.001, ns, not significant.




Table 1 | Relationship between COL10A1 expression and clinicopathological parameters in BLCA.







High expression of COL10A1 indicates poor prognosis of BLCA patients in BLCA datasets

To explore the prognostic value of COL10A1 in the TCGA-BLCA database, patients were divided into high and low BLCA expression groups based on the optimal cutoff calculated via “survival” and “survminer” packages (Supplementary Figure 2A). The distribution of COL10A1 expression and survival status of BLCA patients were displayed in Figure 2A. We next evaluated the prognostic significance of COL10A1 expression in the TCGA-BLCA datasets using Kaplan-Meier analysis. Kaplan-Meier survival curves were generated based on the cutoff point of COL10A1 expression in BLCA and demonstrated that BLCA patients with high COL10A1 expression levels showed poor OS rate (P<0.01, Figure 2B).




Figure 2 | The COL10A1 expression level was associated with the prognosis of BLCA patients. (A) The distribution of COL10A1 expression and survival status of BLCA patients in the TCGA cohort. Kaplan–Meier analyses to evaluate the correlation between COL10A1 expression and the overall survival (OS) of BLCA patients in the TCGA (B), GSE13507 (C), GSE31684 (D), GSE32548 (E), GSE32894 (F), E-MTAB-1803 (H) cohorts and progression free survival (PFS) in the E-MTAB-4321 (G) cohort indicated that higher COL10A1 expression was correlated to poorer prognosis of BLCA patients.







Validation of the elevated expression of COL10A1 in external datasets and biospecimens

To validate the relationship between COL10A1 expression and poor prognosis of BLCA, we performed gene expression analysis in subgroups and Kaplan-Meier analysis in the GEO database and ArrayExpress database based on the optimal cutoff points (Supplementary Figures 2B–G). In the GSE13507, GSE31684, GSE32548, GSE32894, E-MTAB-4321, and E-MTAB-1803 datasets, the results revealed that high COL10A1 expression was positively correlated with poor survival outcomes (P<0.05, Figures 2C–H).

Eighty-two human clinical samples, including seventy-seven BLCA tissues and five corresponding adjacent normal tissues, were collected. IHC was conducted to evaluate the COL10A1 protein expression in BLCA and corresponding adjacent normal tissues (Figure 3A). Protein expression analysis showed that COL10A1 protein was significantly high-expressed in tumor tissues compared with adjacent normal tissues (P<0.001, Figures 3B, C). Further analysis demonstrated that the COL10A1 protein was strikingly correlated to the pathological stage (P< 0.05, Figure 3D) and tumor grade (P< 0.05, Figure 3E). COL10A1 protein level was also significantly associated with sex (male vs. female, P= 0.044), tumor grade (High vs. Low, P< 0.001), and pathological stage (III&IV vs. I&II, P< 0.001) in the validation cohort (Table 1, n=77). Furthermore, we explored the prognostic value of COL10A1 protein expression in BLCA. The median histochemical score was set as the cutoff value in survival analysis. Kaplan–Meier curve revealed that BLCA patients with high COL10A1 protein have shorter OS than those with lower COL10A1 protein (P= 0.0085, Figure 3F).




Figure 3 | Validation of the increased expression of COL10A1 and prognostic value in 77-patients cohort. (A) Representative IHC staining for COL10A1 in BLCA and normal tissues. Protein expression of COL10A1 based on IHC staining scores was significantly different in BLCA and adjacent normal tissues (B, C), also in tumor grade subgroup (D), and stage subgroup (E). Kaplan–Meier plot verified that high COL10A1 protein levels were associated with poorer survival outcomes in 77 BLCA patients (F). *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.







Enrichment analysis of COL10A1 gene co-expression network in BLCA

As shown in the volcano plot (Figure 4A), 2696 genes were positively correlated with COL10A1 expression level, and 4654 genes were significantly negatively correlated with expression level (P< 0.05) in the TCGA-BLCA data. The heat map (Figures 4B, C) showed that the top 50 genes positively and negatively correlated with COL10A1 expression, respectively. The detailed description of co-expressed genes is shown in Supplementary Table 1.




Figure 4 | Enrichment analysis of COL10A1 gene co-expression network in BLCA. (A) The volcano map showed co-expression genes associated with COL10A1 expression in the TCGA-BLCA datasets. (B, C) Heat maps showed the top 50 co-expression genes positively and negatively correlated with COL10A1 expression in the TCGA-BLCA datasets. (D, F) Enrichment analysis of gene ontology (GO) terms and Kyoto Encyclopedia of Genes and Genomes (KEGG) terms for co-expression genes positively correlated with COL10A1. (E, G) Enrichment analysis of GO terms and KEGG terms for co-expression genes negatively correlated with COL10A1.



The genes with the strongest associations were FIBIN (cor= 0.820, P= 1.02E-99), PLPP4 (cor= 0.818, P=9.32E-99), COL11A1 (cor= 0.804, P= 6.98E-93) and, COL5A2 (cor = 0.801, P= 1.23E-91), when cor> 0.8 and P< 0.05 were set as the cutoff values.

GO and KEGG analyses were conducted to evaluate the top 200 co-expressed genes positively and negatively correlated with COL10A1 expression level via the R software package and DAVID website under FDR<0.05. We discovered that co-expression of COL10A1 was positively associated with multiple biological processes, including extracellular matrix, protein modification, and molecular binding (Figure 4D), and negatively correlated with RNA binding, RNA processing, RNA splicing, and biological process of mitochondrion (Figure 4E) in GO analysis.

The KEGG pathway enrichment analysis demonstrated that the top 200 co-expressed genes positively correlated with COL10A1 expression level were primarily involved in ECM-receptor interaction, protein digestion, and absorption, focal adhesion, and PI3K-Akt signaling pathway (Figure 4F). The bubble plot also revealed that KEGG terms, such as ribosome, spliceosome, and Huntington’s disease enriched in the co-expression group negatively correlated with COL10A1 (Figure 4G). Supplementary Table 2 summarized the details of the GO and KEGG enrichment analyses of COL10A1 co-expression in the TCGA database.





Gene set enrichment analysis

To further investigate the potential function of COL10A1 in BLCA, GSEA analysis was conducted based on COL10A1 level in the TCGA database. The GSEA showed that substantial gene sets were positively enriched in COL10A1 high-expression group including epithelial-mesenchymal transition (EMT, NES= 2.58, FDR< 0.0001, Figure 5A), KRAS signaling up (NES= 2.29, FDR= 0.001, Figure 5B), inflammatory response (NES= 2.25, FDR= 0.001, Figure 5C), IL2-STAT5 signaling (NES= 2.17, FDR= 0.002, Figure 5D), angiogenesis (NES= 2.16, FDR= 0.002, Figure 5E), apoptosis (NES= 2.09, FDR= 0.005, Figure 5F), TGF-β signaling (NES= 1.96, FDR= 0.014, Figure 5G), hypoxia (NES= 1.87, FDR= 0.021, Figure 5H) and TNF-α signaling via NF-κB (NES= 1.78, FDR= 0.032, Figure 5I) pathways. Detailed GSEA analysis information is displayed in Supplementary Table 3.




Figure 5 | Gene set enrichment analysis. Pathway enriched in the epithelial-mesenchymal transition (EMT, A), KRAS signaling up (B), inflammatory response (C), IL2-STAT5 signaling (D), angiogenesis (E), apoptosis (F), TGF-β signaling (G), hypoxia (H) and TNF-α signaling via NF-κB (I) pathways.







COL10A1 expression levels are associated with tumor mutational burden

To determine whether COL10A1 expression levels were associated with specific genomic characteristics in BLCA, we performed somatic mutation analysis based on COL10A1 expression levels by using the “maftools” package in the TCGA-BLCA database, in which the top 20 mutational genes were displayed. A high frequency of mutations in TTN (31%), ARID1A (24%), TP53 (22%), MUC16 (17%), and ATM (16%) in the high COL10A1 group (Figure 6A), whereas TTN (30%), TP53 (28%), MUC16 (19%), KDM6A (17%), and KMT2D (16%) were more frequently mutated in the low COL10A1 group (Figure 6B). The summary information of mutation data is shown in Supplementary Figures 3A, B.




Figure 6 | Somatic mutation analysis in high and low expression groups of COL10A1. Waterfall plot of the top 20 mutational genes in the high COL10A1 group (A) and low COL10A1 group (B). Transcriptional levels of COL10A1 between wild and mutational types of top 20 genes with the highest mutation frequencies (C). *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.



Transcriptional levels of COL10A1 between wild and mutational types of the top 20 genes with the highest mutation frequencies were analyzed. Notably, the result suggested a higher somatic mutation burden of TP53 and FAT4 in the high COL10A1 group than in the low COL10A1 group. In contrast, the somatic mutation burden associated with FGFR3 and STAG2 was higher in the low COL10A1 group than in the high COL10A1 group (Figure 6C).





Relationship between COL10A1 and immune cells infiltration

To determine whether COL10A1 expression was related to immune cell infiltration in BLCA, we utilized the “Gene” module of the TIMER website to approximately study the correlations. As shown in Figures 7A–M, COL10A1 expression level exhibited a significant correlation with the levels of twelve immune cells assessed (B cell, CD4+ and CD8+ T cell, M2 macrophage, monocyte, dendritic cells, general T cells, Tfh cell, TAM, mast cell, Th1 cell and Th2 cell) and immune checkpoints (P<0.05), and not significantly associated with the expression level of eosinophils, neutrophils, NK cell, Th17, and Treg. Tumor infiltration levels differed with different CNV of COL10A1, infiltration levels of CD4+ T cell (P<0.01) were lower with chromosome arm-level deletion and gain of COL10A1 (Figure 8A). Additionally, COL10A1 expression varied among different immune subtypes, which was highest in the IFN-γ dominant subtype and was lowest in the lymphocyte- depleted subtype (Figure 8B).




Figure 7 | COL10A1 expression is related to immune infiltration degrees in BLCA. Spearman correlations between COL10A1 expression and twelve infiltrating immunocyte abundances: B cell (A), CD4+ T cell (B), CD8+ T cell (C), M2 macrophage (D), monocyte (E), dendritic cells (F), general T cells (G), Tfh cell (H), TAM (I), mast cell (J), Th1 cell (K), Th2 cell (L), and immune checkpoints genes (M).






Figure 8 | Correlation between COL10A1 and tumor immune infiltrating cells. COL10A1 CNV affects the infiltrating levels of CD4+ T cells in BLCA (A). COL10A1 expression varied among different immune subtypes (B). Changes of 22 immune cell subtypes between high and low COL10A1 expression groups in BLCA tumor samples (C). Immune checkpoint genes expression between patients with high and low COL10A1 levels (D). *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. ns, not significant.



To deeply confirm the role of COL10A1 in the tumor immune microenvironment, we took advantage of the CIBERSORT algorithm to evaluate the levels of 22 types of immune cells. BLCA samples in the TCGA database were assigned to a high or low COL10A1 expression group based on the optimal cutoff point. The fractions of M0 macrophages, M1 macrophages, M2 macrophages, resting mast cells, and eosinophils were distinctly increased in samples with high COL10A1 expression. However, memory B cells, CD8+ T cells, naive CD4+ T cells, Tfh cells, monocytes, activated dendritic cells, and activated mast cells in samples with high COL10A1 expression decreased (P< 0.05, Figure 8C). Furthermore, we analyzed the correlation between the expression level of COL10A1 and gene markers of immune cells, including B cell, T cell (general), CD4+ and CD8+ T cell, monocyte, mast cell, TAM, M1, and M2 macrophage, neutrophil, NK cell, Dendritic cell, Th1, Th2, Tfh, Th17, Treg and immune checkpoints in BLCA, using normal tissues as the control (Table 2).


Table 2 | Correlation analysis between COL10A1 and immune cell marker and immune checkpoint genes in GEPIA.



Finally, immune checkpoint gene expressions between patients with high and low COL10A1 levels were evaluated in the TCGA database. Results demonstrated that nine genes (PD1, PDL1, CTLA4, PDL2, LAG3, IDO1, B7H3, TIGIT, TIM3) were up-expressed in the high COL10A1 group, which indicates COL10A1 might associate with immune response in BLCA (Figure 8D).






Discussion

Bladder cancer is one of the deadly urinary malignancies, and the prognosis is still very poor. At present, traditional treatment options also have certain limitations in improving the survival outcome of patients, including surgery and chemotherapy (43, 44). Meanwhile, immune checkpoint inhibitor therapeutics provide patients with better surveillance opportunities, unique treatment options, and greater hope of prolonged survival (5). Therefore, finding new biomarkers associated with the immunomodulation of BLCA is critical to its diagnosis, treatment, and prognosis.

Collagen is the main component of the extracellular matrix, and more and more studies have confirmed that collagen can promote tumorigenesis and metastasis (45). In recent years, it has been found that collagen can play an immunomodulatory role in the tumor microenvironment, especially in tumor-related macrophages and T cells (46, 47), thus affecting tumor progression, prognosis, and immunotherapy response (47). The immunomodulatory effects of tumor-associated collagen may provide a basis for the development of current therapeutic strategies and new therapeutic approaches for tumors (48). The alpha chain of type X collagen encoded by the COL10A1 gene belongs to the collagen family, a short-chain collagen expressed by hypertrophic chondrocytes during endochondral ossification (15). COL10A1 has not been fully studied, but can serve as a potential molecular marker for a wide variety of tumors, including BLCA.

Pan-cancer characterization of expression based on the TCGA database showed that COL10A1 was significantly overexpressed in 13 cancer types than in normal tissues, (Figure 1C). However, COL10A1 was low expressed in 2 tumor types, comprising KICH and KIRP, which might be due to the diverse tumorigenic mechanisms. In this study, we used the IHC method to detect the protein expression level of COL10A1 in seventy-seven BLCA tissues and five adjacent tissues samples, and the results were consistent with the above bioinformatics study (Figure 3A). In our study, high COL10A1 expression is associated with malignant clinicopathologic features like stage and grade. Then, we utilized clinical information from the TCGA database to evaluate the prognostic value of COL10A1 in BLCA and found that high expression of COL10A1 was significantly correlated with OS prognosis in BLCA patients (Figure 2B), which was validated in GEO and ArrayExpress databases (Figures 2B–G). In our cohort, we divided BLCA patients into two groups with high and low COL10A1 protein expression by IHC staining, and the Kaplan-Meier survival curves indicated that high COL10A1 expression was likely to present a poor clinical outcome than those with low COL10A1 expression (Figure 3F), which further verified the analysis results of sequencing data. Collectively, the findings of this study indicate that COL10A1 is a promising diagnostic and prognostic biomarker in BLCA patients.

To uncover the mechanism hidden behind its invasive growth pattern, we constructed the COL10A1 gene co-expression network in the TCGA-BLCA datasets and performed GO and KEGG enrichment analyses. In the present study, the expressions of FIBIN, PLPP4, COL11A1, and COL5A2 in BLCA had the strongest correlation with COL10A1. PLPP4 (phospholipid phosphatase 4) could promote proliferation and tumorigenesis in lung carcinoma cells, and serve as a potential therapeutic target for glioma and PAAD (49, 50). COL11A1 is associated with poor clinical outcomes in numerous solid cancers and is a novel biomarker and a pivotal target in cancer (51). A retrospective analysis based on GSE13507 data showed that COL5A2 was correlated with poor survival outcomes (52). COL5A2 has been reported to be suitable for clinical prognostic prediction for MIBC patients (53). While the role of FIBIN in cancer has not been reported. GO and KEGG enrichment analyses based on co-expression are associated with many classical signaling pathways, such as the extracellular matrix, PI3K-Akt signaling, and ECM-receptor interaction. The GSEA analysis revealed that the differential genes grouped based on COL10A1 expression were mainly enriched in EMT, KRAS signaling up, inflammatory response, IL2-STAT5 signaling, angiogenesis, apoptosis, TGF-β signaling, hypoxia, and TNF-α signaling via NF-κB. Previous studies have elucidated the mechanistic link between COL10A1 and PI3K-Akt signaling pathway, EMT, inflammatory response, apoptosis, TGF-β signaling, and hypoxia in the occurrence and progression of BLCA (54–59). This study is the first to disclose the underlying correlation between COL10A1 and KRAS signaling up, IL2-STAT5 signaling, and TNF-α signaling via NF-κB in BLCA.

TMB can reflect the quantity of mutations in tumors and generate immunogenic neoantigens, which improves the possibility of T cell recognition, and clinically relates to better immune checkpoint inhibitors (ICIs) response (60). TMB, consistent with PD-L1 expression, could provide a reference for tumor patients to select ICIs treatment (61). In the present study, somatic mutation analysis based on COL10A1 expression levels was conducted in the TCGA database. We listed the top 20 genes with the highest mutation rates in the high and low COL10A1 groups (Figures 6A, B). TTN, TP53, MUC16, ARID1A, KMT2D, and KDM6A were the genes with the highest mutation frequencies in both groups, whereas ATM appeared in the top 5 of the high COL10A1 group. Loss-of-function mutations of ATM are a universal event in various malignancies, and genetic inactivation of ATM was shown to increase the sensitivity of tumors to radiotherapy (62). In addition, the boxplot of the correlation between COL10A1 expression level and gene mutation showed that the COL10A1 expression in the mutation type of TP53 and FAT4 were significantly higher than those in the wild types. In comparison, the COL10A1 expression with mutational FGFR3 and STAG2 were lower than those in the wild type (Figure 6C). TP53 is one of the most mutated genes in human cancers (63). The high mutation burden of TP53 is a potential target for cancer gene therapy (64). A population-based study in the United States revealed that TP53 mutations might predict outcomes in BLCA patients and are associated with more invasive disease, with a higher prevalence among hair dye users and individuals with higher arsenic exposure (65). Studies have shown that BLCA patients with TP53 mutation have a poor prognosis of OS (66, 67). FAT4 is a cadherin-related gene and is considered a tumor suppressor in multiple human cancers (68–70). However, no studies on the role of FAT4 in BLCA have been published. FGFR3 is one of the most frequently mutated genes and a noteworthy target in BC (71). Oncogenic FGFR3 mutations in BLCA were associated with a favorable prognosis and would be more likely to benefit from anti-FGFR3 therapy (72). STAG2 is one of four components of the cohesion complex and is frequently mutated in BLCA, which is related to an unfavorable prognosis. In summary, the mutation status of TP53, FAT4, FGFR3, and STAG2 is significantly correlated with the expression level of COL10A1, which will provide clues for in-depth mechanism research and targeted therapy development.

Immune-infiltrating cells, an important component of the tumor microenvironment, play an important role in influencing tumor growth, progression, therapeutic effect, and patient prognosis (73, 74). Higher immune infiltration in MIBC is associated with improved disease-specific survival (DSS) after bladder-sparing trimodality therapy (75). Studies have shown that higher RNA-based immune signature scores were significantly associated with complete pathological response (CR) and better progression-free survival (PFS) outcomes after pembrolizumab therapy (76). TIMER was used to explore the correlation of COL10A1 expression with immune cell infiltration levels in tumors, which showed that samples with high COL10A1 expression tended to harbor more B cells, CD4+ and CD8+ T cells, M2 macrophages, monocytes, dendritic cells, general T cells, Tfh cells, TAM, mast cells, Th1cells and Th2 cells) and fewer eosinophils, M1 macrophages, neutrophils, NK cells, Th17 cells, and Treg cells. Further, COL10A1 CNV was significantly correlated with the infiltration levels of CD4+ T cells and neutrophils. Besides, COL10A1 expression was highest in the IFN-γ dominant subtype, which had the highest M1/M2 macrophage polarization, a strong CD8 signal, the most remarkable T cell receptor diversity, and a high proliferation rate (40). These analyses showed that COL10A1 was involved in regulating the immunity of the tumor microenvironment in BLCA, especially in CD4+T cells, CD8+T cells, and M2 macrophages. In the analysis of infiltration levels of 22 kinds of immune cells in high and low COL10A1 expression groups by using the CIBERSORT algorithm, we also observed increased infiltration levels of M0 macrophages, M1 macrophages, M2 macrophages, resting mast cells, and eosinophils in high COL10A1 group, and decreased infiltration level of memory B cells, CD8+ T cells, naive CD4+ T cells, Tfh cells, monocytes, activated dendritic cells and, activated mast cells in high COL10A1 group. Through the analysis of the GEPIA web server, if we set the threshold of the correlation coefficient as 0.5 and P< 0.05 was considered statistically significant, we found that the expression of COL10A1 was significantly positively related to the gene markers of monocytes and M2 macrophages, suggesting that COL10A1 may affect the immune infiltration of BLCA by affecting the expression of monocytes and M2 macrophages. In summary, M2 macrophages may be the key points of COL10A1 expression affecting the immune microenvironment of BLCA. Macrophages are ubiquitous cellular components in all tissues and body compartments (77). Macrophages act as double-edged swords in cancer by exerting pro- and anti-tumor capabilities (78). M2-polarized macrophages are contributors to play a role in pro-tumor and anti-inflammation activity (79), which may be the underlying reason for the poor prognosis in BLCA patients with high COL10A1 expression. We speculate that COL10A1 may have an essential role in recruiting infiltrating immune cells and regulating immunity in BLCA, thus affecting prognosis. However, more research is needed to confirm this hypothesis, especially the effect of COL10A1 on the M2 polarization of macrophages in the BLCAmicroenvironment.

As an important component of the extracellular matrix, COL10A1 will play an important role in the diagnosis and development of new therapies for tumors. It is worth noting that liquid biopsy is an important part of the research and development of urinary tumor diagnostic technology (80, 81). Collagen, on the other hand, has the potential to become a research direction for liquid biopsy of tumors.





Conclusion

In summary, our study demonstrated that COL10A1 is overexpressed in BLCA tissues and was associated with multiple clinicopathological features, verified by the IHC method in our cohort. Furthermore, the TCGA cohort, four GEO cohorts, two ArrayExpress cohorts, and our 77-patient cohort have all verified that high COL10A1 expression is significantly associated with poor prognosis of BLCA. Regarding biological functions, we demonstrated that COL10A1 was involved in EMT, KRAS signaling up, inflammatory response, IL2-STAT5 signaling, angiogenesis, apoptosis, TGF-β signaling, hypoxia, and TNF-α signaling via NF-κB in BLCA. Besides, COL10A1 expression is related to tumor mutational genes and filtration levels of various immune cells in tumor microenvironments. Taken together, these results suggest a latent role of COL10A1 as a prognostic marker and therapeutic target for BLCA in the future.
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The tumor microenvironment (TME) is modified by its cellular or acellular components throughout the whole period of tumor development. The dynamic modulation can reprogram tumor initiation, growth, invasion, metastasis, and response to therapies. Hence, the focus of cancer research and intervention has gradually shifted to TME components and their interactions. Accumulated evidence indicates neural and immune factors play a distinct role in modulating TME synergistically. Among the complicated interactions, neurotransmitters, the traditional neural regulators, mediate some crucial regulatory functions. Nevertheless, knowledge of the exact mechanisms is still scarce. Meanwhile, therapies targeting the TME remain unsatisfactory. It holds a great prospect to reveal the molecular mechanism by which the interplay between the nervous and immune systems regulate cancer progression for laying a vivid landscape of tumor development and improving clinical treatment.
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1 Introduction

Cancer, the leading cause of death worldwide, cannot simply be recognized as a single illness but as a manifold group of diseases with diverse causes. As same as blood and lymphatic vessels, nerve fibers transmit signaling molecules and convey nutrients in the tumor microenvironment (TME). Theories of angiogenesis and lymphangiogenesis in tumors thrive over the past decades, but the role of nerves in tumorigenesis is still little known. Similar to the former two, the process tumors stimulate nerve innervation is termed “neoneurogenesis” (1), yet the specific mechanism remains controversial. Some evidence demonstrates that tumor cells can exploit nerve-derived factors to create a favorable microenvironment for tumor survival. Simultaneously, tumors can also stimulate the regeneration of nerve fibers by releasing neurotrophic factors like nerve growth factor (NGF) and axon guidance molecules like netrin-1. Early in 1926, psychosocial factors were demonstrated to be involved in cancer incidence and progression (2). The released neurotransmitters and hormones from neuroendocrine cells transduce the same effects. β-adrenergic agonists or adrenaline showed dose-dependent increases in tumor metastases, while β-adrenergic antagonists and indomethacin synergistically blocked the effects of behavioral stress on lung tumor metastasis. In murine models of cancers, sympathectomy via chemical reagents or surgical way and genetic deletion of β2-adrenergic receptors (AR) repressed tumor development in the early stage. Besides, prostate tumor metastases can be abolished by blocking the stromal type 1 muscarinic receptor with medicine or genetic disruption (3), which is the same in a murine model of gastric cancer (4). Sensory neurons can play a role as well. For instance, a model of pancreatic ductal adenocarcinoma has demonstrated that sensory neuron ablation by neonatal injection of capsaicin alleviates tumorigenesis and progression (5).

The immune system is never the minor character in this tug-of-war competition. Stress or depression, the emotional feelings, always do not induce the generation of tumors directly but through psychoneuroimmunology (6). Intricate interplays between neurons and immune cells existed during pancreatitis and modulated inflammation and cancer growth (7). Under chronic stress or depression, a durative-activated hypothalamic-pituitary-adrenal(HPA) axis suppresses the immune response, contributing to tumor development and progression in multiple cancers (6). Specifically, stress and depression were both associated with decreased cytotoxic T cell and natural killer (NK) cell activities and hence influenced immune surveillance of tumors, underlying the increased clinical susceptibility to malignant tumors. In animal models, mental stress, such as swim stress, surgical stress, social confrontation, and hypothermia, led to increased lung metastasis from injected breast cancer cells by suppressing NK cell activity (8–11).

In this review, we focus on discussing the neurotransmitters in the TME and their roles in immune regulation and tumor growth, progression, metastasis, and invasion, as well as their potential opportunities in the clinical treatment of cancer.




2 Immunomodulatory neurotransmitters

Immunology has long been studied along with microbiology and pathology. It was generally identified as a self-regulated system by immunologists. Emerging evidence gradually makes it a consensus that the nervous system participates in immune modulation physiologically. As the dominant component, the central nervous system (CNS) regulates immune functions at the whole organism level, moreover, the peripheral nerve endings may also participate in modulating the CNS immune factors or the immune-related neuroendocrine mediators (12). Recently, a noteworthy shift in research focuses happened owing to the discovery that immune cells could produce and release neuroendocrine factors and neuromodulators by themselves (13).

The interactions between the neuroendocrine and immune systems imply a bidirectional circuit where the in-depth mechanism is still obscure. Neurotransmitters, the major modulators in the CNS and perineural system (PNS), have been recognized as potential signaling molecules linking the two major systems for maintaining homeostasis. A series of studies recognized the immunomodulatory function of neurotransmitters that transforms the course of cancer (Figure 1). The exact amount of neurotransmitters in total is hard to calculate, but probably over 100, meanwhile their receptors are nearly 1000 (14). Despite the diversity, these molecules can be categorized into two classes: small-molecule neurotransmitters and neuropeptides. Neuropeptides are transmitter molecules composed of 3 to 36 amino acids with neural activity. Amino acids like acetylcholine, glutamate, gamma-aminobutyric acid (GABA), and biogenic amines (including dopamine, norepinephrine, epinephrine, serotonin, and histamine) are much lower in molecular weight and recognized as the classical neurotransmitters. In general, small-molecule transmitters mediate rapid reaction, while neuropeptides are prone to modulating slower responses (15).




Figure 1 | Neurotransmitters exert the dual effects in the modulation of tumor-associated immune cells via specific receptors.





2.1 Catecholamines

Catecholamines (CAs), the main effectors in the sympathetic nervous system (SNS), are tyrosine-originated biogenic amines and mediate the SNS-induced ‘fight-or-flight’ stress reaction. In response to psychological stress, SNS activation elevates catecholamines levels in circulation via the release of epinephrine from the adrenal medulla or norepinephrine spill-over from the neuro-muscular junction of sympathetic nerves (16–18). Generally, an acute SNS activation is beneficial but chronic stress is detrimental as it suppresses the activities of effector immune cells and activates the immunosuppressive cells (19). T cells, as well as macrophages and neutrophils, can synthesize catecholamines themselves and regulate their function in an autocrine/paracrine manner (20). Dopamine (DA), norepinephrine (noradrenaline, NE), and epinephrine (adrenaline, E) are all included.

On the other hand, growing evidence suggests that catecholamines play distinct roles in the regulation of angiogenesis (21–25), which has been clarified as DA inhibits tumor angiogenesis and stimulates tumor immunity while NE and E stimulate angiogenesis and inhibit immune functions in cancer (26).



2.1.1 Norepinephrine and epinephrine

Norepinephrine and epinephrine, known as stress excitatory neurotransmitters, are the main effectors in the sympathetic system. Activated by a stress reaction, they could stimulate muscle contraction, glycogen degradation, airway dilation, and stress-induced tumor progression as well (15).

Norepinephrine and epinephrine perform their functions through α1-,α2- and β-ARs on their target cells respectively. α1 -AR upregulates the intracellular calcium level but α2- AR decreases adenylate cyclase and inhibits intracellular cyclic AMP (cAMP), exerting the opposing functions. There are three subtypes of β-ARs, the G-protein-coupled receptors whose primary function is transmitting information from the extracellular environment to the interior cell and distributing it to the whole body (27). Associated signaling molecules have been summarized as β1- and β2- ARs increase intracellular cAMP by activating adenylate cyclase (27–33).

Both the innate and adaptive immune systems fight against the neoplasms. β-ARs are widely expressed in immune cells, including T lymphocytes, B lymphocytes, NK cells, monocyte/macrophage, and dendritic cells (DCs), of which the activation generally inhibits lymphocyte, NK cell, and DC responses (34, 35). Innate immune cells express the β2-, α1- and α2- ARs, while the β2 subtype is the main receptor on adaptive immune cells, except for Th2 cells (35, 36). Focus has long been on the influence of activated β2-ARs on CD4(+) T cells and B cells. Though CD8(+) T cells express three times the quantity of β2-ARs on CD4(+) T cells, it is still hard to elucidate how the β2-AR-mediated modulation acts in CD8(+) T cells—the backbone of adaptive immunity (37–40). Generally, β-adrenergic signaling significantly suppressed the function of antigen-specific CD8(+)T cells, including their proliferation, interferon-gamma (IFN-γ) production, and cytolytic killing capacity. This T-cell-selective inhibitory effect does not disturb innate lymphocyte responses (41). Moreover, blocked CD8(+) T cell metabolic reprogramming via β-adrenergic signaling decreased the glucose uptake of T cells and contributed to stress-induced immunosuppression (42). In addition to suppressing lymphocyte function directly, norepinephrine may downregulate anti-tumor response by favoring the accumulation of immunosuppressive cells, which can be abolished by propranolol in a murine spontaneous model of melanoma (43). As for innate immunity, activated β-AR decreases NK cell activity and permits tumor metastases in an animal model (44, 45). Physiologically, the regulation of NK cell function is closely related to SNS-mediated biological behaviors, such as circadian regulation, exercises, stress, and social engagement (46, 47), and rhythmic NE input to the rat spleen acts as the molecular clock of cellular activity in local NK cells (48). Mobilization and redistribution of NK cells can be motivated by epinephrine in the murine model with regular exercise, which depends on the secretion of IL-6 (49). Endogenous E and prostaglandins orchestrated the inhibition of cytotoxic T-lymphocyte and NK cell responses and promote leukemia progression in rats (50). The affected function of macrophages via adrenergic receptors varies under different circumstances. Both physiologic and pharmacologic doses of norepinephrine suppressed wound macrophage phagocytic efficiency through α- and β-AR signaling in a dose-dependent manner (51). With the recruitment of CD11b(+)F4/80(+) macrophages into tumors, the secretion of NE could increase the metastasis of breast cancer cells to distant sites, including the lymph nodes and lungs, without affecting the growth of primary tumors (52). However, intestinal macrophages enhanced tissue-protective programs on luminal bacterial infection via activated β2-ARs (53).




2.1.2 Dopamine

Dopamine is an inhibitory stress neurotransmitter in the brain and the precursor for norepinephrine and epinephrine synthesis as well. Though it does not translocate across the blood-brain barrier, dopamine can be detected in the urine, implying its derivation from peripheral tissues. At least three sources of dopamine have been identified: sympathetic neurons, adrenal medulla, and neuroendocrine cells.

Five different seven-transmembrane G-protein-coupled dopamine receptors(DRs) are categorized into two groups: D1 class (D1 and D5) and D2 (D2, D3, and D4) class of receptors on target cells (16, 54). Activated dopamine receptor D1 (DRD1) class increases intracellular cAMP, whereas the dopamine receptor D2 (DRD2) class inhibits intracellular cAMP (54).

Regulation mediated by diverse dopamine receptors is complicated in cancers. In breast and colon cancer preclinical models, dopamine made anti-cancer drugs efficient through an anti-angiogenic effect (55). In gastric cancer, activated DRD2 inhibits insulin-like growth factor (IGF)-I-induced tumor cell proliferation (56). However, the upregulation of DRD1 agitates tumor growth and meanwhile inhibits immunosuppression, but displays an anti-tumor effect in preclinical models (57, 58). DRD1 signaling promoted hepatocellular carcinoma (HCC) cell growth (59). Catecholamines release of CD4(+)CD25(+) regulatory T lymphocytes (Tregs) decreased interleukin-10 (IL-10) and transforming growth factor-β (TGF-β) and inhibited Treg-dependent inhibition of effector-T lymphocytes(Teffs) proliferation, which is selectively reversed by pharmacological blockade of D1-like receptors (60).

SNS has an abundant innervation in the immune system, including most secondary lymphoid organs. Most immune cells or organs express DR, including the thymus and the immune effector cells(e.g., lymphocytes, monocytes, neutrophils, and DCs), suggesting its potential role in modulating the whole immune system (16, 61–65). Both central and peripheral DA have an impact on tumor growth and progression by unbalancing immune homeostasis (66–68). DA can stimulate the peritoneal macrophages, NK cells, and cytotoxic T cells to perform its anti-tumor function (16, 26, 62). Especially, DA has unique and opposite effects on T cell functions, which depends on different DRs level, composition, or dopamine response in various cell types. It was demonstrated that DA activates naïve or resting T cells by D1, D2, D3, and D5 receptors, but inhibits activated T cells by D1, D2, D3, D4, and D5 receptors (69, 70), making their function dynamic. Dopamine itself is a potent activator of resting effector T cells (Teffs) via two independent ways: direct Teffs activation and indirect Teffs activation by suppression of Tregs. Dopamine(~10-8M) activates resting or naïve Teffs(CD8(+) far outweighs CD4(+)) and affects Th1/Th2/Th7 differentiation via ERK, Lck, Fyn, NF-κB and KLF2 signaling cascades (71). However, dopamine in a physiological concentration can significantly inhibit the proliferation and cytotoxicity of CD4(+) and CD8(+) T cells in vitro, especially for CD8(+)T cells (72, 73). Except for being an effector, immune cells can be the initiator to secrete DA, such as Tregs (74) aimed at balancing immune homeostasis and influencing the course of disease (75). Activated Tregs produce more dopamine than Teffs in general. In addition, DA can indirectly affect tumor growth by regulating the production and release of prolactin (76–78), which regulates the function of NK cells and lymphokine-activated killer cells (79).





2.2 Serotonin/5-Hydroxytryptamine

5-Hydroxytryptamine (5-HT), also named serotonin, is a monoamine neurotransmitter synthesized in the serotonergic neurons within the CNS and the enterochromaffin cells of the intestine (80). More than 90% of the body’s 5-HT is synthesized by the intestine enterochromaffin cells and then stored in platelets. Besides cognitive and behavioral works in the CNS (81), 5-HT also exerts essential roles in peripheral aggregating platelets, provoking immune responses, promoting bone development, regulating insulin secretion, and sustaining systemic energy homeostasis (82, 83). Ovarian cancer progression due to chronic stress was significantly associated with decreased serotonin and inhibited by serotonin/HTR1E signaling (84).

5-HT performs its functions via seven different subtypes of receptors (5-HT1-7) coupled to multiple signaling pathways. All of the seven belong to the family of G-protein-coupled receptors except for 5-HT3—a ligand-gated ion channel. Gi/o receptors(5-HT1 and 5-HT5) coupled to adenylyl cyclase decreased cAMP. Gq/1 receptors(5-HT2) coupled to phospholipase C (PLC) promoted intracellular Ca2+ release. Gs receptors(5-HT4, 5-HT6, and 5-HT7) coupled to adenylyl cyclase increased cAMP mostly (81, 82).

The multiple effects of 5-HT on depression and the tumor is still far from conclusion. 5-HT itself modulated the macrophage polarization with a sustained anti-inflammatory state predominantly through 5-HT2BR and 5-HT7R (85). T cell lymphoma invasion and metastasis 2 (TIAM2) promoted colorectal tumorigenesis by maintaining a pro-inflammatory state via serotonin-induced immunomodulatory effects (86). 5-HT1aR induced an immunosuppressive environment in lung adenocarcinomas patients with depression by activating the p-signal transducer and activator of transcription 3(pSTAT3) and autophagy signaling, as well as upregulating its downstream PD-L1 molecules (87). Specifically, 5-HT1aR on T cells is critical for expanding the group of CD4(+)CD25(+)Foxp3(+) Treg cells and reducing the ratio of Th1/Th2 cells, and 5-HT1aR on tumor cells is inversely related to cytotoxic lymphocytes activity. Inhibition of platelet-derived peripheral serotonin is associated with decreased pancreatic and colorectal tumor growth in mice, increased CD8(+)T cell influx, and decreased PD-L1 expression in tumors (88).




2.3 Acetylcholine

Acetylcholine (Ach), a predominant neurotransmitter of the parasympathetic system, is synthesized and secreted by neurons or nonneuronal cells, such as epithelial cells, mesothelial cells, endothelial cells, immune cells, cancer cells, etc. Apart from the brain, peripheral organs also have an abundant cholinergic innervation, involving a complicated interplay between autonomic nerves and immune cells. Gautron L. et al. found cholinergic fibers in mice gut are close to immune cells, including macrophages, plasma cells, and T cells (89), suggesting a potential role of the cholinergic system in neuroimmune interaction.

Ach receptors can be classified into the nicotinic acetylcholine receptor (nAchR) and the muscarinic receptor (mAchR) (90). Muscarinic receptors provoke immune activities, including lymphocyte mitogenesis, cytotoxic responses, and mast-cell-derived cytokines release. Zimring JC et al. demonstrated M-1 muscarinic receptors improve CD8(+) T cells differentiating into cytolytic T lymphocytes (91). Through nicotinic receptors, acetylcholine inhibited the secretion of tumor necrosis factor (TNF) (92) and stimulated IL-10 production in macrophages in an auto/paracrine manner (93), implying its functional role in immunosuppression. α7nAChR and α4β2nAChR are the evolutionarily oldest nAChRs. α7nAChRs on cytokine-producing macrophages or other immune cells are regarded as the main mediator for the ‘cholinergic anti-inflammatory reflex’’, a prototypical vagus nerve circuit where a memory phenotype T cell population producing acetylcholine was identified (94). Mashimo M et al. identified that α7nAChRs expressed on antigen-presenting cells(APCs) downregulated T cells differentiation by impairing antigen processing, while those expressed on CD4(+) T cells upregulated differentiation into Tregs and Teffs, regulating the intensity of immune responses (95, 96). Activated α7nAChR also mediated PD-L1 expression in normal human bronchial epithelial cells (HBECs) via STAT3/NRF2 pathways (97). Another classical nAChR, α4β2nAChR, play opposing roles against α7nAChR in cancer development and progression (98). The two counterparts are in a delicate balance that can be easily broken when the synthesis or release of neurotransmitters or the expression of receptors alters in cancer.

Nonneuronal Ach has been identified as a regulator participating in cell proliferation, differentiation, apoptosis, migration, angiogenesis, and immune response (99–101). Especially, tumor cell-derived Ach can promote tumor progression in an autocrine manner. Wang, ZL et al. found that acetylcholine increased the self-renewal ability of CD133(+) thyroid cancer cells and promoted the expression of PD-L1 via the CD133-Akt pathway (102). The pro-tumoral effect of cholinergic signaling was triggered by perineural invasion by sustaining an immunosuppressive environment typical of a reduced CD8(+) T cell infiltration and Th1/Th2 ratio (103). Zhu, P et al. have demonstrated the stimulation of α5nAChR promoted PD-L1 expression and thus induced immune escape via the pSTAT3, Jab1 signaling in lung adenocarcinomas (104).




2.4 Glutamate

Glutamate, the principal CNS excitatory neurotransmitter, is associated with affective, sensory, motor, and synaptic plasticity, and is also engaged in learning and memory. Abundant glutamate in the TME nourishes cell growth facilitates tumor progression and suppresses anti-tumor immunity. However, some evidence emphasizes that glutamate is also essential for the development and activation of effector T cells to exert anti-tumor function in STK11-/Lkb1-deficient lung cancer (105).

Two classes of glutamate receptors have been identified: the metabotropic receptors(mGluRs) and the ionotropic receptors(iGluRs). According to sequence homology, and pharmacological and intracellular signaling mechanisms, the mGluRs, belonging to the superfamily of GPCRs, are further categorized into three groups. Group I mGluRs(mGluR1 and mGluR5) are coupled to the Gq proteins and their activation stimulates PLC. Whereas, group II(mGluR2 and mGluR3) and III(mGluR4, mGluR6, mGluR7 and mGluR8) are negatively coupled to adenylate cyclase (106). Based on structural similarities, the iGluRs are divided into three subgroups named by the type of synthetic agonist that activates them: N-methyl-D-aspartate(NMDA) receptors, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionate(AMPA) receptors, and 2-carboxy-3-carboxymethyl-4-iso-propenylpyrrolidine(kainate) receptors (107).

Functional iGluRs and mGluRs expressed on normal, tumor, and autoimmune human T cells mediate the activation of many critical cell functions(e.g., adhesion, migration, proliferation), intracellular Ca2+ fluxes, and outward K+ currents, mainly under a low physiological 10-8M to 10-5M concentration of glutamate (108). Tumor-derived glutamate leads to peritumoral excitotoxic cell death and thus vacates space for tumor expansion (109–112). Metabotropic glutamate receptor 4(GRM4) plays a novel role in suppressing anti-tumor immunity. Perturbations of GRM4 strengthened the anti-tumor immunity by activating NK, CD4(+) T, and CD8(+) T cells. Specifically, GRM4(-/-) stimulated the IFN-γ production in CD8(+) T cells through cAMP/CREB protein-mediated pathway (113). Various cancers depend on glutamate to an unusual degree for its contribution to metabolic building blocks and the energy supply. Activated mGluR2 and mGluR3 signals promote U87MG human glioma cell growth in vivo (114). Downregulation of glutaminase(GLS)—the critical enzyme converting glutamine into glutamate and regulating glutathione synthesis—diminishes cell-autonomous tumorigenesis in an HCC mouse model (115). GLS1 repression promoted the therapeutic efficacy of anti-PD-L1 therapy with less arginase 1(+) myeloid cells and more CD8(+)/IFNγ(+)/granzyme B(+) T cells, which is also effective in an immune checkpoint blockade(ICB)-resistant mouse model (116). However, GLS2, identified as a p53 target gene, contributes to the p53 tumor suppression via its antioxidant and pro-apoptotic function (117).

An antiporter system   on the cell surface can import cystine into cells with a 1:1 counter-transport of glutamate, regulating the processes of redox homeostasis and cell growth. Solute Carrier Family 7 Member 11(SLC7A11) or xCT, the light chain subunit of system  , serves as the primary transporter (118). Physiologically, imported cystine and intracellular glutamine are converted into cysteine and glutamate respectively, serving as precursors for glutathione(GSH) synthesis, which protects cells from oxidative stress (119). Elevated extracellular glutamate derived from glioblastoma with overexpressed SLC7A11 stimulated the activation and suppressive function of Treg, and the expression of mGlutR1 (120). SLC7A11 repression can be a synergistic anti-tumor mechanism in combination with checkpoint blockade (121). IFN-γ secreted from CD8(+) T cell reduced GSH synthesis in fibroblasts through transcriptional repression of system   via the JAK/STAT1 pathway, and ultimately abolished the ovarian tumor resistance to platinum-based chemotherapy (122). Similarly, Weimin Wang et al. found that PD-L1 blockade therapy-activated CD8 (+)T cell inhibited SLC7A11 expression, diminished the cystine intake into tumor cells, and hence accelerated tumor cell lipid peroxidation and ferroptosis through IFN-γ (123).




2.5 GABA

GABA, a primary inhibitory neurotransmitter in the CNS, is produced from glutamate by the glutamate decarboxylase 1/2 (GAD1/2) enzymes and is catabolized by GABA-transaminase (ABAT). GABA is also widely expressed in the peripheral endocrine organs, including the pituitary, pancreas, gastrointestinal tract, testes, ovaries, placenta, uterus, and adrenal medulla but at a lower level than in the brain (124, 125), and is upregulated in autoimmune diseases and certain solid tumors, such as gastric, pancreatic, and breast cancers (126–129). Three types of GABA receptors include the ionotropic receptors(GABA(A) and GABA(C)) and metabotropic receptors(GABA(B)), inducing different effects on cancer growth (130).

A 2021 publication in Nature has identified B cell-derived GABA promotes monocyte differentiation into IL-10(+) macrophages and limits anti-tumor immunity by inhibiting CD8(+) T cell killer function (131), establishing a suppressive TIME via modulating macrophage differentiation. Krummel DAP, et al. demonstrated that benzodiazepines, a drug that can enhance GABA(A)R-mediated anion transport, could depolarize melanoma cells and reduce tumor growth, as well as potentiate radiation and immune checkpoint inhibitor response by provoking direct anti-tumor activity and infiltration of CD8(+) T cell (132). Activated GABA(B) receptor shows contradictory effects on human cancer progression. Baclofen, a GABA(B) receptor agonist, inhibits human HCC growth through the downregulation of intracellular cAMP level and upregulation of p21(WAF1) (133). However, GABA(B) receptor 1 signaling impaired the colorectal tumor cells migration and invasion through blocked EMT and the hippo/YAP1 pathway (134). GABA(B) receptor activated by tumor-derived GABA inhibits GSK-3β activity, enhances β-catenin signaling, and leads to stimulation of tumor cell proliferation and suppression of CD8(+) T cell intratumoral infiltration, suggesting its distinct role of being targeted pharmacologically to reverse immunosuppression beyond its traditional function as a neurotransmitter (135).




2.6 Substance P

Substance P(SP), a member of the tachykinin family, is an eleven-amino acid neurotransmitter expressed in CNS or PNS and affects emotional behavior (15). SPs are expressed on the macrophage, neuronal, endothelial, and epithelial cells (136). SP acts on neurokinin-1/2 receptors(NK1/2R), and blocking the neurokinin-1 receptor(NK1R) can inhibit NK1/2R signaling for the treatment of anxiety and depression disorders (137). As the chief receptor for the tachykinin family peptides, NK1R, an inflammation-related G protein-coupled receptor, is widely expressed in the CNS and peripheral tissues. NK1Rs participate in physiological responses such as pain transmission, vasodilation, endocrine and paracrine factors secretion, and cell proliferation (138).

Generally, the stimulatory effects of SPs on immunity consist of accelerating lymphocyte proliferation and the activation of phagocytic cells, bone marrow, and platelets for cytotoxicity (139, 140). DCs, the target of immunotherapy protocols aimed at the stimulation of cellular immune responses, do not always function ex vivo. Signaling via NK1R can rescue DCs from apoptosis due to the lack of GM-CSF and IL-4 for ex vivo generation of immune-stimulatory DCs (141). Moreover, the interaction between SP and proinflammatory cytokines modulates the activation of an immune response. NK1R signaling inhibits IL-10 secretion and thus promotes immunostimulatory DCs capable of biasing type 1 immunity (142). To amplify inflammatory responses, SP may function on memory T cells at a local level by inducing the level of IL-1β, IL-23, and TNF-like 1a in monocytes (143).

SP is also a mitogen. Concerning tumor biology, SP stimulates tumor migration in the colon (144) or breast carcinoma cells (145) and induces chemotactic properties in small-cell lung carcinoma cells (146). SP via NK1R upregulated toll-like receptor-4 (TLR-4) and contributed to the increase of tumor cell biological activity (147). Anti-SP therapy could strongly suppress cell growth and induce apoptosis in breast, colon, or prostate cancer cell lines and decrease the steady state of Her2 and EGFR (148). NK1R antagonists can also suppress inflammation and metastasis of breast carcinoma cells metastasized into the liver (149). Aprepitant, a kind of NK1R antagonist, prevents macrophages from LPS-induced oxidative stress by reducing the production of ROS and the expression of NOX-4, which may modulate the oxidative state of the TIME (150). Concerning the few available evidence, it is hard to define the exact effects of SP or NKR on anti-tumor immunity now. Clinical administration of NK1R antagonists/agonists still requires abundant examinations.




2.7 Opioid peptide

Endorphin, encephalin, and dynorphin, known as endogenous opioids or opioid peptides, are processed from the precursor proopiomelanocortin via post-translational cleavage. Leucocyte subsets express proopiomelanocortin (151) and release the products at sites of inflammation, contributing toimmune regulation in pain control (152).

Opioid substances exerted a chief immunosuppressive effect on anti-tumor immunity according to early research (153). However, views differ among the subsequent studies. β-endorphin(BEP), a chemokine for immune cells and small-cell lung carcinoma cells (146), fights against cancers via inhibited SNS function and elevates peripheral NK cell and macrophage activities. The effects also involve alterations in the TME, including altered DNA repairs, cell-matrix adhesion, angiogenesis, and epithelial-mesenchymal transition (154). Sarkar, DK et al. transplanted in-vitro-generated BEP neurons into the hypothalamic of rats enduring breast carcinogenesis. The BEP neurons-transplanted rats displayed increased immune functions and reduced growth and metastasis of mammary carcinoma, such as activated peripheral NK cells and macrophage, higher anti-inflammatory cytokines, and lower inflammatory cytokines. The opiate antagonist naloxone, beta-receptor agonist metaproterenol, or nicotine acetylcholine receptor antagonist methyllycaconitine can all inactivate NK cells and macrophages, reversing the effects of anti-tumor metastasis (155). Chronic opioid use also alters human CD8(+) T cell subsets balance, including significant decreases in T effector memory RA(+) cells (156).

A clinical investigation on two independent samples involving 1,929 and 1,569 middle-aged women found that the low fasting plasma concentration of encephalin precursor (pro-ENK) is associated with an increased risk of future breast cancer in middle-aged and postmenopausal women (157). According to existing evidence, the function of opioid peptides varies in different cancer, such as methionine enkephalin (MENK) is reported to promote breast carcinoma cells migration (145) but inhibit the cell-cycle process of pancreatic, colon, and head and neck cancer cells (158). Tumor heterogeneity cannot be exclusive of the reason, but no matter the location, the roles of MENK in tumors invariably courted controversy. Multiple pieces of evidence have clarified that MENK exerts anti-tumor effects by enhancing anti-tumor immune response or directly inhibiting tumor cell proliferation (159, 160). In CRC, MENK elevated the M1-type macrophages and T cells infiltration and reduced the groups of myeloid-derived suppressor cells(MDSCs) and M2-type macrophages (159), contributing to a pro-inflammatory state. In a CRC murine model, MENK invigorated immune response by markedly suppressing MDSCs and strengthening T cell activities, thus preventing colon carcinoma progression, which brings light to the development of adjuvant therapy for tumors (160). However, a certain report emphasizes the pro-tumor role of MENK by inhibiting T and B cell proliferation, promoting tumor cell growth, and resulting in the desensitization of lymphocytes via opioid receptors (161).





3 Clinical opportunities of neurotransmitters in anti-tumor immunity

Immune cells within the TME, named tumor-associated immune cells(TAIs), can defend against proliferation aberrances or conversely induce variations, suggesting their dual role in modulating tumor progression, which generally involves neural stimulation. A highly activated metabolic and energy-consuming state in tumors makes the neuroimmune interaction network more complicated and intensive (Figure 2). The administration of β-blockers and antidepressants on cancer patients is initially for other complications besides cancer, such as hypertension, heart disease, stress, or depression. But with the expanded application, these drugs are demonstrated to influence tumor progression or prognosis. Several typical cases are listed below:




Figure 2 | The role of neurotransmitters in the TME and their clinical opportunities.





3.1 β-blockers

β-adrenergic receptors, the chief messengers of sympathetic functions, can activate adenylyl cyclase and accumulate the second messenger cAMP (162) along with accelerated tumor growth (163–165). Overexpressed β-ARs were found in breast and ovarian cancer cells (163, 166), and β2-AR was the dominant subtype on them. According to a large case-control study about prostate cancer patients with simultaneous anti-hypertensive medication, only β-blocker-applied groups have a significant association with reduced cancer risk (167). A cardiovascular patients cohort study showed that the administration of β-blockers resulted in a 49% decrease in cancer risk to never-using relatively (168). Whereas, there is no large population-based case-control study that has confirmed altered risk in invasive breast carcinoma with β-blockers use (169). Activated β2-ARs also enhance the IgE response via a PKA-dependent, p38 MAPK-mediated pathway (170). AR regulation is important for cancer vaccine therapy. The role of β2-AR in an effective DC-based cancer vaccination was evaluated in the murine E.G7-ovalbumin(OVA) model and turns out that blocking β2-AR together with the activation of TLR2 at the position of DC inoculation could either promote tolerogenesis or enhance anti-tumor effects (171).

Drug repurposing has been a hot issue in recent years. Concerning the immunomodulatory function mentioned above, β-blockers repurposing may improve the immunotherapies’ efficacy in cancer patients. Several retrospective epidemiological studies have concluded that cancer patients administrated with β-blockers tend to reach better outcomes in prostate, breast, and colorectal cancer (172–175). Similarly, in the murine model, administrating β-blockers can reverse immunosuppression and significantly improve the efficacy of response to checkpoint inhibitor immunotherapy (19). β-blockers can also regulate immune response by modulating the activation of MDSCs and their expression of immunosuppressive molecules(arginase-I and PD-L1). The immunosuppressive effects of MDSCs tend to be alleviated by treating β-blockers or reinforced by β-adrenergic agonists (176). β-blocker for the perioperative treatment of cancer patients abolished the postoperative immune suppression and reduced the risk of tumor metastasis (177–180) by recovering the decreased NK cells cytotoxicity after surgery (181, 182). With this combined method, β-blockers are still warranted because the main factor of surgery-induced recurrence is associated with the postoperative stress response (183).




3.2 Antidepressants

Antidepressant drugs are widely used for the clinical treatment of depressive symptoms in cancer patients, modulating tumor growth partly by targeting the immune system (184–186).

Monoamine oxidase A(MAO-A), an enzyme first discovered in the brain, can promote the degradation of monoamine neurotransmitters such as serotonin and dopamine (187). By inhibiting monoamine oxidase to increase available serotonin, MAO inhibitors(MAOIs) enhance anti-tumor T cell activity via autocrine serotonin signaling (188) and depolarize alternatively activated immunosuppressive tumor-associated macrophages(TAMs) through the reduction of ROS production (189), suggesting its promising role against tumor-induced immune resistance. With depolarizing TAMs, MAOI treatment could raise the efficacy of other ICB therapies by serving as a TME-engineering therapy. Unfortunately, due to overstimulated serotonin receptors in immunotherapeutic doses, MAOIs may induce aggressive behavioral side effects, which limits their application in anti-tumor therapies (190). Thus, a recent study established a nanoformulation MAOI phenelzine(PLZ) to optimize the administration of MAOIs (191).

Several investigations reveal that SSRIs may inhibit tumor growth through their immune-modulatory actions through the modulation of monoaminergic systems. Fluoxetine, a classic SSRI, significantly inhibits melanoma tumor growth with an increased mitogen-induced T cell proliferation (192) and suppresses the progression of lymphoma via restoring NK cell activity and cytotoxic T lymphocyte activity with no noticeable systemic toxicity (193). Fluoxetine also reduced macrophage polarization in vivo by reversing tumor-induced oxidative damage and consequent oxidative stress in thymocytes (194, 195). Moreover, fluvoxamine significantly suppressed the migration and proliferation of tumor cells and prompted infiltration of T lymphocytes and M1-type macrophages with reduced PD-L1 molecules in colon cancer murine models (196). Sertraline recovered the T cell stress-induced deficiency by strengthening CD8(+) T cell infiltration, upregulating IFN-γ and Granular enzyme B(GzmB) levels, and reducing PD-1 on CD8(+) T cells, indicating its potential to raise the efficacy of ICB immunotherapy (197).

Tricyclic antidepressant imipramine enhanced autophagy in glioblastoma (GBM) cancer cells and surprisingly reprogrammed immunosuppressive TAMs by suppressing histamine receptor signaling to be immunostimulatory. The combination of imipramine with vascular endothelial growth factor (VEGF) pathway inhibitors orchestrated the infiltration and activation of T cells, supporting anti-PD-L1 therapeutic effects in several GBM mouse models (198).




3.3 DRD agonists or antagonists

DA has been demonstrated to play a protective role in cancer patients. According to several epidemiological studies, the compared incidents of cancer between Parkinson’s syndrome(a hypodopaminergic disease) (68) and schizophrenic patients with a probable hyperactive dopaminergic system (199, 200) show the decrease of dopamine are generally followed by higher cancer rates. Contrary to the controversial role of DRD1 in promoting tumor growth but also inhibiting immunosuppression, DRD1 agonists were proven to exert a major anti-tumor effect in several preclinical models (57, 58). Similarly, D1-like receptor agonists can potently inhibit the suppressive function of MDSC, suggesting that dopaminergic signaling tends to modulate tumor growth through strengthening anti-tumor immunity (201). An increased number of breast cancer has been observed in patients treated with DRD2 antagonists (202). However, paliperidone, a DRD2 antagonist, is reported to inhibit GBM growth and decrease the expression of programmed death-ligand 1(PD-L1) in GBM (203), suggesting different roles of DRD2 in different types of cancer.




3.4 Cancer immunotherapy and neurotransmitters

Cancer immunotherapy with ICB is based on the inhibition of tumor-mediated immune resistance, instead of directly exerting cytotoxic effects on tumor cells (204). Anti-programmed death-1(PD-1)/programmed death ligand-1(PD-L1) therapy, which circumvents T cell exhaustion due to the immunosuppressive TME by blocking PD-1/PD-L1 checkpoints binding, has been approved by the FDA as a clinical treatment for solid tumors. Considering the major role of T cells in immune defense, the scope of anti-PD-1/PD-L1 therapy is expanding rapidly in clinical practice. However, tumor immune resistance diminishes the efficacy of ICB considerably and becomes an urgent problem to be solved (205).

Neurotransmitters, which prompt immunosuppression, can be potential targets for abolishing immune resistance. For example, cholinergic signaling mainly upregulated the expression of PD-L1 and thus mediated immune escape in vitro, inducing an immunosuppressive environment characterized by impaired CD8(+) T cell infiltration and a reduced Th1/Th2 ratio (102, 104). Benzodiazepines, a GABA(A)R activator, potentiated radiation, and ICB response by promoting direct anti-tumor activity and infiltration of CD8(+) T cell (132). Several neural signals show the potential to improve the efficacy of ICB as an adjuvant therapy. In breast cancer, sympathetic denervation surprisingly downregulated the expression of immune checkpoint molecules (PD-1, PD-L1, and FOXP3) (206). In an experimental murine model, the inhibition of β-AR signaling favored an immune-active TME with increased infiltration of CD8(+) T cells, elevated Teffs cell to Tregs cell ratio, and decreased expression of PD-1, which raises the efficacy of anti-PD-1 checkpoint blockade (207). Further research on the involvement of neurotransmitters in TME immunomodulation will be of great interest in improving the efficiency of cancer immunotherapies in the future.

In this review, we discussed the modulatory function of the neurotransmitters in the tumor immune microenvironment (TIME) and their promising application in tumor treatment (Table 1). With the further exploration of neuroimmune interactions in the TME, we expect to approach the opportunities for the clinical application of related inhibitors or agonists.


Table 1 | Immunomodulatory roles of neurotransmitters in the TME.
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Bblockers an regolte immune response
by modulstng the acivaton of MDSCs
and thie expression of immunosuppresive
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The immunosuppressiv function of
MDSCs tends to be miigated by resting -
Blockers or enhanced with b-adrncrgic
agonists (19).

'DRDI agonists were proven o exet
majorant-umor efct i several
precinical modes (56, 7).

DIk rceptor agonistscan poently
inbibit the suppressive functon of MDSC:
3.

Palperidone, 3 DRD? antsgonist is
repored o inhibit GBM growth and
decrease the xpression of programmed
deathligand 1PD-LY) in GBM (205,
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Immune cell types

Tumor Normal
Correlation P value Correlation P value
B cell CD19 038 2.90E-15 -0.18 4.70E-01
I CD79A 0.46 1.60E-22 -0.05 8.40E-01
T cell (general) CD3D 030 1.10E-09 0.02 9.50E-01
CD3E 041 3.60E-18 0.00 9.90E-01
cD2 040 4.70E-17 0.19 4.00E-02
CD4+ T cell CD4 043 8.70E-20 036 1.30E-01
CD8+ T cell CDSA 036 1.00E-13 027 2.60E-01
CD$B 025 5.50E-07 0.15 5.30E-01
Monocyte CD86 056 3.10E-34 020 420E-01
CSFIR 0.60 6.40E-41 024 3.30E-01
Mast cell TPSB2 050 1.70E-26 035 1.40E-01
TPSABL 057 9.60E-36 033 1.60E-01
CPA3 057 8.30E-37 055 1.40E-02
MS4A2 039 1.80E-16 0.46 4.60E-02
HDC 047 2.30E-23 039 9.70E-02
TAM ccL2 054 2.40E-31 048 3.80E-02
CD68 036 7.50E-14 -0.01 9.80E-01
1L10 057 2.50E-36 0.12 6.30E-01
VMI Macrophage NOS2 0.13 6.60E-03 0.01 9.80E-01
IRF5 0.06 2.00E-01 -0.13 5.90E-01
PTGS2 022 9.40E-06 041 7.90E-02
M2 Macrophage CD163 063 1.90E-45 011 6.60E-01
VSIG4 0.62 4.70E-44 029 230E-01
MS4A4A 061 4.20E-43 033 1.70E-01
Neutrophils CEACAMS 0.01 8.10E-01 048 3.70E-02
ITGAM 058 6.60E-38 023 3.50E-01
CCR7 0.12 1.80E-02 0.12 6.40E-01
NK cell KIR2DL1 027 5.60E-08 -0.12 4.10E-01
KIR2DL3 022 8.50E-06 024 3.20E-01
KIR2DLA 0.26 1.10E-07 -0.11 6.60E-01
KIR3DL1 024 9.00E-07 -0.02 8.10E-01
KIR3DL2 021 3.30E-05 0.19 4.40E-02
KIR3DL3 0.06 2.10E-01 021 2.80E-02 |
KIR2DS4 0.16 1.50E-03 -0.16 9.70E-02 ‘
Dendritic cell HLA-DPB1 048 2.80E-24 024 1.20E-02 ‘
HLA-DQB1 035 9.20E-13 029 2.30E-03 ‘
HLA-DRA 044 2.70E-20 0.10 6.90E-01 \
HLA-DPA1 045 3.10E-21 0.09 7.00E-01 \
cpIC 022 5.20E-06 -0.04 8.80E-01
NRP1 041 1.30E-17 0.64 3.20E-03
ITGAX 0.60 1.50E-40 021 3.80E-01
Thi TBX21 035 4.20E-13 0.09 7.10E-01
STAT4 042 6.90E-19 0.10 6.70E-01
STAT1 039 7.70E-16 061 6.00E-03
IENG 031 2.10E-10 0.06 8.00E-01
TNF 023 2.00E-06 -0.01 9.80E-01
Th2 GATA3 024 1.50E-06 0.01 9.60E-01
STAT6 -0.15 1.80E-03 032 1.80E-01
STAT5A 021 2.60E-05 025 3.00E-01
IL13 0.18 4.00E-04 0.13 6.00E-01
Tth BCL6 -0.08 1.30E-01 024 3.20E-01
121 0.15 2.40E-03 -0.06 8.00E-01
Th17 STAT3 032 3.30E-11 042 7.50E-02
ILI7A -0.05 3.20E-01 -0.10 7.00E-01
Treg FOXP3 047 2.40E-23 -0.10 6.90E-01
CCR8 048 7.10E-25 0.06 8.20E-01
STATSB 0.08 LOOE-01 046 4.80E-02
TGFB1 030 7.30E-10 033 1.70E-01
Immune Checkpoints PDCDI1 038 1.50E-15 019 440E-01
CD274/PD-L1 034 1.10E-12 0.03 8.90E-01
CTLA4 039 1.80E-16 0.11 6.50E-01
PDCDILG2/PD-L2 0.64 3.80E-47 035 1.40E-01
LAG3 038 5.50E-15 026 2.80E-01
1DO1 035 2.10E-13 -0.10 6.70E-01
CD276/B7H3 039 3.80E-16 041 8.20E-02
TIGIT 0.40 4.20E-17 0.06 8.20E-01
LMTK3 -0.03 5.10E-01 -0.30 2.10E-01
HAVCR2 0.59 6.90E-40 022 3.70E-01

Bold values indicate P < 0.05.
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Clinicopathological parameters TCGA cohort (n=394) Validation cohort (n=77)

COL10A1 expression COL10A1 expression

Group n Mean SD Mean SD

Age <80 225 6.65 1221 -066 0510 <=60 30 7.60 393 | -148 0145
>80 169 7.61 15.69 >60 47 8.92 3.62

Sex Female >103 7.69 1550 049 0622 Female 6 5.67 273 | 247 | 0.044
Male 291 6.84 1317 Male 71 8.63 377

Grade High 374 743 1407 964 0.000 High 54 9.43 3.67 ‘4.40 0.000
Low 20 023 0.74 Low 23 6.00 2.86

Stage I 127 226 510  -661  0.000 -1 49 6.76 294 597 0.000
-1V 267 935 1590 -1V 28 .1L29 334

Bold values indicate P < 0.05.
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The set of data points used to optimize our models weights.
The set of data points used to internally evaluate the model’s performance, and optimize the hyper-parameters of the model.
The set of data points used to externally evaluate the model. The model was never exposed to the test set samples until the final test.

The ROC curve is created by plotting the true positive rate (TPR = g) against the false positive rate (FPR = %) for different threshold values. TP, and FP

are the fraction of samples classed aspositive, and are truly positive or negative, respectively; and P and N are the total number of real positives and
negatives, respectively. A positive/negative classification is an above/below threshold score. The AUC is the area under the curve. It is 1 for a perfect classifier
and 0.5 for a random classifier [28]

A type of machine learning model that is composed of layers, and weights (matrices) connecting these layers. An FCN is usually composed of an input layer,
hidden layers, and an output layer.

An internal layer of an FCN
A differentiable function that scores the predicted output of a model in relation to the real label. The function is used in the model parameter training.

Average squared difference between two vectors.

A non-linear function used between layers of a network.

An activation function. flx)=max(0x).

1
An activation function that scores the input between 0 and 1. f(x) = e Frequently used as an output function of a model.

A function that receives a vector and normalizes its values to sum to one.
A regularization tool used on the models’ layers. Each layer zeros some of its values randomly according to the dropout probability

A Neural network structure where the input of each node in each layer is a combination of its neighbors in a graph.
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Patient Colon PT MT Age BMI Histology and pathologic Primary Synchronous or Type of surgery for Last follow-up
ID KRAS KRAS (years) (kg/ stage at diagnosis, tumor metachronous metastases (December
status status m?) grading side metastatic disease 2021)
PAT1 wt Lung, 72 19.5  Adenocarcinoma, Left M Lung left lower lobe Oligometastatic
wt pT3pN1apVo wedge resection progression to
pRO, G2 the lung
PAT2 p.G12v, Lung, 78 19.8  Adenocarcinoma, Right M Lung left lower lobe Oligometastatic
p.G13D p.G13D PT3pNOpV1 wedge resection progression to
pRO, G2 the lung
PAT3 wt Liver, wt 82 21.0 Adenocarcinoma, Right M Segment 5 and NED
pT2pN1bpVO segment 6 pRO
pRO, G3 metastasectomies
PAT4 wt Lung, 78 18.2  Adenocarcinoma, Right M Lung right lower lobe Polymetastatic
wt PT3pN1bpV1 wedge resection progression to
pRO, G2 the lung
PATS p.G12V, Liver, 61 19.0 Adenocarcinoma, Left S Segment 6 pRO NED
p.G13D p.G13D PT2pN2bpV1 metastasectomy
pRO, G2
PAT6 wt Liver, wt 27 18.9  Adenocarcinoma, Right S Segment 5 pRO NED
PT3pN1bpV1 metastasectomy
pRO, G2
PAT7 wt Liver, wt 52 21.2  Adenocarcinoma, Left M Segment 8 pRO NED
pT2pN1apV1 metastasectomy
PpRO, G3
PAT8 p.G12D Lung, 60 19.9  Adenocarcinoma, Left M Lung right upper lobe  NED
wt PT3pNObpVO wedge resection
pRO, G2
PAT9 wt Liver, wt 47 20.5 Adenocarcinoma, Left S Segment 8 pRO Oligometastatic
pT3pN1apV1 metastasectomy progression to
pRO, G3 the liver

BMI, body mass index; G, grading; L, left: MT, metastatic tumor; PAT, patient; PT, primary tumor; pRO, no residual disease at microscopic examination after surgery; wt, wild-type.
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PAT1
PAT2
PAT3*
PAT4.
PATS
PAT6
PAT7
PAT8
PAT9

Primary tumors

Metastatic tumors

CcD3* cpsg* Foxp3 GrzB cD3* cps* Foxp3 GrzB
TC ™ TC ™M TC M TC M TC ™M TC ™M TC ™M TC ™M
170+ 120 460 +20.5 80+55 170+125 10+14 30x42 60x37 20+3.1 340+102 1350+£256 580+203 2,140+309 0+00 20+16 35+35 50x1.1
720+16.5 230+ 10.0 3024 95+116 0+00 0x08 5+06 012 140+ 72 626+20.1 25+22 85+55 0+00 5+06 120+11.2100+9.8
600 + 15,5 2,000 +21.2 50+65 150+111 67+54 40+42 32+27 45+33 200+99 1500+249 50+23 120+87 2021 40+36 7468 30+22
160 + 9.5 365 + 13.1 15+£12 7584 0+00 0x00 60+51 11596 220+99 1015+238 140102 12087 507 1013 0x00 0x0.0
770 £133 507 +£21.2 62+66 726+215 52+43 25+45 21+13 29+29 201+£11.2 201+23 132+11.3 1204116 10+09 30+29 132+122 60+9.6
820+19.7 1,500+17.2 600+262 500+184 30+33 20+29 120+133 110+139 130+£82 1610+19.8 30x28 60+63 1107 16+14 24426 35+27
2000234 1040+161 100+£74 400+123 30+42 30+£33 25+16 42x29 310+12.1 3000+£20.7 100+103 530+21.6 28+17 30+26 26x24 42x3.3
245+7.0 865+11.5 144x116 166+132 000 7x19 20x08 000 680+ 153 2,020+324 80+58 650+187 0+00 6+13 72+64 30x32
400+95 500+232 80+62 200+84 40+33 40+39 2521 30+26 530+192 2015+238 78+68 100+88 10+07 1014 58+36 45+4.8

Foxp3, forkhead box P3; GrzB, granzyme B; IM, invasive margins; MT, metastatic tumor; PT, primary tumor; TC, tumor core.

"This patient had two fver lesions both wikBAS (cell subsais of the two fesions were comparable).
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No. of sequences dis-
carded in primer
search

733
12
5786
7
27
30
55
25
65

No. of unique sequences
in the remaining data

1315
283
774
275

1398

1034

1996

1217

4057

No. of sequences with
identifiable gene seg-
ments

1311
283
767
275
1397
1034
1974
1217
4033

Final No. of No. of
sequences (without clones
indels)
1109 29
231 26
628 43
44 3
1181 52
898 16
1602 123
1060 36
2697 241

Sequence processing was done according to the protocol described in Materials and Methods. The total numbers of sequences, the numbers of sequences that were discarded at each stage
of processing (only one sequence was discarded at the stage of length filtering, from sample 7), the numbers of unique sequences in the remaining data, the numbers of sequences with
identifiable V(D)J gene segments as defined by SoDA, the final numbers of sequences that do not contain suspect indels and the numbers of clones obtained from each sample are given.
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Sample Clone copy number per unique % out of the patient’s maximum number of unique % out of clonal unique

sequence sequences sequences sequences

1 3-9-01_3-3- 164 52.69 438 39.50
01_4-02

3-11-01_3-10- 246 2218
01_5-02

2 1-8-01_1-26- 12 57.66 77 3333
01_6-02

3 1-8-01_1-26- 68 30.54 203 3232
01_6-02

4 1-69-01_3-22- 53 99.18 239 97.95
01_6-02

5 1-69-01_3-22- 251 92.79 887 7511
01_6-02

6 4-4-02_7-27- 1335 99.57 873 97.22
01_4-02

7 1-69-04_6-19- 68 21.01 417 26.03
01_4-01

8 2-70-10_2-21- 157 3851 282 26.60
01_5-01

1-18-01_1-26- 448 4226
01_3-02

9 1-2-02_1-1- 677 38.69 289 1072
01_4-02

5-51-01_1-26- 331 1227
01_4-01

"The dominant clones were determined by the copy number per unique sequence or - if no copy numbers larger than one were found - by the maximum number of unique sequences. The
percentages of the dominant clone out of all sequences found in each case are also shown.
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Sample Number of non-dominant  Average clonal size

clones for comparison (unique sequences)

1 5 24.667
2 15 6.8

3 25 13.125
5 36 6222
7 44 10.227
8 17 15.167
9 78 8579
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Sample Age Sex Clinical background and diagnosis

1 25 F Overlapping of morphological and phenotypic features between carcinoma and lymphoma. Anaplastic null large cell lymphoma. There were
doubts in determining whether it is carcinoma or lymphoma, finally lymphoma was confirmed.

2 34 M Partial gastrectomy - lymphoma, large cell type, and the tumor is limited to the mucosa.

3 47 F Ulcerated tumor composed of round cells invading the muscular coats and reaching the serosa. The histologic pictures favor a large cell
lymphoma.

4 54 M Fibrous and granulation tissue covered by necrotic tissue and inflammatory exudate. Clusters of mononuclear atypical, large B lymphoid cells

positive on immune-histochemical stains for LC and L26. Features consistent with lymphoma.

5 61 F Stomach localized large cell lymphoma with ulceration and associated severe chronic and acute inflammation, fibrosis and peritonitis.

6 63 M Stomach distal part - diffuse large B cell lymphoma involving the entire thickness of the wall up to the perigastric adipose tissue. Lymph nodes
of the major curvature are involved.

7 75 M Stomach (partial gastrectomy) large B cell lymphoma with follicular areas involving the mucosa and submucosa. The surface epithelium is
ulcerated. Surgical edges are free of tumor.

8 76 F Malignant lymphoma B cell, large cell. LC-positive. L26-positive. 4KB5-positive. Keratine-negative.

9 89 F Biopsy from gastric mass smooth muscle infiltrated by a predominantly large B cell lymphoma with numerous mitoses. Proliferating cell nuclear

antigen is positive in 80-90% of the tumor cells.
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Univariate analysis

Characteristics

Hazard ratio (95% Cl) P value

T stage 452

T1 11 Reference

T2 77 0.453 (0.088-2.347) 0.346
T3 . 308 1.326 (0.325-5.409) 0.694
T4 i 56 3.826 (0.893-16.394) 0.071
N stage 453

NO 266 Reference

N1 105 1.635 (0.991-2.695) 0.054
N2 82 3.997 (2.549-6.266) <0.001
M stage 396

Mo 332 Reference

M1 64 4.327 (2.763-6.776) <0.001
Age 453

<=65 188 Reference

>65 . 265 1.649 (1.077-2.526) 0.021
Lymphatic invasion 410

NO 247 Reference

YES 163 2.315 (1.520-3.525) <0.001
SDHA 453

Low 226 Reference

High 227 0.818 (0.554-1.209) 0.314
SDHB 453

Low 226 Reference

High . 227 0.637 (0.429-0.948) 0.026
SDHC 453

Low 226 Reference

High 227 0.640 (0.432-0.947) 0.026
SDHD 453

Low 226 Reference

High 227 0.620 (0.418-0.921) 0.018
High 227 1.207 (0.816-1.786) 0.345

The bold letters in the first column represent different clinical characteristics. And the bold letters in the fourth column represent the clinical characteristics is significant (P < 0.05).
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Altered in 85 (80.95%) of 105 samples.
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Covariate Dichotomization Median survivals  No. of events/patients  p at univariate HR 95% CI p at multivariate
Age <65 vs. 265 years 25vs. 22 63/91 vs. 35/49 0.39 1.09 0.71-1.68 0.67
Gender Myvs. F 24 vs. 24 52/71 vs. 46/69 0.51 1.18 0.78-1.78 0.41

Side Lvs.R 26 vs. 22 50/73 vs. 48/67 0.18 113 0.73-1.74 0.57

Initial metastatic TB omCRC vs. pmCRC NRvs. 22 94/122 vs. 4/18 <0.0001 0.08 0.02-0.26 <0.001
Response to first-line CT  DC vs. no DC 26vs. 18 40/69 vs. 58/71 0.03 061 0.43-0.97 0.60
KRAS Not mutated vs. mutated 26 vs. 22 56/82 vs. 42/58 0.35 1.07 0.70-1.62 0.74

Cl, confidence interval: DC, disease control: F, female; HR, hazard ratio; L, left: M, male; NR, not reached; om, oligometastatic; pm, polymetastatic; R, right; TB, tumor burden.
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Characteristic No. (%)

Age

<65 91 (65.0)
>65 49 (35.0)
Gender

M 71 (50.7)
F 69 (49.3)
Grading

G1 8(5.7)
G2/G3 132 (94.2)
Side of primary tumor

Left 73 (52.1)
Right 67 (47.9)
pT?

pT1/pT2 1187
pT3 87 (69.1)
pT4 28 (22.2)
LN? involvement

0 11(8.7)
1-3 22 (17.5)
>3 93 (73.8)
No. of metastatic sites

1 32 (22.9)
2 73 (52.1)
More than 2 35 (25.0)
Metastatic tumor volume

%3 cmP 10 (7.1)
>3-7 cm® 8(5.7)
>7 cm 122 (87.1)
Response to first-line chemotherapy

DC 116 (82.8)
No DC 24 (17.2)
KRAS status

Mutated 58 (41.4)
Wild-type 82 (58.6)

pT, pathological staging of primary tumor according to AJCC; pN, pathological staging of
loco-regional lymph-node involvement according to AJCC; DC, disease control; F, female;
LN, lymph nodes; M, male. @The row sum does not correspond to the total number of
patients because some of them did not receive surgical removal of the primary tumor.
bOligometastatic disease.
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