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Editorial on the Research Topic 
Intelligent operation and control in next generation urban power grid

With the rapid development of the economy and the rapid growth of population over the decades, urbanization has today become a prevailing trend all around the world. With world urbanization, there is a great increase in electrical energy demand for urban activities. Urban power grids are facing many expansion and operational challenges. On the other hand, with the ever-increasing double pressure from the energy crisis and environmental protection, the need to accommodate the rising urban demand in a sustainable way is therefore of high priority. In order to confront the challenges above, some key technologies related to urban power systems have been developed rapidly, such as voltage source converter-based high voltage direct current transmission technology, flexible DC transmission/distribution grid technology, and large-scale new energy such as renewables and energy storage integration in urban areas, that would be of great importance as efficient and sustainable development options in both meeting the increasing urban power demand and reducing greenhouse gas emissions. It can be predicted that the next-generation urban power grid is characterized by high penetrations of renewable energies and high penetrations of power electronic converter devices. Moreover, the rapid integration of flexible loads with the characteristics of source and load, such as electric vehicles, further brings more uncertainties into the urban power system. These factors subsequently enable the rapid development of urban power grids into novel and complex forms. There is a significant change in “generation-grid-load” for next-generation urban power systems, particularly the high penetrations of renewable energies and high penetrations of power electronic devices into the generation, transmission, and distribution areas have great impacts on urban power systems control, operation, and stability. While facing more challenges and risks in system control, stability, and operation, the next generation urban power grids have better controllability with the increasing penetration of power converter interfaced devices. Therefore, the innovation of the technology and control strategy for the next urban power grids becomes essential.
This Frontiers in Energy Research special issue aims to promote theoretical and practical studies in the control and operation of the Next Generation Urban Power Grid so as to improve operating stability and flexibility and increase the affable integration of renewable energies and flexible loads. All original contributions covering a variety of topics related to the theme of the special issue are encouraged. There are in total 13 papers accepted for this research topic after the rigorous review process, and they cover the following four categories:1) Intelligent control for reliable operation in urban power grids; 2) Modelling theory and simulation methodologies for next-generation urban power systems; 3) Data-driven approaches to improve the operation quality of urban power grids; 4) Medium and low voltage level DC technology application in urban power grids. The papers accepted in this special issue are summarized below.
1) Intelligent control for reliable operation in urban power grids
With the increasing penetrations of renewable energies and power converter devices, the dynamic characteristics of the urban power system undergo a significant change; for instance, inertia in the urban power system becomes low, which can directly and negatively impact the urban power system operation in terms of stability and reliability. Hence, it is essential to develop intelligent control strategies to support the stable and reliable operation of the urban power grid. Li Q et al. propose a virtual inertia control strategy based on the fuzzy logic method for wind turbines to enhance the frequency stability of the power system. Xiao H et al. present a synchronous generator imitation control and dynamic power sharing method for the distributed power generation system based on voltage source converter (VSC) stations. High power density high-efficiency converter-interfaced devices such as modular multilevel converters (MMC) have played and will continue to play a significant role in urban power grids by providing efficient, clean electrical power conversion, transmission, and distribution. Qian J et al. describe an MMC-based wind energy conversion system and propose a constant capacitor voltage ripple (CCVR) control method in order to reduce the capacitance of the submodule capacitor of the MMC-based wind power converter, which improves MMC system economy and reliable operation.
2) Modeling theory and simulation methodologies for next-generation urban power systems
Modeling and simulation methodologies to analyze the static and dynamic characteristics of the urban power system with high penetrations of renewables and converters are the basis of operation, planning, control, and decision optimization in next-generation urban power grids. Zhu L et al. propose a dynamic equivalence method applicable to multiple wind farms with different wind turbine models in an urban power grid for analyses of the system operation. Xie X et al. propose a unified MMC modeling scheme in a synchronous reference frame for simulating the MMC-based flexible hybrid AC/DC power grids and analyzing the small-signal stability of the grid. Zhu L et al. propose a generic user-defined modeling (UDM) method applicable to various model objects in PSS/E and implement the detailed UDM of a modular multilevel converter high-voltage direct current (MMC-HVDC) transmission system following the proposed method.
3) Data-driven approaches to improve the operation quality of urban power grids
As the complexity of urban power grid operation progressively increases, advanced measurement and data-driven based artificial intelligence approaches are needed to improve the operation quality of urban power grids. She B et al. propose a data-driven approach to compensate for the time delay in voltage source converter-based high voltage direct current (VSC-HVDC) damping control based on synchronous phasor measurement unit (PMU) measurements, which leverages the modern recurrent neural network LSTM. Bai X et al. propose an event-triggered dual set-membership state estimation for power distribution networks (PDNs) to realize the online state monitoring and improve the perception ability of the PDNs, thereinto, the synchronous PMU provides an important measured data source for the PDNs estimation. The core of urban power grid operation is to keep electric power and energy balanced between supply and demand, where accurate load forecasting is a crucial aspect of properly balancing electricity supply and demand on the urban power grid, Xin J et al. propose a long short-term memory recurrent neural network and fully connected neural network (LSTM-RNN-FNN) model based on the assemblage perspective for electrical load forecasting. To facilitate urban power system operation, planning, and control in the context of high renewable energy sources penetration, Kim J et al. propose a probabilistic spectral clustering method applicable to large-scale power systems, including variable renewable energy sources. Meng X et al. present a method for generating grid operation databases based on a weighted elimination algorithm to improve the solving efficiency of data-driven power flow calculation problems in large-scale urban power grids.
4) Medium and low voltage level DC technology application in urban power grids
Medium and low voltage level direct current (DC) power distribution systems operating as a parallel path or an alternative option to the existing urban alternating current (AC) distribution networks is becoming a trend and the way of the future. Li L et al. present a novel isolated modular multilevel converter (I-M2C) topology with symmetrical wiring and its bipolar balance control method for achieving reliable and efficient interconnecting architectures and power flow control among the low-voltage DC (LVDC), medium-voltage DC (MVDC), and medium-voltage AC (MVAC) distribution systems. Wang F et al. propose a comprehensive decision-making method for DC transformation priority of multiple AC distribution networks in urban distribution power grid upgrading, aiming to guide the planning department of the urban power grid to arrange the priority scheme of DC transformation objects reasonably.
In summary, the papers in this Frontiers Special Issue covered a variety of topics related to the operation and control of urban power grids. Renewables and new grid networking technologies pave the way for urban power grid transformation and upgrading. Still, there are many challenges and opportunities with the acceleration of the urban power grid transition process, and the application of advancing technologies and their related theory in the urban power grid need to be further investigated. It is hoped that this special issue will provide beneficial ideas and references for further theoretical and practical research related to next-generation urban power grids.
Finally, we would like to sincerely acknowledge the journal editors and editorial office of Frontiers in Energy Research for their valuable support during the elaboration of this special issue. We especially thank all the contributing authors and all the reviewers for their diligence and hard work in making this special issue possible.
AUTHOR CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Wang, Li, Sun, You, Li, Xiao and Ding. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 22 February 2022
doi: 10.3389/fenrg.2022.809481


[image: image2]
LVDC Bipolar Balance Control of I-M2C in Urban AC/DC Hybrid Distribution System
Liangzi Li, Kaiqi Sun, Zhijie Liu, Wenning Wang and Ke-Jun Li*
School of Electrical Engineering, Shandong University, Jinan, China
Edited by:
Yuvaraja Teekaraman, Vrije University Brussel, Belgium
Reviewed by:
JIanwen Zhang, Shanghai Jiao Tong University, China
Yushuai Li, University of Oslo, Norway
* Correspondence: Ke-Jun Li, lkjun@sdu.edu.cn
Specialty section: This article was submitted to Smart Grids, a section of the journal Frontiers in Energy Research
Received: 05 November 2021
Accepted: 27 January 2022
Published: 22 February 2022
Citation: Li L, Sun K, Liu Z, Wang W and Li K- (2022) LVDC Bipolar Balance Control of I-M2C in Urban AC/DC Hybrid Distribution System. Front. Energy Res. 10:809481. doi: 10.3389/fenrg.2022.809481

With the high proportional renewable energy integration and rapid increase in the DC loads, such as the electric vehicle and distributed energy storage, the DC distribution system becomes a prospective solution for the urban power grid enhancement for its high-efficiency and eco-friendly nature. In most DC distribution systems, power interfaces are applied to connect low-voltage DC (LVDC) distribution systems with multiple medium-voltage (MV) systems in order to improve the operating reliability and economy. Compared to other types of multiports power interfaces, the three-port-isolated modular multilevel converter (I-M2C) has shown many advantages, including low cost, high power density, and low control complexity. However, the I-M2C cannot handle the power imbalance at the bipolar LVDC port like the other MMC-based three-port power interfaces, which limits the operating range and decreases the stability of the I-M2C in bipolar LVDC application. In order to solve the bipolar imbalance problems, a novel balance control method is proposed in this article. The proposed balance control method is based on symmetrical decomposition. By decoupling the MV power control and the LV bipolar power compensation control, the proposed method can eliminate the bipolar voltage deviation under different working conditions. The simulation results prove the validity and good control performance of the proposed method.
Keywords: urban power system, DC distribution system, solid-state transformer, isolated modular multilevel converter, bipolar balance
1 INTRODUCTION
With the global-scale urbanization in the past few decades, the urban power grid has met many operating challenges (Sun et al., 2021a; Zhang et al., 2021). In recent years, the DC system has been proved as a prospective selection for urban power grid enhancement (Hakala et al., 2015). Compared to AC power supply technology, DC power supply technology provides many benefits, including asynchronous operation, DC load/source affinity, and larger supply capacity (Sun et al., 2021a; Sun et al., 2021b). For the medium-voltage (MV) level like 10 kV, the MVDC distribution network can increase the efficiency and reliability with large-scale centralized RESs like photovoltaic plants or offshore wind turbines (Zhao et al., 2016). For low voltage (LV) level like ±750V, the LVDC distribution system has many advantages including high power quality, control convenience, and fault ride through capability (Li B et al., 2021; Xiao et al., 2021). With the rapid penetration of renewable energy and the continuous increase of DC loads, such as electric vehicles and distributed energy storage, DC power supply technology will meet unprecedented development opportunities in the urban power grid (Agrawal et al., 2019).
In most of the urban DC application scenarios, the LVDC distribution system is linked to MV distribution systems for increasing the power supply reliability and efficiency. Thus, reliable power interfaces like power converters or solid-state transformers (SSTs) are necessary for the grid integration of an LVDC system (Sun et al., 2021c; Zheng et al., 2021). Unlike classical two-port power interfaces, the MMC-based three-port SSTs can connect the LVDC system to both the MVAC and MVDC systems. Most of the MMC-based SSTs require large quantity of submodule capacitors, which brings high cost and control difficulty (Ma et al., 2020; Ma et al., 2021; Zhou et al., 2021). A novel kind of MMC-based SSTs, isolated MMC (I-M2C), decreases the capacitor number to one by sharing a single capacitor among all the submodules (Liu et al., 2020). I-M2C is proved appropriate for three-port AC/DC hybrid SST application due to its high efficiency and low control complexity.
In order to increase the power capacity, bipolar topology is adopted in many LVDC distribution systems (Rivera et al., 2021). The bipolar topology has a positive pole and a negative pole, and the pole-to-ground voltages are equal. The equivalent line voltage of a bipolar DC system is twice as much as the bus voltage of a unipolar system with the same voltage insulation level. However, the bipolar DC system is required to maintain the balance between the positive side and the negative side.
Bipolar imbalance is caused by the power inequality between the positive pole and the negative pole. In recent years, many research studies have focused on the mitigation of LVDC bipolar imbalance. The LVDC bipolar balance solutions can be classified into two categories: the power balance and the voltage balance (Gu et al., 2016; Lee et al., 2021). The power balance solutions aim at decreasing the bipolar power imbalance by optimization of the system’s inner power flow (Chew et al., 2019; Liao et al., 2021a). The voltage balance method eliminates the bus voltage deviation by regulating the bipolar power inputs from the outer systems with the assist of power interfaces (Cui et al., 2019).
In the previous research, a power interface cannot balance the bipolar voltage unless special topology improvements and corresponding control frames are implemented. Additional transformers or power switches are required to satisfy the power deviation between the positive pole and the negative pole (Li et al., 2018; Li Y et al., 2021; Liao et al., 2021b) (Li Y et al., 2021). Four existing topologies with bipolar voltage balance capability are illustrated in Figures 1A–D. The buck/boost-type voltage balancer and the dual-buck-type voltage balancer in Rivera et al. (2021) regenerate the positive and negative voltages to control the power imbalance. The three-phase rectifier with the utilization of grounding transformer in Li et al. (2018) achieves the bipolar voltage balance by injecting extra zero-sequence current to the LVDC neutral point. The enhanced CLLC converter in Li Y et al. (2021) eliminates the bipolar voltage difference by the regulation of the duty cycle of IGBTs. All the previously existing bipolar schemes add extra voltage balancers in the LVDC systems with extra cost, power loss, and response time. Since the MMC-based three-port SSTs have multiple power submodules, the voltage balance of the LVDC port can be achieved by controlling the LVDC power flows of submodules without adding new power conversion stages, which has been rarely studied in the existing research.
[image: Figure 1]FIGURE 1 | (A) Buck/boost type in Rivera et al. (2021). (B) Dual-buck type in Rivera et al. (2021). (C) Utilization of Grounding transformer in Li et al. (2018). (D) Enhanced CLLC with bipolar balance in Li Y et al. (2021).
In this article, a bipolar balancing method for the I-M2C is proposed. The contribution of the proposed method is summarized as follows:
1) A symmetrical wiring topology of the I-M2C is proposed, which does not add extra power devices but only changes the wiring layout.
2) An LVDC bipolar balance control method based on symmetrical decomposition is proposed to control the bipolar differential power without changing the power distribution on the MV side.
3) With the assist of the proposed control method, the I-M2C with the bipolar LVDC port can maintain bus voltage balance under large bipolar power imbalance.
The rest of this article is organized as follows: the I-M2C topology with symmetrical wiring is described in Section 2. The mathematical model of LVDC bipolar balance is analyzed in Section 3. Section 4 introduced the symmetrical balance control method of the hybrid I-M2C. The simulation results are presented in Section 5. The article is concluded in Section 6.
2 I-M2C TOPOLOGY WITH SYMMETRICAL WIRING
In the urban power system, an isolated modular multilevel converter (I-M2C) is applied as a three-port solid-state transformer between MVDC, MVAC, and LVDC distribution systems, as illustrated in Figure 2. The topology diagram of a three-phase I-M2C is shown in Figure 3A. The three-phase I-M2C has six arms, and each arm is formed by N ISMs. The topology diagram of an upper arm is illustrated in Figure 3B. The submodule of the I-M2C, ISM, can be seen as a phase shift full bridge converter with 8 IGBTs/MOSFETs and a high frequency transformer. As demonstrated in Figure 3A, the ISMs in one arm series are connected at the HV side. In order to achieve the symmetry power balance at the bipolar LVDC port, half of the ISMs are parallelly connected to the positive LVDC link capacitor and the other half are parallelly connected to the negative LVDC link capacitor.
[image: Figure 2]FIGURE 2 | Example of the I-M2C in the urban power system.
[image: Figure 3]FIGURE 3 | (A) Topology diagram of the I-M2C. (B) Topology diagram of an upper arm.
2.1 Basic Operation Principle of I-M2C
The operation principle of the I-M2C is similar with the carrier wave phase shift modulation control in a classical MMC. The output voltage of an ISM, as illustrated in Figure 3B, is modulated by the duty cycle regulation of the high-frequency waves using the high-frequency transformer, as shown in Figure 4. Two modulation freedoms, one in DC and one in working frequency AC, are utilized in the modulation to generate both the DC voltage and the AC voltage. By the series connected to the ISMs, the arm voltage modulation can be derived as follows:
[image: image]
where uarmju and uarmjl are the upper and lower voltages of the phase unit j, N is the submodule number per arm, k is the ratio of high-frequency ratio, UdcL are the pole-to-pole voltage of the LVDC bipolar port, D is the DC modulation freedom, dj is the AC modulation freedom of phase j, UdcM is the MVDC voltage, and uj is the MVAC voltage of phase unit j.
[image: Figure 4]FIGURE 4 | Modulation of the ISM output voltage Usm by regulating the duty cycle of the high frequency waves with AC and DC modulation freedoms.
The MVDC power flow is controlled by DC modulation D with the regulation of difference between the MVDC common bus voltage and UdcM. The MVAC power flow is controlled by dj with the control of dq-axis control of the AC phase currents. When the MVAC power is not sent to the MVDC port, the rest active power flows through the ISMs and supply the power consumption of the LVDC system.
2.2 Modulation With the Symmetrical Wiring
Considering the convenience for design and construction, the wiring between the ISMs and the LVDC port is symmetrically connected. As demonstrated in Figure 1B, the top half ISMs in the upper arm and the bottom half in the lower arm are connected to the positive side for each phase unit. Symmetrically, the bottom half ISMs in the upper arm and the top half in the lower arm are linked to the negative side. The proposed symmetry wiring guarantees that the arm voltage modulation should not be affected by the voltage imbalance of the bipolar LVDC system. The modulation of a submodule in the I-M2C can be derived as follows:
[image: image]
where usmpu, usmpu, usmpl, and usmnl are, respectively, the output voltages of the submodules on the upper arms linked to the LVDC-positive pole, on the upper arms linked to the negative pole, on the lower arms linked to the positive pole, on the lower arms linked to the negative pole. UdcLp and UdcLn are, respectively, the positive voltage and negative voltage at the LVDC port. Dp and Dn are the DC modulations for the positive-linked and negative-linked ISMs. djp and djn are the AC modulations of phase j for positive ISMs and negative ISMs.
The arm voltage modulation can be derived as follows:
[image: image]
According to (3), the fundamental AC components of the arm voltages keep symmetrical with the LVDC bipolar voltage difference. Thus, the voltage imbalance at the LVDC port cannot influence the normal operation of the MVDC and MVAC distribution systems. However, the bipolar power imbalance is not controlled by the symmetrical wiring.
3 MATHEMATICAL MODEL OF LVDC BIPOLAR BALANCE
In the LVDC distribution system, the bipolar imbalance is shown as the deviation between the positive voltage UdcLp and the negative voltage UdcLn. The intrinsic reason for the voltage imbalance is the power difference between the positive side and the negative side. The mathematical relation between the bipolar voltage deviation and the power imbalance can be obtained as follows:
[image: image]
where CdcL is the capacitance of the LVDC link capacitors. Pconp and Pconn are, respectively, the power consumption of the positive LVDC and the negative LVDC, which are the function of the corresponding voltage.
As demonstrated in (4), the balance control is dependent on the power flow of the positive and negative poles.
3.1 Power Flow Model
As a three-port power electronic transformer (PET), the I-M2C is able to control the active power distribution among the three ports. The active power control is achieved by changing the six-arm voltages’ DC and fundamental AC components. The active power distribution of the I-M2C with a unipolar LVDC port can be obtained as follows:
[image: image]
where IdcM is the MVDC current. uvd, uvq and ivd, ivq are, respectively, the dq-axis components of the three-phase AC source voltages and AC line currents.
Take a positive-linked ISM on the upper arm of phase A as an example, the active power flow through the ISM Psmpua can be obtained as follows:
[image: image]
where θva is the angle between phasor dap and ia.
Extended to the other ISMs and sum, the power flows of the positive pole and the negative pole from the I-M2C can be derived as follows:
[image: image]
where dpd and dpq are dq-axis components of djp, dnd, and dnq are dq-axis components of djn.
The equivalent circuit of the bipolar power flow is illustrated in Figure 5. The arm of the I-M2C can be seen as the DC and AC voltage-controlled voltage source controlled by the bipolar voltages. And the bipolar power flows received from the MVDC and MVAC systems can be equivalent as the DC and AC current-controlled current source controlled by the MVDC current IdcM and MVAC currents ivd and ivq.
[image: Figure 5]FIGURE 5 | Equivalent circuit of LVDC bipolar power flows.
It can be seen from Figure 5 that the bipolar power flows are decided by the MVDC/MVAC power and the DC/AC modulations. If the voltage difference is eliminated at steady state, the relationship between the LVDC power and the MVAC/MVDC power can be calculated as follows:
[image: image]
It can be seen from (8), the control of the bipolar power flow lies on the regulation of the DC/AC modulations. However, it can be seen from the variation of DC and AC modulations will change the MVDC and MVAC power as well. The two modulation freedoms should be decomposed into common modulations and differential modulations in order to separate the control of MV power flows and the LVDC bipolar power deviation.
3.2 Common/Differential Decomposition
For decoupling the control of MV side power flows and LV side power imbalance, symmetrical decomposition is utilized. As shown in (9), the bipolar elements are divided into common/differential mode elements.
[image: image]
The arm voltage modulation and with common/differential mode can be obtained as follows:
[image: image]
where Ucom and Udif represent the common mode voltage and differential mode voltage of LVDC bipolar voltage, respectively.
The equivalent circuit of the virtual power flow of the common and differential voltage is demonstrated in Figure 6.
[image: Figure 6]FIGURE 6 | Equivalent circuit of the virtual power flows on Ucom and Udif.
The active power distribution based on common/differential mode can be derived as follows:
[image: image]
where dcomd, dcomq, ddifd, and ddifq are the d-axis and q-axis components of AC freedom dj.
According to Figure 6 and (11), in a steady state when Udif = 0, the MVAC/MVAC power is only decided by Ucom and common modulations. In the dynamic state when Udif << Ucom, the influence on MV power flow of common modulations Dcom and djcom is always much larger than the influence of differential modulations. On the other hand, the differential current is directly controlled by Ddif. Therefore, the common modulations can be utilized to control MV power flows independently, while the elimination of Udif can be directly controlled by differential modulations Ddif and djdif.
4 SYMMETRICAL BIPOLAR BALANCE CONTROL METHOD
Based on the mathematical analysis of LVDC bipolar balance, a symmetrical bipolar balance control method is proposed. The common/differential mode decomposition and composition are utilized in the proposed method.
4.1 DC Modulation Freedom Control
According to (9), the DC modulation freedom can be decomposed into Dcom and Ddif. With the common/differential decomposition, the DC modulation freedom control is divided into common mode voltage control and differential mode voltage control.
As discussed in Section 3.2, the common voltage control is implemented to regulate the total power exchange of the LVDC port with the MVDC port. Double-loop control is applied. The negative feedback control of Ucom is the outer loop, and the inner loop controls the MVDC current IdcM.
The differential voltage controller regulates Ddif to eliminate the voltage deviation between the positive side and the negative side. It can be inferred from Figure 5 that the relation between Udif and Ddif is linearly influenced by the MVDC current IdcM. Therefore, the output of the differential mode controller should be multiplied with IdcM or its positive/negative sign. Taking the coordination with AC modulation freedom control into consideration, the multiply coefficient is set to IdcM.
The double-loop control architecture is also introduced in the differential controllers. After the common/differential controllers calculate Dcom and Ddif, the two DC modulation freedoms are composed to form the direct DC modulation reference waves Dp and Dn for the ISMs. Four PI regulators are used. Theoretically, the transfer functions of Ucom and Udif are mirror symmetrical. Therefore, the inner loop controllers should be numerically equivalent and the outer loop controllers.
4.2 AC Modulation Freedom Control
Similar to the DC control, dj is decomposed into dcom and ddif. In addition to the common/differential decomposition, the dq-axis decomposition is applied to further divide the AC modulation freedom into dcomd, dcomq, ddifd, and ddifq.
In the classical MMC dq-axis power control theory, the active power is only related to the control of ivd. This inference is valid in the common modulation freedom control. Since the LVDC common voltage Ucom is controlled by the DC control. The AC common control can be occupied to regulate the AC active/reactive power. The classical double-loop dq-axis is utilized for the common control.
When the dq-axis is applied in AC differential control, the inference that ivd independently controls active power is wrong. For the classical MMC dq-axis power control, the AC source voltage usd and usq are utilized. usq is naturally 0 when PLL is successfully achieved and the active power contribution from ivq is 0 as a result. However, the differential control has to utilize the AC components in the arm voltages uvd and uvq. Since uvq is always non-zero, the active power contribution from ivq cannot be neglected.
For analyzing the mathematical relation between the AC currents and the differential control, the phasor diagram of the I-M2C AC voltage in the steady state is illustrated in Figure 7. In a steady state, the bipolar voltage deviation should be eliminated; thus, the common components of uvp and uvn are equal. For the side with more power consumption, its voltage projection on the direction of current iva is required to be larger than the voltage projection on the other side. Therefore, the direction of differential voltage increment uadif should be the same as iva. In the contrary, the phasor voltage of the other side should add an increment to the opposite direction of iva.
[image: Figure 7]FIGURE 7 | Phasor diagram of the I-M2C AC voltage.
Based on the earlier analysis, the dq-decoupling AC differential modulation freedom controller adds two multipliers before output and the multiply coefficients are ivd and ivq.
The diagrams of the DC control and AC differential modulation freedom control are shown in Figure 8. The outer loop of the AC differential controller is the same as the DC controller. Thus, only the inner loop is necessary. The AC controller outputs are composed of djp and djn. According to (2), the reference waves for LVDC positive-connected ISMs should be Dp ± djp. Similarly, Dn ± djn is the modulation reference for LVDC negative-connected ISMs.
[image: Figure 8]FIGURE 8 | Control diagram of AC differential modulation and DC modulation.
4.3 Operation Range With the Restriction of the Modulation Range
As introduced in Section 2, the modulation of the ISMs is based on the duty cycle regulation. Considering the turn on/turn off time and the dead zone of the IGBTs, the modulation range of the submodules is restricted to [0.02, 0.98]. Since the bipolar balance control is dependent on the variation of the modulations, the operation range of the power imbalance is naturally limited within the modulation range.
If the bipolar voltage balance is achieved, the relation between the power imbalance and the modulations can be obtained as (12) according to (11):
[image: image]
The level of power imbalance can be represented by λ=(PdcLp-PdcLn)/PdcL Then (12) can be transformed to the following equation:
[image: image]
It can be deduced from (13) that the range of λ is not only decided by the modulation range but also variable with the ratio of the system power flows PdcM/PdcL and PacM/PdcL. When PacM = 0, djdif = 0, PdcM = PdcL, and Ddif = 0.9, the upper limitation of λ reaches its minimum:
[image: image]
According to (13), the upper limit of λ becomes higher when PdcM/PdcL and PacM/PdcL becomes larger. Not considering the influence of reactive power, if the MVAC power is five times larger than the LVDC power, 100% power loss on one pole is controllable. A linear-approximate function of the relationship between λmax and PacM/PdcL is demonstrated in Figure 9.
[image: Figure 9]FIGURE 9 | Relationship between λmax and PacM/PdcL.
Although the controllable imbalance range of the proposed method is limited by the modulation range and the power flow ratio, power imbalances under 38% are always controllable. It should be noticed that even if a high-power high-deviation bipolar imbalance is controlled at the LVDC port, the large current difference between the positive and negative lines will cause the rest busses of the LVDC system to suffer large voltage imbalances. Therefore, a wide range of controllable power imbalance is not necessary for a PET with bipolar balance control capability. On the other hand, the rated capacity of the MVDC/MVAC system is much larger than the eight times of the LVDC system capacity, considering the rated voltage ratio of the MVDC system to the LVDC system. Even if the LVDC system is under full load, the proposed balance control method of the I-M2C is able to stabilize 100% power imbalance under most conditions.
5 SIMULATION
To verify the validity of the proposed method, a detailed simulation of the I-M2C with the bipolar LVDC port was conducted in MATLAB/Simulink. The main parameters of the I-M2C system for simulation are listed in Table 1. The MVDC port of the I-M2C is assumed to be connected to one of the common buses in a ±6kV MVDC distribution system. The MVAC port is linked to a 10-kV MVAC distribution system using a three-phase 50-Hz transformer with 3:5 ratio.
TABLE 1 | Parameters of the Simulated I-M2C system.
[image: Table 1]A bipolar power imbalance event starts at 0.5 s. Before 0.5 s, each LVDC pole carries 100 kW load. The MVAC active power is controlled at 240 kW. At 0.5 s, the LVDC negative load immediately increases 40% up to 140 kW. Naturally, the negative voltage UdcLn falls and UdcLp rises. Then the bipolar balance controller starts to eliminate the bipolar voltage difference by regulating the DC and AC modulations, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Simulation results of a power imbalance event (LVDC bipolar voltages; LVDC common voltage Ucom; LVDC differential voltage Udif; MVDC current IdcM; Three-phase MVAC currents ia, ib, and ic; and upper arm voltage of phase a).
It can be seen from Figure 10 that the voltage difference between UdcLn and UdcLp is controlled to zero nearly 0.06 s after the power imbalance within three MVAC cycles. Since the common voltage is not affected from the power imbalance, the fluctuation of Ucom is only caused by 40 kW rises on the LVDC total load. At nearly 0.504 s, Udif reaches its maximum value 18 V, which is 2.4% of the rated LVDC voltage.
The steady operation of the MVDC and MVAC systems is not disturbed by the power imbalance event. The three-phase MVAC currents are not influenced during the balance control, and the variation of the MVDC current IdcM is controlled by the LVDC common voltage controller.
The modulation regulation during the event is illustrated in Figure 11 the DC modulations are regulated away from the original value 0.5. Since the MVDC system is delivering power to the I-M2C and the negative pole consumes more power, the DC modulation of the submodules connected to the negative pole Dn is higher than Dp. Similarly, the AC modulation of the submodules linked to the negative pole is lower than the positive pole since the MVAC system is receiving power from the I-M2C.
[image: Figure 11]FIGURE 11 | Modulation variation during the event (DC modulations Dp and Dn; d-axis AC modulations dpd and dnd; and AC modulations for phase A dap and dan).
5.1 Analysis on the Modulation Regulation
As discussed in Section 4.3, the controllable range of LVDC bipolar imbalance is determined by the proportion of MVAC/MVDC power to the LVDC total power. Modulation variations of different cases are listed in Figure 12. The simulation results of power balance control with 0 MVAC power is shown in Fig. 19. It can be seen that the DC modulations vary with different load deviations.
[image: Figure 12]FIGURE 12 | Comparison on the modulation in different cases (DC modulations with different load deviation; differential DC modulation Ddif varies with MVAC active power; differential d-axis AC modulation ddifd varies with MVAC active power; differential q-axis AC modulation ddifq varies with MVAC reactive power; differential d-axis AC modulation ddifd varies with MVAC reactive power; and differential DC modulation Ddif varies with MVAC reactive power).
The DC differential modulation Ddif becomes smaller when the MVAC power becomes higher. The d-axis AC differential modulation ddifd becomes smaller when the MVAC power increases from 240 kW to 960 kW, which is caused by the increase in PacM/PdcL.
The effect of MVAC reactive power on the differential modulation regulation is also demonstrated. The simulation results indicate that the reactive power on the MV side can also be utilized to compensate the active power imbalance on the LV side.
5.2 Influence of LVDC Load Condition
According to (4) and (11), the differential power required to achieve voltage balance becomes larger when the LVDC power consumption becomes larger. However, according to (12), the variation of differential is mostly dependent on the ratio of MVAC power and the LVAC power. The simulation of different load conditions is illustrated in Figure 13. It can be seen that the response speed for heavier load is faster, but the maximum voltage difference for lighter load is smaller. It can be shown from Figure 13 that the DC differential modulation varies slightly with different load conditions but with same PacM/PdcL. The result can be compared with the cases where the MVAC power remains the same. It can be referred that any imbalance in the LVDC system can be controlled if the MVAC or MVDC power is much larger than the LVDC power.
[image: Figure 13]FIGURE 13 | Simulation results of bipolar balance with different load conditions.
5.3 Comparison With Existing LVDC Balance Schemes
Four existing LVDC balance topologies, introduced in Li et al. (2018); Rivera et al. (2021) and Li Y et al. (2021), are modeled in MATLAB/Simulink in order to compare with the proposed I-M2C balance method. As shown in Figure 14, the control performances of the buck/boost, dual-buck, and grounding transformer type are relatively worse than those of the proposed method due to the extra usage of capacitors and inductors. The control speed and differential voltage suppression of the enhanced DAB topology in Li Y et al. (2021) is similar to those of the proposed method, which is resulted from the smaller neutral inductors and smaller oscillation capacitors. The detailed control performance comparison is listed in Table 2.
[image: Figure 14]FIGURE 14 | Differential Voltage Udif with different LVDC balance topologies.
TABLE 2 | Comparison results with existing LVDC bipolar schemes.
[image: Table 2]6 CONCLUSION
For the high-efficiency and eco-friendly nature, the LVDC and MVDC distribution systems have become a suitable selection for urban power grid enhancement with the high penetration of renewable energy and DC loads represented by electric vehicles. For achieving reliable interconnecting between the LVDC, MVDC, and MVAC systems, the MMC-based three-port solid-state transformers (SSTs) have become an essential device. Compared to other types of the MMC-based three-port SSTs, the I-M2C is attractive for its reliable operating characteristic and cost-effective performance. However, the I-M2C is not applicable for bipolar LVDC with the existing topology and control methods. In order to maintain the voltage stability and eliminate the bipolar voltage deviation, a novel bipolar balance method for the I-M2C is proposed in this article. Based on the symmetrical decomposition of AC and DC modulation freedoms, the proposed method can generate the differential power between the two poles without changing the power flow on the MV side. The simulation on MATLAB/Simulink verifies the validity and control performance of the proposed balance method. The simulation results indicate that the proposed method can balance the LVDC port from large imbalance disturbance within 200 ms and is adaptive to different working conditions.
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In this paper, a control method called synchronous generator imitation control (SGIC) as well as a dynamic power sharing for distributed power generation systems (DPGSs) are presented. In order to imitate the behavior of a synchronous generator (SG), the SGIC method for the voltage source converter (VSC) station is proposed. The SGIC includes three loops, namely active power and frequency loop (Pf loop), reactive power and voltage loop (QU loop) as well as inner current loop. The Pf loop is used to emulate the swing equation of the SG. The exciter of the SG is mimicked by the QU loop. The inner current loop is developed for fast current and voltage regulations as well as current limiting. The system stability performances are analyzed through small-signal model, and the effectiveness of the proposed control is validated by PSCAD/EMTDC simulations. The results show that the Pf loop of the VSC emulates the motion equation of the SG rotor very well, which makes the VSC station to have inertia just as a SG; the VSC station can maintain a stable output voltage and regulate the reactive power at the same time; through the dynamic power sharing, precise power control, frequency offset elimination and system stability improvement are achieved; the system has the merits of fault ride-through capability as well as good dynamic performance.
Keywords: distributed power generation system, inertia, small-signal model, dynamic power sharing, synchronous generator imitation control
INTRODUCTION
Recently, distributed power generation system (DPGS) with renewable energy sources, such as wind turbines and photovoltaic, has been attracting more and more attentions for solving energy crisis and environmental issues. However, when the penetration level of renewable energy is high, the grid equivalent rotational inertia becomes low (Blaabjerg et al., 2017). DPGS with low inertia, which is also known as weak grid, may result in poor voltage and frequency response during large disturbances (Xiao et al., 2021a).
In general, there are two ways to solve this problem. One is to install large number of storage batteries in the DPGS, which is not practical considering the high construction cost. The other solution is to develop new control method that can increase the grid inertia or make the interfacing voltage source converter (VSC) participate in voltage and frequency regulation of the grid (Ashabani and Mohamed, 2014a). This paper will look for a solution from the latter.
In conventional VSC control system, the dq-axis decoupling method is used. That is, the active power is controlled by regulating the d-axis current component, while the reactive power is controlled by regulating the q-axis current component. In this way, the active power and reactive power can be controlled independently. The exiting studies found that the widely used current vector controller for VSC based high voltage direct current (HVDC) systems is not applicable when the AC system is very weak (Zhang et al., 2011a; Zhou and Gole, 2012; Hu et al., 2019). When the AC system is weak (the short circuit ratio is small), the d-axis and q-axis of the current is no longer decoupled. The active power and reactive power cannot be regulated independently. Therefore, in weak AC system, the dq-axis decoupling characteristic of the current vector controller is destroyed, which may lead to the instability of the system (Zhang et al., 2011b).
In order to overcome the above limitation, the conventional droop control (CDC) method is usually adopted for the VSC station (Chandorkar et al., 1993; Coelho et al., 1999; Xiao et al., 2022). With the CDC method, the frequency and the amplitude of the output voltage are directly proportional to the real-time transmission active and reactive power. But there are some serious drawbacks for this method. Important among them are permanent offset of frequency due to the change of power, inaccurate power sharing and no contribution for the system inertia (Mohamed and El-Saadany, 2008), (Ashabani et al., 2015).
Another control method for the VSC connected to weak grid or islanded system is the virtual synchronous generator (VSG) control, which operates the VSC in the similar way as the synchronous generator (SG) (Beck and Hesse, 20072007). So far there have been many VSG models (Zhang et al., 2010; Zhong and Weiss, 2011; Zhong et al., 2014; Ashabani and Mohamed, 2014b; Guan et al., 2015). One of them is presented in (Zhong and Weiss, 2011), with which the characteristics of SG are well mimicked. But the additional control loop makes the control scheme complicated, and also this model is lack of current limiting capability. Another VSG model which is well known as power-synchronization control is proposed in (Zhang et al., 2010). This model is successfully used in powering a weak grid and achieves good performance. But the secondary frequency regulation is not realized by this model, which will cause the frequency offset. A simple and practical VSG model is realized in (Guan et al., 2015). The secondary frequency regulation is also achieved. But the exciter of the SG is not emulated, which means the reactive power cannot be controlled precisely.
In order to precisely control the power and optimize power sharing among distributed generators (DGs), higher level controllers (secondary or tertiary controllers) are usually activated. In general, the controller can be divided into two categories: centralized and decentralized (Xin et al., 2015; Olivares et al., 2014; Xiao et al., 2021b). In a decentralized system each DG is controlled by its local controller and the new DGs can be easily plugged into the grid (Xin et al., 2013). However, it is difficult for the decentralized controller to handle the operation of DPGS requiring high levels of coordination (Olivares et al., 2014). Therefore, centralized controllers containing communication system are needed in a DPGS with strong coupling between DGs. A power sharing method with communication is presented in (Liang et al., 2013) to precisely control the reactive power. But the frequency offset is not eliminated and also the system stability is very sensitive to the communication delays (Kahrobaeian and Ibrahim Mohamed, 2015).
Motivated by the aforementioned reasons, an enhanced control and a novel power sharing for DPGS are proposed in this paper. In this control scheme, each DG adopts a novel control method called synchronous generator imitation control (SGIC). The novel SGIC consists of three loops, including active power and frequency loop (Pf loop), reactive power and voltage loop (QU loop) as well as inner current loop. The novelty and contribution of this paper is summarized as follows:
1) An enhanced control method called synchronous generator imitation control is proposed in this paper. With the proposed control, the VSC could imitate the behavior of a synchronous generator so that the multiple VSCs could operate stably in the weak AC grid or islanded system as well as provide frequency and voltage support for the power systems.
2) A dynamic power sharing control for the DPGS is also proposed. With this power sharing, the reference values of the active and reactive power are adjusted dynamically instead of being constant. As a result, the power can be allocated precisely; the frequency offset can be eliminated; and the system stability can be improved.
This paper is organized as follows. Synchronous Generator Imitation Control of VSC Section presents the principle of SGIC method. The dynamic power sharing for DGPS is introduced in Dynamic Power Sharing for DPGS Section. The small-signal model of a DGPS with multiple DGs is built and the stability performance is analysis in Small-Signal Analysis for a DPGS With the Proposed Control Scheme Section. Case Study Section shows the simulation results of the system in different operation conditions. Finally, Conclusion Section concludes the paper.
SYNCHRONOUS GENERATOR IMITATION CONTROL OF VSC
Due to the high penetration level of renewable energy in the power system, the equivalent rotational inertia of the grid is dramatically reduced. It will be of great benefit if the VSC stations can increase the inertia of the grid just like a SG. In such a manner, the VSC stations can also provide frequency and voltage support for the local grid. In this section, the SGIC method, including inner current loop, Pf loop and QU loop, is presented.
Inner Current Loop
The equivalent circuit of VSC connected to an AC system is shown in Figure 1 According to the VSC mathematical model in (Xu et al., 2005; Honglin Zhou et al., 2011; Xiao et al., 2015), the equations describing the dynamic characteristics of the VSC can be rewritten as
[image: image]
where, usj (j = a,b,c) denotes the grid voltage of phase j. uvj and ivj represent the output voltage and current of the VSC respectively. R and L are the resistance and inductance of the interfacing reactor (Xiao et al., 2015). From Eq. 1 it can be seen that the output current of the VSC ivj can be controlled by adjusting the output voltage uvj. In the dq-axis synchronous frame, the dynamic equations of the VSC can be expressed as (Xiao et al., 2015)
[image: image]
[image: Figure 1]FIGURE 1 | Single-phase equivalent circuit of VSC connected to AC system.
where, ω is the angular frequency of the power grid. According to Eq. 2 the inner current loop is built in Figure 2. It should be noted that the inner current loop can provide current regulation and limit the current amplitude during fault and transient process.
[image: Figure 2]FIGURE 2 | Overall control diagram of the proposed SGIC method.
Active Power and Frequency Loop
The inertia effect of the SG is mainly reflected in the motion of the rotor. When there is an unbalance between mechanical and electromagnetic power or torque, the net power or torque will change the angular velocity of the rotor. The inertia of the SG directly affects the angular acceleration. The motion equation representing this process is widely known as the swing equation (Kundru, 1993)
[image: image]
where, P0 is the mechanical power for the SG or the reference active power for the VSC in this paper. P is the electromagnetic power for the SG or the output transmission power for the VSC. J is the inertia coefficient and D is the damping factor. ω0 is the nominal angular frequency of the power grid.
Applying the Laplace transform to Eq. 3, the expression in Eq. 4 can be obtained. Then the reference of angular frequency is given by Equation 5. Equation 5 is the control equation of the Pf loop for the SGIC.
[image: image]
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If the inertia coefficient J = 0, Equation 5 can be transformed to the conventional active power droop control equation
[image: image]
From Eqs 5, 6 it can be seen that the Pf loop can be realized by adding a first-order inertia element to the CDC method. This not only increases the inertia of the local grid, but also greatly simplifies the design process of the controller. Furthermore, the virtual inertia coefficient J is a parameter of the controller. Its value can be adjusted to an expected one according to the operation conditions of the grid. In this way, the VSC can achieve the performances that the SG cannot realize because the inertia coefficient of a SG is fixed.
Reactive Power and Voltage Loop (QU loop)
The QU loop is used to emulate the exciter of the SG. The main function of the exciter comprises the control of voltage and reactive power flow, as well as the enhancement of system stability (Kundru, 1993).
The QU loop contains two parts, including the reactive power regulation component and the output voltage regulation component. Therefore, the reference voltage U* also consists of two parts. One part is the no-load voltage U0, the other is the fluctuation component ∆U which is used to regulate the reactive power. Thus, the control equation of QU loop can be expressed as
[image: image]
where, Q0 is the reference reactive power, and Q is the output reactive power of the VSC.
When the integral constant kT = 0, Eq. 7 is transformed to the conventional reactive power droop control equation
[image: image]
After the reference of voltage is obtained, the output current reference i∗vd and i∗vq of the inner current loop can be get through PI controllers
[image: image]
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where the references of dq-axis voltage components are given by
[image: image]
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So far, the complete model of the SGIC for a VSC station is obtained. The overall control diagram can be seen in Figure 2.
DYNAMIC POWER SHARING FOR DPGS
When the CDC method or the proposed SGIC method is used in a DPGS, there exist three problems for the whole system. 1) The output power of the VSC stations will deviate from its original set value due to the change of the load demand, which in turn causes the frequency offsets. 2) The reactive power cannot be shared accurately among VSC stations. 3) System stability is highly sensitive to the droop coefficients and the communication delays, which results in low stability margin.
In this section, a novel method named dynamic power sharing is proposed to solve the above three problems.
When the SGIC method is used, each VSC station can be regarded as a SG. In this paper, the real SG and the VSC stations with SGIC method are collectively called generation units (GUs).
In order to eliminate the frequency offset, the power references are adjusted dynamically. The references of active power and reactive power are given by
[image: image]
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where, P GUi is the active power reference of GUi and Q GUi is the reactive power reference. Ptotal = ∑P GUi and Qtotal = ∑Q GUi are the total active and reactive powers of the local grid. λi is the active power allocation factor of GUi. γi is the reactive power allocation factor of GUi. The active and reactive power allocation factors satisfy the following equations
[image: image]
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Figure 3 is the schematic diagram of the dynamic power sharing. The active and reactive powers generated by each GU are transmitted to the energy management system (EMS) so that the total power demand can be calculated. Then the desired active and reactive powers λiPtotal, γiQtotal are sent back to the GUs as their references.
[image: Figure 3]FIGURE 3 | Schematic diagram of the dynamic power sharing.
Because the power references are dynamically adjusted according to the real-time power demand, the frequency offset can be eliminated.
Inserting Eqs 13, 14 to Eqs 5, 7, the following equations can be obtained
[image: image]
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One of the issues that need to be considered in a centralized based EMS is the handling for a failure of the communication system. When the communication system fails, the power reference for each GU becomes zero (that is λi = γi = 0). In order to stabilize the voltage, the integral term of the QU loop should be set to zero (that is kTi = 0). In this way, the control equations can be rewritten as in Eqs 19, 20
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SMALL-SIGNAL ANALYSIS FOR A DPGS WITH THE PROPOSED CONTROL SCHEME
In order to analyze the dynamic performance of the system and optimize the controller parameters, it is necessary to carry out small-signal modeling and analysis on the system with the proposed control scheme. This section will perform a small-signal analysis of a DPGS containing n distributed power supplies.
The load angle derivative is given by
[image: image]
Linearization of Eq. 17 yields
[image: image]
The average active and reactive powers are obtained through low-pass filter as following equations
[image: image]
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where ωc is the bandwidth of the low-pass filter. pi and qi are the instantaneous active and reactive power. The small-signal equations of Eqs 23, 24 are given by
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The linearized form of Eq. 18 can be expressed as
[image: image]
For a DPGS with n power-generating nodes and m load nodes, the network equations can be written as
[image: image]
In order to simplify the analysis, Kron reduction (Anderson and Foad, 2003)- (Dorfler and Bullo, 2013) is used on Eq. 28. Then we can get the system equation containing only n power-generating nodes as
[image: image]
The active and reactive power injected by each generation unit can be expressed as
[image: image]
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where Gij and Bij are the real and imaginary parts of the element Yij in the equivalent admittance matrix Yeq (ie, Yij = Gij + jBij).
The linearized form of Eqs 30, 31 can be presented as
[image: image]
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The small-signal model of a DPGS with n distributed power supplies is described in Eqs 21, 22; Eqs 25–27; Eqs 30–33. The overall system small-signal state-space model can be derived as
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where state variable set is [image: image] (for i = 1,2…n). T1, T2 and T3 are given by
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The proposed model is applied to a DPGS shown in Figure 4. In this system, two VSC stations supply power to a common load through respective connected lines. In order to simplify the analysis, it is assumed that the parameters of the two VSC stations are the same. The active power allocation factor and reactive power allocation factor for the two VSC are 0.5.
[image: Figure 4]FIGURE 4 | A DPGS for small-signal analysis.
Figure 5 shows the system eigenvalue spectrum with different control parameters.
[image: Figure 5]FIGURE 5 | System eigenvalue spectrum when (A) kG = 0, kT = 0, D = 1,000 and J changes from 0.1 to 0.5; (B) kG = 0, kT = 0.03, J = 0.1, D from 1e5 to 5e5; (C) kT = 0.03, D = 2e5, J = 0.1 and kG changes from 2e-5 to 2e-3; (D) kG = 5e-4, D = 2e5, J = 0.1 and kT changes from 0.005 to 0.05.
Figure 5A shows the system root locus when kG = 0, kT = 0, D = 1,000 and J changes from 0.1 to 0.5. It can be seen from the figure that with the increase of J, eigen2 and eigen3 move from the left half plane to the imaginary axis. In particular, when J > 0.35, the two conjugate complex roots go into the right half plane, indicating that the system is unstable.
Figure 5B shows the location of eigenvalue with kG = 0, kT = 0.03, J = 0.1, D from 1e5 to 5e5. As can be seen from the figure, eigen2 and eigen3 are very sensitive to parameter D while eigen5 and eigen6 are almost constant. As D increases, eigen2 and eigen3 change from a pair of conjugate complex roots to two real roots. The absolute value of a real root becomes smaller gradually, which indicates that the stability margin of the system decreases.
Figure 5C shows the system eigenvalue spectrum when kT = 0.03, D = 2e5, J = 0.1 and kG changes from 2e-5 to 2e-3. It can be seen that eigen5 and eigen6 are greatly influenced by kG. When kG is less than 1e-3, with the increase of kG, the speed of the system response to the disturbance is accelerated.
Figure 5D shows the system root locus when kG = 5e-4, D = 2e5, J = 0.1 and kT changes from 0.005 to 0.05. When kT < 0.015, eigen5 and eigen6 are negative real roots; when kT > 0.015, a pair of conjugate complex roots is generated and the oscillation frequency of the system increases. But other dominant roots are almost constant, which means satisfactory performance and fast response can be achieved without the loss of stability.
CASE STUDY
In order to verify the accuracy and validity of the proposed control strategy, a DPGS with three distributed generators shown in Figure 6 is built in PSCAD/EMTDC simulation software. The control parameters of the VSC stations can be seen in Table 1.
[image: Figure 6]FIGURE 6 | A DPGS with three distributed generators.
TABLE 1 | Control parameters of three VSC stations.
[image: Table 1]Case 1: Load Change
Assuming that the system operates at steady state before t = 0. At t = 2s, an additional load of 1.2 MW is added to the system by closing switch SW1. The corresponding responses of the system are shown in Figure 7. When the additional load is added, the system frequency drops due to the power unbalance. After that the SGIC takes effect and the three DGs inject more power to the system. Thus, the system frequency increases gradually. Finally, the system restored to a new steady state. During the transient process, the active power of DG2 is increased from 3.0 to 3.6 MW with increment of 0.6 MW. For DG1 and DG3, both active powers are increased from 1.5 to 1.8 MW with increment of 0.3 MW. The ratio of the power increments for the three DGs is 1:2:1, which is equal to the ratio of their allocation factors (0.25:0.5:0.25). It also can be seen that the system frequency restores its nominal value. That means the change of the active power does not lead to frequency offset, which is one of the advantages of the proposed control scheme.
[image: Figure 7]FIGURE 7 | Simulation results under load change.
Case 2: Adjustment of Power Allocation Factors
Another advantage of the proposed control scheme is that the system can flexibly select the optimal power output according to different operating conditions. The system adjusts the active and reactive power outputs of DGs at t = 2s so that DG1 provides 40% of the total demands, while both DG2 and DG3 provide 30%. The system performances are illustrated in Figure 8. This process can be achieved only by adjusting the power allocation factors of each DG to λ1 = γ1 = 0.4, λ2 = γ2 = 0.3 and λ3 = γ3 = 0.3. However, for the CDC method, it is necessary to change the controllers’ droop coefficients of each DG to realize this function. As can be seen from the figure, after less than 1s the system transition to a new steady state point. During the transient, the system voltage and frequency fluctuations are very small, which indicates that the disturbance to the system is small.
[image: Figure 8]FIGURE 8 | Simulation results with power allocation factors adjustment.
Case 3: Station Fault
A fault is applied in DG1, which makes it disconnected from the local grid at t = 2s. After fault, DG1 no longer participates in dynamic power sharing. The loss of the power is compensated by DG2 and DG3. Figure 9 shows the corresponding responses of the system. From the figure it can be seen that the active and reactive power of DG2 is changed from 3.0 MW, 0.9 Mvar to 4.0 MW, 1.2 Mvar; and DG3 from 1.5 MW, 0.45 Mvar to 2.0 MW, 0.6 Mvar. The system frequency decreases at the initial state due to the loss of DG1, but restores to its nominal value when DG2 and DG3 compensate the loss. The voltage is mainly affected by reactive power. So, when the reactive power is changed, the voltage will also change. Even though the total amount of reactive power restores to the pre-defined value, the voltage cannot restore to the original value because the voltage is a locally quantity and the its allocation will also change the voltage. This simulation case also shows that the outage of one VSC station will not cause the blackout of the local grid, which means that the system with the proposed control scheme has high reliability and stability.
[image: Figure 9]FIGURE 9 | Simulation results under station fault condition.
Case 4: Performances with Communication Delays
Time delay is an unavoidable problem for communication systems. The time delay of a communication system with quantities measured on a remote bus can be more than 100 ms (Milano and Anghel, 2012). But it loses stability when the communication delay reaches 24 ms for some fully centralized EMSs (Kahrobaeian and Ibrahim Mohamed, 2015). This indicates that the communication delay is a key factor affecting the stability of the fully centralized communication system. As a contrast, the control scheme proposed in this paper only needs to transmit the power reference values without transmitting voltage amplitude and angle reference and other quantities. Therefore, the time delay does not affect the stability of the system. Figure 10 shows the system performance when the active power allocation factors change at t = 2s with 1s of communication delay. It can be seen that the new active power references take effect after 1s delay. The system has good steady state and dynamic performance.
[image: Figure 10]FIGURE 10 | Simulation results with communication delay.
CONCLUSION
This paper presents a control and power sharing method for the distributed power generation system. In this scheme, each of the VSC stations adopts the proposed SGIC method. In order to eliminate the frequency offset, control the power precisely and improve the system stability when there are communication delays, a novel control called dynamic power sharing is proposed. Small-signal model of the whole system has been built and analyzed. A DPGS with three DGs is built in PSCAD/EMTDC software. Various operation conditions including load changes, power allocation factors adjustment, station fault and communication delay are simulated. According to this paper, the important advantages for the proposed scheme can be concluded as follows:
1) The Pf loop is designed through simply adding a first-order inertia element to the CDC method, by which the VSC has the similar inertia as the SG. The QU loop is used to imitate the exciter of the SG. With this loop the VSC station is able to keep the output voltage stable and control the reactive power at the same time.
2) The inner current loop merits fast current response and current limiting ability, which can avoid overcurrent problems during converter blocking or fault.
3) Through the dynamic power sharing, precise power control, frequency offset elimination and system stability improvement are achieved.
4) With the proposed scheme, the system has the merits of fault ride-through capability as well as good dynamic performance.
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Modular multilevel converters (MMCs), as one of the core components of hybrid AC/DC power grids, become the preferred converter topology and show good developments. Urgently, a general MMC modeling scheme with good model accuracy needs to be developed to realize small-signal analyses and designs for the large-scale AC/DC power grids easily. This paper proposes a unified modeling scheme (UMS) for MMC systems in a synchronous rotating (dq) reference frame. Based on the dynamic phasor theory and with the proposed modular decouple modeling (MDM), the nonlinear state-space model of the overall MMC system can be obtained by configuring and connecting the input and output of the state-space model of each subsystem. Besides, the unified controller, modeling different control modes, normalizes the MMC systems modeling. Simultaneously, with the proposal of UMS, linearization and splicing could be uesd to develop a small-signal model of the overall MMC system directly. Therefore, the proposed model is suitable for simulating the large-scale hybrid AC/DC power grids and analyzing the stability of small-signal. Finally, the simulation results verify the accuracy and effectiveness of the proposed modeling method.
Keywords: MMC, virtual resistor, module decouple connection method, small signal, MMC modeling, AC/DC power grids
1 INTRODUCTION
A large number of distributed energy resources (DERs), from transmission systems to distribution networks, have been integrated into power grids to realize low-carbon energy systems. Flexible hybrid AC/DC power grids can effectively serve the grid connection and consumption of large-scale renewable energy. In particular, high-voltage direct current (HVDC) transmission technology has good application prospects in the field of renewable consumption and long-distance transmission (Liu et al., 2014; Zhu et al., 2021; Zhao and Tao, 2021); In addition, with the development of urbanization and the rapid growth of DC load, DC distribution network has attracted extensive attentions from scholars and the industry because of its flexible control (Sun et al., 2021; Xianyong et al., 2021). Modular multilevel converters (MMCs) become the preferred topology of high power converters for flexible AC/DC power grids, showing good development prospects (Trinh et al., 2016; Wang et al., 2021). Therefore, a model reflecting the general operating rules of MMC systems can provide essential guidance in studying the operation characteristics of hybrid AC/DC power grids, selecting the operational parameters of circuits, designing the controllers, and analyzing the stability of AC/DC power grids.
The internal dynamic of MMC is very complex (Harnefors et al., 2013) due to circulating currents and internal capacitor voltages, which results in the harmonic components in the arms (Ilves et al., 2012). Therefore, compared to traditional two-level VSC systems, MMC is more challenging to model and control.
As to the MMC modeling in large-scale hybrid AC/DC power grids, the computational burden introduced by the detailed electromagnetic transient (EMT) highlights the need to develop simplified models that provide similar behaviors and dynamic responses. Because the average arm model (AAM) significantly reduces complexity while maintaining a satisfactory representation of internal dynamics (Antonopoulos et al., 2009), the average model represented by AAM is suitable for simplified simulations and analyses, and has been widely used in the design of control systems (Harnefors et al., 2013; Saad et al., 2015).
Based on the AAM approach in three-phase stationary (ABC) reference frame, Gnanarathna et al. (2011) proposed a time-varying model of MMC and Peralta et al. (2012) put forward a detailed and averaged MMC model to improve simulation speed. Although these models can improve simulation speed in large-scale system simulation. However, they are not suitable for eigenvalue analyses due to the time-variance.
Motivated by the need for studies in eigenvalue-based small-signal stability of MMC-based power grids, the modeling in the dq reference frame has been widely used for modeling MMC systems. In addition, the design of MMC’s control system is usually implemented in the dq frame, making the development of the overall MMC model and its interfacing much easier. Munch et al. (2009) presented a state-space description in the dq frame for the optimal design of the controller. Vatani et al. (2015) put forward other simplified fundamental frequency models of MMC. In order to facilitate the analysis of large-scale AC/DC power systems. Trinh et al. (2016) and Li et al. (2018) developed the simplified and reduced-order MMC models. But these models are only fit for the fundamental frequency, ignoring the high harmonic parts of the internal dynamics of the converter, such as harmonic circulating currents.
The dynamic-phasor-based modeling, which is based on the generalized average method (Sanders et al., 1990), can replace traditional modeling with time-domain (differential) equations, because the dynamic-phasor modeling is inherent time-invariance and greatly reduces the simulation time without losing accuracy. Deore et al. (2012) first applied the dynamic phasor modeling method in the MMC-HVDC system, where a state-space model with 98 states was developed. However, the model is highly complex, including many complex dynamic equations. Jamshidifar and Jovcic (2016) proposed a dynamic state-space model of MMC for analyzing small-signal dynamics and designing controllers, but control system modeling is not covered in the model. Jovcic and Jamshidifar (2015) built an average-model-based dynamic phasor model of MMC, whose electrical system and control system are coupled together, leading to the inconvenience of connecting the MMC model with both external control and DC electrical parts.
As seen from the previous analyses, the models in the ABC frame are applicable to the trial-and-error study of time-domain simulation, but these models are not suitable for the study of the eigenvalue-based small-signal stability in MMC-based power grids. Although many efforts have been made on MMC modeling in the dq frame, a general MMC modeling scheme with high model accuracy urgently needs to develop to realize small-signal analyses and designs for the large-scale AC/DC power grids easily.
This paper proposes a unified modeling scheme (UMS) for MMC systems in a synchronous (dq) reference frame for the analyses of both MMC-based system operation and small-signal stability. The modular decouple modeling (MDM) and the unified controller modeling make MMC systems modeling more flexible and expansible to adapt to different hybrid AC/DC power grids. Besides, based on the proposed model, the small-signal model of the overall MMC system could be developed directly by linearizing and then splicing our model, which can avoid the direct derivation of the overall system matrix element. Therefore, our model is suitable for simulating the large-scale hybrid AC/DC power grids as well as studying small-signal stability. The accuracy and effectiveness of the proposed modeling method are verified by a simulation test system in MATLAB/Simulink.
2 MODELING MODULAR MULTILEVEL CONVERTER SYSTEMS WITH UNIFIED MODELING SCHEME
A three-phase model of MMC is shown in Figure 1. The MMC is assumed to be connected to an infinite power supply through a transformer. Each phase unit of the MMC comprises two bridge arms, positive (P) and negative (N). In Figure 1, when submodules (SMs) are half-bridge circuits composed of insulated gate bipolar translator (IGBT), the model of MMC is a detailed EMT (D-EMT) model; when arms in Figure 1 are equivalent to the circuits of a controlled voltage source, the model of MMC is an average EMT (AVE-EMT) model. The parameters represented by each variable in the Figure 1 are shown in Table 1.
[image: Figure 1]FIGURE 1 | Structure of an MMC.
TABLE 1 | Parameters of the MMC systems.
[image: Table 1]Since the proposed UMS for MMC systems is achieved in dq frame, the model proposed in this paper can be derived by transforming the dynamic average model built in ABC frame based on Park transformation and dynamic phasor theory. First, with MDM, the overall MMC system is partitioned into five parts (specifically, they are MMC internal electrical system, DC interface system, AC system, signal sampling filter, and controller) and modeled separately. Then, by configuring and connecting the input and the output of the state-space model of each system, we can obtain the nonlinear state-space model of the overall MMC system.
2.1 Modeling Modular Multilevel Converter Internal Electrical System
2.1.1 Modeling in ABC Reference Frame
Since the MMC model established in this paper focuses on system operation and stability analysis without any consideration of AC or DC faults, the following assumptions are made for modeling MMC systems:
1) All three-phase components are symmetric; 2) The operations of the positive and negative arms of each phase are symmetric; 3) The modeling of a phase-locking loop (PLL) is not taken into account, because the voltage deviation of the point of common coupling (PCC) bus is diminutive during normal operation due to a relatively high ratio of short circuit of the AC system connected to MMC.
Remark 1. In order to reduce the complexity of the formula, the following formula derivation takes one phase as an example (j = A, B, C) and omits the subscript j representing three phases.According to Figure 1, the circulating current can be expressed as:
[image: image]
and
[image: image]
where Ce is the capacitance value of the submodule.The dynamic model of [image: image] and [image: image] are expressed as Eq. 3.
[image: image]
where i=ip−inFor positive and negative bridge arms, the following equations can be obtained by KVL:
[image: image]
[image: image]
By Eq. 4 minus Eq. 5, the dynamic equation of the circulating current can be expressed as Eq. 6.
[image: image]
Add Eq. 4 to Eq. 5, the dynamic equation of the AC current can be expressed as Eq. 7.
[image: image]
Here, in Eq. 7, eMMC is as follows.
[image: image]
When the three-phase voltage of AC system is symmetrical, the components of voltage, current and modulation signal are relatively simple (Jamshidifar and Jovcic, 2016), us, ucv, [image: image], [image: image], i, idiff, mP and mN can be expressed in terms of its sub-components as follows.
[image: image]
[image: image]
where the subscripts 0, 1, and 2 in the amplitudes (Us, Ucv, M1, M2, Idiff0, I, Idiff2, UCP0, UCP1, UCP2, UCN0, UCN1, and UCN2) and the initial phase angles (θs1, θcv1, θm1, θm2, θi1, θdiff2, θCP1, θCP2, θCN1, and θCN2) represent the zero sequence, the fundamental-frequency, and the second-order harmonic components, respecitvely; θ = ωt (ω is the grid fundamental frequency) is a synchronized phasor angle with the grid voltage.
2.1.2 Modeling in dq Reference Frame
To obtain the steady-state time invariants model of MMC, we need to transform variables us, ucv, [image: image], [image: image], i, idiff, mP and mN in ABC reference frame into dq reference frame by means of a park transformation PPark at ω. PPark and its inverse matrix [image: image] are as follows.
[image: image]
[image: image]
Thus, us, ucv, [image: image], [image: image], i, idiff, mP and mN in dq reference frame are expressed as follows by Eq. 12.
[image: image]
[image: image]
where the variables with subscripts d and q represent the fundamental frequency components of the corresponding variables in dq reference frame; the variables with subscripts d2 and q2 represent second-order harmonic components of the corresponding variables in dq reference frame; the variables with subscript 0 represent the DC components of the corresponding variables in dq reference frame.
To obtain the sub-components’ dynamic equations of the variables [image: image], [image: image], i, and idiff in dq reference frame, we substitute Eq. 13 and Eq. 14 into Eq. 3, Eq. 6, Eq. 7 to derive the expression (Exp1) of [image: image], [image: image], [image: image], and [image: image].
Remark 2. Due to space constraints, detailed substitution processes are omitted. The substitution process contains the product term like [image: image] and [image: image], which can be calculated by Eq. 15. The third-order harmonic component generated by the product term lets to more high-frequency components, but this paper does not focus on these, and the third-order harmonic component is out of consideration.
[image: image]
where variables X and Y have the expressions in Eq. 16.
[image: image]
And in Eq. 15, the coefficients a, a0, ad, aq, ad2, and aq2 are as follows.
[image: image]
Additionally, another expression (Exp2) of [image: image], and [image: image] in dq reference frame can be obtained by taking the derivative of Eq. 14. Here, the derivation can be carried out according to Eq. 18, and the detailed processes of the derivation are omitted.
[image: image]
Finally, Exp1 and Exp2 are employed to build equations in which we let the corresponding terms equal to each other. And then we can get 10th order dynamic equations Eq. 19 of the MMC electrical system in dq reference frame as follows.
[image: image]
The model of MMC electrical system is sorted out into the state equation and the output equation as follows.
[image: image]
where state variables [image: image]; input variables [image: image] (here, [image: image], [image: image]); output variables [image: image] = [image: image] (here, [image: image] = idiff0, [image: image] = [image: image], and [image: image] = [image: image]) .
Remark 3. In this paper, the state variables, the system’s inputs, and the system’s outputs in the state equations and output equations are represented by x, u, and y, respectively. And different subsystems are represented by the different subscripts and superscripts. The subscripts AC and MMC represent the AC system connected to the MMC and the MMC system except for the AC system, respectively; the superscripts ele, int, fil, and ctrl indicate the MMC internal electrical system, DC interface, signal filter, and controller, respectively. Besides, the input u and the output y are divided into several subvectors with the superscript notation to facilitate the modular splicing of each subsystem, respectively.
2.2 Modeling the State Space Model for DC Interface
The DC interface of MMC is modeled to connect the MMC electrical system with the DC network conveniently. The DC interface of MMC is modeled as a controlled current source, whose output is idc (idc = 3idiff0). The MMC’s DC side input is the DC voltage connected to the DC network nodes. For decoupling, a virtual resistor Rn is introduced. As long as Rn is selected large enough, the DC network and the MMC electrical system can be decoupled without affecting the modeling accuracy of the system (Pogaku et al., 2007). Besides, when a failure occurs to the DC side, the DC interface of MMC is usually connected with the current limiting reactance in series to prevent a large fault current impact. Finally, the equivalent circuit of the DC interface is shown in Figure 2.
[image: Figure 2]FIGURE 2 | DC interface of MMC.
According to the equivalent circuit in Figure 2, its dynamic equation is expressed as Eq. 21.
[image: image]
where [image: image] is the current of Lxl; unode is the voltage of the DC node connected to the MMC.
The model of the DC interface is sorted out into the dynamic equation and the output equation, which are expressed as follows:
[image: image]
where state variables [image: image]; input variables [image: image]; onput variables [image: image] = [image: image].
2.3 Modeling the AC System
As to the modeling of AC system, a virtual resistor is also used to decouple the AC system from the MMC electrical system. The AC system in Figure 1 is reduced to the one shown in Figure 3. In Figure 3, [image: image] and [image: image] (here, RT1 and RT2 are the equivalent resistances of the primary and secondary windings of the transformer, respectively; LT1 and LT2 are the equivalent inductances of the primary and secondary windings of the transformer, respectively; Leq is equivalent inductance of AC system and Req is equivalent resistance of AC system). According to the equivalent circuit in Figure 3, the state equation and the output equation of the AC system in dq reference frame are expressed as Eq. 23.
[image: image]
where idAC and iqAC are d-axis current and q-axis current of AC system in dq reference frame, respectively; usd is equal to the phase voltage amplitude of the AC grid and usq = 0 if the grid voltage directional control is adopted.
[image: Figure 3]FIGURE 3 | Equivalent circuit of AC system.
The model of AC system is sorted out as Eq. 24.
[image: image]
where state variables [image: image] and input variables [image: image] (here, [image: image], [image: image]).
2.4 Modeling of The Signal Filter
The input signals of the MMC controller are the measurement signals of MMC’s parameters. There is noise and interference in the actual measurement, and signals need to be filtered and then sent to the controller. Therefore, the modeling and analysis of the signal filter are required. In this paper, the first-order low-pass filter as shown in Figure 4 is used, and the dynamic equations of the filters are expressed as Eq. 25.
[image: image]
where cut-off frequency [image: image].
[image: Figure 4]FIGURE 4 | Principle diagram of filter.
The model of filters is sorted out as Eq. 26.
[image: image]
where state variables [image: image]; input variables [image: image] (here, [image: image], [image: image], and [image: image]); [image: image], and [image: image] are the output signals after filtering the input signals.
2.5 Modeling of the Controller
The controller plays a decisive role in the dynamic behavior of MMC. The double closed-loop vector control strategy based on dq reference frame, which is a standardized control mode of MMC, can realize the decoupling of active and reactive power. Therefore, in this paper, the controller is modeled in the dq reference frame. Since MMC usually contains multiple control modes which need to be switched with the changes of the operation state of AC/DC power grids, this paper uses the unified modeling method for MMC’s controller to simplify the modeling and realize the normalization of the controller model. Thus, remodeling the MMC systems is avoided when the MMC’s control modes need to be changed, increasing the flexibility of modeling the AC/DC power grids. Different control modes can be selected in the unified model by configuring control mode variables, avoiding the inconvenience of modeling the MMC separately for different control modes. Figure 5 is the diagram of the controller using unified modeling, and Table 2 shows the configuration of the control mode variables for different MMC control modes.
[image: Figure 5]FIGURE 5 | Diagram of controller.
TABLE 2 | Configuration of control modes.
[image: Table 2]In Figure 5, Udcref, Udref, Pref, and Qref are the references of DC voltage, AC voltage, active power, and reactive power, respectively. xdin, xdout, xqin, xqout, xdcsc, and xqcsc are the states of the integrators. [image: image] [image: image], [image: image] [image: image], and [image: image] [image: image] represent the proportional coefficient of the outer loop, the inner loop and the circulating current suppression (CCS) loop in d-axis (q-axis), respectively; [image: image] [image: image], [image: image] [image: image], and [image: image] [image: image] represent the integral coefficient of the outer loop, the inner loop and the CCS loop in d-axis (q-axis), respectively. Sgnp, Sgndrp ,[image: image], Sgnq, Sgndrq, Sgnac, and Sgncc are the boolean variables used to select the control modes of MMC.
According to the diagram of the unified controller, its state equation and output equation are expressed as Eq. 27.
[image: image]
The model of the unified controller is sorted out as Eq. 28.
[image: image]
where [image: image] and [image: image] (here, [image: image], [image: image]).
3 MODELING THE OVERALL MODULAR MULTILEVEL CONVERTER SYSTEM
According to Eq. 20, Eq. 22, Eq. 24, Eq. 26, Eq. 28, we can establish the relationships of the input and output among subsystems as follows: [image: image] = [image: image], [image: image] = yAC; [image: image] = [image: image], [image: image] = unode; [image: image] = [image: image], [image: image] = [image: image], [image: image] = yAC; [image: image] = [image: image], [image: image] = [image: image]; [image: image] = [image: image], [image: image] = [image: image]; [image: image] = [image: image]. Therefore, the dynamic model of the overall system is derived by connecting each subsystem according to the connection relationship of input and output. The dynamic model of the overall MMC system with the MDM is shown in Figure 6.
[image: Figure 6]FIGURE 6 | Model of the overall MMC system with the MDM.
The MDM makes modeling MMC systems more expansible to adapt to different hybrid AC/DC power grids. For example, if one of the subsystems of the MMC systems needs to be changed, we only need to remodel the subsystem rather than the entire MMC system. Besides, due to decoupling and modularizing the MMC systems, the small-signal model of the overall MMC system could be developed directly through linearizing and splicing proposed model, which enables our model to analyze the small-signal stability of large-scale hybrid AC/DC power grids.
4 SIMULATION RESULTS
For purposes of validation, a simulation system is shown in Figure 7. The system consists of an AC system, an MMC, and a resistive load. To verify the accuracy and superiority of the established model, we compared the proposed model with D-EMT and AVE-EMT models by the simulation test system. Table 3 and Table 4 list the system parameters and control parameters, respectively.
[image: Figure 7]FIGURE 7 | Simulation test system of the overall MMC system.
TABLE 3 | Parameters of the MMC systems.
[image: Table 3]TABLE 4 | The control parameters.
[image: Table 4]Here, we set the control modes of MMC as constant DC voltage and constant reactive power, and the dynamic response under load mutation and control instruction step are compared under closed-loop control. The working condition is set as follows: at 2 s, a load with a resistance of 100 Ω is suddenly put into; at 3 s, the resistance increases from 100 Ω to 200 Ω; at 4 s, the DC voltage steps from 1 pu to 1.05 pu; at 5 s, the DC voltage steps from 1.05 pu to 1 pu.
The per-unit (pu) wapveforms of udc, idc, id, iq, ucvd, and ucvq are shown in Figures 8–13. By testing the above working conditions, it can be seen from these figures that the accomplished state-space model of overall MMC system is highly consistent with the detailed electromagnetic transient model and the average electromagnetic transient model. The accuracy and validity of the proposed modeling method are verified.
[image: Figure 8]FIGURE 8 | Per-unit waveform of udc.
[image: Figure 9]FIGURE 9 | Per-unit waveform of idc.
[image: Figure 10]FIGURE 10 | Per-unit waveform of id.
[image: Figure 11]FIGURE 11 | Per-unit waveform of iq.
[image: Figure 12]FIGURE 12 | Per-unit waveform of ucvd.
[image: Figure 13]FIGURE 13 | Per-unit waveform of ucvq.
In addition, Table 5 shows the comparison results of the actual simulation time of the three models. It is at least 59.8 times more efficient than the D-EMT and 4.6 times more efficient than the AVE-EMT for the same simulation conditions. Therefore, the proposed model greatly accelerates the simulation speed while obtaining high precision.
TABLE 5 | Comparison results of the actual simulation time.
[image: Table 5]5 CONCLUSION
A unified modeling scheme (UMS) for MMC systems in a synchronous (dq) reference frame is proposed in this paper. A simulation test system verifies our model in MATLAB/Simulink.
(1) The modular decouple modeling (MDM) and the unified controller modeling make modeling MMC systems more flexible and expansible to adapt to different hybrid AC/DC power grids.
(2) The proposed model shows an accurate replication to the dynamic performance of the EMTs (D-EMT and AVE-EMT) model.
(3) The proposed model greatly reduces the simulation time. For the same simulation conditions, it is at least 59.8 times more efficient than the D-EMT and 4.6 times more efficient than the AVE-EMT. Therefore, our model is suitable for simulating the large-scale hybrid AC/DC power grids.
(4) The small-signal model of the overall MMC system could be developed directly by linearizing and then splicing proposed model. Therefore, the proposed model is suitable for studying the stability of small-signal.
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Due to the rapid development of economies, large urban cities consume an increasing amount of energy and have a higher requirement for power quality. Voltage source converter based high voltage direct current (VSC-HVDC) is a promising device to transmit clean power from remote regions to urban power systems, while also providing wide area damping control (WADC) for frequency stabilization. However, the time-delay naturally existing in the VSC-HVDC system may degrade the performance of WADC and even result in instability. To address this issue, this paper develops a time-delay correction control strategy for VSC-HVDC damping control in urban power grids. First, a small signal model of WADC is built to analyze the negative impacts of time delay. Then, a data-driven approach is proposed to compensate for the inherent time delay in VSC-HVDC damping control. The extensive training data will be generated under various disturbances. After offline training, the long short-term memory network (LSTM) can be implemented online to predict the actual frequency deviation based on real-time measurements. Finally, the proposed method is validated through MATLAB-Simulink in a two-area four-machine system. The results indicate that the data-driven compensation has a strong generalization ability for random delay time constants and can improve the performance of WADC significantly.
Keywords: wide area damping control, HVDC, small signal modeling, time delay compensation, long short-term memory
INTRODUCTION
Urbanization has witnessed the development of modern civilization (Jiang et al., 2019). Urban power grids are accommodating more people and consuming more energy than ever before (Xiao et al., 2022). With distributed energies and loads from distant areas (Pan et al., 2021; Sun et al., 2022; Yang et al., 2022), VSC-HVDC has been widely used to transmit clean energy from remote regions to urban power (Fu et al., 2021; Sun et al., 2021b; Xiao et al., 2021). On the other hand, the increasing uncertainty of distributed energy resources (Li S. et al., 2021; Zhang J. et al., 2022), extreme weather, and flexible loads like electrical vehicles pose great challenges to the frequency regulation of urban power grids (Xiong et al., 2021). With the interconnection of different regions of power grids, the inter-area low-frequency oscillations have also become a serious issue that threatens the system’s stability (Baltas et al., 2021).
Wide area damping control (WADC) provides a promising approach to mitigate the oscillations of frequency and thus improve the stability of urban power grids (Li and Chen, 2018). However, in WADC, the control signals measured by phasor measurement unit (PMU) are transmitted from a distant region through communication channels, which may bring an unavoidable time delay (Musleh et al., 2018). Such kind of delay can vary from tens to hundreds of milliseconds (He et al., 2009), depending on different communication distances, protocols, and measuring devices. Some research have reported that the existing time delay, even with a small value, will result in the loss of WADC control and power system instability (Xu et al., 2020). Considering the fast power controllability of VSC-HVDC (Sun et al., 2021a; Dong et al., 2021), the time delay in the control signal may bring a more destabilizing influence than other devices.
Some control strategies have been proposed to deal with the time delay in WADC. One of the conventional methods focuses on the offline parameter optimization of WADC, based on linear matrix inequality theory (LMI) (Chang et al., 2006; Li et al., 2010), Smith Predictor (Chaudhuri et al., 2004) and robust control strategies (Wang et al., 2010), which usually relies on known models and uses fixed parameters. To adapt to the varying conditions of the system operation, some adaptive control strategies are put forward to compensate the time delay more realistically (Cheng et al., 2014) (Zhu et al., 2016). The main idea of the adaptive control is to schedule the control gains and the phase compensation parameters according to the online identification of the system model and oscillation modes. Nevertheless, the model estimation requires characteristic extraction from continuous ambient data injection, which may be influenced by system background noise and is not necessarily accurate and instantaneous.
Recently, the rapid development of artificial intelligence has created the potential for time delay compensation with neural networks. Among the various neural networks, the long short-term memory network (LSTM) is a kind of modern recurrent neural network that is designed for handling time series data (Xu et al., 2021). It has been successfully employed in power systems for islanding detection (Abdelsalam et al., 2020), load and generation forecast (Liu et al., 2020)-(Alavi et al., 2021), fast event identification (Li Z. et al., 2021), and measurements prediction (Wang et al., 2021). One common feature of these studies is that they made the best use of the time-series properties of power system data. Actually, the delayed PMU measurements are awesome time series data that can help predict the real time frequency deviation for WADC. Apart from LSTM, multilayer perception (MLP) and convolutional network (CNN) may also be used to predict delayed signals. However, MLP suffers from the computational burden when dealing with time-series data, and CNN cannot preserve the long-term information and skip the short-term input at the same time. Hence, this paper tries to integrate LSTM into the time delay compensation of urban VSC-HVDC systems. Compared with the existing literature, this paper has the following contributions.
• Formulated a small signal model of WADC with time delay and mathematically proved that the uncorrected PUM signals can result in the instability of the urban power grids.
• Proposed a data-driven delay compensation approach for WADC, leveraging the modern recurrent neural network LSTM. A well-trained LSTM was implemented online for time delay compensation after thorough offline training under various disturbances.
• Verified the proposed method through numerical simulation. Results showed that the LSTM-based compensation method has strong generalization ability. It can adapt to random delay time in real system even though the delay time constants were not included in the training dataset.
The rest of this paper is organized as follows. Model-Based Analysis on Time Delay of Wide Area Damping Control Section builds up the small signal model of WADC with time delay and analyzes the negative impacts based on eigenvalue analysis. In Data-Driven Delay Compensation With LSTM Section, a data-driven delay compensation approach is developed using LSTM. Case Study Section validates the proposed method in a two-area four machine system with a comprehensive test. Finally, conclusions are drawn in Conclusion Section.
MODEL-BASED ANALYSIS ON TIME DELAY OF WIDE AREA DAMPING CONTROL
Wide Area Damping Control With Time Delay
With the large-scale application of PMU measurement and power electronics technology, VSC-HVDC has been widely used in the field of WADC. The typical framework is shown in Figure 1. According to the frequency data collected by the PMUs in different regions, the WADC adjusts the DC power reference value to suppress the inter-area low-frequency oscillations.
[image: Figure 1]FIGURE 1 | System diagram of VSC-HVDC.
In Figure 1, fPMU1, fPMU2 are the real-time frequencies collected by PMU1 and PMU2, respectively. [image: image] and [image: image] are the delayed frequencies after passing through the communication channels. The workflow of WADC in VSC-HVDC consists of the following five steps:
• The PMU configured in the AC grid measures the three-phase bus voltage and calculates the bus frequency.
• After data packaging, the frequency data from different PMUs is transmitted to the phase data concentrators (PDCs). During the transmission process, a special communication protocol, such as IEEE C37.118, is used to ensure the transmission security and accuracy.
• The PDC then unpacks the frequency data and sends it to the WADC of the VSC-HVDC.
• Figure 2 illustrates the block diagram of the WADC. It consists of a washout block, a band-pass filter, two phase compensation blocks, and a gain block. The input of the controller is the difference between the frequencies collected by the two PMUs; while the output of the controller is the active power reference value PPOD. The time constant Tω of the washout filter is chosen as 10s. In the band-pass filter, ωn is the system oscillation frequency, and Q is the quality factor, which is usually set as 1. For active power modulation, the time constant in the compensation block can be considered as the same value, i.e., T1s = T2s; kPOD is the controller gain. PPOD_max and PPOD_min are the output limits of the WADC.
• PPOD will then be added as an auxiliary signal to the Pref of the VSC-HVDC outer loop control to modulate the DC active power.
[image: Figure 2]FIGURE 2 | Control diagram of WADC.
In the practical system operation, the time delay exists from PMU to PDC, and then to the WADC.
Small Signal Modeling
In order to quantitatively analyze the influence of the time delay in VSC-HVDC system, a small signal model of VSC-HVDC with WADC considering the time delay has been established. In the test system, two generators are modeled to represent the two distant areas. A VSC station is connected to the two areas through transmission lines. The control strategy of the VSC-HVDC includes the WADC, outer loop control, inner loop control, and phase-locked loop (PLL).
For the generators in two areas, the rotor motion equations are shown in (Eq. 1).
[image: image]
where δ1,2 and ωg1,2 are the rotor phase and rotor angular velocity of the two generators. TJ1,2 is the inertia time constant; D1,2 is the damping coefficient; Tm1,2 is the mechanical torque; while Te1,2 is the electrical torque.
In the test system, the PMUs collect the frequencies at the ports of the two generators, so it can be considered that fPMU1, fPMU2 are consistent with the corresponding generator frequencies, as shown in (Eq. 2).
[image: image]
After the time delay, the difference between [image: image] and [image: image] is taken as the input to the WADC. The total time delay of the frequency difference can be assumed as Td. Since the transfer function [image: image] is nonlinear, a fourth-order Pade approximation can be utilized to represent the characteristics of the time delay (Xu et al., 2020).
[image: image]
where ferror = fPMU1- fPMU2.
The state space equation of the Pade approximation can be transformed from (Eq. 3).
[image: image]
Eq. 4 introduces four state variables zp = [z1 z2 z3 z4]T; the input variable up = ferror; the output variable is yp = [image: image].
The delayed frequency signal can then be expressed as (5):
[image: image]
where [image: image] is the actual input of the WADC. The output PPOD will be superimposed on the active power reference value of VSC outer loop control. The transfer function of WADC can be described in (Eq. 6):
[image: image]
Transforming it into the state space form:
[image: image]
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Combining with the outer loop control, inner loop control, and PLL function of the VSC, the small signal model of the complete test system can be obtained after linearization, as shown in (Eq. 9).
[image: image]
where A is a 21 × 21 state matrix; B is a 21 × 2 input matrix.[image: FX 1]
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Time Delay Analysis
With the established small signal state space model, eigenvalue analysis can be conducted to investigate the stability of the system. As shown in Figure 3, the dominant eigenvalue of A is presented with time delay Td varying from 200 to 500 ms. The other parameters of the test system remain constant.
[image: Figure 3]FIGURE 3 | Dominant eigenvalue of A.
In Figure 3, with the increase of Td, the dominant eigenvalue gradually moves towards the positive direction of the real-axis. When Td is greater than 464 ms, the eigenvalue will pass through the imaginary-axis and reach the right half plane of the coordinate axis, indicating that the system becomes unstable.
It can be concluded that: the stability margin of the system is reduced with the increase of the time delay, and even instability may occur. Therefore, in a VSC-HVDC system with WADC strategy, the time delay issue needs to be carefully resolved to guarantee the system stability.
DATA-DRIVEN DELAY COMPENSATION WITH LSTM
This section firstly gives an overview of LSTM and then employs it on time-delay compensation for WADC.
Preliminaries on LSTM
To improve the numerical instability of RNNs, several tricks such as new structure design are developed and implemented in the sophisticated sequence models. LSTM is one of the promising models that solves the problem of preserving the long-term information and skipping short-term input. Figure 4 shows the basic cell of LSTM. Apart from the typical input and output, the cell also includes a few gates recurrent units (GRUs), memory, candidate memory, and hidden state. They are illustrated as follows (Zhang A. et al., 2022).
[image: Figure 4]FIGURE 4 | Basic cell of LSTM.
Gate Recurrent Units
There are three gate recurrent units utilized in LSTM: 1). input gate It is to decide whether to read data into the cell; 2). output gate Ot is responsible for reading out the entries from the cell; and 3). forget gate Ft is designed for resetting the content of the cell. The hidden states and the input data are fed to the three units and processed by fully-connected layers with sigmoid activation functions. The output of the three GRUs is calculated as follows.
[image: image]
where Wxi, Wxf, Wxo, Wni, Wnf, and Wno are weight parameters, and bi, bf, and bi are bias parameters.
Memory and Candidate Memory
LSTM can choose to remember or forget the information from the last time slot, leveraging the input gate and forget gate. First, candidate memory is generated using a tanh function as activation function.
[image: image]
where [image: image] is the output of candidate memory. Then, the current cell memory is generated through fusing the past cell memory and candidate memory as follows.
[image: image]
where ⊙ is the Hadamard (elementwise) robust operator. The combination of past cell memory and candidate memory enables the pass of cell memory and thus alleviates the vanishing gradient problem.
Hidden State
As shown in (Eq. 13), hidden state Ht is calculated by integrating the current memory into the last hidden state. Ht belongs to [-1, 1] because it is processed by tanh before passed to the next cell.
[image: image]
With the special designs above, LSTM can finally capture the dependencies from historical data and predict the future value accurately.
Delay Compensation With LSTM
This subsection dives into the implementation of LSTM for delay compensation of WADC.
Fundamental Idea
Figure 5 shows the fundamental idea of the time delay compensation. PMU1 and PMU2 are implemented locally in two urban power grids to measure voltage and frequency. The delay usually happens on the signal transmission from PMU to damping control center. Typically, the delay is within the range of [10 ms, 500 ms], and the delay time constant varies depending on the distance of PUM to damping control center and the types of disturbances. An LSTM is employed locally in the damping control center to correct the sampled data before passing the delayed signals to controllers. In this way, the damping controller can function effectively without worrying about the negative impacts of communication time delay.
[image: Figure 5]FIGURE 5 | Diagram of employing LSTM for time-delay compensation.
Input-Output Design
LSTM predicts the real time frequency of Area I and Area II based on the delayed data from PMU1 and PMU2. For each time slot, the input data Xt = [fPMU1t, fPMU2t, ∆fPMUt, VPMU1t, VPMU2t]. The number of hidden units is denoted by N, representing how far LSTM looks back when correcting the time delay. Then, the input data are normalized before being fed into the LSTM cell. Finally, LSTM outputs the real time f1t, f2t, and ∆ft.
Before feeding the predicted frequency error to damping controller, data fusion is utilized to increase the robustness of the time delay compensation. The final frequency error is calculated by integrating the predicted frequency into the predicted error as follows.
[image: image]
where α is a hyperparameter that controls the fusion rate. The data fusion can smooth the prediction error and increase the stability of the data-driven approach.
Offline Training and Online Implementation
The strategy of offline training and online implementation is used in this paper. As shown in Figure 6, the offline training is three-fold: training scenario generation, simulation and data sampling, and LSTM training, while online implementation includes LSTM prediction, numerical security check, and data passing. They are illustrated in detail in the following subsections.
[image: Figure 6]FIGURE 6 | Diagram of offline training and online implementation.
Offline Training
The training data is generated under various disturbances. With the random combination of the three key elements that determine a disturbance, i.e., delay time constant, type of disturbance, and disturbance hyperparameters, the training data set can cover common disturbances in urban power systems. For each generated disturbance, perform numerical simulation in MATLAB-Simulink and sample the input data with time delay and the output data without time delay. The time interval of sampling is set as 10 ms, which is identical to the PMU sampling rate in reality. Then, all the training data are packaged for LSTM training.
Online Implementation
After extensive training, the well-trained LSTM is ready for online implantation. As shown in Figure 5, LSTM network predicts the real time frequency error between the two urban power systems based on the delayed PMU data. To guarantee the security of implementing unexplainable neural network, a numerical security check is performed before passing the predictions to damping controller. The online prediction of LSTM is compared with that of the model-based lead-lag time delay compensator. If the prediction of LSTM deviates less than 80% from the lead-lag controller, the prediction is passed to damping controller. Otherwise, the conventional predictor will be used. The security check is designed to prevent the numerical instability of neural network prediction. Due to the non-interpretability of LSTM, we cannot guarantee that LSTM always predicts the error within an acceptable range. Hence, the model-based lead-lag module is used to generate the interpretable correction signals that are certainly secure. Eqs 15, 16 show the security check process, which enhances the stability and reliability of the data-driven compensation.
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CASE STUDY
This section validates the proposed time-delay compensation approach in a two-area four-machine system.
Case Overview
As shown in Figure 7, both Area I and Area II have two synchronous generators supplying local loads, and they are connected through AC transmission lines and VSC-HVDC. The AC transition is responsible for the transmission of active power, while the VSC-HVDC performs wide area damping control based on PMU measurements. PMU1 and PMU2 are equipped at the terminal of G1 and G3, respectively.
[image: Figure 7]FIGURE 7 | Diagram of the two-area four-machine system. Scenario I: Partial Dataset Training.
To better validate the generalization of the data-driven method, the offline training data is divided into several groups based on delay time constant, type of disturbance, and disturbance hyperparameters. In Scenario I, LSTM is trained on a dataset of partial disturbances, while in Scenario II, LSTM is trained on a dataset of all kinds of disturbances.
In Scenario I, the training dataset is generated on the disturbance of load change with delay time constant belonging to (100 ms, 200 ms) and (300 ms, 400 ms). Then, conduct LSTM training using the hyperparameters listed in Table 1, and the training results are presented in Figure 8. After 250 episodes, the LSTM’s prediction root mean square error (RMSE) and training loss are both near zero, indicating that the LSTM has a high forecast accuracy on the training dataset.
TABLE 1 | Training hyperparameter of LSTM.
[image: Table 1][image: Figure 8]FIGURE 8 | Offline training error. (A) Scenario I. (B) Scenario II.
Assume the fusion rate α = 0.5, the well-trained LSTM is implemented online and tested under the conditions in Table 2. The validation results are plotted in Figure 9A, based on which we have the following observations.
• Time delay degrades the performance of the WADC. The oscillation becomes severe when directly utilizing the delayed signal from PMU.
• In No.1 and No. 2 validation conditions, although the delay time constant 250 ms doesn’t belong to the training dataset, LSTM can still correct the delayed frequency accurately.
• There is a minor oscillation around 4 Hz in No.1 validation condition. The oscillation is outside WADC’s target suppression mode, so it is not suppressed considerably.
• In No. 3 and No. 4 validation conditions, LSTM doesn’t compensate for the delayed signals well because neither of the three key elements that determine a disturbance belongs to the training dataset. However, the performance of WADC is somewhat improved with the compensation of LSTM.
TABLE 2 | Validation condition.
[image: Table 2][image: Figure 9]FIGURE 9 | Online validation results. (A) Scenario I. (B) Scenario II.
Scenario II: Complete Dataset Training
To validate the overall performance of LSTM, the dataset of three kinds of disturbance is used for offline training in Scenario II. The delay time constant and the disturbance hyperparameters are identical to those in Scenario II. Using the training hyperparameters in Table 1, the LSTM’s prediction RMSE and training loss converge to 0 after training for 250 episodes. Figure 9B shows the training error, which suggests that LSTM can predict the un-delayed signals accurately.
Assume the fusion rate α = 0.5, the well-trained LSTM is implemented online and tested under the conditions in Table 2.
Figure 9 shows the dynamic frequency with and without the compensation. We can see that in the four validation conditions, although the test delay time constant 250 ms doesn’t belong to the training dataset, LSTM can predict the error of delay accurately. The performance of WADC’s has improved significantly. Figure 10 further plots the normalized online prediction error, which can be expressed in (Eq. 17).
[image: image]
where NOPE is the “normalized online prediction error”; i represents the respective case in each scenario.
[image: Figure 10]FIGURE 10 | Normalized online prediction error of LSTM in Scenario I and Scenario II.
The NOPE of three-phase grounded fault and single-phase grounded fault in Scenario I is much less than that in Scenario II, indicating that LSTM has insufficient generalization ability for the type of disturbance. Hence, the training dataset should cover all types of disturbance as much as possible in practical application.
In general, a well-trained LSTM can provide accurate correction signals for WADC. It has strong generalization ability for delay time constant, which is beneficial to its employment in real systems. With the delay compensator, WADC can address the random time delay and improve its damping performance significantly.
CONCLUSION
The time delay in WADC can degrade the performance of damping controllers and even results in instability. The root cause is revealed through small signal modeling and eigenvalue analysis in this paper. To address this issue, this paper further proposed a data-driven approach to compensate for the delayed PMU signals, which leverages the modern recurrent neural network LSTM. The compensation procedure includes offline training and online implantation. Through partial dataset training and complete dataset training in a two-area four-machine system, it is verified that LSTM corrects the delayed frequency accurately. LSTM has strong generalization ability for delay time constant and can deal with the random time delay caused by commination and disturbances in urban power grids. After employing the delay correction approach, the damping performance of WADC is improved significantly.
One potential weakness of our work is that LSTM needs as many training data that cover all kinds of disturbances as possible. Our future work may include developing a more efficient training method with less training data, improving the generalization ability of LSTM to handle new disturbances, integrating the topology change into data generation, and validating the data-driven approach in a hardware-in-the-loop system.
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With the increase of the penetration rate of wind power in the power grid, the high proportion of renewable energy and the high proportion of power electronic equipment in the power system will continuously reduce the inertia of the grid, and the frequency stability of the system will be seriously affected. The inertia of the system is an important parameter for system frequency regulation and stability calculation. For this reason, a virtual inertial control technology based on fuzzy logic control is proposed in this paper, which is used for wind turbines to participate in grid frequency regulation. In this method, based on power tracking, a fuzzy logic controller is designed to adjust the frequency adjustment coefficient adaptively, and fuzzy logic rules are used to optimize the power tracking curve online. Finally, by building a hardware-in-the-loop real-time simulation platform, the effectiveness of this method in providing system frequency support and improving the frequency response of the power grid is verified.
Keywords: PMSG, wind turbines, virtual inertial control, fuzzy logic, frequency support
1 INTRODUCTION
In recent years, with the result of increased new energy, the power grid has been moving toward a new power system with new energy sources as the mainstay. The traditional synchronous generators in power grids have better inertia and damping properties. As the high percentage of new energy and power electronic equipment gradually replace the traditional synchronous generators, the lack of inertia in the power system to support the grid is becoming apparent, and the frequency regulation capability available in the system is significantly reduced (Fang et al., 2018; Nguyen et al., 2019; Kheshti et al., 2020). Therefore, it is significant to study the importance of improving the inertia of the power system to support the frequency stability of the system while the power system is gradually moving toward low inertia.
China has abundant wind resources, and the installed wind capacity has grown exponentially. The replacement of conventional generating units with wind power reduces the effective inertia of the system, and the magnitude of inertia reflects the ability to prevent sudden changes in system frequency. Virtual inertia control techniques for improving the frequency stability of new energy systems are rapidly developing. The method of virtual inertia control technology used to improve the frequency stability of new energy systems is developing rapidly. In order to realize the inertial support of wind turbines to the system, Holdsworth et al. proposed the virtual inertia control of the variable speed wind turbines in 2004 (Holdsworth et al., 2004). It regulates the electromagnetic power in response to the frequency change of the grid and provides inertial support by varying the converter control strategy. The paper (Lalor et al., 2005) further proposed an additional frequency control scheme for wind turbines. The differential link is used to convert the rotational speed signal into an additional torque signal. After the system frequency drops, the rotational kinetic energy of the wind turbine is released to achieve the inertial response of the wind turbine. The paper (Chau et al., 2018) also introduced an inertial response to grid frequency by instantaneously releasing rotor kinetic energy, but did not fully analyze the control effect of the additional controllers. In (Wang et al., 2015), an artificial inertial control strategy is proposed. The kinetic energy is extracted by dynamically modifying the optimal power curve of the wind turbine. The kinetic energy is extracted by dynamically modifying the optimal power curve of the wind turbine. Yan et al. (2020) and Terazono et al. (2021) designed a synchronizer with multiple virtual rotating masses to improve the active power tracking performance and facilitate the inertial control of the synchronizer. But the problem of impaired power tracking has not been resolved. The paper (Liu et al., 2021) adopts a nonlinear virtual inertial control method based on a wind power integrated power system to provide the primary frequency support of the power grid. In (Wang and Tomsovic, 2018), a novel active power control framework was proposed to make the doubly-fed induction generator modify the reserve input under different operating modes. However, only inertia and primary frequency support are provided, and there are also deficiencies in the frequency response. Bao et al. (2021) and Ren et al. (2021) designs a hierarchical inertial control scheme that coordinates the active power output in the inertial control process between the wind turbine and the battery energy storage system to improve the frequency response of the system. There will also be excessive rotor speed deceleration and high-cost question.
With the rapid development of fuzzy logic and fuzzy theory in recent decades, its application research has achieved fruitful results. Using expert control experience, fuzzy logic control has better control characteristics for nonlinear and complex research objects, and has been widely and effectively applied in industrial process control, robotics, transportation, etc. (Tan et al., 2020; Oshnoei et al., 2021; Yap et al., 2021). The application of fuzzy logic control is also quite extensive in the control of new energy power generation. For example, literature (Miao et al., 2015) adopts fuzzy logic control for rotor speed recovery controller to achieve inertial control of rotor kinetic energy, but this method cannot adaptively control the control parameters for complex changing power grids. Athari and Ardehali (2016) and Karimi et al. (2020) developed a fuzzy logic controller to control the state of charge of the energy storage battery, which is still difficult to resist the disturbance of unknown parameters. The literature (Kerdphol et al., 2019) proposes a fuzzy logic inertial control method for grid frequency stability under high penetration conditions, which automatically adjusts virtual inertial constants according to active power and system frequency deviation to achieve a fast inertial response. In the literature (Long et al., 2021), a new control method combining fuzzy logic control and model predictive controller is proposed to effectively reduce the frequency deviation when dealing with large load changes. Therefore, in this paper, aiming at the low inertia system of new energy power electronic equipment, taking the wind turbine network system as the research object, this paper proposes a fuzzy logic controller to adaptively optimize the power tracking and enhance the frequency support and response capability of the system.
In order to solve the problem of the lack of inertia of the power system and the reduction of the system frequency support capacity caused by a high percentage of new energy sources on the grid, this paper proposes a virtual inertia control strategy for permanent magnet synchronous wind turbine based on the fuzzy logic method. This strategy has promising research significance, and its main contributions to the paper can be summarized as follows:
1) In this paper, according to the grid frequency deviation and frequency change rate, the fuzzy logic controller is designed with fuzzy logic, and the virtual inertial control strategy based on power tracking is optimized.
2) By combining the fuzzy controller with the optimized PMSG virtual inertia control, the self-adaptive adjustment of the system inertia is achieved to support the system frequency.
3) A hardware-in-the-loop real-time experimental platform based on RT-LAB is built to verify the effectiveness of the proposed method.
This paper takes the three-machine, nine-node system for grid-connected wind power generation as the test object, and is organized as follows. Firstly, Section 2 introduces the three-machine, nine-node system for grid-connected PMSG, and mathematically models the PMSG. Secondly, Section 3 analyzes two typical virtual inertia control techniques by analyzing the influence between wind turbines and system frequency stability. In Section 4, based on the previous analysis of virtual inertial control technology, the virtual inertial control strategy based on power tracking is optimized, and a virtual inertial control based on fuzzy logic control is proposed. The fuzzy logic rules are used to optimize the power tracking online, and the system inertia can be improved to enhance the frequency support capability of the system. Finally, in Section 5, a hardware-in-the-loop test platform is built based on a three-machine nine-node test system to verify the effectiveness of the proposed method.
2 3-MACHINE 9-NODE SYSTEM AND MODELING
The inertia in the traditional power grid mainly comes from the synchronous generator. With the integration of large-scale new energy into the power grid, the frequency regulation capability of the power grid in low inertia operation is reduced, and the system stability performance is poor. In order to better study the stability of the new energy grid system, build the test system as shown in Figure 1.
[image: Figure 1]FIGURE 1 | 3-machine 9-node networking system topology.
It shows the topology of the constructed 3-machine 9-node networking system. The system includes three constant impedance loads and transformers, frequency modulation unit SG1, constant power unit SG2 and PMSG wind turbine.
Wind turbine based on permanent magnet synchronous generator adopts three-blade wind turbine and multi-pole low-speed permanent magnet synchronous generator with the same speed as the wind turbine. The PMSG stator is connected to the power grid through the full power converter, and the grid-side converter realizes the grid-connected operation of the wind turbine and ensures the quality of the power delivered by the turbine. The output characteristics of the wind turbine depend entirely on the control system design of the inverter and the wind speed variation.
Figure 2 shows the structure of the permanent magnet direct drive wind turbine. The PMSG wind turbine has few control loops and has high operational reliability and efficiency. Define the PMSG stator voltage as Us, Is is the stator current, Ψf is the excitation flux linkage, and the potential E. Then E can be expressed as:
[image: image]
where ωr is the PMSG rotor angular velocity.
[image: Figure 2]FIGURE 2 | Permanent magnet direct drive wind turbine.
The flux linkage and the electromagnetic torque of the PMSG in the two-phase synchronously rotating dq coordinate system are
[image: image]
[image: image]
where Ld and Lq are the equivalent inductance of stator windings on the d-axis and q-axis, respectively, pn is the number of PMSG pole pairs, Te is the mechanical torque.
The stator voltage of PMSG in the dq coordinate system can be expressed as
[image: image]
Through the above formula, the output power and electromagnetic torque of the stator side of PMSG in the dq coordinate system can be expressed as
[image: image]
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where Ps and Qs are the output active power and reactive power of the stator side, respectively. usd, usq, isd, and isq are the voltage and current of the stator at dq axis respectively. ψsd and ψsq are the flux linkage component of the dq axis.
The PMSG rotor structure is usually symmetrical, and Ld = Lq can be set. Then Eq. 7 can be simplified as
[image: image]
3 VIRTUAL INERTIA CONTROL AND FREQUENCY STABILITY
3.1 Inertia to Frequency Stability
As wind power is integrated into the grid, the lack of effective support for the system poses a threat to grid frequency stability. The inertia of the system is an important characteristic of the grid frequency stability. In a conventional grid, when the output power of the system is not equal to the load consumption, a power deviation is generated, which is compensated by the rotational kinetic energy stored in the rotor of a conventional synchronous generator, resulting in a lower SG speed and a deviation of the system frequency from the rated value.
For traditional synchronous generator sets, when the output power of the system is not equal to the load consumption, the deviation is compensated by the rotational kinetic energy Ek stored in the SG, and the deviation ΔEk can be expressed as
[image: image]
where ΔP is the power deviation between the output power and the load consumption; ωm and ωg are the mechanical angular frequency and electrical angular frequency of SG, respectively; J is the rotational inertia; p is the polar logarithm, and when p is 1, Eq. 9 can be expressed as
[image: image]
When there are n SGs in the system, Eq. 10 can be expressed as
[image: image]
where Jt is the total rotational inertia of the system.
In order to make the wind turbine inverter simulate the rotational inertia of the conventional synchronous generator, a function can be established by the relationship between the active power output through the inverter and the system frequency and can be expressed as
[image: image]
where JSG and JWind denote the total inertia of SG and the virtual inertia simulated by the fan inverter, respectively. n and m are respectively the number of SG and wind turbines.
At this time, the total inertia of the system can be expressed as
[image: image]
It can be seen from Eq. 13 that the total inertia of the system is determined by the two. The rotational inertia of the SG relatively decreases when the proportion of new energy in the power system is higher. If the wind turbine connected to the grid does not have inertia, the total inertia of the system will reduce, thus affecting the decrease of the frequency stability of the system. If the control strategy is used to enable the wind turbine connected to the grid system have virtual inertia, the total inertia momentum of the system will be increased and the frequency stability of the system will be improved.
3.2 Two Classical Inertial Control Strategies
The magnitude of the inertia in the power grid is closely related to the ability to prevent frequency abrupt changes. In conventional maximum power tracking control, the wind turbine only adjusts its active output according to the change of the turbine speed, and when active disturbances occur in the grid, the wind turbine is unable to provide inertia support by adjusting its output power.
3.2.1 Virtual Inertia Control Based on Differential Link
The inertial response is realized by using the differential link, and its controller structure as shown in Figure 3. The controller consists of two parts, the upper part is the frequency controller, which enables the wind turbine to change the grid frequency accordingly by attaching a frequency signal to the power reference value. The mathematical model of additional control is
[image: image]
where Kdf is the coefficient of the frequency change rate, Kpf is the frequency deviation scale factor.
[image: Figure 3]FIGURE 3 | Inertial control structure.
The lower part of the controller is the speed controller, its mathematical model type is
[image: image]
where KWP and KWI are the control coefficients of the PI controller.
It can be seen from Figure 3 that the total active power output of the system fan under this control is
[image: image]
The additional controller based on differential links, as described above, can simulate the inertial response of wind turbines according to the system frequency change rate. When the grid frequency changes, it compensates the power shortage of the system and provides inertial support. However, the additional inertia control interacts with the speed controller in dynamic adjustment, making it difficult to achieve the desired control objectives.
3.2.2 Virtual Inertia Control Based on Power Tracking
The virtual inertia control strategy based on power tracking is optimized based on traditional maximum power tracking control, and alleviates the sudden change of grid frequency through the change of its own rotational speed and kinetic energy, so that the variable speed wind turbine has the ability to support the inertia of the system. The principle block diagram of this control strategy is shown in Figure 4. The active power and speed regulation are achieved by changing the scale factor kopt of the maximum power tracking curve.
[image: Figure 4]FIGURE 4 | Schematic diagram of power tracking curve switching of virtual inertia.
This strategy finds the steady state by power tracking when the wind speed varies, it can improve the stability of the system in the process of speed regulation. When there is a sudden increase in power resulting in a sudden drop in frequency, the fan speed is reduced and released kinetic energy, and the operating state is switched from point A to point B in Figure 4, in this transient process, the power at points A and B is approximately equal, that is
[image: image]
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where ωr0 and ωr1 are the rotational speeds corresponding to two points AB respectively.
Therefore, the scale factor of the new power tracking curve can be calculated by the following equation
[image: image]
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According to Eq. 19, after introducing the frequency deviation signal, a new maximum power tracking scale factor can be obtained to adjust the speed variation. The amplitude range is limited by the scaling factor kopt, and Eq. 20 ensures a stable operating point in a wide range of wind speeds. The control takes full advantage of the rapid regulation capability of wind turbines and provides dynamic frequency support for the grid.
4 VIRTUAL INERTIAL CONTROL BASED ON FUZZY LOGIC CONTROL
4.1 Virtual Inertial Control Optimization
The traditional maximum power point tracking of wind turbines depends on the proportional coefficient of the power tracking curve kopt. Wang et al. (2015) provides a detailed analysis of the virtual inertia control based on power tracking, and this paper optimizes the power tracking curve in the virtual inertia control on this basis. The active reference is as follows
[image: image]
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where kVIC is the proportional coefficient of the power tracking curve under virtual inertia control and the period value can be adjusted by the system frequency deviation value. kλ can be defined as the frequency adjustment coefficient.
The structure of the virtual inertial controller based on power tracking optimization is shown in Figure 5, where the power tracking curve can be recovered with frequency after the inertial response is completed. It can be seen from Eq. 21 that, the power tracking curve changes with the proportional coefficient kVIC. At the same time, by adjusting its value, the optimal power tracking curve can be found. Eq. 22 shows that the virtue inertia of the wind turbine, in addition to its own inherent inertia, depends on the angular velocity ωr0 of the wind turbine before the frequency change of the system and its frequency regulation factor kλ.
[image: Figure 5]FIGURE 5 | Virtual inertial control structure diagram.
4.2 Basic Vagueness Logic Illusionary Restraint
In view of the above analysis, this paper proposes fuzzy logic control rules for online optimization of the frequency regulation coefficient to improve the inertia support capability of the system. The fuzzy logic controller consists of three parts: fuzzification, fuzzy inference, and defuzzification. The requirement is lower and the control is based on expert experience. As shown in Figure 6, the block diagram of virtual inertial control based on fuzzy logic control is constructed.
[image: Figure 6]FIGURE 6 | Block diagram of virtual inertial control based on fuzzy control.
The input and output of the fuzzy logic controller are exact quantities, and the fuzzy values are obtained after fuzzification. Then the fuzzy values are input to fuzzy inference for processing. Finally, the output quantities can be obtained by defuzzification. When using MATLAB toolbox to build a fuzzy logic controller, it is necessary to design the basic domain of input and output quantities and their corresponding fuzzy subsets, affiliation functions, and to specify the fuzzy rule table. In order to be able to adjust the frequency regulation coefficient more accurately and maximize the optimization effect, this paper takes the frequency deviation amount Δf = f−f0 and the frequency change rate dΔf/dt as fuzzy input variables and the output variable of the fuzzy controller is Δkλ. The fuzzy rules are used to adjust the frequency regulation coefficient kλ online. The fuzzy rule table of Δkλ is shown in Table.1. The table shows that when the system frequency is lower than the rated frequency of 50 Hz, the system frequency change rate is measured. If the change rate is negative, the frequency continues to decrease at this time, and the frequency regulation coefficient kλ needs to be reduced, and the proportional coefficient kVIC of the power tracking curve is increased by Eq. 22, thus increasing the active power from wind turbine and supporting the system frequency, and so on.
TABLE 1 | Fuzzy rule table of Δkλ.
[image: Table 1]The fuzzy linguistic variable intervals are uniformly classified as (NB, NS, ZE, PS, PB) and have five interval subsets of NB (negative big), NS (negative small), ZE (zero), PS (positive small), and PB (positive big). The theoretical domain of the frequency deviation quantity Δf is (−0.6, −0.3, 0, 0.3, 0.6). The theoretical domain of the frequency change rate dΔf/dt is (−6, −3, 0, 3, 6), and the theoretical domain of Δkλ is (−0.4, −0.2, 0, 0.2, 0.4). The affiliation function is to map the input value in the fuzzy domain to an affiliation degree between 0 and 1. The function should be selected according to its selection principle. When the degree of intersection between the functions is large, the fuzzy controller has good robustness and low sensitivity, and when the degree of intersection is small, the sensitivity is high. Therefore, the intersection degree can be adjusted reasonably according to the variation law of input and output variables. In this paper, a combination of triangular and trapezoidal affiliation function is used for the fuzzy input variables, and a simple triangular affiliation function is used for the fuzzy output variables, and then the input and output affiliation functions are derived, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Membership function of each variable. (A) The affiliation function of the frequency deviation quantity Δf. (B) The affiliation function of the rate of change of frequency dΔf/dt. (C) The affiliation function of the output Δkλ.
5 EXPERIMENTAL VERIFICATION
5.1 Hardware-in-the-loop Real-Time Simulation Experiment Platform
In order to verify the effectiveness of the virtual inertial control method based on the fuzzy logic method proposed in this paper, a hardware-in-the-loop real-time simulation experiment is built based on the three-machine nine-node test system composed of wind turbines connected to the grid and two synchronous generators. The platform is shown in Figure 8. The experimental platform mainly consists of RT-LAB real-time simulator, RTU-BOX real-time digital controller and host computer, etc. Among them, the main topology of the three-machine nine-node test system model is mainly deployed in the RT-LAB real-time simulator, and the control strategies of other wind turbine controls including the grid-side converter and machine-side converter run in the RTU-BOX digital controller. The controller and the emulator are directly connected to the level conversion board through AD and DA interfaces. The experimental waveforms are recorded by a wave recorder.
[image: Figure 8]FIGURE 8 | Hardware-in-the-loop real-time simulation experimental platform.
In the normal operation of the system, it is known that the total load of the system is 1800 MW, which is shared by the frequency modulation unit SG1, the constant power unit SG2, and the wind turbine. Among them, the frequency modulation unit SG1 is mainly used to provide support for the inertia and frequency of the system; the constant power unit SG2 emits a fixed active power of 400 MW, which is used to simulate the lack of inertia of the system and does not has the ability of frequency regulation. The wind turbine grid-connected system is used to verify the control strategy proposed in this paper. The rated frequency of the system is 50 Hz, and the system and control parameters can be seen in Table.2.
TABLE 2 | System and control parameters.
[image: Table 2]5.2 Experimental Verification
In order to verify the virtual inertial control method based on fuzzy logic control proposed in this paper, in the 6th second of the normal operation of the system, a sudden increase of 500 MW load was carried out to test the dynamic response characteristics of this control strategy, and the experimental waveform was observed through a wave recorder.
Figure 9 shows the system frequency and output power waveforms under virtual-free inertia control and MPPT control. As can be seen from the figure, when the load is suddenly increased, the system frequency drops significantly, and the frequency drops to about 49.43 Hz, with a large fluctuation range and small oscillation amplitude. The power is mainly supported by the additional active power generated by the frequency-modulating unit, and the constant power unit SG2 issues constant active power.
[image: Figure 9]FIGURE 9 | System frequency and output power under MPPT.
Figure 10 shows the system frequency and output power waveforms under the fixed inertia coefficient control. At this time, we can observe the frequency waveform, the system frequency also exists in the case of falling, but compared to the no virtual inertia control, the frequency drop range is significantly lower, only 49.72 Hz. The wind turbine will return to a constant output after the active power rises, which provides a certain support effect for the system frequency.
[image: Figure 10]FIGURE 10 | System frequency and output power under the fixed inertia coefficient control.
Figure 11 shows the system frequency and output power waveforms under the adaptive inertial control based on fuzzy logic control. It can be seen from the figure that when the load is suddenly increased, the lowest value of the system frequency is 49.85 Hz, with the smallest range of decline, and the wind turbine sends out a higher active rise and then resumes a constant output.
[image: Figure 11]FIGURE 11 | System frequency and output power under the adaptive inertial control based on fuzzy control.
Comparing the system frequency and output power waveforms under the three control methods, the system frequency decreases under the three different control methods when the system suddenly increases the load, and the corresponding lowest values of frequency are 49.43 Hz, 49.72 Hz, and 49.85 Hz, respectively. Compared with the virtual inertia-free control, the inertia control strategy with a fixed frequency adjustment coefficient can effectively reduce the deviation, and the frequency reduction amplitude is reduced by about 49%. However, compared with the adaptive inertial control based on fuzzy control proposed in this paper, the amplitude of frequency reduction is smaller, and the frequency deviation value is reduced by about 53% compared with the inertial control with a fixed frequency adjustment coefficient. It is obtained from the output power waveform that the adaptive inertia control wind turbine based on fuzzy logic control emits more active power to support the system after a sudden load increase. It can be seen that the method proposed in this paper can significantly improve the system frequency support capability and enhance the system stability. Figure 12 shows the frequency response waveforms of the system under different controls. It can be seen from the figure that in the case of sudden load increase, the frequency of adaptive adjustment of inertia coefficient based on fuzzy logic control proposed in this paper falls the least and reaches stability as soon as possible, which further verifies the effectiveness of the modified control.
[image: Figure 12]FIGURE 12 | System frequency under different controls.
6 CONCLUSION
Due to the increased penetration of wind power in the AC grid, the inertia of the power system is missing, and the frequency problem of the system is affected. Aiming at this problem, this paper proposes a virtual inertial control based on fuzzy logic control. It is used for wind turbine participation in grid frequency support. Based on power tracking, the method uses fuzzy rules to optimize power tracking online, so as to improve system inertia and enhance system frequency support capability. Finally, a hardware-in-the-loop test platform is built based on the 3-machine 9-node test system to verify the effectiveness of the proposed method.
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This paper studies the user-defined modeling (UDM) method in PSS/E and applies it to a modular multilevel converter high-voltage direct current (MMC-HVDC) system. First, the mechanism of PSS/E UDM is discussed, including the requirements of the model call, storage space allocation, and flows of dynamic simulation. Then, a generic UDM method applicable to various objects is proposed in PSS/E, considering both the internal structures of models and their interfaces with the PSS/E main program. Next, the design of multiple time scales of UDM is presented for hybrid step size simulation. Accordingly, a user-defined MMC-HVDC system model is built in PSS/E considering the converter, DC-line, control system, and system interface. Finally, the model is compared with a PSCAD electromagnetic transient MMC-HVDC model in a modified two-area-four-generator system. The simulation results demonstrate the proposed UDM method.
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INTRODUCTION
Power system simulation is crucial for system planning, design, and operations; accurate modeling plays a key role in identifying potential system deficiencies. Recently, various power electronics-based devices such as voltage source converter high voltage direct current (VSC-HVDC) and wind power plants have been integrated into grids, presenting a challenge of system simulation and analysis (Liu et al., 2014; Vennelaganti and Chaudhuri, 2018; Li et al., 2019; Wang et al., 2019).
Although simulation toolsets provide various system component models, challenges exist, especially in extending, modifying, and improving the models. UDM is an effective solution that enables users to build, customize and refine models based on users’ requirements (Ahn et al., 2013). To cope well with various study cases, users would specify intellectual models that are perhaps not generic or supported by manufacturers.
The benefits of UDM have been studied in previous research (Saeedifard and Iravani, 2010; Peralta et al., 2012a; Peralta et al., 2012b; Xu et al., 2014; Kwon et al., 2017; Tang et al., 2018). Studies in (Xu et al., 2014) show that power system numerical simulations can be extended to MATLAB through UDM. UDM can also facilitate the development of models and control strategies. For instance, (Saeedifard and Iravani, 2010) develops a comprehensive mathematical model based on the negative and positive sequence decomposition technique. (Kwon et al., 2017) shows an improved droop control strategy for stability enhancement of VSC-MTDC systems in PSCAD/EMTDC. A novel topology of modular multilevel converter (MMC)-based distributed power flow controller is proposed in (Tang et al., 2018), providing an alternate method for power flow control. Furthermore, UDM allows considerable features and knowledge based on years of experience or design standardization to be integrated into PSS/E. A new UDM method is proposed in (Peralta et al., 2012a) and further developed in (Peralta et al., 2012b) based on the authors’ experience to enable accurate d-q frame VSC modeling in the blocked state.
As widely used in the power system simulation and analysis, PSS/E has been equipped with comprehensive UDM capabilities, which are prevalent in power system studies and result in economical and flexible solutions (Chen et al., 2014; Kwon et al., 2015; Zhang et al., 2015). In (Chen et al., 2014), SVC is modeled as a current source in PSS/E, injecting current into the connected bus to generate a transient response. Further studies in (Zhang et al., 2015) show that the modeling method proposed in (Chen et al., 2014) could apply to HVDC. The correctness of the user-defined CIGRE benchmark HVDC system is demonstrated through comparison with the example file in PSCAD. Moreover, a new controller for HVDC systems is integrated into PSS/E to improve transient variations in the DC voltage and current (Kwon et al., 2015).
The above reviews of UDM in PSS/E only focus on modeling a specific system or improving the response characteristics through PSS/E UDM. To the best of the authors’ knowledge, the fundamental nature of UDM in PSS/E, including mechanisms and modeling methods, is still poorly explored. Feature optimization and improvement of model accuracy of UDM in PSS/E also receive little attention.
Therefore, this paper explores the fundamentals of UDM in PSS/E. It studies the UDM mechanism in PSS/E in detail based on high fidelity modeling, including call processing, the storage and sharing of model data. It then proposes a generic UDM method applicable to various model objects. Subsequently, modeling with multiple time scales is achieved to improve accuracy. Finally, a user-defined MMC-HVDC system in PSS/E is modeled and compared with an accurate electromagnetic transient model in PSCAD, and time-domain simulations validate the proposed method.
The rest of this paper is organized as follows. Section 2 presents the mechanism of UDM in PSS/E. Section 3 describes the UDM method of PSS/E in depth. Section 4 implements the detailed modeling of an MMC-HVDC transmission system with the proposed method. In Section 5, case studies are presented to verify the proposed method, followed by conclusions.
MECHANISM OF USER-DEFINED MODELING IN PSS/E
The Framework of User-Defined Modeling in PSS/E
By achieving “industry standard” status, PSS/E has developed a natural evolution of organizational structures in response to a very definite power system simulation need. Due to space limitations, this study focuses on UDM, explaining how UDM works and interacts with PSS/E main program. Figure 1 is the framework describing relationships among different modules associated with UDM.
[image: Figure 1]FIGURE 1 | Relationships among different modules associated with UDM.
Users can design a wide range of constitutive models in PSS/E, when a standard library model cannot meet their requirements. User-defined models are recommended to be programmed in Fortran, compiled as a dynamic link library (DLL), added to the PSS/E working directory, and loaded by the main program.
The object subroutine library is the core of UDM and is also a sequence of models, carrying specific properties of the objects of interest. Usually, we use differential algebraic equations (DAEs) to describe equipment dynamics and build custom control blocks. However, these cannot be called directly by the PSS/E main program, as shown in Figure 1. Instead, this library needs to cooperate with other subroutines during the transient simulation process.
CONEC and CONET are a set of connection subroutines that link equipment models and their data with network elements. The model connection subroutines are specifications that prescribe a set of routines for performing common operations, such as calling a user-defined model from the model library and solving DAEs to update variables. In other words, the model connection subroutines bridge the gap between the PSS/E main program and the user model. These models require user designs for input and output flow. They are also a sequence of Fortran CALL statements connecting models from the PSS/E model library to network components.
The internal working arrays are responsible for storing and sharing data involved in UDM and participate in every single stage, including definition, connection, and calculation. The types of data involved in dynamic simulation calculations can be divided into four categories: constants, state variables, algebraic variables, and input variables. Obviously, one specific kind of internal working array corresponds to one specific type of data. Some general-purpose storage arrays bear the responsibility of storing model parameters in the model subroutine, while the interface arrays are designed for the network solutions in the main program. Furthermore, PSS/E specifies the location of one specific model through the storage locations reserved for that model reference during the model connection stage.
Requirements of Model Call and Storage Space Allocation
Figure 1 shows that internal working arrays associate with all of the other modules in UDM. During a simulation, the implementation of model functions often requires the call of relevant data and the return of calculation results. These data or results are stored in a group of named arrays, related to buses, machines, and loads. These quantities, such as VOLT, BSFREQ, MBASE, etc., are frequently needed as inputs and outputs in setting up and displaying the results of dynamic simulations (Siemens, 2013). User-defined models can access these quantities through the bus, machine, and load numbering sequences. There are also four general-purpose storage arrays: CON stores the model parameters that do not vary during the simulation, VAR stores the algebraic variables, STATE stores the state variables determined by differential equations, and DSTATE stores the state variable derivatives versus time.
Generally, the modeling of a complete system comprises numerous models in the PSS/E model library and user-defined model. The respective functions of these models are completed through the data call and the return of results. This process requires assigning individual spaces to each model and calling these data according to the types. Taking the storage space allocation of two user-defined models as an example, as shown in Figure 2, from the perspective of a single user-defined model A, different types of data are allocated in the corresponding locations of arrays using array indexes Ia, Ja, and Ka. For example, the EFD, VREF, and ECOMP arrays use index Ia, the CON array uses index Ja, while the STATE and DSTATE arrays use index Ka. As for the storage space allocation of two user-defined models, we only discuss the CON array; the other arrays are similar. Supposing that the location of the CON array in user-defined model A starts at Ja and ends at Ja+1, then the location of the CON array in user-defined model B starts at Jb, and the next locations are Jb+1, Jb+2, and so on.
[image: Figure 2]FIGURE 2 | Mechanisms for storage space allocation of internal arrays in PSS/E. The flow of dynamic simulation for UDM
Understanding the requirements of models in PSS/E is necessary whenever a new user-defined model is required. Each model completes different types of computations at different stages in the dynamic simulation process. As a result, a set of flags are used to communicate among PSS/E dynamic simulation activities. The simulation flag MODE varies from 1 to 8 and suits individual needs, as shown in Table 1.
TABLE 1 | Functions of MODE in PSS/E.
[image: Table 1]Stages represented by MODE 1 to MODE 8 are not all cyclically executed in each step during the simulation. When a user-defined model participates in simulation, MODE 1, 4, and 8 are executed only once during its initialization. On the contrary, MODE 2 and MODE 3 are dominant and are executed circularly in the user-defined model. MODE 7 checks the model parameters just after the dynamic data file is loaded. MODE 5 and MODE 6 are executed optionally, if necessary. Here, we only discuss the stages represented by MODE 1, 2, 3, 4, and 8. The primary flow of dynamic simulation based on MODE is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Flow of dynamic simulation based on MODE.
USER-DEFINED MODELING METHOD IN PSS/E
In this section, we propose a generic UDM method after identifying the mechanism of UDM in PSS/E in Section 2. The proposed method is well designed and easily coordinated with various objects. This method is composed of two main parts: the reasonable description of the internal structure and arranging the interface between the model output and PSS/E main program.
Realization of the Internal Structure
The core of this part is making clear the DAEs of an object and writing the responding subroutine to meet the requirements of UDM. Users need to analyze the DAEs first and confirm how many constant parameters, algebraic variables, and state variables relevant to the model are used, and distribute space in the CON, VAR, and STATE arrays by rules. Here, we consider the excitation system model ‘SEXS’ in the standard model library as an example.
As can be seen from the control block in Figure 4, the model is mainly composed of a lead-lag block and an inertia block. Suppose that the state variable in relation to the lead-lag block is E1, and the state variable in relation to the inertia block is E2. The allocation of storage space for constant parameters, state variables, and algebraic variables is shown in Table 2.
[image: Figure 4]FIGURE 4 | The control block of SEXS.
TABLE 2 | Storage allocation of array for SEXS.
[image: Table 2]The definition of arrays from CON(J) to CON(J+5) is carried out in MODE 8, and the number of state variables is subsequently updated in MODE 4. In the meantime, the initial values of the input, output, and state variables are confirmed through the power flow results in MODE 1. That is to say, we can obtain initial values of ECOMP(I), VREF(I), VOTHSG(I), and EFD (I) from the main program. Then the initial values of STATE(K) and STATE (K+1) can be determined through the logical relations among state variables, inputs, and outputs. The characteristic equations and DAEs representing the control system are written in the frequency domain in MODE 2. The decomposition of the first lead-lag block is shown in Figure 5.where E1 is set as STATE(K) and its derivative is stored in DSTATE(K), which can be expressed as:
[image: image]
[image: image]
[image: Figure 5]FIGURE 5 | Decomposition of lead-lag control block.
The output of the second lag block E2 is set as STATE (K+1), and DSTATE (K+1) is handled similar to DSTATE(K). Finally, the values of the above state variables and algebraic variables are updated in MODE 3.
The Interface Between the User-Defined odel and PSS/E Main Program
An interface can connect the user-defined model and PSS/E main program. This interface is a shared boundary during simulation across which the user-defined model and PSS/E main program exchange information. The interface is not necessarily the same for all dynamic models because some models’ outputs must match with specific internal working arrays in the data library of PSS/E. In other words, these specific internal working arrays act as protocols to receive and send data. The excitation system of the generator, prime mover, and governor are typical representations. Again, taking the exciter as an example, the output variable excitation voltage is stored in the EFD array, which can be recognized and called by the main program directly. These internal working arrays serve as the interface and make interacting with the user-defined model and PSS/E main program easier.
On the other hand, no internal working arrays correspond to the physical variables represented by the models’ outputs for a flexible alternating current transmission system (FACTS), HVDC, or other complex electrical devices. Under these circumstances, the outputs cannot be directly recognized or called by the main program. Usually, an electrical device or component impacts the system at the connected bus by injecting power while the system provides a voltage that affects the dynamics of the component. Converting the injecting power into the equivalent current is advised not to lose impact at the connected bus. Consequently, the output as the injected current can be stored in the internal working array CURNT. This interface is established as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Interface of user-defined model.
Realization of Modeling With Multiple Time Scales
A power system is a large-scale nonlinear system with high complexity, consisting of a large number of variables with different time constants. Some of the variables change rapidly, whereas others change relatively slowly. In this scenario, multiple time scales can characterize the power system. PSS/E mainly concentrates on electromechanical transients of power systems with a large step size, such as a half-circle; this is widely accepted, especially in AC systems. With full use of power electronic devices such as HVDC and FACTS, these models need a smaller step size than AC devices for precision. The contradiction arises when there is a large fixed step size and requirements for precision without additional computational burden. This section will discuss multiple time scales in UDM for higher accuracy.
The PSS/E main program performs data interactions with the user-defined model during each iteration of each step. When the user-defined model performs the internal calculation, the main program waits until the calculation ends. During this period, the value of the user-defined model imported by the main program maintains the current value. Once the calculation of the user-defined model is finished, the main program continues, and the user-defined model passes the results to the main program as a fixed value in the subsequent cycle of calculation.
According to the characteristics of the user-defined model, the entire calculation process is independent of the main program. The interface between the main program and the user-defined model is only for data transmission and does not affect the respective simulation processes. Therefore, a simulation with a hybrid step size can be realized by modifying the internal calculation process of the user-defined model. One needs to preset a large time step [image: image] for the main program of PSS/E and a small time step [image: image] for the user-defined model (e.g., HVDC system). During the time step [image: image], MODE 2 is executed in loops solving the differential equations according to the ratio of [image: image] to [image: image], while MODE 3 is executed only once to update the model’s output and return it to the main program. The realization mechanism of modeling with multiple time scales is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Realization mechanism of modeling with multiple time scales.
USER-DEFINED MODELING OF AN MODULAR MULTILEVEL CONVERTER -HIGH VOLTAGE DIRECT CURRENT SYSTEM IN PSS/E
This section performs UDM of an MMC-HVDC system with the generic method proposed in this paper. Figure 8 is a diagram of the modeling of the MMC-HVDC system, which includes four modules: 1) converter; 2) DC-line; 3) control system; and 4) system interface. Modules 1), 2), and 3) are a realization of the internal structure, and module 4) is the interface between the user-defined model and PSS/E main program.
[image: Figure 8]FIGURE 8 | Diagram of the modeling of an MMC-HVDC system.
Internal Structure
Converter
The equivalent circuit of a single MMC on the AC side is shown in Figure 9, where point of common coupling (PCC) is the converter bus on the network side, Rt and Lt respectively represent the resistance and reactance of the converter transformer, and Rp and Lp respectively represent the resistance and reactance of the bridge arm.
[image: Figure 9]FIGURE 9 | The equivalent structure of a single MMC on the AC side.
To facilitate the analysis and independent control of each physical quantity, the three-phase time varying quantities of the MMC-HVDC system are transformed into physical quantities under the d-q rotating coordinate system perpendicular to each other. Assuming that the positive sequence fundamental component of the converter bus voltage is in the same direction as the d-axis, the mathematical model of the voltage source converter at this coordinate is as follows:
[image: image]
where L = Lt + Lp, R = Rt + Rp, ω is the fundamental angular frequency of the system, usd and usq are respectively the d and q components of the voltage at converter bus, ud and uq are respectively the d and q components of the fundamental voltage at the midpoint of the converter bridge arm, and id and iq are respectively the d and q components of the current injected into the converter bus.
DC-Line
This paper uses a π-type circuit to simulate the DC transmission line. The equivalent circuit diagram is shown in Figure 10.
[image: Figure 10]FIGURE 10 | Equivalent circuit of the DC-line.
In Figure 10, the subscript i represents the variable of the MMCi and Ceqi is the equivalent sub-module capacitance for six bridge arms of MMC, which can be expressed as:
[image: image]
where Csm and Nsm respectively represent the capacitance and number of sub-modules.
For MMCi on the DC side, the equations are as follows:
[image: image]
where isci is the total current injected into the DC side of MMCi, and is composed of the current ici injected into the equivalent capacitor and the current idci from DC node i to DC node j.
For the DC-line from i to j, the equations are as follows:
[image: image]
[image: image]
where CLij, LLij, and RLij are respectively the capacitance, inductance, and resistance of the DC-line and iccij is the current injected into the capacitor of the DC-line.
Control System
The basic controller of a single MMC in the HVDC system is shown in Figure 11, and consists of inner and outer control loops accompanied by a modulation controller. Consider the presence of certain time lags when ud and uq track udref and uqref:
[image: image]
[image: image]
[image: Figure 11]FIGURE 11 | Control architecture of a single MMC.
Considering that the outer loop controller may generate excessive reference current even beyond the physical tolerance of the valve when the system is undergoing disturbances, a current limiting link should be added between the outer loop controller and the inner loop controller. This paper adopts the d-axis priority current limiting mode, as shown in Figure 12 (Giroux and Sybille, 2006).
[image: Figure 12]FIGURE 12 | The principle of d-axis priority current limiting.
System Interface
According to the above details, the system interface of an MMC-HVDC system should be achieved through CURNT, which is an internal array loading the injection current data and feeding it back to the network for calculation. The model output needs to be converted into the current injection in accordance with the format of CURNT, which is composed of real and imaginary components. The converter equation shows that the outputs are isd and isq in the d-q rotating coordinate system. Therefore, it is necessary to perform a coordinate transformation to obtain the current in the x-y stationary reference frame. The d, q components of the current mentioned above are converted into P, Q, and then we can get the x, y component of the current as shown in (Eq. 10):
[image: image]
where id and iq are the same as those in (Eq. 1); ix and iy are the x and y components of the current injected into converter bus, respectively; us is the voltage vector at the converter bus; j is the imaginary unit; and Re and Im respectively represent the real and imaginary parts of the vector.
When a fault is applied to the system, the MMC-HVDC system will change the output current value so as to control the active power, DC voltage, and bus voltage. The implementation of the process is shown as follows:
[image: image]
where CURNT(I)n and CURNT(I)n+1 are current injection value in the N-th time step and the next time step, respectively; I is the number of the converter bus; and ix and iy are the x and y components of the current injected into the converter bus, respectively.
Detailed Modeling Procedure
In summary, in MODE 8 the CON array allocates storage for constants such as gains and time constants of control blocks, resistances and capacitances of the DC-line, etc. The detailed allocation of storage space for constant parameters is shown in Table 3. Subsequently, the maximum number of integrators is set to 20 according to the number of state variables in MODE 4. The state variables involved in the MMC-HVDC system are mainly the outputs of PI controllers, DC voltages, DC currents, and valve currents. The allocation of storage space for state variables is shown in Table 4. All of the above variables are initialized using the steady-state solutions of the AC and DC networks in MODE 1.
TABLE 3 | Storage allocation of CON array for MMC-HVDC.
[image: Table 3]TABLE 4 | Storage allocation of STATE array for MMC-HVDC.
[image: Table 4]After initialization, we can handle the DAEs of converters, DC-line, outer loop, inner loop, and modulation controller. In MODE 3, the output quantities such as active power, reactive power, and DC voltage, etc., are updated. These quantities are then delivered to MODE 2 as inputs of the DAEs. In MODE 2, derivatives of the state variables in the DAEs are confirmed and stored in DSTATE arrays. Through integral calculation, the valve currents and DC voltages are finally delivered to MODE 3 again to update the output quantities. Considering that the transient simulation of the MMC-HVDC system is in need of hybrid time steps, during a single time step MODE 2 is executed in loops to solve the DAEs as presented in Section 3 while MODE 3 is executed only once to update the output of the model. MODE 2 and MODE 3 are executed in turns until the simulation ends. As for the system interface, the update of CURNT is implemented through writing the codes in the form of auxiliary functions in MODE 3. In this way, the internal structure and dynamics of the MMC-HVDC system are successfully presented.
STUDY CASES
Test System and Simulation Conditions
A modified two area-four generator system is used to validate the proposed method and MMC-HVDC user-defined model, as shown in Figure 13. The rated active power of the MMC-HVDC system is 400 MW, and the AC transmission line transfers 200 MW of active power from bus 7 to bus 8. The rated DC voltage of the MMC-HVDC system is 400 kV; other detailed parameters of the test system are from (Kundur et al., 1994).
[image: Figure 13]FIGURE 13 | Test system.
This section builds the user-defined electromechanical model of MMC-HVDC in PSS/E and compares performance with the accurate electromagnetic transient model in PSCAD. The simulation step sizes are 200us in PSCAD and 10 ms in PSS/E.
Transient Simulation and Comparison
Case 1: MMC-HVDC systems with controls are modeled separately in PSCAD and PSS/E. The model in PSCAD is accurate and acts as the reference. The rectifier controls the active power and the AC voltage, while the inverter controls the DC voltage to the set point and the AC voltage. At 2.0 s, an instant three-phase fault is applied to bus 8 then cleared 0.1 s later. Figure 14 shows responses of the DC voltage and active power.
[image: Figure 14]FIGURE 14 | Dynamic response of the MMC-HVDC system in PSCAD and PSS/E. (A) DC voltage of rectifier (B) DC voltage of inverter. (C) Active power of rectifier (D) Active power of inverter.
As shown in Figure 14, the DC voltage and active power are almost the same in PSCAD and PSS/E in the steady states. Even during the transient process, the largest mismatch is less than 0.1 p.u. This demonstrates that the dynamic responses of the models in PSS/E and PSCAD coincide well. Although the results in PSCAD contain some high-frequency oscillations, the effect of the oscillation on the transient stability is clearly restricted. The main differences between the two models lie in the fact that the electromechanical transient model only considers the fundamental wave. However, the electromagnetic transient model takes the high-frequency component into consideration.
Case 2: According to the above results, the stability of the DC voltage during transient simulation can be further improved. The extensibility of UDM is illustrated with a user-defined auxiliary controller added to the above MMC-HVDC model in PSS/E. The controller, the structure of which is shown in Figure 15, is proposed in (Stamatiou and Bongiorno, 2017) and has been proven effective. The rectifier and inverter both select the user-defined auxiliary controller, and they still control the AC voltage simultaneously. The same fault is applied again, with the results of models with the basic controller and user-defined controller in PSS/E shown in Figure 16.
[image: Figure 15]FIGURE 15 | Control architecture of user-defined auxiliary controller.
[image: Figure 16]FIGURE 16 | Dynamic response of the MMC-HVDC system with two different controllers in PSS/E. (A) DC voltage of rectifier (B) DC voltage of inverter.
During the transient process, the DC voltage of the model with the user-defined controller fluctuates in a smaller range and recovers faster compared with the basic controller. The flexibility of UDM is highlighted.
Case 3: A severe permanent trip-line fault is executed in both PSCAD and PSS/E further to test the performance of the user-defined MMC-HVDC system. A three-phase permanent fault is applied to bus 8 at 2.0 s, and the AC transmission line from bus 7 to bus 8 is permanently tripped 0.1 s later. Regarding the flexibility of the MMC-HVDC system, the set point of the active power at the rectifier is increased from 400 to 600 MW to make up the power shortage. Figure 17 shows the active power and DC voltage responses in Case 3.
[image: Figure 17]FIGURE 17 | Dynamic response of MMC-HVDC in Case 3. (A) DC voltage of rectifier (B) DC voltage of inverter. (C) Active power of rectifier (D) Active power of inverter.
Figure 17 shows that the results in both PSS/E and PSCAD still match with negligible error in terms of magnitude and phase. The rectifier rapidly follows the change of power set point and reaches the new stable condition of 600 MW at about 2.1 s. At the same time, the inverter still controls the DC voltage at the initial set point after the fluctuation of power due to constant DC voltage control. As a result, the whole system is stable again with the adjustment of the MMC-HVDC system. The controllability and validity of the user-defined MMC-HVDC system model are thus again verified. This approach can be applied to extend various complex models.
The efficiencies of PSS/E built-in models, the user-defined model with a basic controller, and the user-defined model with an auxiliary controller are also compared. The simulation is carried out on a platform featuring an Intel i5 CPU with 8 GB of RAM and employing PSS/E version 33.04. In conclusion, the user-defined models in PSS/E are all highly efficient and applicable to large-scale power systems.
CONCLUSION
In this paper, the mechanism of UDM in PSS/E is thoroughly investigated, including requirements of model call, storage space allocation, and flows of dynamic simulation for UDM The proposed method can effectively deal with the internal dynamic of a user-defined model and the interface between a user-defined model and PSS/E main program. The design of multiple time scales is proposed to meet the requirement of hybrid simulation steps. The significant contribution of this paper is the UDM method, which is suited to various objects in PSS/E. Following this method, a user-defined MMC-HVDC system model is presented in PSS/E and compared with the accurate electromagnetic transient MMC-HVDC model in PSCAD on a modified two area-four generator system. Detailed case studies show the validity of the proposed method and the user-defined MMC-HVDC model. Notably, a user-defined auxiliary controller based on users’ insight demonstrates the benefits of UDM, which shows the flexibility and extension for individual requirements. All results indicate that the proposed generic UDM method in PSS/E is efficient and fulfills requirements for model expansion, modification, and improvement.
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This article is concerned with the set-membership state estimation problem for power distribution networks (PDNs) over a resource-constrained communication network under the influence of unknown but bounded (UBB) noises. Firstly, in order to alleviate the pressure of information communication network (ICN) while meeting the state estimation requirements, the event-triggered mechanism is adopted to send data containing more valid information to estimation center, reasonably reducing the signal transmission frequency. Secondly, an event-triggered dual set-membership filter (ET-DSMF) is designed to improve the performance of state estimation. The proposed filter performs a discrete approximation for a semi-infinite programming problem by the random sampling technique, and a compact linearization error bounding ellipsoid is obtained by solving the dual problem of the nonlinear programming. Subsequently, a sufficient condition for the existence of the estimated ellipsoid is derived depending on the mathematical induction method. The key time-varying filter gain matrix and optimal estimated ellipsoid are determined recursively by solving a convex optimization problem, according to the minimum trace criterion. Finally, the effectiveness of the proposed filtering algorithm is demonstrated by performing simulation experiments on the IEEE 13 distribution test system.
Keywords: power distribution network, state estimation, set-membership filter, event-triggered mechanism, convex optimization
1 INTRODUCTION
In recent years, the operation and control of power distribution networks (PDNs) are facing severe challenges with the large access of flexible loads and renewable energy (Dehghanpour et al., 2018; Fang et al., 2020; Zhang and Wang, 2020). In order to improve the power quality, the distribution management system (DMS) is required to achieve a higher level of control and management for the PDNs. As the basis of the smart grid situation perception, the state estimation module is the core part of the DMS. By using real-time measurement data, the operation state of the system can be estimated, and its accuracy directly determines the dispatching and control ability of the DMS to PDNs.
The traditional static state estimation completely depends on the measurement set at a certain time to obtain the operation state of the system at that time, ignoring the change process of thesystem state in continuous time (Jin et al., 2020). By contrast, dynamic state estimation is to track the changes of system states by recursive update estimation, and another advantage is that it can predict the state of the next time. Therefore, it is more conducive to improve the management level of DMS and has attracted the extensive attention of researchers (Wang et al., 2020; Ji et al., 2021). So far, the estimation methods based on the Kalman filtering framework have been widely applied in the dynamic state estimation of PDNs, such as extended Kalman filter (EKF), unscented Kalman filter (UKF), and robust recursive Kalman filter (RKF). Specifically, aiming at the state estimation problem of nonlinear systems, the EKF linearizes the nonlinear equation by the Taylor series and truncates it to the first order. Nevertheless, large errors will be produced for some strongly nonlinear systems due to the ignoring of higher-order remainder terms (Zhao et al., 2016; Ćetenović et al., 2021). Differently, the UKF directly obtains the approximate probability distribution of nonlinear function with the help of unscented transform technique (Zhao and Mili, 2017; Bai et al., 2021b), which avoids the linearization process and fully considers the influence of the higher-order terms. The RKF can deduce the filter gain by solving the upper bound of the error covariance matrix, and the higher-order remainder is expressed by a combination of uncertain linear matrices. It has been proved that the estimation accuracy is significantly improved by considering the influence of linearization error (Bai et al., 2018; Tan et al., 2021).
It is worth noting that the abovementioned filtering algorithms are all designed based on the assumption that the system noises obey Gaussian distribution. Actually, in the engineering practice, the statistical characteristics of the PDNs noises are unknown, which will inevitably bring errors to the estimation results (Wang et al., 2017). Fortunately, although the statistical characteristics of the PDNs noises are unknown, their boundaries are usually easy to obtain. For example, the dynamic modeling error of the state space model can be restricted by a known interval, and the measurement errors of phasor measurement units (PMUs) are described as less than one percent of the total vector errors according to the IEEE standards (Martin et al., 2008; Qing et al., 2013). To deal with such unknown but bounded (UBB) noises, the set-membership filtering algorithm has been proposed by Schweppe (1968), and its main idea is to provide a set of state estimation that always contains the real states of the system (Cerone et al., 2014). In order to facilitate the description, the state estimation set is usually outsourced using regular geometry, such as ellipsoid (Calafiore, 2005; Ding et al., 2019), zonotope (Kühn, 1998; Alamo et al., 2005), and box (Ping et al., 2020). And the ellipsoid set becomes the geometric representation tool selected in this article due to its simple representation and smooth derivable boundary. After years of development, the results of the set-membership filtering algorithm in linear systems have been widely published (Becis-Aubry et al., 2008; Gubarev and Melnichuk, 2015; Liu et al., 2016). To realize the application of the set-membership theory in nonlinear systems, the nonlinear set-membership filtering algorithm has been developed (Scholte and Campbell, 2003; Calafiore, 2005) and widely applied in various fields, such as target tracking (Yu et al., 2016; Bai et al., 2021a), generator state estimation (Cheng et al., 2018), and power system state estimation (Qing et al., 2013; Zhang et al., 2020). In addition, what should be concerning is how to obtain the compact bound of the linearization error for strongly nonlinear systems. In this regard, the extended set-membership filter (ESMF) has been developed in Scholte and Campbell (2003), in which the interval analysis method is used to determine the uncertain boundary of linearization error. However, this method will increase the conservatism of boundary estimation. Here, we try to solve the tighter linearized error boundary by the semi-infinite programming approach (Vandenberghe and Boyd, 1996). Specifically, firstly, the dual form of semi-infinite programming is derived by the known lemma. Then, the continuous measure is discretized and approximated by random sampling technology (Wang et al., 2018) (e.g., the Monte Carlo sampling method), such that the discrete expressions of the compact linearized error boundary ellipsoid center and shape matrix can be obtained recursively.
From another perspective, the measurement and communication technologies have been developed rapidly in recent years. In comparison with the conventional distribution remote terminal units (DRTUs), the PMUs can accurately measure the phasor of voltage and current, and high-frequency sampling provides a lot of real-time system information for dynamic state estimation, which is more conducive to the implementation of dynamic state estimation (Zhang et al., 2020; Mohammadrezaee et al., 2021; Qu et al., 2021). However, due to the limited bandwidth of the information communication network (ICN), the transmission of large amounts of data inevitably leads to certain network-induced phenomena such as channel congestion and communication delay (Wei et al., 2015; Hu et al., 2020). In order to alleviate the transmission pressure of the ICN, the researchers have proposed many effective solutions (Ge et al., 2017; Peng and Li, 2018; Liu et al., 2019; Zou et al., 2021). Among them, the event-triggered mechanism has recently attracted increasing research interest in the field of power systems (Liu et al., 2017; Bai et al., 2021b; Cheng and Bai, 2021).
Different from the traditional time-based periodic transmission mechanism, event-triggered transmission mechanism refers to using the constructed trigger function to judge whether the measurement at the current time meets the trigger requirements, and only the data that meet the specific conditions are transmitted to the estimator for processing. It can effectively reduce the communication frequency and improve the communication efficiency while ensuring the PDNs state estimation performance. Nonetheless, so far, the problem of dynamic state estimation for the PDNs based on the event-triggered mechanism has not been fully studied considering nonlinear and unknown but bounded noises, which is the main motivation of our research.
In view of the above discussion, we aim to design a dual set-membership filtering algorithm for the PDNs state estimation under the event-triggered mechanism to achieve a balance of network resource utilization and system filtering performance. The main technical contributions for this article can be summarized as follows:
1) An event-triggered mechanism suitable for PDNs data transmission is proposed, which can reasonably reduce the data transmission frequency on the premise of ensuring the accuracy of state estimation, so as to provide a feasible method to alleviate the communication pressure and save network resources;
2) With the help of random sampling technique, the compact linearized error ellipsoid is obtained by solving the dual problem of nonlinear programming to reduce the conservatism of the set-membership filtering algorithm;
3) Based on recurrent linear matrix inequality (RLMI) and convex optimization theories, sufficient conditions for the existence of the estimated ellipsoid are derived, and the time-varying gain matrix is solved. Then, an event-triggered dual set-membership filter (ET-DSMF) is developed to realize the online state monitoring of the system and further improve the perception ability of the PDNs.
The contents of the article are organized as follows: Section 2 establishes the dynamic state model of the PDNs. Section 3 proposes the event-triggered mechanism. Section 4 mainly introduces the calculation method of the compact boundary of the linearization errors, and a dual set-membership filter based on the event-triggered mechanism is designed. In Section 5, The IEEE 13 PDN test system serves as an example to verify the effectiveness of the filtering algorithm proposed in this article. Finally, we summarize this article in Section 6.
2 SYSTEM MODEL OF POWER DISTRIBUTION NETWORKS
In the dynamic state estimation of the PDNs, the system model is utilized to estimate the operation states at the current and predict the state changes at the next. In abstract, the system model of the PDNs includes the state model and measurement model, and its general model can be expressed by Eq. 1:
[image: image]
where [image: image] and [image: image] are the system state vector and the measurement vector, respectively. [image: image] and the element is specifically expressed as [image: image]. N denotes the number of system buses. [image: image] and [image: image] represent, respectively, the p-phase real and imaginary voltage at the ith bus. f(⋅) and h(⋅) are the state transfer equation and the measurement equation, respectively. In addition, the system noises and initial state values satisfy the following assumptions:
Assumption 1. The noise sequence ωk and vk satisfy the following ellipsoid constraints:
[image: image]
where [image: image] and [image: image] are known symmetric positive definite matrices.
Assumption 2. The initial state x0 belongs to the initial state ellipsoid ϕ0 and defined as
[image: image]
where [image: image] is the center for the estimation set and [image: image] is the symmetric positive definite matrix describing the shape and orientations for the initial state ellipsoid.
2.1 State Model
In this article, the system is assumed in a quasi-steady state operation, and a widely used dynamic model is adopted to represent the equation of state:
[image: image]
where Ak is the state transfer matrix, which represents the speed of the state transfer; Bk is the input matrix, reflecting the changing trend in the state trajectory. The Holt-Winters two-parameter exponential smoothing method is employed to compute Ak and Bk online.
[image: image]
subject to
[image: image]
in which, α and β indicate smoothing parameters, taking the values between 0 and 1; [image: image] is the state prediction value at k − 1; and [image: image] is the state estimate value at k.
2.2 Measurement Model
At present, hybrid measurements with DRTUs and PMUs are adopted in the PDNs to coordinate the economy of power network construction and the accuracy of state estimation. The use of various measurement devices increases the measurement redundancy and then provides reasonable measurement data for the PDNs state estimation. The DRTU measurements are expressed as
[image: image]
[image: image]
[image: image]
where [image: image][image: image] and [image: image] are the p-phase active and reactive power flow measurements at the i − j branch, respectively. [image: image] and [image: image] are the p-phase active and reactive power injection measurements at the ith bus, respectively. [image: image] represents p-phase ground guide at the i − j branch. γj−i is a scalar describing the mutual coupling between the network nodes. If Θ represents the set of neighbor nodes of node i, then
[image: image]
Besides, the PMU measurements are expressed as
[image: image]
[image: image]
where [image: image] and [image: image] represent the p-phase real and imaginary currents at the i − j branch, respectively.
Figure 1 shows the three phase unbalanced line model of the PDNs, where the missing phase line model is similar to the three-phase model and is not fully shown here.
[image: Figure 1]FIGURE 1 | Three-phase unbalanced line model of the PDNs.
3 EVENT-TRIGGERED MECHANISM
The basic working architecture of the PDN based on an event-triggered mechanism is shown in Figure 2. To be specific, the measurement at the current moment collected using the PMU and DRTU measurement devices are compared with the measurement of the latest transmission by the event-triggered mechanism. When the triggering condition is satisfied, the current measurement will be transmitted to the remote estimation center via the ICN, otherwise the measurement will not be transmitted. According to the zero-order hold strategy, the last transmitted measurement will participate in the state estimation process in the estimation center. Since the event-triggered mechanism is adopted, the measurement devices only provide useful information to the estimation center, and the data transmitted by the ICN will greatly decrease, which reasonably alleviates the burden on the channel. Thus, the probability of network-induced phenomenon is effectively reduced.
[image: Figure 2]FIGURE 2 | Event-triggered mechanism.
The triggering condition is as follows:
[image: image]
The specific expression of Sk is
[image: image]
where ψ is the weight matrix of the opposite and positive definite and is assumed to be a unit matrix in this article. σi,k is the difference between the current measurement yi,k and the last transmitted value [image: image] (the latest accepted values for the estimate center), which is defined as
[image: image]
and the following expression is given by:
[image: image]
When increasing the value of ɛi, the transmission frequency would decrease correspondingly. In engineering practice, the selection of ɛi should consider not only the network communication resources but also the system filtering performance. As such, the appropriate parameter selected can achieve a trade-off between energy conservation and the estimation performance of the distribution system. Then, the event-triggering function can be defined as follows:
[image: image]
The parameters μi,k are constructed to indicate whether the measurement is transmitted or not, and triggering logic variable is expressed as
[image: image]
If μi,k = 1, the event triggering is executed. Otherwise, by the zero-order hold strategy, the latest triggered one would be used to the filtering process instead of yi,k, so as to realize the measurement synchronization and the integrity of the measurement information. By Equations 17, 18, the non-triggering error can be described as
[image: image]
The current measurement information received by the estimation center is
[image: image]
where [image: image].
Let [image: image], then the formula is established as
[image: image]
The above results will be fully reflected in the design process of the filter.
Remark 1. The different measurement devices such as the PMUs and DRTUs are equipped at the buses of the PDNs. The diversity of measurements will bring great challenges to the setting of event-triggering threshold. Based on this challenge, we develop the event-triggered mechanism described above. This is a relative event-triggered mechanism, which is different from the absolute one in Bai et al. (2021b).
4 EVENT-TRIGGERED DUAL SET-MEMBERSHIP FILTER
4.1 Linearization Error Boundary
Actually, the linearization error boundary determined by the interval analysis method is too conservative, and its cumulative effect will also affect the accuracy and even lead to filter divergence. In addition, the Lagrange remainder of the linearized nonlinear function can be used to represent the linearization error, but the process of optimizing the Hessian matrix is more complex. In this article, the linearization error is limited by solving the dual form of semi-infinite programming, which not only avoids the solution of Hessian matrix but also overcomes the defects of the interval analysis method, and a more compact linearization error boundary can be obtained.
A lemma will first be introduced for the formula derivation in this section.
Lemma 1. Wang et al. (2021) The optimization problem of the ellipsoid can be expressed as
[image: image]
with
[image: image]
Then, the optimal solution of Eq. 22 is
[image: image]
where [image: image] is the optimal solution to the following optimization problem:
[image: image]
with [image: image], and Eq. 25 is the dual problem of Eq. 22. For the proof of this lemma, please refer to Wang et al. (2021).
Next, we introduce the specific application of this lemma in this article. First, the Taylor expansion of the measurement equation is performed around [image: image].
[image: image]
According to the properties of the ellipsoid, Eq. 26 is equivalent to:
[image: image]
where [image: image], [image: image]. Thus, the higher-order linearization error can be expressed as
[image: image]
As shown in Figure 3, we try to find a compact ellipsoid to cover the higher-order remainder term, assuming that the outsourced ellipsoid of the higher-order remainder term is expressed as ϕg,k+1. This article uses the nonlinear programming method to optimize the boundary of linearization error, which can get a tight boundary estimate. In general, it can be obtained from Lemma 1 that the linear programming Eq. 25 is the dual form of the nonlinear programming Eq. 22. Therefore, in order to achieve a balance between the estimation accuracy and the calculation amount, the continuous system is discretized by the Monte Carlo sampling method. In this regard, the nonlinear programming is converted into a linear programming problem. The following expression is established:
[image: image]
where [image: image] and Pg,k+1 denote the center and shape matrix of the ellipsoid ϕg,k+1, respectively.
A nonlinear programming method can be used to optimize the linearized error boundary, so the following nonlinear programming problem can be constructed:
[image: image]
where [image: image] is defined as
[image: image]
in which, h(⋅) is an arbitrary nonlinear continuous function, expressed here as a higher-order remainder term function.
The minimal volume of the linear error outsourcing ellipsoid can be obtained by solving the nonlinear programming problem. In order to make it more convenient, the continuous system is discretized by the Monte Carlo sampling method, and the discrete expression of the center and shape matrix of the ellipsoid are obtained by Eqs. 32, 33, which corresponds to Eq. 24 under continuous form. Moreover, the approximate expression of Eq. 25 is obtained, as shown in Eq. 34. Thus, an outsourcing compact ellipsoid with the linearization error is developed. The results obtained in this section will be used in the design of the dual set-membership filter. The specific process will be shown in detail in Section 4.2.
[image: image]
with
[image: image]
where coefficients τi(i = 1, … , m) are obtained by solving the linear programming shown in the solution Eq. 34
[image: image]
By Lemma 1, we obtain the dual form of nonlinear programming and the continuous expressions of the center and shape matrix of the linearized error ellipsoid. Then, the continuous system is discretized by the Monte Carlo sampling method, and the semi-infinite programming problem is transformed into a finite programming problem, so the discrete expressions of the ellipsoid center and shape matrix are obtained.
[image: Figure 3]FIGURE 3 | The linearization error ellipsoid.
Remark 2. Different from the UKF, the approximate probability distribution of the nonlinear function cannot be obtained directly, since we assume that the true state is restricted to the ellipsoid, rather than obeying a particular Gaussian distribution. Wang et al. (2021) avoids the process of Taylor expansion by directly solving the approximate distribution of the nonlinear measurement function values. But this will still inevitably produce large errors for strong nonlinear systems. Therefore, the method in this article strikes a balance between the computational quantity and the estimation accuracy.
4.2 Predictive and Update Steps
In this section, a set-membership filtering algorithm based on the event-triggered mechanism is proposed to solve the state estimation problem of the PDNs. And the real state is always confined to the set of state estimation. In order to deal with quadratic constraints such as event-triggered mechanism and external noises, RLMI technology is used to transform the externally bounded ellipsoid filtering problem into a convex optimization problem with linear matrix inequality constraints. The sufficient conditions for the existence of the estimated state set are strictly derived, and the filter gain parameters are easily obtained by solving the convex optimization problem(Boyd et al., 1994).
We begin by introducing two lemmas, which will be used in the proof of this section.
Lemma 2. (S-Procedure) (Bai et al., 2021a): Let ℏ0(⋅), ℏ1(⋅), …, ℏp(⋅) be the quadratic function of the variable [image: image], ℏi(χ) = χTMiχ(i = 0, 1, … , p), with [image: image], if there exist λ1⩾0, … , λp⩾0 such that [image: image], then the following is true: ℏ1(χ)⩽0, … , ℏp(χ)⩽0 → ℏ0(χ)⩽0.
Lemma 3. (Schur Complement Equivalence) (Bai et al., 2021a): For matrices H1, H2, H3, where [image: image], [image: image], [image: image], if and only if [image: image] or [image: image].
One-step state prediction value [image: image] is approximated by the Holt-Winters two-parameter exponential smoothing method. Based on the state estimate at k, one-step predicted ellipsoid ϕk+1|k is obtained by solving the semi-definite programming problem Eq. 36.
[image: image]
where Pk+1|k is the desired optimization variable.
It should be noted that calculating the volume of the ellipsoidal set is more difficult than the trace of the matrix Pk+1. The trace of Pk+1 is the sum of the semi-axes of the ellipsoid, by which the size of the ellipsoidal set can be reflected effectively. Therefore, the objective function Eq. 36 is the trace function.
[image: image]
where
[image: image]
[image: image]
Proof 1. In view of Equation 4, we can get one-step prediction state error
[image: image]
Let, [image: image]. Thus, xk+1 ∈ ϕk+1|k is equivalent to
[image: image]
The following unequal conditions exist naturally:
[image: image]
Eq. 41 is equivalent to
[image: image]
By means of Lemma 1, [image: image] holds, if positive scalar λ1, λ2 exists such that
[image: image]
Equation 43 can be rewritten as
[image: image]
where
[image: image]
By Lemma 2, Equation 45 can be converted to the following formula:
[image: image]
The proof is completed.
On the other hand, based on the proposed event-triggered mechanism, the estimates can be expressed by:
[image: image]
where Kk+1 is the filter gain matrix to be solved. In addition, the estimated ellipsoid ϕk+1 is obtained by solving the semi-definite programming problem, based on the one-step state prediction value at k.
[image: image]
The optimal variable Pk+1 and the gain matrixes Kk+1 can be obtained by solving the following optimization problem:
[image: image]
where
[image: image]
[image: image]
Proof 2. According to Eq. 47, 
[image: image]
with
[image: image]
Thus, xk+1 ∈ ϕk+1 is equivalent to [image: image]. The following conditions are naturally satisfied:
[image: image]
which can be rewritten as follows:
[image: image]
It can be seen from Lemma 1 that Eq. 48 is established if positive scalar λ3, λ4, λ5, λ6, λ7 exists to make the following inequality hold:
[image: image]
Equation 45 is equivalent to
[image: image]
where
[image: image]
Using Lemma 2, the following inequality relationship holds:
[image: image]
The proof is completed.
In order to more clearly show the filtering algorithm in this article, the ET-DSMF algorithm is summarized as in Algorithm 1.
ALGORITHM 1 | ET-DSMF Algorithm.
[image: Algorithm 1]Remark 3. It is worth mentioning that the filtering algorithms under the Kalman framework are studied based on the assumption that the noises obey Gaussian distribution (Yang and Li, 2009). However, because the distribution network is located at the end of the power system and there is serious electromagnetic interference, the above assumption is not in line with the actual project. In fact, compared with the statistical characteristics of noises, it is easier for us to know its boundaries. Fortunately, set-membership filtering can effectively deal with this unknown but bounded noises and provide an estimation set that always surrounds the real states.
Remark 4. In order to alleviate communication pressure and improve the induction phenomenon of measurement data in the transmission process, the event-triggered mechanism is integrated into the design of the set-membership filter. To tackle the effects of σk, we employ the prescribed triggering condition which can be rewritten as a quadratic constraint. Subsequently, by using S-procedure, this quadratic constraint can be easily dealt with and reflected in the obtained RLMIs. And the gain matrix and the filter of the optimal estimated ellipsoid are obtained by solving the convex optimization problem.
5 SIMULATION
In this section, The IEEE 13 PDN test system is employed for simulation to verify the effectiveness of the ET-DSMF algorithm. The algorithm is implemented in MATLAB R2018b. The topology and the nominal data of the network are obtained from Kersting (1991). The measurement configuration is shown in Figure 4, where the PMUs are deployed at buses 1, 4, 6, 8, and 11. At the beginning, the power flow calculation result is taken as the real value of the state, and the measurement is obtained by superimposing the corresponding UBB noise on the power flow calculation result of the online test system. Moreover, the process equation is obtained by the Holt-Winters two-parameter exponential smoothing method with α = 0.9, β = 0.1. Let the shape matrix of the initial state be P0 = 4 × 10−3I. The process noise is set as Qk = 6 × 10–3, and measurement noise parameters are set as [image: image] and [image: image], respectively. Furthermore, the mean square error (MSE) is introduced in this article to more intuitively reflect the accuracy of the state estimation, i.e., [image: image], where kmax represents the number of samples. The transmission rate is defined as the number of transmission measurements divided by all sampling times and described by variables κ.
[image: Figure 4]FIGURE 4 | IEEE 13 PDN test system.
5.1 Comparison of Dual Set-Membership Filter and Extended Set-Membership Filter
Figures 5–7 show the performance of the DSMF and ESMF algorithms, taking the simulation results of a-phase at bus 4 as an example. It can be seen that both algorithms can achieve good estimation results. However, the MSE generated by the method proposed in this article is smaller. As shown in Figure 7, although the estimated boundaries obtained by the two algorithms can contain the real state, the proposed algorithm is less conservative owing to considering the compact linearization error ellipsoid. It is obvious that the boundary obtained by the DSMF algorithm is more compact than that obtained by the ESMF.
[image: Figure 5]FIGURE 5 | The true and estimated values of a-phase at bus 4: (A) the real part of the voltage and (B) the imaginary part of the voltage.
[image: Figure 6]FIGURE 6 | Log(MSE) between the true and estimated values of a-phase at bus 4 for the DSMF and ESMF algorithms: (A) the real part of the voltage and (B) the imaginary part of the voltage.
[image: Figure 7]FIGURE 7 | Boundaries between the true and estimated values of a-phase at bus 4: (A) the real part of the voltage and (B) the imaginary part of the voltage.
5.2 Verification of Event-Triggered Dual Set-Membership Filter Algorithm
Firstly, the event-triggering threshold is set as ɛi = 5 × 10–6. Figure 8 shows the state estimation ellipsoid center and boundary of the ET-DSMF algorithm, where κ = 83%. Although the estimation performance of the proposed algorithm degrades at a lower transmission rate, it ensures that the real state always resides in the estimation ellipsoid because the effective information is transmitted to the estimation center. In order to show the filtering results more clearly, Figure 9 shows the MSEs generated by the proposed algorithm. It can be seen that the estimation error is always below the minimum upper bound and close to the upper bound, which further shows the low conservatism of the proposed algorithm.
[image: Figure 8]FIGURE 8 | The true and estimated values of a-phase at bus 4: (A) the real part of the voltage and (B) the imaginary part of the voltage.
[image: Figure 9]FIGURE 9 | Log(MSE) between the true and estimated values of a-phase at bus 4 for the ET-DSMF algorithm: (A) the real part of the voltage and (B) the imaginary part of the voltage.
5.3 Influence of Different Triggering Threshold Parameters
In order to verify the influence of the different triggering thresholds on the performance of the ET-DSMF algorithm, different triggering threshold parameters are selected, i.e., ET-DSMF1 with ɛi = 4 × 10–6, ET-DSMF2 with ɛi = 6 × 10–6, and ET-DSMF3 with ɛi = 8 × 10–6. Figure 10 and Figure 11 show the filtering curves and MSEs of c-phase at bus 4 under three different threshold parameters. In addition, to more clearly show the triggering time, the triggering sequences is shown in Figure 12. With the increase of the triggering threshold, the MSE of the ET-DSMF algorithm increases and the data transmission data decreases accordingly. Therefore, selecting the appropriate triggering threshold parameters can effectively alleviate the pressure of network communication and reduce the probability of network-induced phenomenon.
[image: Figure 10]FIGURE 10 | The true and estimated values of c-phase at bus 4: (A) the real part of the voltage and (B) the imaginary part of the voltage.
[image: Figure 11]FIGURE 11 | Log(MSE) between the true and estimated values of c-phase at bus 4 for the ET-DSMF algorithm: (A) the real part of the voltage and (B) the imaginary part of the voltage.
[image: Figure 12]FIGURE 12 | Triggering sequences under different triggering threshold parameters.
6 CONCLUSION
In this article, an event-triggered dual set-membership filtering algorithm is proposed. Firstly, considering the uncertainty caused by the linearization error, the approximate distribution range of linearization error is determined by the random sampling method, and the compact ellipsoid boundary of the linearization error is obtained by solving the dual problem of the semi-infinite programming, so as to reduce the conservatism of error boundary. Then, an event-triggered mechanism is introduced to reduce the communication burden. Finally, sufficient conditions for the existence of filter parameters are derived by lemmas, and the optimal state feasible set with ellipsoid as boundary is obtained by the semi-definite programming method. The simulation results show that the proposed method can still ensure good filtering performance even at a low transmission rate. In the future research, in order to further improve information transmission efficiency, we will integrate the dynamic event-triggered mechanism into the algorithm design of the PDNs set-membership state estimation. Moreover, in view of the extensive research on new energy grid connection, including wind and photovoltaic power generation, we will carry out distributed state estimation for the active PDNs combined with the algorithm proposed in this article.
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This study presents a strategy to reduce the capacitance of the submodule (SM) capacitor of a modular multilevel converter-based medium-voltage wind power converter. The design of the SM capacitor of the modular multilevel converter (MMC) should consider the actual operating conditions, especially the influence of wind speed, because wind speed will affect the voltage ripple and voltage amplitude of the SM capacitor. In the traditional method, the capacitance design of the SM capacitor will be based on relatively high wind speed and leave a certain safety margin. However, in most cases, the system operates at the highest-frequency wind speed (HFWS). For the MMC-based wind energy conversion system, a constant capacitor voltage ripple (CCVR) control method is proposed. Using this method, the SM capacitor voltage ripple can be significantly reduced by injecting the second harmonic component of circulating current. In this way, the SM capacitor with smaller capacitance can be used. Finally, the effectiveness of the proposed method is validated in RT-Lab Platform.
Keywords: modular multilevel converter, most frequency wind speed, capacitor voltage ripple, wind energy conversion, circulating current
1 INTRODUCTION
Energy and environmental problems are tied to human development. Conventional energy is non-renewable and can cause environmental pollution. The development of renewable energy, especially wind energy, has attracted more and more attention (Li et al., 2018; Ghosh et al., 2020; Yang et al., 2022). With the continuous progress of wind power generation technology, the capacity of wind energy conversion systems is also gradually increasing. At present, the mainstream wind power generation system of offshore wind farms has reached the megawatt level (Cortes-Vega et al., 2021; Xue et al., 2021). Compared with small-capacity wind turbines, large-capacity wind turbines have obvious advantages, such as low maintenance cost and stronger ability to capture wind energy. During the past 30 years, the size and capacity of the wind energy conversion system have exponentially increased. Some manufacturers have even started to develop wind energy conversion systems with a capacity of 10MWs (Rebello et al., 2019).
Permanent magnet synchronous generators (PMSGs) and full-scale power converters have been widely adopted in the megawatt wind power generation system (Tao et al., 2019; Khan et al., 2019). The gearbox, which is a part of a wind turbine, can be gotten rid of. It is known that the gearbox is prone to overload and has a high damage rate. Therefore, this kind of wind energy conversion has many advantages, such as high efficiency, low noise, long lifetime, low maintenance cost, and so on (Hu et al., 2020).
However, with the continuous increment of the capacity, the traditional two-level and three-level converter cannot meet the needs of high-capacity wind power generation systems. The increment of capacity promotes the development of the voltage level, and the medium voltage level has become the mainstream voltage level for turbines with rated power greater than 3.0 MW (Khanzadeh et al., 2021).
Compared with the traditional two voltage source converters, MMC has the following significant advantages (Xiao et al., 2021; Dekka et al., 2017).
(1) The change rate of bridge arm voltage and current is low, which reduces the impact of IGBT and other semiconductor devices in the switching transient process and ensures their safe and stable operation.
(2) For MMC with high voltage and large capacity, the number of SMs is large, the waveform of voltage step wave is good, the quality is high, the harmonic component is very low, and there is no need for filter.
(3) The modular structure is easy to expand and transform and can meet the needs of increasingly complex power systems and various engineering needs in practice.
With the progress of related technologies, MMC has been widely used in offshore wind power generation and high-voltage direct current (HVDC) technology (Ronanki and Williamson, 2018).
However, different from the traditional two-level and three-level converters, the capacitor of the MMC is not directly connected to the DC bus. Its capacitor is installed in the submodule (SM) (Li et al., 2022). During the operation of the MMC, the arm current will pass through the SM capacitors. This will cause the fluctuation of the capacitor voltage. Normally, the capacitor voltage ripple should not increase 10% of the nominal capacitor voltage; otherwise, the overvoltage can result in the breakdown of semiconductors and capacitors (Liu et al., 2019). As a result, the capacitor with large capacitance is usually required in the MMC. The large capacitor can increase not only the cost but also the space of the converter.
In this study, a constant capacitor voltage ripple (CCVR) control for MMC-based medium-voltage wind power converters is proposed. It is found that the SM capacitor voltage ripple can be suppressed by injecting the second harmonic component of circulating current; in this way, the capacitance of the SM capacitor can be reduced. Therefore, the following work is done in this study.
1) Through the analysis of the wind farm, it is found that there exists the most-frequency wind speed (MFWS) in the wind farm, and the MMC-based wind energy conversion system operates at this wind speed most of the time (Groch and Vermeulen, 2019). However, the capacitance of the SM capacitor is selected and designed under the maximum wind speed, which will cause a waste of cost and volume. Based on this, a new method regarding the capacitance of SM capacitor selection and design is proposed, that is, the capacitance of the SM capacitor will be selected under the MFWS. But, when the wind speed increases, the voltage ripple of the SM capacitor will also rise, so there exists a certain risk.
2) Injecting the second harmonic component of the circulating current into the MMC can reduce the voltage ripple of the SM capacitor, and the effect will be affected by the circulating current amplitude and phase angle. On the premise that the amplitude of the injected circulating current is fixed, the injection angle of the circulating current is changed, and it is found that under different wind speeds, each injected circulating current amplitude has an optimal angle. Under this optimal injection angle, the weakening effect on the SM capacitor voltage ripple is the largest.
3) Based on the above research conclusions, CCVR control for the MMC-based wind energy conversion system strategy is proposed. On the premise of the optimal injection phase angle, injecting the corresponding circulating current amplitude can keep the capacitor voltage ripple of the SM constant. Compared with the traditional method, the proposed method significantly reduces the SM capacitor voltage ripple. On the premise of the proposed method, the capacitance of the SM capacitor will be designed and selected under the MFWS, which greatly reduces the cost and volume of the equipment, and there is no need to worry about the SM capacitor damage caused by too high voltage ripple.
The rest of the article is organized as follows. The foundations of the MMC-based wind energy conversion system are explained in Section 2. The operation of wind farms is analyzed, and the concept of the most-frequency wind speed is put forward in Section 3. The relationship between circulating current injection and capacitor voltage fluctuation is analyzed in Section 4. Section 5 analyzes the influence of the amplitude and phase angle of the circulating current on the SM capacitor voltage ripple. Section 6 proposes a CCVR control for the MMC-based wind energy conversion system, and the effectiveness was analyzed using RT-Lab. The conclusions are summarized in Section 7.
2 FOUNDATIONS
Figure 1 shows the diagram of the MMC-based wind energy conversion system. Under the action of blades, wind energy is converted into mechanical energy, which is then converted into electric energy through the PMSG. Finally, under the rectification of MMC, AC power is converted to DC power, and the electrical power is transferred from the PMSG to the DC bus (Singh et al., 1947; Ronanki and Williamson, 2018; Priya et al., 2019).
[image: Figure 1]FIGURE 1 | Diagram of the MMC-based wind energy conversion system.
In Figure 1, vwind is the wind speed. The wind energy determines the mechanical torque Tm and rotor speed ωm of the PMSG. The output voltage and current of the PMSG are denoted by ua(t) and ia(t), respectively. The currents in the upper and lower arms of the MMC are denoted by ip,a(t) and in,a(t), respectively, and ucap.ap(t) and ucap.an(t) are the capacitor voltage in the upper and lower arms, respectively.
In Figure 1, the wind speed is denoted by vwind. The wind energy determines the mechanical torque Tm and rotor speed ωm of the PMSG. Phase A is taken as an example. The output voltage and current of the PMSG are denoted by ua(t) and ia(t), respectively. The currents in the upper and lower arms of the MMC are denoted by ip,a(t) and in,a(t), respectively. The capacitor voltage in the upper and lower arms is denoted by ucap.ap(t) and ucap.an(t), respectively.
The frequency of the MMC connected to the PMSG is affected by the number of poles in the generator and is also affected by the mechanical angular speed, that is,
[image: image]
where ω is the angular speed of the MMC; ωr is the electrical angular speed of the rotor in the PMSG; p is the number of pole pairs.
The AC-side voltage and current of the MMC can be expressed as follows:
[image: image]
where Us is the amplitude of the output voltage and α is the phase angle of the output voltage; Is and β are the amplitude and the phase angle of the phase current.
In the wind energy conversion system, the relationship between the output current of the MMC and the electromagnetic torque of the PMSG can be expressed as in Eq. 3.
[image: image]
where id(t) and iq(t) denote the AC-side phase currents in the d-q frame.
From Eq. 3, the electromagnetic torque of the PMSG can be realized by controlling the output current of the MMC. To remove the coupling between the d-axis and q-axis currents, the d-axis current is controlled to be zero. Then Eq. 3 can be simplified to Eq. 4.
[image: image]
In Eq. 4, the electromagnetic torque is determined by the wind speed and the parameters of the wind turbine. Their relationship is shown in Eq. 5 (Jae-Jung Jung et al., 2015):
[image: image]
where ρ is the air mass density; A is the area covered by the wind blades; vwind denotes the wind speed; and Cp is the performance coefficient, which is determined by the pitch angle βpit and the tip-to-speed ratio λ.
To realize the maximum power point tracking (MPPT) of the wind energy system, Cp should be its maximum value, which is denoted by Cp.max. Thus, the reference value of output currents in the d-q frame can be derived, which is shown in Eq. 6.
[image: image]
where
[image: image]
where rwind is the radius of wind blades, and λopt is the optimum tip-to-speed ratio, which is a constant value and can be obtained from the manufacturer’s data.
The arm current of the MMC is composed of the DC component, phase current component, and circulating current component, which is shown in Eq. 8:
[image: image]
and
[image: image]
where Is and φ are the amplitude and the phase angle of phase current, respectively. Ic and θc are the amplitude and the phase angle of the second harmonic circulating current, respectively.
The modulation signal of the MMC is as follows:
[image: image]
where Adc is the DC component in the modulation signal; A1 and θ1 are the amplitude and the phase angle of the 1ω component in the modulation signal; and A2 and θ2 are the amplitude and the phase angle of the 2ω component in the modulation signal.
Taking the upper bridge arm as an example, the capacitor voltages can be derived by integrating the capacitor currents, which is as follows:
[image: image]
where Ucap.0 is the DC component in the capacitor voltage and CSM is the SM capacitor.
3 MECHANISM OF THE CONSTANT CAPACITOR VOLTAGE RIPPLE CONTROL METHOD
The design of the SM capacitor for the modular multilevel converter should consider the actual operating conditions, especially the influence of wind speed, because wind speed will affect the voltage ripple and voltage amplitude of the SM capacitor. In the traditional method, the design for the capacitance of the SM capacitor will be based on relatively high wind speed and leave a certain safety margin.
Figure 2 shows the wind speed fitting Weibull curve of a wind farm. It can be seen from the figure that the wind speed in this area is maintained at about 8 m/s most of the time. The wind speed with the highest frequency is defined as MFWS. In the traditional method, the capacitance of the SM capacitor is designed at the highest wind speed, but in the actual operating situation, the equipment operates at the MFWS most of the time, which will cause a waste. Based on this, a new capacitance of the SM capacitor design scheme is proposed, that is, the capacitance of the SM capacitor is selected under the MFWS instead of the highest wind speed, which will greatly reduce the volume and cost of the SM capacitor. However, doing so will create some problems.
[image: Figure 2]FIGURE 2 | Wind speed–frequency distribution.
Figure 3 shows the change of SM capacitor voltage under different wind speeds. From Figure 3, the voltage ripple of the SM capacitor will rise with the increase in wind speed. Suppose the maximum wind speed of a wind farm is 12 m/s and the most-frequency wind speed is 8 m/s. In the traditional method, the capacitance of the SM capacitor is selected and designed under the working condition of vwind = 12 m/s, which can ensure the safe and reliable operation of the equipment. The proposed method is to select and design the capacitance of the SM capacitor under the working condition of vwind = 8 m/s. However, it can be seen from the figure that if it is designed according to the working condition of 8 m/s, the voltage ripple of the SM capacitor will increase and the risk of capacitor breakdown will occur at the high wind speed. Therefore, certain measures need to be taken to avoid the risk of breakdown of the SM capacitor due to high voltage ripple.
[image: Figure 3]FIGURE 3 | Capacitor voltage under different wind speeds.
Injecting the second harmonic component of the circulating current into the MMC can reduce the voltage ripple of the SM capacitor under certain conditions, so that the SM capacitor breakdown caused by the increase in voltage ripple can be avoided under the proposed method. The specific influence of the frequency doubling component of the injected circulating current on the capacitor voltage ripple will be discussed in the next section.
4 EFFECT OF CIRCULATING CURRENT ON CAPACITOR VOLTAGE RIPPLE
The basic wind power control can be realized based on Eq. 6 and the proportional-integral (PI)-based current controller (Qingrui Tu et al., 2011), which is shown in Figure 4.
[image: Figure 4]FIGURE 4 | CCVR control for the MMC-based wind energy conversion system.
From the control block diagram shown in Figure 4, the CCVR control for the MMC is composed of two parts. They are the traditional wind power control and an additional circulating current injection control. The traditional wind power control is used to make the wind energy conversion system operate at the MPPT point to maximize conversion efficiency. The additional circulating current injection control is exclusive. Different from two-level converters, the arm current will pass through the SM capacitors in the MMC. With the effect of circular interaction, circulating currents will occur. These currents circulate inside the MMC, and they flow out from neither AC nor DC sides. Thus, the circulating current can provide a new control variable for improving the performance of the converter. The control of circulating current is similar to the control of output current. The reference value of the circulating current can be followed by using the PI-based current controller. Then, the problem is to calculate the appropriate value of the injected circulating current.
The reference value of the second harmonic component of circulating current will be calculated using the method proposed in the study by Liu et al. (2018). Figure 5 and Figure 6 show the variation of capacitor voltage ripple Uc,rip under the influence of different factors. Tables 1, 2 show the parameters of the MMC and the PMSG used in the numerical analysis. In Figure 5, the amplitude of circulating current, denoted by Ic, is 100A; the z-axis shows the values of Uc,rip with respect to the phase angle of circulating current and the wind speed. From Figure 5, changing the phase angle of the injected circulating current will have a great impact on the value of Uc,rip. This is because the injected circulating current can affect the phase angle of the harmonic components in capacitor voltage ripples. When the fundamental, 2nd, and 3rd harmonic components of the capacitor voltage reach the maximum at the same time, Uc,rip will be large. On the contrary, when the fundamental component reaches its maximum and the 2nd and 3rd harmonic components reach their minimum at the same time, the 2nd and 3rd harmonic components can offset part of the fundamental component; hence, Uc,rip can be smaller.
[image: Figure 5]FIGURE 5 | Values of capacitor voltage ripple under the different wind speeds and the different phase angles of circulating current.
[image: Figure 6]FIGURE 6 | Values of capacitor voltage ripple under the different phase angles and different amplitudes of circulating current.
TABLE 1 | Parameters of the PMSG.
[image: Table 1]TABLE 2 | Parameters of the MMC.
[image: Table 2]In Figure 6, vwind = 12 m/s, and the z-axis shows variation of capacitor voltage ripple Uc,rip under different phase angles and amplitudes of circulating current. With the increase in current amplitude, the influence of the circulating current on Uc,rip becomes greater. In addition, there always exists a phase angle in every circulating current amplitude, which can make Uc,rip smallest. In this study, this angle is defined as the optimum angle.
From Figure 5 and Figure 6, the following two conclusions can be made.
1) The injected circulating current can either reduce or increase the fluctuation magnitude of the capacitor voltage ripple. Thus, there can be numerous reference values of circulating current for suppressing capacitor voltage ripples. There should be a rule to choose the appropriate reference value.
2) The value of θc is the key to determining the effect of the injected circulating current. It can be seen from Figure 6 that the suppression effect occurs in a narrow interval. In other words, the angle of reference circulating current should be chosen precisely.
5 PHASE ANGLE AND AMPLITUDE ANALYSIS
5.1 Phase Angle Analysis
As mentioned earlier, every amplitude of circulating current has an optimum angle, which can make the injected circulating current have the best suppression effect on capacitor voltage ripples; hence, this optimum angle should be chosen as the phase angle of the reference circulating current.
This angle can be accurately obtained by following two steps. First, based on the steady-state analysis method proposed in the study by Liu et al. (2018), the values of Uc,rip are calculated when the circulating current angle is changed from 0 to 2π. Second, the minimum value of Uc,rip can be found, and the corresponding angle is the optimum angle.
Figure 7 shows the effect of the circulating current phase angle on capacitor voltage ripple under different wind speeds. In Figure 7A, A1, B1, C1, and D1 are the optimal injection phase angles at different wind speeds when the amplitude of injection circulating current is 135 A, respectively; A2, B2, C2, and D2 are the optimal injection phase angles at different wind speeds when the amplitude of injection circulating current is 165 A, respectively, in Figure 7B. The variation trend of capacitor voltage ripple under different circulating current phase angles can be seen from Figure 7, and there is an optimal injection phase angle under each wind speed and circulating current amplitude. Injecting circulating current under this phase angle can minimize the capacitor voltage ripple of the SM, and the phase angle is defined as the best phase angle under the corresponding wind speed and circulating current amplitude.
[image: Figure 7]FIGURE 7 | Capacitor voltage ripple under different circulating current phase angles. (A) Ic = 165 A. (B) Ic = 135 A.
Figure 8 shows the capacitor voltage ripple under different circulating current phase angles at the wind speed of 12 m/s, when the circulating current amplitude is 165 A. It can be seen that the angle of injecting circulating current has an obvious influence on the capacitor voltage ripple. In Figure 8, when the circulating current phase angle is 5.783, the capacitor voltage ripple is suppressed to 208.524 V. Therefore, under the condition of vwind = 12 m/s, when the circulating current amplitude is 165A, the corresponding optimal phase angle is 5.783.
[image: Figure 8]FIGURE 8 | Capacitor voltage ripple under different circulating current phase angles when vwind = 12 m/s.
Based on the steady-state analysis method described in the study by Liu et al. (2018), the variation of capacitor voltage ripple can be analyzed by changing the amplitude and phase angle of circulating current at different wind speeds. In this way, the optimal circulating current phase angle under different operating conditions can be determined.
Figure 9 shows the corresponding optimal phase angle under different wind speeds when the circulating current amplitude is 135 and 165 A. Figure 9 also shows the variation trend of the circulating current phase angle; the change trend of the optimal phase angle decreases slowly at first and then increases to a certain extent. With the increase in circulating current amplitude, the wind speed at the corresponding turning point will also increase.
[image: Figure 9]FIGURE 9 | Optimal circulating current phase angle under different wind speeds.
Figure 10 shows the change of capacitor voltage ripple when injecting circulating current at the best phase angle. It can be seen from the figure that with the increase in wind speed, the effect of circulating current injection on the reduction of SM capacitor voltage ripple becomes more and more obvious, and the amplitude of circulating current will affect this effect. The effect of circulating current amplitude will be analyzed below.
[image: Figure 10]FIGURE 10 | Capacitor voltage ripple at optimal phase angle under different wind speeds.
5.2 Amplitude Analysis
The optimal phase angle of the circulating current injection under different wind speeds and amplitudes is analyzed. After determining the optimal phase angle, the difference of the amplitude of the injected circulating current will also affect the capacitor voltage ripple.
Figure 11 shows the variation of capacitor voltage ripple with the amplitude of injected circulating current at different wind speeds under the optimal circulating current injection angle. It can be seen from the figure that at low wind speed, if the amplitude of injected circulating current is too large, it will cause an increase in capacitor voltage ripple; this also explains why increasing the amplitude of the circulating current will increase the SM capacitor voltage ripple at the wind speed of 6 m/s in Figure 10.
[image: Figure 11]FIGURE 11 | Capacitor voltage ripple under different circulating current amplitudes.
Based on the phase angle analysis and amplitude analysis of injection circulating current, the following conclusions can be obtained:
1) Injecting appropriate circulating current will suppress the voltage ripple of the submodule capacitor. The variation of amplitude and phase angle of circulating current will affect the capacitor voltage ripple.
2) Each circulating current amplitude will have and only have a corresponding optimal injection phase angle at different wind speeds. When injecting circulating current at this phase angle, the capacitor voltage ripple will be minimized.
3) The variation of circulating current amplitude will affect the capacitor voltage ripple. By changing the amplitude of the injected circulating current, the desired capacitor voltage ripple of the SM will be obtained.
6 VERIFICATIONS
It can be seen from the previous section that the voltage ripple of the SM capacitor is affected by the phase angle and amplitude of the injection circulating current. The submodule capacitor voltage ripple can be controlled by changing the amplitude and phase angle of the injection circulating current. Based on this, a constant capacitor voltage ripple control method is proposed in this study. That is, on the premise of the optimal injection phase angle, the corresponding circulating amplitude is calculated to keep the capacitor voltage ripple constant.
Using this method, the SM capacitor can be designed and selected under the MFWS without worrying about the capacitor breakdown caused by the excessive voltage ripple of the SM capacitor, which can save the cost of the device and improve the reliability of the operation.
Simulations are conducted using RT-Lab to verify the effectiveness of the proposed method. The parameters of the PSMG and the MMC are shown in Tables 1, 2, respectively. The rated capacity of the wind generation system is 5 MVA.
Figure 12 shows the calculation results of the required injection circulating current amplitude under the optimal phase angle. According to the method mentioned in the study by Liu et al. (2018), the circulating current amplitude to be injected and the optimal phase angle can be calculated quickly.
[image: Figure 12]FIGURE 12 | Calculation results of circulating current amplitude.
Figure 13 is the waveform diagram of the second harmonic component of circulating current icir.j(t).
[image: Figure 13]FIGURE 13 | Actual injection circulating current waveform.
It can be seen that when vwind is large, it is necessary to inject a large amplitude of circulating current to keep the SM capacitor voltage ripple constant, which is consistent with the results of Figure 12.
Figure 14 shows the wind speed and system frequency. The wind speed is 6 m/s at 2 s. Then, the wind speed is increased from 6 m/s to 12 m/s during t = 2 s to t = 6 s.
[image: Figure 14]FIGURE 14 | Wind speed and system frequency.
Figure 15 shows the capacitor voltage waveform under the traditional method. In Figure 15, the injected circulating current amplitude Ic is set to 0. This means that the circulating current is not injected. It can be seen that with the increase in wind speed, the voltage amplitude and voltage ripple of SM capacitor voltage will increase. When the wind speed reaches 12 m/s, the voltage amplitude and voltage ripple of the SM capacitor will also reach the maximum.
[image: Figure 15]FIGURE 15 | Capacitor voltage under the traditional method.
Figure 16 shows the capacitor voltage waveform under the proposed method.
[image: Figure 16]FIGURE 16 | Capacitor voltage under the proposed method.
In Figure 16, when the wind speed reaches 8 m/s, the second harmonic component of circulating current is injected to keep the capacitor voltage ripple constant. It can be seen from the figure that from 8 m/s, with the increase in wind speed, the amplitude of the capacitor voltage of the SM decreases to a certain extent, and the voltage ripple always remains a constant value.
Figure 17 shows the specific variation of the SM capacitor voltage ripple under the two methods. It can be seen from the figure that in the traditional method, the injected circulating current amplitude Ic is set to 0. This means that the circulating current is not injected. It can be seen that the capacitor voltage ripple is 203.09 V when the wind speed is 8 m/s. The capacitor voltage ripple increases with the increment of wind speed. The capacitor voltage ripple is 266 V when the wind speed is 12 m/s, and it reaches the maximum at this time. In the proposed method, the circulating current is injected at 8 m/s to keep the capacitor voltage ripple at a constant value. From the figure, the capacitor voltage ripple is effectively reduced. The capacitor voltage ripple is 203.09 V when the wind speed is 8 m/s; when the wind speed increases to 12 m/s, the capacitor voltage ripple is also 203.09 V, which is reduced by 23.65% compared with the traditional method (Wang et al., 2016). It is obvious that the proposed method is effective.
[image: Figure 17]FIGURE 17 | Comparison of SM capacitor voltage ripple under the two methods.
In conclusion, based on the method proposed in this study, the capacitance of the SM capacitor can be designed and selected at the MFWS, and the damage of the SM capacitor caused by too high capacitor voltage amplitude and capacitor voltage ripple can be avoided. Compared with the traditional method, SM capacitors with smaller capacitance will be used, so it can save the cost and reduce the volume of equipment.
In order to highlight the improvement of the work done in this study, similar work in the relevant literature is selected for comparison, which is divided into four cases. Case 1 is a two-level voltage source converter (Lachichi et al., 2019), case 2 is a traditional MMC system (Wang et al., 2016), and case 3 is the method proposed in this study. The comparison results are shown in Table 3.
TABLE 3 | Comparison of different situations.
[image: Table 3]It can be seen from Table 3 that the MMC can be more suitable for medium- and high-voltage DC technology scenarios and has lower switching loss compared than the two-level converter; the method proposed in this study has lower requirements than the traditional MMC operation mode for the capacitance of submodules, which can reduce the operation cost of equipment.
7 CONCLUSION
This study proposed a CCVR control for the MMC-based wind energy conversion system. This method reduces the ripple of SM capacitor voltage by injecting the second harmonic component of circulating current into the MMC so that the capacitance of the SM capacitor can be selected and designed under the MFWS. The specific conclusions are summarized as follows:
(1) It is found that under the existing operating conditions, the capacitance design of the SM capacitor needs to be optimized. In this study, it is found that the voltage ripple of the SM capacitor can be significantly reduced by injecting the second harmonic component of circulating current. In this case, the design and selection for the capacitance of the SM capacitor will be carried out under the highest-frequency wind speed, and the cost and volume of the SM capacitor will be optimized.
(2) The second harmonic component of circulating current injection will affect the voltage ripple of the submodule capacitor, and at different wind speeds, the amplitude of each injected circulating current has the corresponding optimal phase angle, so that when the circulating current is injected at this phase angle, the capacitor voltage ripple of the SM will be minimized.
(3) A constant capacitor voltage ripple control method for the MMC-based wind energy conversion system is proposed; this method can significantly reduce the voltage ripple of the SM capacitor. The results show that the voltage ripple of the capacitor of the SM is significantly reduced by using the proposed method, that is, by 23.65%, compared with the traditional method under the working condition of vwind = 12 m/s.
Based on the method proposed in this study, the SM capacitor with smaller capacitance will be used, so the cost, volume, and weight of the capacitor will be reduced.
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NOMENCLATURE
MMC Modular multilevel converter
CCVR Constant capacitor voltage control
SM Submodule
MFWS Most frequency wind speed
PMSG Permanent magnet synchronous generator
HVDC High-voltage direct current
Symbols
vwind Wind speed
Tm Mechanical torque of PMSG
ωm Rotor speed of PMSG.
ua(t), ia(t) Output voltage and current of PMSG
ip,a(t), in,a(t) Instantaneous value of the upper and lower arm currents in phase A, respectively
ucap.ap(t), ucap.an(t) Instantaneous value of the upper and lower capacitor voltages in phase A, respectively
ω Angular speed of MMC
P Number of pole pairs
Us Amplitude of the output voltage
α Phase angle of the output voltage
Is Amplitude of the phase current Amplitude of phase current
β Phase angle of the phase current
id(t), iq(t) Instantaneous value of the ac-side phase currents in d-q frame
Te(t) Electromagnetic torque of PMSG
Ld, Lq D-axis and q-axis inductance
Ρ Air mass density
A Area covered by the wind blades
Cp Performance coefficient
βpit Pitch angle
λ Tip-speed ratio
id.ref, iq.ref Reference value of output currents in the d-q frame
rwind Radius of wind blades
λopt Optimum tip-speed ratio
Is Amplitude of the phase current Amplitude of phase current
φ Phase angle of phase current
abrIc Amplitude of the second harmonic circulat-ing current
θc Phase angle of the second harmonic circulat-ing current
Adc Dc component in the modulation signal
A1 Amplitude of 1ω component in the modulation signal
θ1 Phase angle of 1ω component in the modulation signal.
A2 Amplitude of 2ω component in the modulation signal
θ2 Phase angle of 2ω component in the modulation signal
Ucap 0 Dc component in the capacitor voltage
CSM Submodule capacitor of MMC
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As the number of wind farms (WFs) in urban power grids gradually increases, their dynamic equivalence is needed for stability analysis. This paper proposes a dynamic equivalence method for distributed multiple wind farms in an urban power grid. The key idea is to characterize wind farms dynamics and then use them for coherence by considering the differences between doubly-fed induction generators (DFIG) and permanent magnet direct-drive synchronous generators (PMSG). The mathematical-physical models and operational control characteristics are firstly analyzed to find the essential attributes representing the dynamic characteristics. Then we introduce the similarity based on the dynamic timing warping (DTW) distances, which help construct the clustering index for coherency wind farms. Meanwhile, comprehensive constraints, which ensure the consistency of the urban power grid topology, are adequately considered. Finally, the parameters of coherent wind farms are aggregated based on the clustering groups. The proposed method is validated in an urban grid by the time-domain simulation.
Keywords: urban power grid, dynamic equivalence, dynamic timing warping, doublyfed induction generator, permanent magnet direct-drive synchronous generator
INTRODUCTION
Wind power has maintained an upward trend in past decades because of its advantages, such as sustainability and environmental benefits. A higher wind power penetration demand in the urban power grid is in the corner, which leads to a growing capacity and a wide spatial distribution, then brings new challenges to the safe and stable operation of the grid. For example, stability analyses based on accurate and adequate modeling are significant. However, one-to-one high accuracy modeling of all wind turbines in large-scale grids causes dimensional disasters, resulting in an enormous computational burden and time-consuming. In order to balance the accuracy and the complication, the dynamic equivalence method for wind power is drawing attention (Weng and Xu, 2012; Dorfler and Bullo, 2013; Joe and Juan, 2020).
The traditional dynamic equivalence primarily aims at synchronous generators (Joe and Juan, 2020). The dynamic equivalence can dramatically reduce the scale of the power system while ensuring that the relevant dynamic characteristics of the retained system and the original system are essentially the same (Weng and Xu, 2012). Usually, the modeling of the synchronous generators section greatly affects the accuracy of the dynamic equivalence. A widely used method in large power systems is the coherency-based dynamic equivalence, which compares rotor angles of various synchronous generators suffering contingencies and considers their comparable tendencies and responses as a coherent criterion. Therefore, in order to obtain a reasonable equivalent model of synchronous generators, researchers cluster various groups based on synchronous generators’ coherencies and then make parameters aggregation of the equivalent generator.
However, there is an evident gap when directly applying this traditional dynamic equivalent method to grids with high penetration of wind power. One reason lies in random and intermittent natures of wind energy, and the other is the significant difference in wind turbine types (Zhu et al., 2020a). These reasons make it challenging to cluster wind farms.
Currently, wind power dynamic modeling studies are limited inside wind farms. Dynamic equivalences of wind farms are divided into two categories: “single-machine” wind farm aggregation method and “multi-machine” method, depending on whether one or more machines are used to represent the wind farm (Muljadi and Parsons, 2006). The single-machine method uses one equivalent machine to replace the wind farm (Fernández et al., 2008; García-Gracia et al., 2008; Fernández et al., 2009). A wind farm consisting of the same type of wind turbine is equivalent to one expansion turbine. However, there is an error when the wind farm spans a wild area, and equivalence into a single wind turbine cannot act the dynamic characteristics. Then, the multi-machine method is proposed to overcome these drawbacks. Wind turbines are clustered into different groups considering the turbine types and operating conditions, then aggregates the turbines in each group separately. For example, considering the composition of DFIGs, converter controllers and crowbar protection are proposed for clustering (Fang and Wu, 2016). Early studies of wind turbine clustering are based on steady-state operation as the indicators, such as wind speed (Meng et al., 2013) and wake effect (Tian et al., 2017). However, wind speed does not accurately characterize the operating state of wind farms, which may lead to errors. Artificial algorithms have recently been applied to cluster wind turbines, including the density peak clustering algorithm, K-means, and fuzzy clustering algorithms (Zou et al., 2015; Liu et al., 2019). The references above mainly concentrated on DFIG. Recently, the dynamic equivalence of PMSG also has attracted attention (Wang et al., 2020; Wang et al., 2021a). Besides, Ref (Wang et al., 2021b) proposes an artificial algorithm to build dynamic equivalent models of DFIG and PMSG, but different indicators need to be extracted using algorithms to cluster for different models. However, these algorithms must be trained with datasets, which is time-consuming.
After the clustering of wind farms, the next step is to perform parameter aggregation of coherent wind turbines, which can identify parameters for an equivalent model and ensure that the accuracy of the dynamic responses is comparable to that of the original system. Currently, the capacity-weighted average method (Zhou et al., 1109) and the parameter identification method (Zin et al., 2003; Shao et al., 2021) are mainly used for parameter aggregation.
The dynamic equivalence for various wind farms, especially in an urban grid, is an aspect that has not been widely studied in earlier work. Some scholars have been interested in dynamic equivalence among multiple wind farms. Ref (Wang et al., 2018) gives the basis for clustering of doubly-fed wind turbines from different perspectives. Then the index of the similarity achieves clustering by the similarity of the output power characteristics of the point of common coupling (PCC). The coherency idea of synchronous generators is utilized for reference. Ref (Zhu et al., 2020b) constructs a clustering index based on the equivalent power angle in multiple scenarios, trying to discern the coherency between wind farms from a data-driven perspective. However, the proposed equivalent power angle is difficult to obtain directly during operation and only applies to doubly-fed wind farms.
The above approaches are inappropriate in urban power grids where wind turbines and farms are distributed broadly. In addition to wind randomness and model differences of various turbines, constraints in the urban grid need to be considered, such as the dispersion of the wind farm distribution. These reasons make it difficult to build a rational model of various wind farms. Therefore, this paper focuses on the equivalent modeling of wind farms in urban power grids.
The major influencing factors of the dynamic characteristics of wind turbines can be classified into three categories: 1) the type of the turbine, the control methods, and corresponding parameters; 2)the steady-state operation of the turbine representing a stable equilibrium point; 3)and the contingencies. The two most commonly used wind energy conversion systems in urban power grids are doubly-fed induction generators (DFIG) and permanent magnet direct-drive synchronous generators (PMSG). They have considerable differences, cannot be clustered into a group, and need to be studied separately. After separating multiple wind farms in the urban power grid according to the turbine types, it is also necessary to consider the consistency of the static and dynamic characteristics. The clustering of wind farms needs to be constrained by comprehensive conditions, such as urban geographic topology, terrain differences, and short-circuit capacity.
In order to address the abovementioned challenges, this paper focuses on attracting the key attributes that can characterize wind farms’ dynamics and suit different wind turbine models. We construct a comprehensive constraint, especially considering the geographic topology of the urban power grids. We introduce the similarity based on the dynamic timing warping (DTW) distances and derive the similarity index for clustering the coherent wind farms. It is convenient to quantify the similarity for loop comparison and get the optimal clustering effect. We adopt a two-stage cluster based on the proposed index that satisfies both steady-state and dynamic consistency. After the clustering, the wind farm parameters are aggregated using an active power-weighted method (Zhu et al., 2020b).
The remainder of this paper is organized as follows. Section 2 finds attributes that characterize the wind farms in urban power grids separately by analyzing models. Section 3 introduces the similarity based on the dynamic timing warping (DTW) distances and constructs the similarity index for clustering the coherent wind farms. Section 4 provides an overview of the dynamic equivalence process for multiple wind farms in urban power grids. Furthermore, in Section 5, the effectiveness of the dynamic equivalence method for multiple wind farms in urban power grids is demonstrated by case studies.
ATTRIBUTES OF MULTIPLE WIND FARMS FOR CLUSTERING
Figure 1 illustrates the simplified schematic structure of an urban power grid in which cleaner alternatives, primarily-wind turbines, and photovoltaics, are effectively addressed. We focus on DFIG and PMSG in this section and aim to find the key attributes of wind farms’ dynamic characteristics from the working principle and mathematical-physical model separately. Some assumptions are made considering urban power grids’ profiles, configurations, and operational data.
1) A wind farm in an urban power grid is internally composed of the same model. Thus, the wind farms are expanded into a single wind turbine with equivalent capacity.
2) The controller and other parameters of the same model are the same.
3) Wind turbines have the same control strategy within one wind farm.
[image: Figure 1]FIGURE 1 | Schematic structure of WFs in urban power gird.
Doubly Fed Induction Generator
A typical structure of a DFIG is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Basic structural diagram of a doubly fed induction generator.
The voltage equation and the flux-linkage equation of DFIG in the stator three-phase stationary coordinate system can be expressed as follows:
[image: image]
[image: image]
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where, [image: image], [image: image], [image: image] represent the stator voltage, stator current and stator flux vectors; [image: image], [image: image], [image: image] represent the reduction voltage, reduction current and reduction flux vectors. d,q denote the dq components respectively.
Permanent Magnet Direct-Drive Synchronous Generator
A typical structure of a PMSG is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Basic structural diagram of a permanent magnet wind power generator.
PMSGs do not have rotor excitation windings, so only the stator voltage equation needs to be considered. The voltage equation and the flux-linkage equation of PMSG in the stator three-phase stationary coordinate system can be expressed as follows:
[image: image]
[image: image]
where, [image: image], [image: image], [image: image] represent the stator voltage, stator current and stator flux vectors; L represents equivalent inductance; [image: image] represents the stator resistance, [image: image] represents angular velocity. d,q denote the dq components respectively.
Wind Turbine Control Model
The converter models of the two types of wind turbines are the same since both sides of the converter are connected in a back-to-back structure. The converters on both sides are decoupled in the d-q coordinate system through their control loops and the DC link. Thus, we enable the conversion from the ac component in three-phase stationary coordinates to the DC component in d-q-0 coordinates, making the problem easier to analyze.
The overall control block diagram of the rotor side converter and machine side converter of the wind turbines is shown in Figure 4. The converter is controlled by a double closed-loop structure of outer loop control and inner loop control together. In the outer loop power control, the input active power (Pref) is obtained through the maximum power control. The reactive power is obtained as its input, and the inner loop current input is adjusted through PI controller to obtain the rotor side and machine side current values [image: image] and [image: image]. In the inner loop current control, the current inputs are compared with their actual values [image: image] and [image: image] respectively, and adjusted by the PI controller. The variable voltage compensations [image: image] and [image: image] measured by the rotor are superimposed on the voltage quantities [image: image] and [image: image] on the rotor side and machine side to achieve decoupling.
[image: Figure 4]FIGURE 4 | Control block diagram of the rotor side converter and machine side converter.
The overall control block diagram of the grid side converter is shown in Figure 5. The control process of the grid side converter is similar. It is also controlled by a double closed loop structure similar to the rotor side converter. In the outer loop power reactive control, the DC voltages [image: image] and [image: image] are used as inputs to the grid side converter. And they pass through the PI controller, respectively, thus obtaining the input quantities [image: image] and [image: image] for the inner loop current control. In the inner loop current control, the input currents are compared with the actual currents [image: image] and [image: image]. Then through the PI controller, a superimposed voltage quantities [image: image], [image: image] on the net side to achieve decoupling.
[image: Figure 5]FIGURE 5 | Control block diagram of the grid side converter.
Attributes for Coherency Clustering
Take a DFIG as an example. When the grid voltage dip fault occurs, the composition contains DC attenuation components, rotor frequency attenuation components, and positive/negative sequence components that can affect the dynamic characteristics of the DFIG.
Assuming that a fault occurs in the grid at t = 0, resulting in a voltage drop, for any grid voltage drop type, the port voltage of the turbine can be expressed as a combination of positive sequence voltage and negative sequence voltage after the fault instant.
[image: image]
where, [image: image] is the pre-fault port stability voltage; [image: image] and [image: image] is related to the topology among the fault type, the fault point and the port voltage.
The equation for the stator fault current is shown below. These equations show that the short-circuit current is correlated with the rotor speed and the degree of voltage dip for DFIG in the same area under the same fault.
[image: image]
where [image: image] and [image: image] are stator speed and rotor speed, respectively; [image: image] is stator flux linkage; [image: image] represents stator transient inductance.
From the wind turbine perspective, the rotor speed variation represents the transient response characteristics during the electromagnetic transient process of DFIG ignoring the mechanical motion. However, in the operation of the urban power grid, the wind turbine is connected to the main grid through power electronics. The rotor angle variation curve cannot be directly obtained. We provide a clustering indicator in practical applications.
The active power output of DFIG is shown as follow:
[image: image]
[image: image]
[image: image]
where [image: image] and [image: image] represent stator and rotor output active power, P represents overall active power output. Form the equation, the result that the output real-time active power P can be approximated as a classification indicator instead of the rotor angle.
In contrast to DFIG, PMSG is connected to the grid through full-scale back-to-back converters. The machine side converter (MSC) controls the speed and power of the generator, and the grid side converter (GSC) realizes the conversion of mechanical energy to electrical energy. A DC filter capacitor between the two converters decouples between the machine side converter and the network side converter, separating the generator from the grid.
When the voltage of PCC falls from [image: image] to [image: image], while the output power maintains the same. The active current of GSC changes from [image: image] to [image: image] based on power equilibrium, as shown following:
[image: image]
However, the instantaneous current is [image: image] because of PI regulator, and [image: image], shown as follow:
[image: image]
Considering the power equilibrium:
[image: image]
[image: image]
From the equation, it can be seen that the extra power [image: image] is stored in the DC filter capacitor. While the controller parameters of PMSGs are the same, the output characteristic is correlated with PCC voltage.
The wind farm dynamic equivalent model aims to study the external characteristics of the wind farm, which are closely related to the control characteristics of its converter. For example, the grid side converter is controlled by a constant DC voltage [image: image], and the active power from the machine side converter is related to the inverter side by maintaining [image: image].
The mathematical model of the net-side converter can be expressed as: 
[image: image]
where [image: image] is the voltage of the grid connected on the network side, [image: image] and [image: image] are grid side converter output voltage, [image: image] and [image: image] are grid side converter output current, [image: image] represents angular frequency, [image: image] and [image: image] are the AC side line resistance and filter inductor, respectively.
Neglecting the losses in the DC link and the converter, the active and reactive power output from the grid side can be expressed as:
[image: image]
where [image: image] and [image: image] are active power and reactive power output to the network side, respectively.
The active power input to the grid from the grid side converter is related to the DC voltage. In order to stabilize the DC voltage, the output of the DC voltage controller can be used as the reference value of the d-axis current component to realize the control of the DC voltage. From the equation, we can infer that the active power output from the PMSG can characterize the variation of the DC voltage. As analyzed above, the DC voltage is positively correlated with the voltage value of PCC. The active power can characterize the output characteristics of the PMSG. Therefore, the dynamic coherency of PMSG can be measured by considering both the degree of voltage dip at the PCC and the generator output active power.
According to the above analysis, although the operating principles and mathematical-physical models of DFIG and PMSG are significantly different, they can be clustered using the same indicators. From the grid side, the PCC voltage transient curve of the wind turbine affects its dynamic characteristics; from the wind turbine side, the active power is used to characterize its output characteristics. Combining these two indicators, we can use the same indicators to classify different types of wind turbines by the same regulation, respectively.
AN INDEX OF THE SIMILARITY FOR ATTRIBUTES
For synchronous generators, the swings of their rotors under different disturbances can act as the criterion for coherent identification, as shown in following equation.
[image: image]
where [image: image] is the relative power angle of synchronous generator i, [image: image] is the relative power angle of synchronous generator j. The similarity is measured by the Euclidean distance in two time series. Within the simulation calculation time [image: image], if the relative rotor angle deviation of the two machines is not greater than a given criterion [image: image] (>0) at any moment, the two machines are judged to be coherency in the τ time interval.
This criterion cannot apply directly to wind farms because converters play crucial roles in energy conversion and separate wind generators and grids. However, the core idea is still attractive since swings of rotors can represent generators dynamics, and a 5°to 10°deviation is considered acceptable for a coherent group. We have the notion of inherent attributes for wind farms and then introduce an index of similarity to utilize fully.
The dynamic characteristics of wind farms have temporal deviations, but the overall profiles can have a similarity. To describe this character, this paper introduces the dynamic timing warping (DTW) to measure the time series and derive an index of similarity.
There are two trajectory time series [image: image] and [image: image], where [image: image] and [image: image] are the lengths of the two sequences. First, define a distance matrix D of order [image: image], where the elements of row m and column n are expressed as [image: image].
Define the warping path W as shown in the following equation to represent an alignment or mapping of sequences X and Y, as shown in Figure 6.
[image: image]
1) Boundedness constraint. The starting point of the path is [image: image] , and the ending point is [image: image].
2) Continuity and monotonicity constraints. If [image: image], then the forward direction of [image: image] must be one of [image: image], [image: image] and [image: image].
[image: Figure 6]FIGURE 6 | Principle diagram of warping path. The warping path needs to satisfy the following constraints.
Although many paths are satisfied with the above constraints, the one with the smallest cumulative distance is determined as the DTW distance between sequences X and Y. The cumulative distance [image: image] is derived as follows:
[image: image]
where [image: image] is the DTW distance between sequences X and Y.
As shown in the following figure, Figure 7A shows the scenario when the Euclidean distance is used to measure the distance of two time series containing oscillations, while Figure 7B shows the application of DTW distance. It is straightforward to see that the DTW distance better measures the similarity in the oscillate time series.
[image: Figure 7]FIGURE 7 | Difference between DTW distance and Euclidean distance. (A) Euclidean distance; (B) DTW distance.
Although the DTW distance can roughly determine whether the dynamic characteristics of the wind farms are consistent with each other, there is still a need for a quantitative index for a more precise clustering. The transient voltage at PCC and active power are sampled to calculate the DTW distance to describe the difference. A larger DTW distance implies a lower degree of similarity, while a smaller DTW distance implies a higher degree of similarity. Some issues have emerged. For example, the units of active power and transient voltage at PCC are not the same, and also the fluctuation range in case of faults is not the same. Therefore, before performing the DTW distance calculation, we normalize the two-time series within the interval [0,1], respectively, which helps quantify the index for clustering.
Considering the weights of the active power and the transient voltage at PCC during the dynamic process, the combined DTW distance of the two indicators can be written as follow:
[image: image]
Where [image: image] and [image: image] represent DTW distance of active power and transient voltage at PCC; [image: image] and [image: image] represent weights of active power and transient voltage at PCC, which can be determined on a situational basis.
It is usually considered that voltage and active power are weighted equally, which we need simulation results to validate. Separate commercial models of the two wind turbines are used to build a single machine infinite bus system to compare their output characteristics. When the same three-phase short-circuit fault occurs, the voltage at PCC and active power of PMSG and DFIG without low-voltage ride-through protection and crowbar protection are shown in Figure 8 and Figure 9.
[image: Figure 8]FIGURE 8 | Active power of DFIG and PMSG.
[image: Figure 9]FIGURE 9 | Voltages at PCC of DFIG and PMSG.
The active power fed into the grid by the PMSG decreases to zero and stays during the fault. After the fault ends, the active output rises instantly above the rated value and resumes stable operation after an oscillation. It is mainly because after a three-phase short-circuit fault occurs, the PMSG inverter controls the d-axis voltage to track the grid voltage down to zero, so the active power output drops rapidly. The voltage will be restored after the fault is cleared, and the outlet current cannot change abruptly. As to DFIG, the current fluctuation is relatively large, causing the active power to fluctuate above the rated value at the instant.
Although the output characteristics are different, the general profile is similar. DFIG and PMSG have similar control strategies. At the same time, the grid itself has certain limitations, such as low voltage ride-through and other control measures, which will limit the output characteristics to a certain safety range. Therefore, in the paper, the same weights are used to calculate the combined DTW distance of PMSG and DFIG. Thus, the combined DTW distance D, considering both indicators, can be calculated as follow:
[image: image]
Usually, we focus on the transient characteristic profile within 10s after the fault. The frequency is 50 Hz, which means 500 cycles are sampled for 10 s. The sampling step is typically 0.5 to 1 cycle. In order to save some computation time and reduce the cumulative error, the sampling step used in this paper is 1 cycle, so there are 500 sampling points. In this paper, we cluster the two wind farms into the same group when the combined DTW distance obtained from 500 sampling points is less than 15%, which means less than 75.
PROCESS FOR EQUIVALENCE MODELLING OF WIND FARMS
In order to obtain a reliable equivalent model, there are two processes of dynamic equivalence of multiple wind farms in an urban power grid: coherency clustering and aggregation of coherent wind farms. This section provides an overview of the process of dynamic equivalence of multiple wind farms in urban power grids.
The above sections have discussed the attributes representing the characteristics of wind farms and the index of wind farms’ similarity, respectively. This paper put the comprehensive constraints for wind farms in an urban power grid for the subsequent aggregation of wind farms and network simplification.
1) Since the models of DFIG and PMSG have large differences, wind farms of different types are not clustered into one group.
2) Considering geographic locations and topology constraints, we select 220 kV voltage level stations as the source. The wind farms in different topology regions can not be clustered into one group.
3) If two groups of wind farms belong to the same topological region, they may be clustered into one group only if the oscillations are similar.
Deviations in the power flow before and after dynamic equivalence and excessive connection lines can be greatly avoided with the above constraints.
After confirming the steady-state consistency, the active power and voltage at PCC are used as characteristics for clustering, as described above. It meets the steady-state and dynamic consistency requirements simultaneously and reduces the comparison workload, saving much time. After the fault, the transient characteristic data of 10 s are collected by continuously setting different faults.
In the collected data, oscillations and noises are inevitable. Since the DTW distance is sensitive to noises, it may not correctly identify the peak and trough. The wavelet transform (WT) is used to reduce noises. A relatively smooth time series can be obtained to meet the data requirements of the DTW distance. The wavelet-based threshold noise removal method is used to process the signal noises, which can effectively filter out the noises and guarantee the maximum effective signal without loss.
After processing the noise by wavelet transform, the collected data are normalized within the interval [0,1]. The DTW distance measures the similarity between the active power and the transient voltages at PCC of the wind farms. Setting the active power and the transient voltage at PCC to be of equal importance, Equation 22 obtains the combined DTW distance. If the combined DTW distance is less than 75, we can cluster the two wind farms into a group and vice versa.
The index for similarity proposed in this paper is straightforward to access. The initial coherent groups are decided by setting one fault. However, with different fault types and fault locations, the similarity of the output characteristics of the wind farms changes. Setting only one type of fault perturbation does not give accurate cluster results. Different faults should occur, and secondary clustering is performed based on the initial group for better accuracy.
After clustering, the wind farms in the same group need to be aggregated into one equivalent model. Reference literature (Zhu et al., 2020b) has proposed a parameter aggregation method based on active power weights. This method is easy to implement and has good accuracy, then is used here.
The flow chart of the dynamic equivalence of multiple wind farms within urban power grids is shown in Figure 10.
[image: Figure 10]FIGURE 10 | Process flow chart of dynamic equivalence among WFs.
CASE STUDY
We take an urban power grid integrated with many WFs in Yunnan province, China. As a relatively rich wind resource area, this grid contains 34 wind farms. It is representative of an urban power grid with multiple wind farms.
Equivalent Modelling of A Study System
The topology of the system is shown in Figure 11. In order to satisfy the steady-state consistency before and after dynamic equivalence, preliminary groups are necessary, as shown by the wind farms divided by the red boxes in Figure 11. Thus, the preliminary results of clustering for these WFs can be obtained.
[image: Figure 11]FIGURE 11 | Geographical wiring diagram of WFs.
A further cluster based on the consistency of the dynamic response is carried out. As mentioned above, active power and transient voltage at PCC are selected as the clustering indicators.
We show the results of the case. For the initial clustering, a three-phase fault occurs in line BUS50-3- BUS50-4 at 2 s and disappears at 2.1 s. The DTW distances of WFs in Group 1 are shown in Table 1. According to the table, the DTW distance between QLS_W and all the rest of the wind farms is less than 75. Therefore, all WFs within Group 1 are coherent. As to WFs in Group 2, BL2G does not contribute to the power, should not be in this group. Furthermore, Group 3 contains only one wind farm and does not require further clustering. According to Table 2, we can learn that in Group 4, the combined DTW of ZMSG and DFBG is 9.58, which is less than 75 and can be divided into a group. The combined DTW of SMG and SMG2 is 49.62, which is less than 75 and can be divided into a group. In Group 5, as shown in Table 3, TFS_W1 coheres with TFS_W2, while YMG1, YMG2, and BH1G can be clustered in one group. According to Table 4, the DTW distance between LYG1 and all the rest of the wind farms, except XCG2, is less than 75. Therefore, all WFs in Group 6 are coherent. In Group 7, SPT_W, as shown in Table 5, cohere with BS_W1 and BS_W2, but has differences with MC11G. Therefore, MC11G forms a group by itself.
TABLE 1 | Results of combined DTW distance in Group 1.
[image: Table 1]TABLE 2 | Results of combined DTW distance in Group 4.
[image: Table 2]TABLE 3 | Results of combined DTW distance in Group 5.
[image: Table 3]TABLE 4 | Results of combined DTW distance in Group 6.
[image: Table 4]TABLE 5 | Results of combined DTW distance in Group 7.
[image: Table 5]Setting only one fault perturbation does not give accurate cluster results. Different faults should occur for a double-check, and secondary clustering is performed based on the initial group for better accuracy. The final results of the clustering are shown in Figure 12.
[image: Figure 12]FIGURE 12 | Results of clustering among WFs.
In this case, the wind farms are divided into 10 groups, which is about 70% less than the original 34 wind farms. This method will greatly simplify the wind power simulation scale of the original system.
Equivalent Effect Verification
It is necessary to verify the effect of wind farms’ dynamic equivalence compared with the original system. Besides preliminary and final results, the undesirable clustering results are also compared to verify the importance of rational clustering. After clustering and aggregating wind farms in each group, comparisons of the dynamic equivalence are shown in Figure 13 and Figure 14.
[image: Figure 13]FIGURE 13 | Active power of line SHANGLAN to JC22X.
[image: Figure 14]FIGURE 14 | Voltage of bus BUS50_4.
It can be seen in the figures that the active power is sensitive to the clustering results, while the bus voltages do not have major differences. However, tracks of the original system and final clustering results maintain a high degree of overlap. The preliminary clustering results are better than the undesirable ones, but still have more considerable inaccuracy than the final ones in Figure 13.
This result successfully indicates that the proposed method can maintain the dynamic characteristics of the original system. Therefore, the index proposed in this paper is reasonable and precise. With the proposed method, the scale of the grid can be reduced while retaining high fidelity. The equivalent system will save time in the modeling and simulation of dynamic analysis.
CONCLUSION
This paper proposed a new dynamic equivalence method for multiple wind farms in an urban power grid. From the mathematical-physical models and operational control characteristics of DFIG and PMSG, the active power and the transient voltage at PCC are found as the clustering attributes. Thus, we introduce DTW distance to measure the similarity among wind farms. The clustering results of the index quantify the coherency between wind farms in a more refined way. The dynamic-state consistency and the steady-state consistency are both taken into account. Comprehensive clustering constraints ensure that the power flow and the basic structure of the urban power grid remain unchanged. The proposed method is validated to effectively reduce the power system size and the number of wind farms. The transient characteristics, including power and voltage of the aggregated system, are consistent with the ones in the original system. Simulation results prove the feasibility and accuracy of the proposed method.
This work mainly focuses on the dynamic clustering of wind farms in an urban power grid. The attributes with high correlation can be determined by analyzing the working principle for clustering and modeling. The method can also be extended to resources containing converters such as PV in our future work.
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Reliable load forecasting is essential for electricity generation and even for people’s lives. However, the existing load forecasting theories cannot match the requirements of complex systems (e.g., smart grids). Deleuze’s metaphysical complexity theory is seen as the theoretical foundation for comprehending complex systems, and thus, a new perspective based on Deleuze’s assemblage concept is given. According to the assemblage perspective, the electrical load is a quantitative representation of the mutual becoming of people and electricity, and load forecasting is an attempt to control this continuous process of deterritorialization and reterritorialization. We built an LSTM-RNN-FNN model for load forecasting based on the assemblage perspective, and the assessment results demonstrated that the model has high prediction performance. Furthermore, the performance of adding the temperature parameter into the network is also tested, while the correlation between the temperature and load is not strong enough and may not be suitable for load prediction. The assemblage perspective has significant implications for future load forecasting and potentially smart grid research.
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1 INTRODUCTION
1.1 Background
Electricity is an enthralling subject to investigate, and it is an infrastructure in many ways. Since the end of the 19th century, electricity has been the foundation of modernity’s experience. Currently, electricity powers a plethora of supplementary equipment and services on which modern lifestyles rely. Worldwide electricity usage will account for about 20% of the total energy consumption in 2021 (Zhang and Li, 2021).
With the increasing reliance of human existence on power, electricity production planning is becoming increasingly vital. Because electricity is difficult to store, it is usually required to consume it shortly after it is generated. As a result, dependable load forecasting is the essential foundation for directing power generation. Unreliable projections, on the other hand, might have catastrophic implications. Overestimation of future electricity use will result in waste of primary energy and power producing facilities, whereas underestimation would result in power shortages, which will have a direct impact on people’s daily lives.
Currently, a variety of methods have been developed to predict the load of the power grid, such as the time series method, regression method, exponential smoothing, random forest, and others (Kamel and Baharudin, 2007; Singh et al., 2012; Dodamani et al., 2015; Lahouar and Slama, 2015). However, these traditional methods have some different defects. For example, for the time seriesmethod, factors affecting the load change are not considered, and the uncertain factors (such as weather (Pan et al., 2021) and holidays) are not sufficiently considered. When the weather changes greatly or encounters holidays, the prediction error of the model is large. As a result, different neural networks (NNs) such as the conventional neural network (CNN) and recurrent neural network (RNN) are utilized to forecast the load value, obtain better results, and also used for smart grids Zhang et al. (2010); Zheng et al. (2017); Kuo and Huang (2018); Mohammad and Kim (2020).
However, because future electricity consumption is a reflection of human social activities, it will be influenced by a variety of factors, including political conditions, the economy (Lin and Liu, 2016), human activities, population behavior (Hussain et al., 2016), climate factors (Hernández, 2013), and other external factors influencing electrical consumption forecasting accuracy. Forecasting electricity is complex and fraught with uncertainty.
1.2 Literature Review and Motivation
At present, there are several ways for predicting load, which may be broadly classified as the Markov chain or autoregressive techniques (Dodamani et al., 2015; Kamel and Baharudin, 2007; Li and Niu, 2009; Baharudin and Kamel, 2008). However, contemporary load forecasting research is still centered on cybernetics and views the power grid as an independent technology and facility that can no longer match the needs of complex systems (e.g., smart grids) (Xiao et al., 2021; Sun et al., 2021b,c,d). User demand, from the perspective of smart grids, is simply another managed resource that will aid in balancing supply and demand and ensuring system dependability. Furthermore, the availability of intermittent clean energy sources such as wind, solar, and water energy adds to the issues of smart grid stability (Sun et al., 2021a; Yang et al., 2022). As a result, the smart grid should be considered as part of a wider, unpredictable system that incorporates the natural environment and a huge number of users. Therefore, we require a new theory to guide power forecasting research in the context of smart grids.
Deleuze’s metaphysical complexity theory gives a theoretical foundation for comprehending complex systems. Electricity’s material-social entanglements have been included into concepts of modernity and progress by a significant number of anthropologists. Winther (2008) investigates the influence of electricity reaching rural populations in Africa based on the ethnographic fieldwork in Zanzibar at various moments in time. Howe and Boyer (2015) discovered that the material politics of electricity flow through state power in their research of wind energy and the energy transition in Mexico. Akhil Gupta’s research (Gupta, 2015) on electricity and class examines the link between the global South’s developing middle class and rapidly growing power demand. Anusas and Ingold (2015) pondered whether we must think more expansively about electricity as a phenomenon of matter and life.
Despite the fact that electricity prediction is impacted by various human, political, economic, and social elements, no one has yet integrated the material-social entanglements of electricity into the field of electrical load forecasting study.
1.3 Contribution
This research chooses to analyze and model electricity forecasting from a novel perspective in order to bridge the gap between the literature and motivation stated previously. The major study contents of this article are separated into three parts: first, we described how to comprehend electricity forecasting using Deleuze’s metaphysical complexity theory; second, we designed a neural network model using this theory; and finally, we assessed the model. The article’s primary contributions are as follows:
1) Based on Deleuze’s theory, a new approach to understanding electric demand and load forecasting is offered. According to this line of thought, the electrical load is a quantitative description of the mutual becoming of people and electricity, whereas load forecasting is an attempt to control this constant deterritorialization and reterritorialization process.
2) A neural network model using Deleuze’s theoretical guidance is created. In this article, an LSTM-RNN-FNN model is utilized to predict the load in future 5 h based on the load value in the last 24 h and the current temperature. The result indicates that current architecture can do such a job very well.
3) We assessed the model. Here, the performance of the networks with different superparameters and datasets is also tested for the reference of subsequent researchers when selecting the parameters.
The rest of this article is organized as follows: In Section 2, we introduced Deleuze’s concept of assemblage and the understanding of load forecasting from the assemblage perspective after a criticism of three typical perspectives (separate, embedded, and articulation perspectives). Section 3 proposes the LSTM-RNN-FNN model based on the assemblage perspective, and Section 4 evaluates the model using different superparameters and datasets. Section 5 discusses the assessment results and the potential future study directions. Section 6 concludes this article.
2 DELEUZE-STYLE THINKING PARADIGM ABOUT THE ELECTRICAL LOAD
Deleuze was one of the first philosophers to attempt to conceptualize in terms of the new electronic information environment, criticizing cybernetics’ systematicity, and advocating for “open systems” of operation, code, power, and flow (Boyer, 2015). We suggested a new way of thinking about electricity forecasting based on Deleuze’s concept of “assemblage.” (Wise, 2013) In this section, we discussed and critiqued three typical perspectives on understanding electrical grids or, more broadly, human-technology relations and then presented Deleuze’s concept of “assemblage” and how this concept should be used to comprehend the grid and load forecasts.
2.1 Criticism of Three Typical Perspectives
2.1.1 Separate Perspective
It is very common to think of people and technology as separate entities. In this view, both humans and technology are assumed to be distinct and interacting special things. People may be surrounded by numerous forms of technology; however, technologies are completely external to individuals and are only seen as tools. This perspective is very prevalent in the study of electricity. Therefore, when the smart grid enters the field of study, in other words, when the grid as a technology and humans begin to converge, individuals who share this perspective get rather nervous. This perspective has prompted a never-ending debate between the technological and social determinism.
2.1.2 Embedded Perspective
The second point of view says that technology and people cannot be isolated from their surroundings and that we should look at the interaction between people and technology in context rather than thinking about a technology in isolation. This research route offers two benefits: first, it is intuitive; second, humans and technology are both constrained. This approach views technological or social determinism as environmental rather than universal, in which people and technology are embedded (Howard, 2004). This perspective is also prevalent in the study of electricity, and terms such as electric ecology/ecosystem are rooted on it. However, it must be recognized that “embedded” implies that it can be “disembedded”; thus, this approach continues to believe that technology and humans are different and independent entities.
2.1.3 Articulation Perspective
The concept of articulation, which maintains that distinct pieces may be connected (articulated) or separated to generate completeness and identities, is the third perspective of perceiving. Historically, any articulation is unintentional. Articulation must be created, sustained, modified, and destroyed in specific practices. From this perspective, we may pose the following questions about the grid: how does the grid articulate to specific functions and uses, people, ideas and discourses, and practices? What articulations does the grid itself consist? Many anthropological studies have used this approach to better understand topics such as relationships between electrical and social power, human daily life (Winther and Wilhite, 2015), culture, and economics (Özden-Schilling, 2015).
2.2 Deleuze’s Assemblage Concept
Assemblage, as defined by Deleuze, is a concept that deals with contingency and the roles of structure, organization, and change. Assemblage is a process of arranging, structuring, and fitting together, not a static term. An assemblage is also not a random collection of objects. It is a whole that reflects a certain identity and announces the scope of territorialization. An assemblage is some kind of “becoming 1” that brings the elements together.
The assemblage may be a more complicated mode of articulation, yet there are several distinctions between the assemblage and articulation. First, the assemblage is dynamic, stressing the “process,” but articulation highlights the complexity of the relationship between the static elements. Second, the assemblage’s dynamics imply that rather than merely items, practices, and symbols articulated into a structure, extra aspects that characterize the process (e.g., speed) are brought into the territorialization of the assemblage. Third, an assemblage is territorialization that extracts something from the environment and draws it into the relation with other environments, rather than merely an environment, a clump of space-time, or an articulation of elements. Assemblages also disperse (deterritorialization), with the elements moving into different relations and configurations (reterritorialization). Then, the assemblage is assembled again, and the elements are reterritorialized at the same moment but in a different way.
2.3 Rethinking Load Forecasting From the Assemblage Perspective
Using Deleuze’s concept of “assemblage,” we may gain a fresh understanding of people’s relationship with electricity. Everyone’s power use may be regarded as the becoming of an appliance-grid-generator (AGG) assemblage. On the route to inventing this assemblage, people are becoming electricity, and electricity is becoming people. This pair of mutual becoming relationships is quantitatively described as the electrical load. The load at each moment indicates territorialization, and the change of load at each subsequent moment signifies deterritorialization of this moment and reterritorialization of the following moment.
Understanding the electrical load forecasting from the assemblage perspective has unparalleled advantages. First, this perspective challenges the previous belief that electricity is a separate entity, combining electricity and people. Second, the assemblage perspective emphasizes dynamics and changes, which allow researchers to make more accurate predictions. Furthermore, the assemblage’s continual deterritorialization and reterritorialization means that it is constantly being created, opening up an infinite number of possibilities for load forecasting research. Researchers can develop more specific models to deal with various situations by emphasizing/removing one or more elements.
However, Deleuze reminds us that focusing solely on the usage of electricity by individuals or organizations prevents such specific assemblages from exhibiting a larger set of functions or principles. These functions or principles are referred to as the “abstract machine” by Deleuze and Guattari (1988). Deleuze (2017) envisions a new abstract machine, “society of control,” in his last articles: “We’re moving toward control societies that no longer operate by confining people but through continuous control and instant communication.” Electricity has been demonstrated as a control in the work of McDonald (2012) and Von Schnitzler (2013), and as a communication, the change in electrical load precisely describes the flow of control, and the forecast of the electric load should be regarded as our attempt to control this flow. We used to rely on the negative feedback regulation of the load, which means that the regulation to keep the flow under control of the grid will always be slower than the rate of change of the load, but now (in this research), we rely on the assemblage called neural networks, or more specifically, a multi-layered data-perceptron assemblage consisting of a large amount of data and multiple perceptrons.
3 ARCHITECTURE OF NEURAL NETWORKS
The electrical load reflects the becoming flow of the AGG assemblage and attempts to predict that the electrical load is based on the historical situation of the becoming flow. Therefore, it is necessary to extract the relationship between the load in different time series. In this article, a neural network is developed in order to predict the grid load for the next 5 h based on the grid load 24 h before and the current temperature. As a result, the long short-term memory recurrent neural network (LSTM-RNN) architecture is taken into consideration, which is thought to be good at predicting based on time series.
3.1 Recurrent Neural Network and Long Short-Term Memory
3.1.1 Recurrent Neural Networks
With the development of the machine learning technology, all kinds of architecture have been invented and developed in order to adapt to the needs of different types of tasks (Cho et al., 2014; Girshick, 2015; Schwing and Urtasun, 2015; Sindagi and Patel, 2018; Sherstinsky, 2020; Kattenborn et al., 2021). Recurrent neural networks (RNNs) are a classical architecture that is often used to process data sequences such as speech recognition and sales forecasting.
The comparison of the characteristics of the RNN and ordinary neural networks is shown in the following Figures 1A, B, which indicates that the output of the RNN at each moment depends not only on the input at that moment but also on the system state, and the main difference is that the RNN relies on the state of the entire scene more than the original network does.
[image: Figure 1]FIGURE 1 | Overview of comparison between the original networks and recurrent neural networks. (A) is the original network, and (B) represents simple architecture of the RNN.
The classical architecture of RNN is shown in Figure 2. It can be observed that the output value at this moment is not only controlled by the input value at this moment [image: image] but also receives the influence of the output value [image: image] at the previous moment. During the training process, with the continual update of the weight matrix, the error between prediction and target data will be decreased, which means that the neural networks gradually fit the intrinsic connections between the datasets.
[image: Figure 2]FIGURE 2 | Classical architecture of recurrent neural networks; the output at a certain time is affected by both the current input and previous output.
3.1.2 Long Short-Term Memory
Even though the RNN solves the problem about how can the neural networks datasets learn with time series, it still has certain defects. Over time scales, the RNN network does take into account the effect of the previous moment’s output. However, in most cases, data from more distant moments have little effect on the present moment; as a result, introducing the effect of too far moments in a neural network may degrade its performance.
In order to overcome the negative effects of too distant a point in time, the long short-term memory (LSTM) network is developed and generally accepted by researchers. LSTMs are a special kind of RNN, capable of learning long-term dependencies based on the addition of the gate mechanism. The LSTM-RNN usually contains forgotten, input, and output gates and introduced the concept of cell state. These kinds of mechanisms allow LSTM-RNN to be made to switch between remembering the recent information and information from a long time ago, letting the data decide for itself which information to keep and which to forget. LSTM has stronger temporal correlation, allowing the neural network to obtain the relationship between the parameters from previous data, which is very helpful for the data prediction job. An original graph of architecture of LSTM networks is provided in following Figure 3 (Yu et al., 2019), which contains extra forget gate per LSTM block to reduce the weight of values at distant time points.
[image: Figure 3]FIGURE 3 | Architecture of LSTM block.
3.2 Overview of the Proposed Framework
3.2.1 Architecture
The full architecture of the hybrid deep neural network used in this article is shown in Figure 4. The inputs are the information of the load value in the past few hours and the current temperature, and the outputs represent the prediction of the future load values. The current network contains two major parts: the LSTM-RNN and fully connected neural network (FNN).
[image: Figure 4]FIGURE 4 | Overview of the architecture of the LSTM-FNN used in this article; the double-dot-dash line around the temperature means participation or nonparticipation of temperature parameters.
In the process of preparing for the datasets, null values are checked, and the load data are split into training and test datasets, which relatively contain 70 and 30% data points in the whole file, respectively. The LSTM-RNN is used to extract the relationship between the load in different time series, and the FNN part is utilized to perform feature fusion, which means fusion of time series with temperature features. The output of the LSTM-RNN will be combined and sent to FNN layers and then used to calculate the final predicted values.
3.2.2 Loss Function
In this article, in order to train and test the performance of the network, different loss functions are utilized, which is called the mean square error and the mean absolute percentage error. The error measure is defined as follows:
[image: image]
where [image: image] is the predicted load value, and y is the real load value in future several hours.
In order to improve the performance, the Huber Loss function is also used as the train loss function, which is defined as follows:
[image: image]
where δ is a super parameter and can be defined by researchers.
This function is quadratic for small values of a and linear for large values, with equal values and slopes of the different sections at two points where [image: image]. Comparing with the MSE loss function, the Huber loss function is more robust to outliers, and often has better performance than the general loss function.
4 MERICS
The network is established for predicting the real grid load in the real word. In this section, the performance of the network is tested and provided.
4.1 Datasets Description
In this article, the electric load dataset in the Tetouan city in the Morocco and GEF2017 datasets was used. For the dataset in Tetouan city, it provides loads of data of Tetouan city of the whole year of 2017, and for GEF2017 dataset, it provides the load data from the year of 2003–2009. An example of training datasets is shown Figure 5.
[image: Figure 5]FIGURE 5 | Example of load in the training dataset in 1,000 h.
4.2 Test Performance Without Temperature
The classical performance of the current network is shown in Figure 6, where it can be observed that both the datasets can be fitted by the current neural network. The average test MAPE loss of the Tetouan database is about 0.64% while 4.32% with the GEF2017 database. The difference between two different databases is probably caused by the length of the datasets. For the larger datasets, it seems more difficult to analyze the intrinsic pattern of the load value for the LSTM network.
[image: Figure 6]FIGURE 6 | Prediction and true load value of different databases. (A)Result of the Tetouan database. (B) Result of the GEF2017 database.
In order to find networks with better performance, different superparameters of the number of hidden layers and hidden sizes are tested by using both the datasets, and the MAPE is shown in Figure 7:
[image: Figure 7]FIGURE 7 | Mean absolute percentage error with different networks with different superparameters. (A) Different hidden sizes (with hidden layers = 2). (B) Different numbers of hidden layers (with hidden size = 64).
Figure 7 indicates that the increase in the hidden size has positive influence on reducing the error, but after the hidden size larger than 64 is reached, this effect will be diminished, and the train time and calculation time will also be increased while increasing such size; as a result, 64 might be the best choice to balance the time consumption with accuracy. However, for the hidden layers, networks with only one LSTM layer have better performance than others, which means more complex networks are less effective. The probable reason is that when the complexity of the network increases, the risk of overfitting increases accordingly, which is particularly serious in large datasets. However, in order to guarantee the fitting ability of the neural network, we assumed that two LSTM layers are the best choice at present, according to the result.
4.3 Adding Temperture Into Consideration
In order to test the influence of the temperature of the load value, shown in Figure 4, the temperature parameter is added into the neural network by being combined with the output of the LSTM part. However, the MAPE loss seems increased if we do not increase the number of epochs because of the increase in the complexity of the model. As a result, the number of epochs is also changed in order to get higher accuracy. The MAPE of different epochs using the Tetouan datasets can be shown by Figure 8.
[image: Figure 8]FIGURE 8 | Mean absolute percentage error with different number of epochs under hidden layers = 2 and hidden size = 64.
Figure 8 indicates that after adding the temperature parameter into the network, more epochs are needed to get the best performance, while too many epochs will also increase the risk of overfitting; this causes the increase of MAPE in epoch = 200 in both the datasets. In addition, comparing with the original network, after adding the temperature, the forecast performance of the networks slightly declines rather than increase, which means the addition of the temperature is a negative performance of the networks. This could mean that the relationship between weather and electricity load is very uncertain for the networks to forecast.
5 DISCUSSION
An assemblage takes materials from the environment and arranges them in a unique way. “An assemblage, in this sense, is a veritable invention.” (Deleuze and Guattari, 1988) Therefore, a larger assemblage (which must be part of a smart grid) can be invented, consisting of a combination of the AGG assemblage and neural networks. In this assemblage, people’s historical electricity usage is becoming load forecasts. This assemblage also explains the performance degradation caused by adding temperature as a variable to the neural network. Temperature is a factor that affects people’s electrical behaviors (Valor et al., 2001). Thus, adding temperature may be considered as a double-count.
Actually, the relationship between the load value and temperature is not stable and even chaotic under some conditions. For example, the temperature-load relationship will be different in summer and winter, or in weekday and weekends. If we want to use the neural network to reflect it, it may get lost sometimes, causing the decrease in the performance.
Meanwhile, in the larger assemblage, the load forecasting results are utilized to “optimize” the grid, which in turn affects human behaviors. This mutual becoming constitutes a deconstruction of the time series. The forecast of the future is becoming the present, and it all points to the past. Attempting to control the flow of the control instead causes it to control itself.
Furthermore, we are constantly entangled and constructed by multiple assemblages. Therefore, Deleuze cautions us not to oversimplify the assemblage. The distinction between conventional and renewable energy sources, for example, is a more vivid description of the power producing assemblage in Howe and Boyer’s study (Howe and Boyer, 2015). Similarly, future study on electric load forecasting can be more specific and accurate by combining different assemblages or by the constant becoming and destruction of the assemblages.
6 CONCLUSION
Unlike previous research on electric load forecasting, we presented a novel pattern of thinking based on Deleuze’s assemblage concept in this article. From the perspective of the assemblage, the electrical load is regarded as a quantitative description of the mutual becoming of people and electricity (i.e., a constant deterritorialization and reterritorialization process), whereas load forecasting is an attempt to control the aforementioned process. Depending on the assemblage perspective, an LSTM-RNN-FNN model is utilized to predict the load in future 5 h based on the load value in the last 24 h and the current temperature. The outcome of evaluating multiple superparameters and datasets reveals that the current architecture can conduct forecast job quite effectively. We believed that the proposed LSTM-RNN-FNN model will aid in electric load forecasting and that the assemblage perspective on which we rely will give new inspiration for future electric load forecasting and potentially smart grid research. By adding or removing the elements in the assemblage or constructing new assemblages, future research could delve more into the impact of smart grid, natural environment, and human and societal factors on the accuracy of electric load forecasting.
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FOOTNOTES
1“Becoming” is one of Deleuze’s most important concepts. Deleuze believes that the world is nothing more than a stream of becoming and that all existence is nothing more than a relatively stable moment in the stream of “becoming-life.” With the help of the concept of becoming, he rejects the concept of human beings as the basic existence, affirming that all kinds of existences in the world have multiple existence values and meanings. He supports the dynamic view of becoming and vitality theory’s multiple perspectives
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The trend of DC development in the medium voltage AC distribution network is obvious. However, due to the constraints of reliability, cost, and power quality, not every AC distribution network is suitable for DC transformation. As for the AC distribution network suitable for DC transformation, it is necessary to solve the problems of multivariable constraint solutions and the demand for sorting and optimizing multi-schemes in DC transformation. Therefore, this study proposes a comprehensive decision-making method for the DC transformation object of the medium voltage AC distribution network. Firstly, a comprehensive evaluation index system for DC transformation is established from four aspects: improving power supply reliability, technical requirements, social benefits, and economic benefits. Among them, the reliability of power supply mainly examines the completion degree of the target. In terms of the technical requirements of DC transformation, it is necessary to consider the constraints of AC transformation and the driving force of DC transformation. As for the social benefits, it reflects the indirect demand for DC transformation, which reflects social development. In terms of economic benefits, it pays attention to the transformation cost and input–output ratio. Then, the combined optimization model is used to solve the index’s comprehensive weight based on the subjective and objective weight model. Moreover, the comprehensive evaluation value of the transformation object is determined by the double-base point method. The scheme optimization model is used to determine the final transformation scheme to guide the power grid enterprises to prioritize the DC transformation projects. Finally, several medium-voltage distribution networks in Guangzhou, Guangdong province, China, are taken as examples to verify the effectiveness of the proposed method.
Keywords: urban distribution network, DC transformation, optimization of object, comprehensive decision making, comprehensive evaluation index system
1 INTRODUCTION
The traditional AC distribution network faces the following difficulties: 1) because of the rapid growth of urban power supply load, the load demand and pressure of power supply reliability increase; 2) the continuous development of high-tech industries has higher requirements for power quality; and 3) the reform of the new energy system has led to a continuous surge in urban renewable energy penetration, which puts forward higher requirements for the ability of the grid to absorb clean energy. However, the traditional AC transformation has technical bottlenecks in solving these new problems: 1) under the constraints of space resources, it is difficult to meet the higher requirements of high-density urban loads for power supply capacity; 2) it is difficult to meet the requirements of safe, flexible, and efficient access of renewable energy under the constraints of frequency, phase, and angle; 3) under short-term interruption constraints of power outage transfer, it is difficult to meet the requirements of sensitive loads for uninterrupted high-quality power supply; 4) it is difficult to meet the requirements of the distribution network for closed-loop operation power accommodation under open-loop operation constraints; and 5) under the constraints of the technology level of current distribution equipment, it is difficult to meet the requirements of the distribution network for capacity expansion without exceeding the short-circuit current. The above technical bottlenecks make the DC transformation an important consideration. How to select the object of DC transformation and determine its sequence has become the first consideration. Therefore, this study focuses on the decision-making method for the DC transformation object of the medium voltage AC distribution network.
In the DC transformation, the bipolar three-wire DC distribution network system has more advantages than the urban AC distribution network: 1) the power supply capacity can be increased to about 1.6 times of the original (Rentschler et al., 2018), which is conducive to greatly improving the power supply capacity under the condition of limited space resources and solving the demand problem of rapid load growth; 2) according to the active power dispatching instruction of the system, the converter can realize the power fusion under the closed-loop operation and improve the power supply reliability; 3) through the fast controllability of power electronic equipment and the rational allocation of energy storage devices, high quality power supply of important loads can be realized (Wang et al., 2020), which can solve the problems of the development of high-tech industries; 4) compared with AC, DC grids do not have the frequency and phase angle problem, which can solve the problem of clean energy access; and 5) the current control effect of the inverter can significantly inhibit the short-circuit current. Based on the above analysis, this study determines the means of DC transformation: transforming the urban AC distribution network into a bipolar three-wire DC distribution network system.
Under the limited investment conditions, how to formulate a reasonable DC transformation and investment plan is the concern of power supply enterprises. At present, there are few studies on the DC transformation of urban distribution networks. Rentschler et al. (2018) analyzed the advantages of power supply capacity in DC transformation of the urban distribution network. Chen et al. (2019) comparatively analyzed three DC distribution application scenarios and showed that DC transformation can effectively reduce transmission loss and meet the needs of green power grid development. Cui et al. (2019) proposed an AC/DC party-line power distribution scheme based on Z-type transformer and showed the feasibility and technical advantages of the scheme. Li et al. (2020) used empirical mode decomposition (EMD) for data preprocessing and then evaluated the DC power quality after transformation based on the neural network. Huang et al. (2020) evaluated the DC transformation scheme of the power grid in a large city based on the analytic hierarchy process and entropy weight method. However, all the above studies evaluated the DC transformation of a single distribution network, lacking the basis for selecting this single distribution network for DC transformation. Moreover, the influence of the AC transformation bottleneck on the optimization of DC transformation objects of the urban distribution network is not considered.
In order to formulate a reasonable DC transformation strategy, it is necessary to make comprehensive decisions on multiple urban distribution networks and optimize the distribution network that can give full play to the advantages of DC transformation and maximize the comprehensive benefits of DC transformation. The comprehensive decision-making of urban distribution network transformation objects is an optimization problem, including the establishment of comprehensive evaluation indexes and the optimization of objects under the comprehensive decision-making model. At present, there are a few studies on comprehensive decision-making of distribution network transformation objects. Zhao and Li (2021) proposed evaluation indexes based on the pressure-state-response (PSR) model, combined with principal component analysis and correlation analysis to screen redundant indexes, thus constructing a dynamic energy efficiency index system to evaluate and transform the energy efficiency of industrial park users. Chen et al. (2020) considered the economy and efficiency of social capital participating in the operation of the distribution network, which can make comprehensive decisions on the transformation objects and planning schemes of the distribution network. However, there is still a lack of research on the comprehensive decision-making of DC transformation objects in the urban distribution network. Zhao and Li (2021) and Chen et al. (2020) mentioned that the research subjects are traditional AC transformation objects. Without considering the characteristics of DC transformation, they cannot reflect the direct demand for DC transformation, which can have the driving force by replacing the AC transformation constraints in the urban distribution network, or the indirect demand for DC transformation, which is driven by social development.
At present, the research on decision-making methods mainly focuses on the analytic hierarchy process (AHP) (Huang et al., 2020), interval-valued intuitionistic fuzzy method (De Miguel et al., 2016; Ma and Zhang, 2020), and entropy weight method (Zhao and Li, 2021; Wang et al., 2017; Hu et al. 2020), among others. However, the above methods have some shortcomings in practical engineering: 1) the analytical method ignores the fuzziness and uncertainty of decision-makers; 2) the process of establishing interval-valued intuitionistic fuzzy judgment matrix and the consistency test is complicated, and experts’ risk attitude is not considered effectively; 3) the entropy weight method ignores the value information brought by the correlation and conflict of index data; and 4) there is a lack of effective integration of subjective and objective value information.
According to the above problems, this study proposes a comprehensive decision-making method for the DC transformation object of the urban distribution network, which can make a decision by constructing an evaluation index system, solving the index weight, and determining the comprehensive evaluation value. Firstly, this study constructs a comprehensive evaluation index system of DC transformation objects of the urban distribution network from four aspects: power supply quality improvement demand, DC transformation demand, social benefit demand, and transformation economical efficiency demand. Then, the improved G2 method and the improved criteria importance through the intercriteria correlation weight method (CRITIC) are used to solve the comprehensive weight through the relative entropy combinatorial optimization model, and the comprehensive evaluation value of the object is calculated based on the double-base point method. Combined with the scheme selection model, the optimal scheme is determined to arrange the investment in DC transformation reasonably. Finally, the effectiveness of the method is verified by an example.
2 COMPREHENSIVE EVALUATION INDEX SYSTEM
In order to determine the construction priority of DC transformation objects of the urban distribution network, this study establishes a comprehensive evaluation index system, considering the power supply quality improvement demand, DC transformation demand, social benefit demand, and transformation economical efficiency demand. The structure of this system is shown in Figure 1. The index system aims to guide the optimization of DC transformation objects of the urban distribution network and maximize the comprehensive benefits of DC transformation investment.
[image: Figure 1]FIGURE 1 | Comprehensive evaluation index system of DC transformation object of the urban distribution network.
2.1 The Power Supply Quality Improvement Demand
Improving power supply reliability is the main task of traditional distribution network transformation. In practical engineering, the average reliability rate of power supply and system average interruption frequency index are the main indexes, reflecting the continuity of power supply. In addition, the quality of voltage directly affects the power supply availability and cannot be ignored in the distribution network transformation.
Accordingly, this study uses the power supply quality (Zhao and Li, 2021) covering the above two aspects to characterize the continuous availability of power supply in the distribution network. The power supply quality in this study is comprehensively characterized by the average reliability rate of power supply, the system average interruption frequency index, and the voltage qualification rate (Chen et al., 2020; De Miguel et al., 2016). In the actual planning, it is necessary to consider the matching degree between the current situation of power supply quality and the target level to guide the optimization of the transformation objects. Therefore, this study introduces the fulfillment degree of reliability rate of power supply I1, the fulfillment degree of interruption frequency I2, and the fulfillment degree of voltage qualification rate I3, which can reflect the demand for power supply quality improvement in the distribution network. The definition is as follows:
[image: image]
In this formula, RASAI-1, RSAIFI-1, RVQR-1 and RASAI-T, RSAIFI-T, RVQR-T are the current and target values of the average reliability rate of power supply, system average interruption frequency, and voltage qualification rate of the distribution network, respectively.
The above target values are different from different power supply zones. Usually, the power supply enterprises formulate corresponding planning objectives according to the five types of power supply zones and can be selected according to the actual situation in engineering application.
2.2 DC Transformation Demand of the Distribution Network
In addition to the power supply quality improvement demand, the comprehensive decision-making method of DC transformation objects in the urban distribution network also needs to focus on the DC demand of the urban distribution network. In this regard, from the source-load characteristics, network-side security, and the construction conditions of distribution lines, this study sets up five DC transformation demanding indicators of the distribution network to reflect the different planning areas and different transformation demands of different scenes. The indicators are shown in Figure 1.
The comprehensive proportion of renewable energy sources (RES) and the comprehensive proportion of sensitive loads reflect the DC demand of source-load characteristics in the distribution network, which is from the two aspects of the safe and efficient access demand for RES and the high power supply quality demand for sensitive loads. Short-circuit current margin and line load imbalance reflect the DC demand of network-side security from two aspects of the constraint of substation capacity expansion and the incoordination of line development. From the perspective of spatial resource constraints, the difficulty of distribution line expansion reflects the limited expansion of AC lines with different planning objects and the demand for DC lines with high transmission capacity. The above indicators establish an evaluation system from the three dimensions of source, network, and load, which comprehensively reflects the DC demand for the urban distribution network.
2.2.1 DC Transformation Demand Based on Source and Load Characteristics
Compared with AC, there is no synchronization problem and power quality problem caused by frequency and phase angle in DC distribution, and the reasonable configuration of voltage source converter can effectively play a role in power quality control, which satisfies the demand for renewable energy development for flexible and efficient access, as well as the demand for sensitive load development for high power quality (Wang et al., 2020; Wang et al., 2017). Therefore, this study sets the comprehensive proportion of RES and sensitive load to reflect the DC transformation demand of source and load characteristics for the urban distribution network.
The comprehensive proportion index of RES is defined as
[image: image]
In this formula, [image: image], [image: image], [image: image] are the statistical region’s current, short-term, and medium-term rated active power of the type i RES, respectively. [image: image], [image: image], [image: image] are the statistical region’s current, short-term, and medium-term load peak, respectively. [image: image], [image: image], [image: image] are the statistical region’s current, short-term, and medium-term weight coefficient of RES proportion in comprehensive proportion. According to the specific situation, they can be given by experts. In this study, they are set to 0.3, 0.4, and 0.3, respectively.
Sensitive loads refer to the user loads that cannot work normally or causes serious losses when the voltage drops instantaneously or breaks shortly (Hu et al., 2020). This kind of loads has high requirements for voltage quality and power supply reliability. The comprehensive proportion index of sensitive loads [image: image] in this study reflects the demand degrees of loads for the DC distribution network with high power supply quality, which is defined as
[image: image]
In this formula, [image: image], [image: image], [image: image] are the statistical region’s current, short-term, and medium-term rated power of the type j RES, respectively, and [image: image], [image: image], [image: image] are the current, short-term, and medium-term weight coefficient of sensitive load proportion in comprehensive proportion. According to the specific situation, they can be given by experts. In this study, they are set to 0.3, 0.4, and 0.4, respectively.
2.2.2 DC Transformation Demand Based on Network-Side Security
According to the security constraints of the heterogeneity of short-circuit current level and line load development on the AC distribution network capacity expansion, this study sets short-circuit current margin and line load imbalance index to reflect the DC transformation demand of network-side security.
In the traditional AC distribution network, substation capacity expansion improves the power supply capacity to meet the demand for growing loads, which may lead to excessive short-circuit current of the distribution network and difficult selection of circuit breakers and even affect the safety of the whole network. If the line is expanded by the DC transformation, the short-circuit current will not be significantly increased due to the current control effect of the inverter, which is conducive to the short-circuit current control of the AC system (Wang et al., 2020).
In addition, due to the open-loop operation mode of the traditional AC distribution network, the heterogeneity of line load development will significantly affect the load transfer capacity, reduce the reliability of power supply, and cause a crisis in the safety of the distribution network. However, AC lines are interconnected through DC transformation, and the power flow control ability of the converter can effectively balance the line load rate and maintain the benign development of distribution network lines.
The short-circuit current margin [image: image] and line load imbalance [image: image] are set to reflect the DC transformation demand of network-side security, which are defined as
[image: image]
In the formula, [image: image] is the short-circuit current peak value of the distribution network; [image: image] is the short-circuit current control level of the distribution network; and the medium voltage distribution network is generally 20 kV:
[image: image]
In the formula, L is the line return; [image: image] is the load rate for the circuit l; and [image: image] is the information entropy for line load rate. The index reflects the unbalanced degree of line loads with the concept of entropy. Besides, the larger the index value, the more unbalanced the line load.
2.2.3 DC Transformation Demand Based on Construction Conditions of Distribution Lines
The national standard GB 50217 points out that the selection of cable path should be convenient for laying and maintenance and ensure the shortest path under the condition of meeting the safety requirements (Liao et al., 2016). The DC transformation of AC lines into bipolar three-line DC lines can increase the power supply capacity to about 1.6 times the original. In the complex areas of the underground pipe network, such as the urban center, it can effectively reduce the laying path of cable lines and the late operation and maintenance and reduce the influence of cable line laying and maintenance on the complex underground pipe network. It has the advantages of construction and maintenance and economic advantages. On the contrary, when using overhead lines, the high transmission capacity of DC distribution lines can also effectively reduce the occupied corridor of overhead lines. In the urban center area with the high land price and difficult new corridors, DC overhead lines will play obvious economic and construction advantages. Therefore, this study sets the difficulty of distribution line expansion (index I8) to reflect the demand for space resource constraints for the DC distribution network. The index I8 in this study is defined as
[image: image]
In the formula, [image: image] is the complexity of the underground pipe network and [image: image] is the difficulty of the construction of the overhead line corridor. In addition, the indexes [image: image] and [image: image] in this study are defined as qualitative indexes, which can be obtained by the Delphi-gold segmentation cloud generation method (Okoli and Pawlowski, 2004). Its calculation is shown in Supplementary Table SA2.
2.3 Social Benefit Demand
Social benefit demand is the indirect demand for social development for DC transformation of urban distribution network, including social and economic benefits demand, ecological and environmental benefits demand, and optimizing the allocation of social resources demand.
Social and economic benefit demand refers to the indirect promotion effect of DC transformation on social and economic development, which is characterized by the ratio of gross domestic product (GDP) of loads to total electricity consumption, reflecting the social and economic value of unit electricity consumption. The social and economic benefit demand is defined as
[image: image]
In the formula, [image: image] is the total power consumption of loads in the distribution network in 1 year.
The safe and efficient consumption of RES after DC transformation of the distribution network can effectively reduce the emissions of [image: image] and [image: image] and dust from coal-fired power plants ([image: image], [image: image] and dust are the main causes of acid rain and PM2.5 in urban areas). According to the main composition of primary energy in the region, where the distribution network is located, and the degree of regional requirements for ecological environment protection and governance, the ecological environment benefit demand for DC transformation is determined. The ecological environment benefit demand (index I10) in this study is defined as a qualitative index obtained by the Delphi-gold segmentation cloud generation method. The specific calculation is shown in Supplementary Table SA3.
The DC transformation of the distribution network can directly or indirectly promote the development of related industries to promote social employment (State Grid Corporation of China estimates that every 100 million RMB investment will increase 700 people’s employment) and play the employment benefits (Liu et al., 2019). In addition, the large-scale consumption of RES after DC transformation can alleviate the transportation and scheduling problem of primary energy to a certain extent and alleviate the pressure of land and water transportation (State Grid Corporation of China, 2017). In addition, the DC transformation also plays a positive role in promoting technological upgrading and innovation, ensuring the power market. According to the local labor, traffic, and other conditions, optimizing the allocation of social resources demand is determined. Like the ecological environment benefit demand, optimizing the allocation of social resources demand (index I11) is also a qualitative index. Its specific calculation is shown in Supplementary Table SA4.
2.4 Transformation Economical Efficiency Demand
The transformation economical efficiency demand of the urban distribution network is the effective control of the cost of transformation investment, financial anti-risk ability, and capital efficiency under the premise of reaching the target level of power supply quality, power supply capacity, and RES access capacity, which means meeting the established transformation goal. In this study, the economic indicators of the DC transformation include investment costs, the payback period, and the internal rate of return (Ministry of Construction of the People’s Republic of China, 2007). Among them, the investment cost is defined as
[image: image]
In the formula, G1 is the cost of equipment purchase, installation, and debugging fees and G2 is the fees for the research and design of new projects and the land renovation and construction.
3 THE COMPREHENSIVE DECISION-MAKING MODEL
In this study, a comprehensive decision-making model is designed to optimize the DC transformation objects of the urban distribution network. The steps are as follows: 1) compute the comprehensive weight based on the subjective and objective weight model; 2) solve the comprehensive value of the evaluation objects based on the double-base point method; and 3) constrained by the industry benchmark of total annual investment and financial-economic indicators, the final scheme is determined with the maximum total evaluation value of the scheme as the optimization objective. The process of comprehensive decision-making is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Comprehensive decision process.
3.1 The Solution of Comprehensive Weights
The comprehensive decision-making of DC transformation objects in the urban distribution network is a complex multi-index evaluation and optimization problem (Shen et al., 2019). The rationality of index weight is crucial to the evaluation results. A simple subjective or objective weight model has one-sidedness and little credibility (Wang et al., 2021). Therefore, this study combines the subjectivity and objectivity of the improved G2 method and the improved CRITIC method to optimize the combination weighting through the relative-entropy model.
3.1.1 Preprocessing the Indicators
Assuming that [image: image] evaluation objects have common [image: image] evaluation indexes [image: image] and the corresponding index value of the object [image: image] is [image: image] ( [image: image] , [image: image] ), the multi-attribute decision matrix [image: image] composed of [image: image] indexes of [image: image] objects is preprocessed to obtain the normalized standard matrix [image: image], and there is
[image: image]
In this formula, [image: image] and [image: image] are the indicator set of efficiency and cost, respectively.
3.1.2 Improved G2 Method
The G2 method is a function-driven subjective weighting method. This method judges the importance of indicators according to expert experience, which can effectively consider the fuzziness of expert experience and the risk state of expert individuals. It is particularly practical in dealing with uncertain decision-making problems (Xie et al., 2010).
In this study, the improved G2 method is introduced on the basis of the original G2 method. The comprehensive decision-making index system is divided into the target layer, criterion layer, and index layer, and the hierarchical structure is shown in Figure 1. Let an upper index be described by the corresponding lower index set [image: image] , and the steps of the improved G2 method are as follows:
(1) First, determine the least important indicators in the index set, denoted as [image: image] ([image: image]), and reorder the index set as [image: image] according to the order relation method.
(2) Then, [image: image], as the ratio of the importance of the indicator [image: image] ([image: image]) to the sole reference [image: image], is determined:
[image: image]
If [image: image], the value of [image: image] is [image: image]; if [image: image], the value of [image: image] is within the interval [image: image]; and [image: image] always satisfies the [image: image].
(3) After that, the index weight [image: image] is calculated according to the ratio of importance:
[image: image]
In this formula, [image: image] is the interval mapping function with the risk attitude of experts. In the mapping, [image: image], [image: image] are the width and median of the interval [image: image], respectively; as for the risk state factor [image: image], conservative experts take [image: image]; neutral experts take [image: image]; risk experts take [image: image]; and [image: image]. If [image: image], then [image: image].
(4) Finally, the weight obtained is multiplied layer by layer to get the subjective weight vector [image: image] of the final improved G2 method.
3.1.3 Improved CRITIC Method
The CRITIC method (Lin et al., 2018) is a new weighting method for solving weights based on objective data. This method can consider both the comparative strength between transformation objects and the degree of conflict between evaluation indexes so that the weight is objective and accurate. Among them, the contrast intensity reflects the difference of different objects in the same index, which is quantified by standard deviation. The degree of conflict reflects the correlation between different indicators and is quantified by the correlation coefficient.
In this study, the original CRITIC method is improved as follows: 1) the contrast strength between indicators is reflected by the coefficient of variation, and the defects that standard deviation is susceptible to dimension and the mean value are corrected. 2) The absolute value of the correlation coefficient reflects the degree of conflict between indicators and corrects the defect that the original correlation coefficient cannot reflect the same correlation when the positive and negative correlations have the same absolute values; 3) redundancy information entropy (Iuculano et al., 2007) is introduced to reflect the dispersion of indicators so that the empowerment process integrates contrasting strength, conflict degree, and dispersion. The model of the improved CRITIC method based on the objective weighting calculation is
[image: image]
In this formula, [image: image] and [image: image] are the variation coefficients of indexes [image: image] and [image: image], respectively; [image: image] and [image: image] are the mean values of normalized index value; [image: image] is the correlation coefficient of indexes j and j'; [image: image] is the normalized index value of index [image: image] of object [image: image]; [image: image] is the redundant information entropy of index [image: image]; [image: image] is the proportion of normalized index value; [image: image] is the information contained in index [image: image] (the larger [image: image], the greater the amount of information contained in index [image: image] and the more important [image: image]); and [image: image] is the weights for index [image: image] by the improved CRITIC method. According to the improved CRITIC method, the final objective weight vector [image: image] can be obtained.
3.1.4 Comprehensive Weight
According to the principle of Kullback relative entropy derived from probability measures and considering the consistency requirement of information contained in the subjective weight vector acquired from the G2 method, the objective weight vector obtained by the improved CRITIC method, and the real weight vector, this study establishes a comprehensive weight optimization model based on relative entropy and solves the comprehensive weight [image: image] which has the best consistency with subjective and objective weight. The optimization model is
[image: image]
In the formula, the decision variable is [image: image], by minimizing the relative entropy, obtain the optimal solution [image: image], and then the comprehensive weight vector [image: image] can be solved.
3.2 Decision Model
3.2.1 Double-Base Point Method
According to the obtained comprehensive weight vector and the standardized attribute decision-making matrix, the weighted decision-making matrix [image: image] is calculated, where
[image: image]
By taking the optimal value and the worst value of each evaluation index as the double-base points, the optimal and the worst base point vectors are introduced. The optimal base point vector of the weighted decision-making matrix is [image: image], and the worst base point vector is [image: image]. Among them, [image: image] and [image: image].
The optimal and the worst base point vectors are used as the reference standards of the optimal and the worst transformation objects, respectively. The closeness degree between the selected object and the optimal reference standard is calculated by the double-base point method. The smaller the closeness degree is, the closer the evaluation object is to the optimal transformation object. The closeness degree is
[image: image]
The comprehensive evaluation value of the DC transformation object is
[image: image]
The larger the comprehensive evaluation value is, the higher the planning investment benefit of the DC transformation of the evaluated object is. When formulating the planning scheme, the investment objects of the DC transformation should be selected according to the evaluation value from high to low.
3.2.2 Scheme Selection Model
By taking the maximum overall evaluation value of the scheme as the goal and the total annual investment and industry benchmark of economic indexes as the constraint, the final scheme is determined, namely,
[image: image]
In the formula, F is the objective function of the scheme selection model; K is the number of distribution networks selected for the DC transformation in turn; and [image: image] is the comprehensive evaluation value of the evaluation object at the k of investment priority:
[image: image]
In this formula, [image: image], [image: image], and [image: image] are the investment cost, investment payback period, and internal rate of return of the DC transformation object k of the priority level, respectively. G is the total annual investment. [image: image] and [image: image] are the industry benchmark investment payback period and benchmark yield, respectively.
4 EXAMPLE ANALYSIS
Based on the above comprehensive decision-making method for the DC transformation of urban distribution network, seven 10 kV urban distribution networks in a southern province of China are selected and recorded as S1∼S7, respectively, to verify the feasibility of the proposed method.
The indexes of seven distribution networks are shown in Table 1. Due to the lack of data, indexes I8, I10, and I11 (bold type) in Table 1 are transformed from qualitative value information to quantitative score by the Delphi-gold segmentation cloud generation method (Zhu et al., 2020; Han et al., 2020).
TABLE 1 | Index data of each distribution network.
[image: Table 1]4.1 Analysis of Evaluation Results
The comprehensive evaluation values of seven distribution networks are shown in Table 2. It can be seen that the comprehensive evaluation value of S3 is the highest among the seven urban distribution networks (S1∼S7) to be DC retrofitted, which means the comprehensive benefit of S3’s DC transformation is the best. When upgrading the urban distribution network, S3 should be the preferred DC transformation object.
TABLE 2 | Comprehensive evaluation value of different objects.
[image: Table 2]In order to analyze the transformation demand and transformation economy of urban distribution network S1∼S7 in more detail, the radar chart for index evaluation of criteria level is analyzed by evaluating the indexes in the criterion layer, and the radar chart for index evaluation of criteria level is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Radar chart for index evaluation of criteria level.
Further, as shown in Figure 3, the demands for the upgrade and transformation of S1 in all the aspects are large and the transformation economical efficiency is also good. Table 2 shows that the comprehensive evaluation value is second only to S3. Therefore, the DC transformation of S1 is further carried out when the investment after S3 is still sufficient.
Overall, considering the investment cost constraints, the project should prioritize the DC transformation of the distribution network with a larger comprehensive evaluation value.
4.2 Comparative Analysis of Evaluation Methods
In order to further illustrate the rationality of the comprehensive weight proposed by this study, the improved G2 method, the improved CRITIC method, the method proposed by Xie et al. (2010) (G2—entropy weight method), and the comprehensive method in this study are used to evaluate seven distribution networks comprehensively. The evaluation results are shown in Figure 4.
[image: Figure 4]FIGURE 4 | Comparison of comprehensive evaluation results.
Through the intuitive comparison in Figure 4, it can be seen that the differences in the evaluation results are mainly reflected in the distribution network S2, S4, S5, and S7. The evaluation results of the improved G2 method and improved CRITIC method are S2>S4>S5>S7 and S7>S5>S2>S4, respectively. This is mainly because the index weight of the improved G2 method is only determined subjectively by decision-makers, ignoring the objective information of the index. Similarly, the improved CRITIC method focuses on objective information and ignores the importance of expert opinions in decision-making, which will also lead to deviation in evaluation results. Although the evaluation results obtained by the method proposed by Xie et al. (2010) are consistent with those in this study, compared with Xie et al. (2010), the comprehensive method in this study introduces the analytical theory in the process of expert decision-making. In the process of handling objective information, the comparative strength, conflict degree, and discreteness of the index data are comprehensively considered. In summary, the evaluation results in this study will be more reasonable and accurate. In addition, the sensitivity of the evaluation results obtained by this method is 152.24%, which is also significantly better than 100.59% of the method proposed by Xie et al. (2010).
In summary, the evaluation results obtained by the method in this study are more reasonable, accurate, and with greater identification, which can be well applied to the optimization of DC transformation objects of urban distribution networks in this study.
4.3 Analysis of Decision Results
In order to illustrate the correctness of the comprehensive decision-making results in this study, the decision-making results under five selection principles are compared and analyzed. Principle A is the low average reliability of power supply; principle B is the low reliability of traditional power supply; principle C is the high demand for power supply quality improvement; principle D is the high demand for DC distribution network; and principle E is the comprehensive evaluation value of this study that is high. The comprehensive evaluation results under the five principles are shown in Table 3.
TABLE 3 | Evaluation results under five principles.
[image: Table 3]Assume that the total annual investment is 20 million yuan, the industry benchmark investment payback period is 16 years, and the benchmark yield is 8%. The investment priorities, selected distribution network, and total investment costs of the five principles are shown in Table 4. Because the investment payback period and internal rate of return of the seven distribution networks meet the financial and economic constraints, Table 4 only shows the total investment cost of the preferred object under investment cost constraints.
(1) Principle A takes the low average power supply reliability as the basis for the optimization of the transformation objects. As shown in Tables 3, 4, the preferred objects are S7, S6, and S5. However, with the continuous improvement of users’ demand for uninterrupted power supply, the interruption frequency will become the main factor affecting users’ electricity experience at a high level of power supply reliability. Therefore, in principle B, the traditional power supply reliability is comprehensively reflected by two indicators: power supply reliability rate and system average interruption frequency. Although the optimization objects are still S7, S5, and S6, the order of optimization has changed. This is mainly because the average interruption frequency of S5 is 0.4669, which is significantly higher than the 0.4275 of S6. The optimization of the transformation objects through method B has the significance of improving power supply reliability but does not consider the differentiated demand of distribution networks.
(2) Principle C is based on the improvement of power supply quality. According to Tables 3, 4, the selected objects are S3, S6, and S4, which are different from principle B. This is mainly because principle C considers the different requirements of distribution networks for power supply quality. Table 1 shows that compared with S7 and S6, although S3 and S4 have higher power supply reliability, their gap with the target level is larger than that of S7 and S6. In addition, principle C also reflects the demand for the improvement of power availability of distribution networks through the voltage qualification rate. In general, the optimization of the transformation objects through principle C has the significance of improving the differentiated power supply quality level. However, the direct and indirect demand for the DC transformation of urban distribution networks is not considered.
(3) Although the principle D effectively considers the DC transformation demand of distribution networks, it abandons the demand for the improvement of power supply quality without considering the social benefit and the economical efficiency, which is not comprehensive enough. However, principle E considers the differentiated demand of distribution networks and fully considers the direct and indirect demand of DC transformation, which can effectively bring into play the comprehensive benefits of DC transformation. As shown in Tables 3, 4, the optimization objects and method D are the same as S3, S1, and S6. This is because of the highest importance of the DC transformation demand of distribution networks under the indexes in the four-criterion layer, the large demand for upgrading and transformation in all aspects of S3, S1, and S6, and the good economic efficiency of transformation. It can be analyzed in detail through the radar diagram in Figure 2, which is not repeated here.
TABLE 4 | Optimization results under five principles.
[image: Table 4]It can be seen that the comprehensive decision results in this study can effectively reflect the comprehensive benefits of DC transformation of urban distribution networks, which can guide the distribution network planning department to arrange the priority scheme of DC transformation objects reasonably.
5 CONCLUSION
Aiming at the problem that there is no quantitative decision-making method for DC transformation priority of multiple distribution networks in urban distribution network upgrading, this study carried out the following work:
(1) Starting from the demand and economy of urban distribution network upgrading and transformation, considering the differentiated demand for power supply quality of distribution network transformation, and taking the direct demand of DC transformation driven by the restrictive DC transformation of AC transformation and the indirect demand of DC transformation driven by social development as the starting point, a comprehensive evaluation index system for DC transformation objects is designed, which comprehensively considers the demand for power supply quality improvement, DC transformation demand of distribution networks, social benefit demand, and transformation economical efficiency.
(2) The G2 method is improved by introducing the principle of the analytic hierarchy process to determine the subjective weight of the index, which can comprehensively consider the fuzziness of expert experience and the risk state of expert individuals. At the same time, the improved CRITIC method is used to determine the objective weight, which can comprehensively consider the contrast strength, conflict degree, and discreteness between indicators so that the weight is objective and accurate. The comprehensive weight optimization model based on relative entropy is established to make the evaluation results more reasonable, accurate, and identifiable. The example shows that the sensitivity of evaluation results is increased by about 50%.
(3) Based on the double-base point method and scheme selection model, a comprehensive decision model for the DC transformation of the urban distribution network is established. The example shows that the model can comprehensively consider the power supply quality improvement demand, DC transformation demand, social benefit demand, and transformation economical efficiency demand; maximize the comprehensive benefits in many aspects; arrange investment priorities to form transformation schemes; and prioritize the transformation of urban distribution network with the optimal comprehensive benefits.
China is vigorously promoting distributed renewable energy, electric vehicles, and energy storage, including distributed the photovoltaic, distributed energy storage system, microgrid, and electric vehicle cluster. Among them, there are many demands for DC transformation of the existing AC distribution network and for fine planning considering electric vehicles, renewable energy, and energy storage on the basis of DC transformation.
In this paper, the comprehensive decision of the DC transformation object is preliminarily made. However, the concrete DC transformation scheme has not been discussed. Therefore, after selecting the DC transformation object, designing the refined DC transformation scheme, which needs to consider the global optimization/sub-optimization that meets the multi-objectives of reliability, economy, power quality, safety, and flexibility of the transformation distribution network, and considering the optimal allocation of distributed renewable energy in time and space, such electric vehicles and energy storage, is the next need for further research.
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With the rapid development of urban power grids, distributed renewable energy sources and adjustable loads have increased significantly, resulting in more complex operation conditions, increasing the difficulty of power flow calculations. The usage of artificial intelligence technology to assist in calculating power flows for large-scale urban grids has a wide range of application prospects. It is currently difficult to generate enough grid operation database with controlled distribution for artificial intelligence (AI) method research. Data is one of the important factors affecting the performance of deep learning algorithms, and the lack of research on data distribution characteristics also hinders the performance of deep learning algorithms. The distributional characteristics of data sets in high-dimensional feature spaces are difficult to represent and measure, and the algorithm design process is prone to encounter curse of dimensionality. This paper proposed a novel method for generating databases to improve the solving efficiency of data-driven power flow calculation problems. The proposed method removes samples based on the characteristics of data distribution. It constructs two databases, namely the blue noise distribution database and the variable density boundary enhanced distribution database. Compared with the classical stochastic sampling database, the proposed boundary-enhanced variable density (BEVD) database has significantly improved the judgment accuracy of power flow convergence. Finally, the China Electric Power Research Institute-36 (CEPRI-36) bus system is used to verify the effectiveness of the proposed method. The judgment accuracy was improved by 2.91%–9.5%.
Keywords: High-dimensional space, blue noise distribution, boundaryenhanced variable density (BEVD) distribution, Power flow calculation, Database construction
1 INTRODUCTION
As the complexity of power grid operation increases, new power systems’ safe and stable operation is facing severe challenges. Traditional state sensing and operation control technologies are challenging. Artificial intelligence (AI) technology is increasingly required to participate in power grid security and stability analysis. At present, the application research of artificial intelligence technology in power system analysis has been gradually carried out (Shi et al., 2020; Wang et al., 2021), and it has become an inevitable trend to use big data and deep learning technology to assist and supplement traditional time-domain simulation methods. The training and prediction effects of deep learning are highly dependent on sufficient and reasonable datasets (Sun et al., 2017). Among them, supervised learning, as the most mature research branch, is highly dependent on large-scale labelled datasets and requires that each sample contains labelled information. In power systems, the research of database distribution and generation methods have always been a relatively weak link in related research. When migrating deep models and learning algorithms that have performed well in other fields to the power system analysis, the primary problem is the data problem (Zhang et al., 2021).
The scope of application of data problem-solving methods is affected by data acquisition, which can be divided into actual acquisition and simulation. In some tasks, acquisition can only obtain samples, and adjusted or synthesized samples are primarily meaningless. Such tasks can only maximize the sample capacity to improve the generalization ability of the depth model, but the marginal benefit of its enhancement gradually decreases (Joulin et al., 2016) and the enhancement efficiency is low, and it is prone to the class imbalance problem (Japkowicz and Stephen, 2002; He and Garcia, 2009), which also leads to the decrease of the generalization ability of the deep model. In some other tasks, samples can only be supplemented by minor adjustments of a single sample, such as in the image field. Adjustments to databases in the image domain are called data augmentation techniques (Cubuk et al., 2018), including rotation, translation, cropping, and fine-tuning of colours for a single image sample.
More general approaches include simple resampling techniques, such as undersampling and random over-sampling (ROS) (Batista et al., 2004), which do not add new samples to the database. Still, other tasks, where the simulation samples are valid in a particular area, can apply some data synthesis methods, such as the SMOTE (Synthetic Minority Oversampling Technique) (Chawla et al., 2002) algorithm, the ADASYN (Adaptive syn-thetic sampling) (He et al., 2008) algorithm, and the mixup algorithm (Zhang et al., 2017). Reference (Tan et al., 2019) uses the Generative Adversarial Networks (GAN) method to generate a database with a similar distribution to the original data and extract unstable samples to supplement the original sample set, which can quickly adjust the class ratio. However, the above sample supplementation methods are all based on existing samples, and the reconstructed database does not change the cover but only changes the class ratio. In the literature (Chen et al., 2019), a grid simulation sample generation method based on the LSTM (Long short-term memory) algorithm was proposed, which achieved good results in automatic sample generation and improved the efficiency of simulation sample generation but did not consider the sample distribution characteristics, which made it difficult to evaluate the generated sample set.
For power systems, data can be obtained either through measurement or simulation. The continuous power flow method (Chiang et al.) shows that samples extending continuously beyond the acquisition range are also meaningful in power grid analysis. Therefore, the collected data can be effectively supplemented with simulation-generated data for grid analysis applications. The calm conditions allow more operation space when constructing the database, and the room for improving the quality of the database is also larger. For such tasks, improving the performance of machine learning algorithms by tuning databases rather than tuning model parameters has become a new research direction known as “data-centric machine learning” (Alvarez-Melis and Fusi, 2020). Research has been carried out on the problem of solving partial differential equations satisfying the conditions for sampling methods to improve the generalization ability of the model (Tang et al., 2021). However, in power grid applications, research on high-quality database generation methods is still very rare. The research on data problems has become a critical technical problem restricting the application of deep learning methods in power grid analysis, which needs to be improved and solved urgently. Because of this, the blue noise sampling in computer graphics (Dippé and Wold, 1985; Cook, 1986; Yuksel, 2015) is borrowed in this paper to enhance the quality of the database from the perspective of its distributional characteristics, and a sample generation method that considers distributional characteristics in a high-dimensional feature space is implemented using a weighted sample elimination method. For deep learning methods, whether the database distribution characteristics are better or worse is reflected in the model’s generalization performance after training. The task selected in this paper is convergence discrimination of power flow calculation. Using deep learning to judge the convergence of power flow calculation is a classification process. The trained deep model classifies the grid operation samples as feasible or not. The model can be regarded as an implicit representation of the boundary of the feasible region of power flow (Hu et al., 2017). Fitting the boundary of the feasible region is the basis for subsequent power system analysis and planning.
In this paper, for the first time, the distribution characteristics of the database suitable for the task of convergence discrimination of grid tide calculation are analyzed, the sampling rules of high-dimensional blue noise and BEVD under the framework of the elimination method are proposed, and sampling in high-dimensional feature space considering the distribution properties is realized. Finally, the CEPRI36 node model is used to verify the effectiveness of the database generation method and the correlation between the database distribution characteristics and the generalization performance of the deep learning method. The experiments specifically verify two conclusions.
1) The distribution characteristics of the dataset do have an impact on the generalization performance of the deep learning algorithm, and that the randomly generated database with the lowest generation cost is not the optimal distribution characteristic, so it is meaningful to investigate the distribution characteristics of the database.
2) It is verified that the BEVD distribution characteristics proposed for the classification problem with attention to boundaries have a positive impact on the generalization performance of deep learning algorithms.
2 DISTRIBUTION CHARACTERISTICS OF EXISTING DATABASES AND TARGET DISTRIBUTION CHARACTERISTICS
The database required for artificial intelligence methods is composed of samples, which are a collection of features that have been quantified. These features are collected from some objects or tasks that need to be processed. The sample is usually represented as a vector [image: image], where each entry [image: image] of the vector is another feature. For the task of power flow convergence discrimination, the samples need to contain all the information that can be used for power flow calculation. The result of the power flow calculation is the power flow operating point, which is the combination of the power and voltage of all nodes in the system.
[image: image]
where N is the number of nodes in the system. The power flow calculation process is to specify one part of the features and find another part of the features through the power flow equations. Usually, the input features are the node injection power, that is, the active power and reactive power of the PQ node, and the active power and voltage of the PV node. Therefore, the number of feature values, i.e., the dimensionality of the feature space, is two times the number of nodes. Whether the power flow calculation can converge to a feasible solution is the label of this task, and the label and feature together constitute a sample required for supervised learning. Specifically, the sample is labelled as convergent if the remaining values can be obtained by computing the power flow equations, and conversely, the sample is labelled as non-convergent if the power flow equations cannot be solved by the computational program.
From a geometric point of view, a sample can be regarded as a data point in a high-dimensional feature space, and a sample set is a point cloud in a high-dimensional feature space. The distribution characteristic of the database is the distribution characteristic of the sample point cloud. This paper’s research on distributional properties aims to improve the generalization ability of deep learning methods. In the task of convergence discrimination of power flow calculation, the generalization ability is reflected in the discrimination accuracy of the model to the test set. In the following, the distribution characteristics of the existing database are analyzed from a specific task. Based on this, a potentially better distribution characteristic is proposed as the goal of the generation method in this paper.
2.1 Analysis of the Distribution Characteristics of Existing Databases
The existing power system operation data are mainly obtained based on offline simulation or online collection. The original online and offline databases cannot meet the requirements of deep learning. Specifically, the online analysis data are collected under the actual operation condition, which constitutes a large amount of sample data but is unevenly distributed, thus showing the characteristics of many similar samples with low importance; the offline analysis data are obtained under the manually adjusted extreme operation mode, which constitutes a sample with solid typicality. However, the data volume is small, and it is challenging to cover all the typical working conditions of the grid. The distribution of samples consisting of two types of data in the operational feature space is shown in Figure 1.
[image: Figure 1]FIGURE 1 | illustration on grid operation sample sets.
The red triangle represents the offline analysis sample, the green triangle represents the online analysis sample, and the yellow squares represent samples that need replenishment. The operation space is divided into three regions by two lines: the green line indicates the boundary of online operation, and the resulting region one is the online operation region; the red line shows the boundary of stable operation of the grid, and the region three outside the boundary indicates the characteristic region of infeasibility or fault instability; the middle region two indicates the characteristic region where online operation does not occur, but the stable operation is possible. The samples in region two and region three provide critical information in the tasks related to the stability boundary, so the corresponding sample supplement operations need to be done.
2.2 Blue Noise Distribution
In computer graphics, the blue noise distribution is recognized as the best distribution property.
As shown in Figure 2, the left figure shows the point set formed by blue noise sampling, and the right figure shows the point set formed by random sampling. Many researchers default to random sampling as a form of uniform sampling; in fact, pure randomness does not give the desired results, and points tend to clutter the region and leave blank space, while blue-noise sampling makes the sample points uniform as possible. Assuming that each sample point can represent the information in a certain range, the blue noise distribution can cover a larger feature space. In contrast, the distribution formed by random sampling shows the characteristics of some regions are blank while some other regions are denser in points. The online data of the power grid presents a more heterogeneous distribution characteristic. Many duplicate samples are represented in the feature space as a dense cloud of points in a region. At the same time, there are no non-converging samples in the online data, so the region of non-convergence in the feature space is blank. In this paper, the blue noise distribution characteristic refers to the distribution characteristic in the high-dimensional space. Since the configurable number of samples in the feature space is much larger than the usually used sample set capacity as the dimensionality grows, forming a significant sparsity, the blue noise characteristic referred to in this paper cannot cover the entire feature space uniformly but can only ensure that no two sample points are too close to each other. Under the above assumptions, the blue noise distribution is still a distribution characteristic covering the largest feature space range with the same sample size.
[image: Figure 2]FIGURE 2 | Blue noise sampling and stochastic sampling in the two-dimensional plane.
2.3 Boundary-Enhanced Variable Density Distribution
Unlike the classical classification problem in computer vision, this task is more concerned with the situation near the boundary between classes. Specifically, the task of power flow solvable discrimination is consistent with the definition of a binary classification problem. The input feature x of the database is the node injected power of the grid. The class label y of the output is the presence or absence of a solution. And the performance metric is the accuracy of the discrimination, where the DL model classifies the input represented by x to the output represented by y.
However, unlike the classical binary classification problem, in the task of power flow solvable discrimination, the input features x moves continuously toward another class without passing through the other class, and there is a clear boundary between the two classes. In contrast, in the classical classification problem of computer vision, input features x belonging to one class movecontinuously toward another class, usually passing through a region that belongs to neither class 1 nor class 2, and the samples in this region are also considered as invalid samples and discarded. For example, identify whether the picture is of a “cat” or a “dog”. The input feature X moves from the “cat” class to the “dog” class, passing through the “non-cat” and “non-dog” classes, which do not usually appear in the database either. Thus, a more precise interpretation of the physical meaning of the task is formed: fitting the viable domain boundary.
The deep learning model makes sense of the task from the data and acquires knowledge. A database that better meets the requirements of this task should provide more boundary information. There should be more sample points near the boundary, fewer samples far from the boundary, and the distribution characteristics of this database are referred to as BEVD.
3 DATABASE GENERATION METHODS CONSIDER-ING DISTRIBUTION CHARACTERISTICS
This paper implements the database generation method considering the distribution characteristics by the weighted sample elimination method. This section introduces the definition and algorithmic process of the weighted sample elimination method. Then the rules for implementing each of the two distributions proposed in the previous section in the framework of the elimination method, i.e., the weight calculation formula, are designed.
3.1 Weighted Sample Elimination Algorithm
The algorithm that takes a set of samples as input and selects a subset as output is sample elimination. The method of assigning weights to all samples and eliminating the samples with the highest weights until the target number of samples is reached is called weighted sample elimination. The weighted sample rejection method is an algorithmic framework that can generate databases with different distribution characteristics by replacing the core rules. In other words, for sampling tasks targeting different distribution characteristics, the workflow of the elimination method is the same, and the only difference is the design of the weighting formula that determines the elimination order. The core idea of the algorithm is to guarantee the overall distribution characteristics of the sample point set by ensuring its local characteristics so that the elimination rule only needs to consider the nearby region of each sample point, which means that the weight calculation is only relevant to the sample points in its nearby region. Therefore, an efficient algorithm implementation requires two relatively common data structures: a spatial division structure for quickly finding the neighboring samples and a priority queue for selecting the sample with the highest weight. In the implementation of this paper, the kd-tree and the heap are used, respectively, and the detailed steps of the algorithm are shown in the following Figure 3. The first three operations are preparing the input terms of the algorithm, including the generation of the original database and the calculation of the parameters, the former of which requires the use of a power system simulation program. The middle two operations are the preparation of the algorithm and, finally, the loop operation of eliminating samples. The weight value of each sample is formed by the joint contribution of other points in the range, which is calculated as follows.
[image: image]
where wi denotes the weight of sample i, wij denotes the weight contributed by each sample in the range to sample i, and the search range is a spherical region with sample point si as the center and radius r, and n is the number of other sample points in this range. The formula for wij reflects the elimination rule and is given in the next section.
[image: Figure 3]FIGURE 3 | Algorithm flow chart of weighted sample elimination.
When a sample is eliminated, only the weights of a few samples within its search range need to be adjusted, which means that the weights wij contributed by two sample points to each other are subtracted, so the computational complexity is significantly reduced. To further optimize the algorithm execution speed, the hardware parallel acceleration method provided by the tbb library is introduced in the kd-tree construction process. The various data structures and hardware accelerations mentioned above allow the algorithm to be practically applied in a limited high-dimensional space without suffering the curse of dimensionality.
3.2 Design of Weighting Formula for Blue Noise Sampling
The blue noise distribution in the high-dimensional feature space is a distribution that keeps no two sample points too close to each other, such that duplicate or similar samples can be eliminated under such a rule. The blue noise database covers the largest range in the feature space or has the largest amount of information for the same sample size. Here, the sample point distance represents the similarity between two samples, which is the similarity between two operation methods for the grid operation sample. The distance between two sample input features is in vector form in practical calculation, such as the distance between sample Xi[xi1,xi2,…,xin] and sample Xj[xj1,xj2,…,xjn] is calculated by the formula
[image: image]
The formula for calculating the weight function wij can be expressed as
[image: image]
Where, [image: image]. [image: image] is the parameter that indicates the strength of the influence of dij on wij. dij can be the Euclidian distance as well as the geodesic distance on a surface or any other function. The value of rmax depends on the sampling domain and the number of target samples. In 2D and 3D,
[image: image]
[image: image]
where A2 and A3 are the area and volume of the sampling domain, N is the number of target samples.
In higher dimensions we use a conservative estimate for rmax,d with d > 3, assuming that the hypervolume of the domain Ad can be completely filled with hyperspheres with no overlap. Note that this assumption causes overestimation of the rmax values. The hypervolume Vd of a hypersphere with radius r is [image: image], where [image: image] is a constant such that [image: image] with [image: image] and [image: image], resulting
[image: image]
The above scanning radius is also referred to as the maximum Poisson disc radius in Poisson disc sampling.
3.3 Design of Weighting Formula for Boundary-Enhanced Variable Density Sampling.
Traditional variable density sampling requires specifying the interval location and density. In contrast, the location is the area near the boundary in this task. The explicit representation of the boundary is the result of power flow calculation convergence discrimination, which cannot be known in advance. Obtaining a more accurate representation of the boundary requires a higher density of sampling near the boundary, and sampling near the boundary requires information about the location of the boundary, which is the main difficulty of the problem. In this paper, we use the label information and the distance information between sample points to make a judgment on the location of the sample points where the distance between sample points represents the similarity between two samples, and for grid operation samples, it can represent the similarity between two operation states. The distance of two samples in this paper is calculated using vector operation representation form, such as sample Xi = [xi1,xi2,...,xin] and sample Xj = [xj1,xj2,...,xjn] are calculated as
[image: image]
The weight of the mutual contribution between the two samples is calculated by the formula:
[image: image]
where yi and yj are the label value of the samples and [image: image]. [image: image] is the parameter indicating the strength of dij’s effect on wij. There are two cases according to whether the label information is the same or not, the samples in the range with the same class do not contribute to the weight value, while the samples in the range with different classes contribute a negative value to it.
The purpose of this is to make the effect of samples with different classes tend to retain the sample more, and the more samples with different classes in the range and the closer the distance, the more that sample point should be retained. As shown in Figure 4 below, the dot’s color indicates the class, and the circle indicates the scanned area of the three sample points, where the same class surrounds the sample point s1, and its weight value w1 is the maximum value of 0. s2 and s3 sample points contain sample points of different classes within the scanned area. The sample points of different classes around s2 are more and closer, so their weight values will be smaller, which means that they are retained with the highest priority.
[image: Figure 4]FIGURE 4 | Schematic of the rule of BEVD sampling.
Since it is difficult to visualize the high-dimensional feature sample set, the morphology of the variable density distribution characteristics is demonstrated here by a 2-dimensional arithmetic example, as shown in Figure 5. The two images to the left of the arrow are the algorithm’s input database and output database, respectively. The color is the label information, which indicates the class to which the samples belong. The algorithm prioritizes eliminating sample points far from the boundary, thus forming BEVD distribution characteristic, which characterizes the data as more sample points near the boundary and a smaller number of sample points in the region far from the boundary. The right side of the arrow is the probability density heat map of the output database, which can reflect the target distribution characteristics more intuitively. The color scale on the right side indicates the number of samples in the region. The brighter it is, the more samples there are, and the distribution characteristics show a higher density near the boundary between classes.
[image: Figure 5]FIGURE 5 | Input/output of the algorithm in 2D arithmetic and Density heat map of BEVD sampling results.
4 DATABASES QUALITY COMPARISON METHOD
In this paper, the study of database distribution characteristics aims to improve the performance of deep models, so the quality of databases cannot be compared only from some statistical characteristics of databases but needs to be put into the complete training-testing process of deep learning. The ability to train a model with higher discriminative accuracy is the indicator to evaluate the database distribution characteristics.
The specific comparison method is shown in Figure 6 below. The databases to be compared are used as training sets. The same deep network structure is trained. The same learning algorithm is used to update the parameters in the network. The training result models corresponding to the training set are obtained, and then the same test set is evaluated to obtain the discrimination accuracy of each model. The difference in database quality in this paper is only reflected in the distribution characteristics of the database, so the sample size should be kept consistent when used as the training set.
[image: Figure 6]FIGURE 6 | Overall diagram of database comparison method.
The confusion matrix generally represents the test results of the binary classification problem, as shown in Table 1, where m, n represents the true number of samples in category one and category 2, respectively, and s, t represents the number of samples predicted to be in two categories in the test classification; w is the sum of all samples; a, b represent the number of samples correctly classified and c, d represent the number of samples incorrectly classified. From the confusion matrix, it can be directly observed which class of samples the problem occurs in the discriminations.
TABLE 1 | Confusion matrix of the two-category task.
[image: Table 1]A more detailed analysis is possible from the confusion matrix, which is divided into the following three indicators.
Accuracy is the proportion of correct predictions among the total number of cases examined. The formula for quantifying binary accuracy is:
[image: image]
Precision is for classification results and is defined as the probability that all samples predicted to be of a certain class have a real label of that class.
[image: image]
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Recall is for real labels and is defined as the probability that all samples that are actually of a class are classified as samples of that class.
[image: image]
[image: image]
5 EXPERIMENTAL VERIFICATION
5.1 Case Introduction
The grid model used in this paper is CEPRI36, and the specific structure is shown in Figure 7, in which some nodes are connected to capacitors or reactors not involved in regulation. There are 18 nodes involved in the regulation of generating units or loads. The nodes inject power as input feature values, for a total of 36 variables, i.e., the sample contains a feature dimension of 36 dimensions.
[image: Figure 7]FIGURE 7 | CEPRI36 grid model topology connection diagram.
The original database generation method required for the weighted sample rejection method: The feature values are formed by randomly specifying the nodes to inject power and dynamic balance pre-processing. The power flow calculation program automatically generates the label information based on the feature values. The resulting original database contains 15,000 samples. THE WEIGHTED ELIMINATION METHOD GENERATED a BEVD database of 5000 samples and a blue noise database of 5000 samples, respectively; the comparison group randomly sampled 5000 samples from the original database. The above three subsets of the original database are used as the train set in the experiment. The test set contains 2000 samples different from the original database, of which 1000 samples each for the two classes of convergence and non-convergence. Two types of deep learning models are selected.
Model 1: Multilayer Perceptron Model (MLP). The MLP is a forward-structured artificial neural network that maps a set of input vectors to output vectors and consists of multiple layers of nodes, each fully connected to the next layer. In addition to the input nodes, each node is a processing unit with a nonlinear activation function.
Model 2: Convolutional neural network (CNN). CNN contains two convolutional layers and two fully connected layers. Each node is a processing unit with a nonlinear activation function except the input node.
The experimental environment of the database generation program is 3.30Gis Hz, the CPU is AMD Ryzen9 5900 HS, and the kd-tree construction process calls tbb to achieve 8-core parallel acceleration, which takes less than 1 min to generate 5000 samples from 15000 samples elimination, which can meet the practical application.
The weighted elimination algorithm is implemented in C++ to ensure the performance; the deep learning algorithm is implemented through the pytorch framework.
5.2 RESULTS AND DISCUSSION
The confusion matrix of the experimental results is shown in Figure 8. Combining different databases and deep models forms six confusion matrixes of model test results. According to the combination of different databases and depth models to form six sets of confusion matrices of model test results, where the column direction of each confusion matrix represents the model’s predicted class, and the row direction represents the real class to which the samples belong. Class 0 in the figure is convergence, and class 1 is non-convergence. The color shade of each cell of the matrix indicates the number of samples. The discrimination accuracy of the deep model trained by the BEVD database is significantly higher than the other two in the non-convergence class. And the case of the blue-noise database compared with the random sampling database is that the blue-noise database is better under the MLP model and the random sampling database is better under the CNN model.
[image: Figure 8]FIGURE 8 | Confusion matrix for the results of experiment.
The collated 2-level metrics are shown in Table 2, where P0 and P1 denote the precision of converged and non-converged samples, R0 and R1 denote the recall of converged and non-converged samples, and A denotes the accuracy. In terms of accuracy A, the combination of the variable density boundary enhancement database with both depth models is the highest; while the blue noise database and the random sampling database present performance related to the deep model, with the blue noise database performing better under the MLP model and the random sampling database performing better under the CNN model. In terms of precision and recall, the error in discrimination mainly occurs in the error of discriminating non-converging samples as converging samples.
TABLE 2 | Level 2 indicator for the results of experiment.
[image: Table 2]The above experimental results show that the generalization performance of the deep learning algorithm has the following relationship with the database.
1) The generalization performance of deep learning algorithms is determined by the database together with the model and algorithm. The discriminative accuracy of the BEVD database with the combination of both models is the highest and has similar values, while the accuracy of the other two datasets with the combination of different deep models are significantly different, with a difference of 5.55% and 4.5%, respectively
2) For the class boundary fitting task like convergence discrimination of power flow calculation, the database with BEVD distribution is more suitable for the demand.
3) The uniformity of the database distribution has no significant effect on the generalization performance of this task. The blue-noise database is more uniform than the random sampled database, The blue-noise database is more uniform than the random sampled database, and the discriminative accuracy of the MLP combined with the former is 6.45% higher than that of the combination with the latter, while the CNN with both has the opposite result of 3.6% lower.
Among the above three conclusions, the third one is inconsistent with intuition. This phenomenon can be understood as follows: if the labels of the database are continuously changing in the feature space, then a more uniformly distributed database should have a positive impact on the generalization performance of the deep model, while the labels in the trend convergence discrimination task are step-changing at the boundaries, and the positions of the samples in the feature space have different levels of importance. Therefore, the uniformity of the database distribution does not show a significant relationship with the model generalization performance.
The weighted sample elimination algorithm has the following features:
1) It Allows specifying the number of samples in the target database, and the termination condition of the algorithm can be controlled.
2) Good scalability to generate databases with different distribution characteristics by designing different sample weight calculation formulas.
3) It Supports the sampling domain as an arbitrary stream shape, which can meet the pre-processing operations such as the active balance of the original data.
4) The computational complexity of the algorithm is O(NlogN) and the storage complexity is O(N), which can be applied in high-dimensional feature space.
6 CONCLUSION
In order that the application of artificial intelligence in grid analysis can be further developed and model algorithms can be compared and optimized in a unified database, this paper researches the impact of the distribution characteristics of power flow database on the performance of deep learning generalization, and the methods for generating database considering the distribution characteristics, with the following contributions:
1) A database generation method T considering distribution characteristics in high-dimensional feature space is proposed, which can effectively reduce the computational complexity and storage complexity by typical data structure design and parallel acceleration of hardware.
2) The sample weight calculation rules for blue noise distribution and BEVD distribution in high-dimensional feature space are proposed and applied in the framework of the weighted elimination method, which can realize blue noise sampling and BEVD sampling in high-dimensional feature space.
3) The requirements of the power flow convergence discrimination problem on the database distribution characteristics are analyzed, and it is verified that the deep model trained by the variable density boundary-enhanced distribution database has apparent advantages in handling this task. The judgment accuracy was improved by 2.91%–9.5%.
Improving the generalization performance of learning models from the perspective of improving the quality of databases belongs to the field of data-centered machine learning. The research results of this paper can lay the foundation for the study of database distribution characteristics of classification problems focusing on boundaries.
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Power system clustering is an effective method for realizing voltage control and preventing failure propagation. Various approaches are used for power system clustering. Graph-theory-based spectral clustering methods are widely used because they follow a simple approach with a short calculation time. However, spectral clustering methods can only be applied in system environments for which the power generation amount and load are known. Moreover, it is often impossible to sufficiently reflect the influence of volatile power sources (e.g., renewable energy sources) in the clustering. To this end, this study proposes a probabilistic spectral clustering algorithm applicable to a power system, including a photovoltaic (PV) model (for volatile energy sources) and a classification method (for neutral buses). The algorithm applies a clustering method that reflects the random outputs of PV sources, and the neutral buses can be reclassified via clustering to obtain optimal clustering results. The algorithm is verified through an IEEE 118-bus test system, including PV sources.
Keywords: hierarchical spectral clustering, electric power system, photovolataics, power system analysis, expansion
1 INTRODUCTION
New and renewable energy resources have been increasingly used worldwide owing to energy policies aimed at achieving carbon neutrality (Cauz et al., 2020; Li et al., 2021). From a numerical perspective, the accumulated capacity of global wind power increased by a factor of 36.7 (from 16.9 to 621.6 GW) between 2000 and 2019. Within the same time frame, photovoltaic (PV) capacity increased by a factor of 480.8, from 1.2 GW in 2000 to 590.3 GW in 2019 (IRENA, 2021). Owing to the variability in wind and PV generation, wind and PV are treated as variable renewable energy (VRE) sources. In one instance in Denmark (where high renewable penetration has been achieved), VRE generation exceeded demand for 845 h and recorded a high demand of 213%. Such situations have become more frequent since the first occurrence in 2015 (Holttinen et al., 2021). Increases in the uncertainty and variability of VRE sources are expected to pose challenges to the secure operation of modern power systems. Accordingly, probability analyses have been applied to incorporate the uncertainties from VRE sources and converter-interfaced generation (Wiget et al., 2014; Leeuwen and Moser, 2017). Novel approaches are required to handle the corresponding challenges in power system operation, planning, and control.
The clustering (i.e., partitioning, islanding, and splitting) of electric power systems is a concept that emerges especially frequently in control and protection technologies (Park and Kim, 2006; Sarajpoor et al., 2021). In power systems, clustering methods are used in various ways and for various purposes. Chai et al. proposed a double-layer voltage control strategy to solve the voltage violation problem in a distribution system. The proposed method was aimed at minimizing the PV active power curtailment and network power loss of each cluster. In this case, the process of dividing clusters was based on a clustering method that operated according to electrical distance, thus facilitating rapid optimization. In general, following the high penetration of PV power, numerous approaches have been proposed based on the corresponding voltage (for example, to avoid voltage violations). In this context, decentralized or distributed control based on power network clustering offers an advantage over centralized control (Cao et al., 2021). The clustering method can be applied not only to system control but also to event detection (Ma et al., 2021). Nevertheless, in the case of a large existing system, it is difficult to search for events owing to the large quantities of measured data. A graph-theory-based network partitioning algorithm has been proposed to address this problem and accelerate the system response.
The clustering algorithms used in several of the papers cited herein can be classified into different categories (Si et al., 2021). Among these algorithms, hierarchical spectral clustering is an important clustering method and is widely used for the partitioning of electric power systems. Owing to its strong theoretical basis (von Luxburg, 2007; Lee et al., 2014), this method has been used in various power system studies. This spectral clustering technique can be applied using the electrical parameters (e.g., the topology, admittance, and power flow) of a power system alongside hierarchical clustering, where the preferred number of clusters is considered the input. Consequently, hierarchical clustering can be obtained for the connection strength determined by the chosen electrical weighting (Sánchez-García et al., 2014). This method has been studied from various perspectives, such as to improve the calculation efficiency and partition quality through orthogonal conversion (Tyuryukanov et al., 2018), to island power systems according to the minimum active flow disruptions (Amini et al., 2020), and to prevent cascading failures through tree partitioning (Bialek and Vahidinasab, 2022). As described above, numerous studies have focused on clustering; these studies and their findings are summarized and compared in Table 1.
TABLE 1 | Comparison of clustering references.
[image: Table 1]However, methods for clustering in power transmission systems that incorporate variable power sources (e.g., renewable generation) have not been fully discussed. This is because when applying power flow-based clustering, the results can differ in response to variations in power generation. Clustering according to topology or admittance can be considered; however, this leads to further issues that cannot be addressed (e.g., those concerning a branch list with an overload risk, maximum overload rates, and overload probabilities). Accordingly, a probabilistic flow analysis method has been proposed to address these issues (Zhu et al., 2020; Wang et al., 2021; Lin et al., 2022). It is necessary to discuss clustering based on a consideration of a probabilistic interpretation of renewable power generation sources (e.g., PV sources). Therefore, in this paper, we propose a probabilistic clustering methodology for power systems operating with a high penetration of VRE sources.
The main contributions of this paper are as follows:
A probabilistic spectral clustering methodology based on the Monte Carlo method: This method can be applied to power systems by considering the characteristics of VRE sources whilst applying the hierarchical spectral clustering method in the existing power system network.
The classification and reprocessing of neutral buses: Neutral buses are generated as a result of the proposed probabilistic clustering method and the change in power flow. By reprocessing such buses using neutrality and probabilistic evaluation index, optimal clustering results can be derived.
The definition of new evaluation indices for probabilistic clustering: The probabilistic expansion index is discussed anew, allowing the expansion to be used as a clustering evaluation index for application under probabilistic conditions. As a result, a more appropriate clustering can be derived.
The remainder of this paper is organized as follows: In Section 2, the essential preliminaries are introduced, and the spectral clustering method and related contents are summarized. Section 3 describes the proposed probabilistic spectral clustering method, PV modeling, and neutral bus classification. In Section 4, the results of the method applied to an IEEE 118-bus test system are verified. Finally, the discussion and conclusion are presented in Section 5 and Section 6.
2 HIERARCHICAL SPECTRAL CLUSTERING OF POWER SYSTEM
A power system can be partitioned via hierarchical spectral clustering, as shown in Figure 1A; the proposed probabilistic spectral clustering is shown in Figure 1B. The spectral clustering algorithm consists of four steps, as illustrated in Figure 1.
[image: Figure 1]FIGURE 1 | Clustering process. (A) Hierarchical spectral clustering method. (B) Probabilistic spectral clustering and classification of neutral buses.
2.1 Graph Representation of Network
2.1.1 Terminology
For graph-theory-based network partitioning, power systems with N buses are represented as a graph G = (V, E) with a vertex set V and edge set E. The buses and transmission lines (or transformers) in power grids can be denoted as vertices (nodes) and edges (links), as follows:
[image: image]
[image: image]
This graph is only considered a simple graph (i.e., no loops or multiple edges are allowed). Multiple edges are replaced by equivalent single edges. All graphs are undirected.
2.1.2 Edge Weights Reflecting Power System
The topological structure of the graph does not include the electrical information of the power system. Therefore, the edge weights should be used. Edge weight is a function [image: image] such that the weight is calculated as follows:
1) [image: image] for all [image: image],
2) [image: image] if [image: image],
3) [image: image].
In this study, we adopt the notation that [image: image] if [image: image], and [image: image] for the weighted vertex degree. In a purely topological structure, all edges have unit weights. To represent power grids, we can use the values of the power flows as edge weights. When [image: image] denotes an active power flow from buses i to j, the corresponding edge weight is defined as follows:
[image: image]
The power-flow-based weight depends on the operating point and denotes the importance of a branch. Thus, a branch with a small flow is more likely to be removed. In contrast, a branch with a large flow exhibits a strong connection between each vertex and is more likely to be grouped together with other elements.
2.1.3 Graph Laplacian Matrix
Laplacian matrices are used in the spectral clustering method for efficient graph partitioning. The method uses the eigenvector and eigenvalues of two types of Laplacian matrices, which are related to the undirected weighted simple graph G = (V, E, w).
The Laplacian matrix L of G is an [image: image] matrix, where N is the number of vertices.
[image: image]
The normalized Laplacian matrix is calculated using a diagonal matrix D with nonzero elements [image: image].
[image: image]
[image: image]
The normalized Laplacian matrix is scale-independent and more suitable for clustering.
The eigenvalues of the Laplacian matrix are non-negative real numbers, and the number of zero eigenvalues is equal to the number of connected components in the graph. For the normalized Laplacian matrix of a connected graph with N vertices, the eigenvalues can be written as follows (von Luxburg et al., 2008):
[image: image]
[image: image]
By taking the k smallest eigenvalues together with their respective eigenvectors ([image: image]) of the normalized Laplacian matrix, we can partition the power system using a spectral clustering method. This method is described in the next section.
2.2 Spectral Clustering
Clustering refers to the classification of the vertices in a graph into several groups (clusters) such that vertices in the same cluster are highly interconnected but are weakly connected to vertices in other clusters. Among the clustering methods, spectral clustering uses normalized Laplacian eigenvalues and eigenvectors. The concept applies the first k eigenvectors corresponding to the smallest k eigenvalues (called spectral k-embedding) and identifies the geometric coordinates that match the N vertices. These coordinates form the N rows of the [image: image] matrix, consisting of k eigenvectors. The resulting points are clustered using a spectral clustering algorithm, as discussed below.
2.2.1 Laplacian Matrix Calculation
The Laplacian and normalized Laplacian matrix are calculated for graph G using Eqs (4)–(6), as described in the previous section. At this time, the edge weight is calculated as a power flow using Eq. (3). The latter of the two calculated matrices is used in this study. The eigenvectors of this matrix provide the coordinates representing each bus in the space [image: image]. The constant k can be determined using the spectral embedding process described in the next section.
2.2.2 Spectral Embedding
Spectral embedding is an important process in spectral clustering. This process employs the first [image: image] eigenvectors of the Laplacian matrix, that is, it reduces the dimensions of the matrix from the [image: image] Laplacian graph to the [image: image] matrix X, which consists of the chosen eigenvectors. In other words, the dimensions to be analyzed are reduced from [image: image] to [image: image]. This makes it possible to increase the quality of the resulting clusters whilst reducing the computation time.
The criterion for determining the embedding space [image: image] is based on the eigengaps (i.e., the differences between two sequential eigenvalues). However, in general, we can obtain a better [image: image] -partition with smaller eigenvalues (Sánchez-García et al., 2014). Hence, we use a relative eigengap, as follows:
[image: image]
When the value of the eigengap is large, we obtain a better network partition with at least [image: image] clusters. Therefore, in the following simulation, the value of [image: image] that maximizes the eigengap value is set as the embedding space.
2.2.3 Coordinate Normalization
After spectral embedding, the coordinates of the N vertices are represented in space [image: image]. However, the magnitudes of coordinates differ; hence, the results from the clustering may be distorted. Therefore, spectral clustering is performed once each coordinate value has been normalized to norm 1. This process involves projecting each coordinate into a hypersphere, i.e., a ([image: image] -1)-sphere (depending on the embedding space [image: image]). The value of each coordinate can be normalized as follows:
[image: image]
2.2.4 Hierarchical Clustering
Through the clustering process described above, we express each bus as a coordinate in space [image: image], and we perform clustering by classifying the coordinates. Several methods are available for grouping each bus, including k-means, k-medoid, and hierarchical clustering (Sarajpoor et al., 2021). The k-means and k-medoid methods are frequently used for grouping, but they have several disadvantages. First, the clusters must be determined before clustering. Moreover, the connections between buses in the graph are neglected. Thus, the hierarchical clustering method is applied in this study.
Hierarchical clustering offers several advantages over other clustering methods. It identifies the hierarchy of clusters, which we represent as dendrograms. A dendrogram is a tree diagram that visualizes the hierarchical spectral structure of a power system. This method employs a bottom-up process applied for power system clustering. In N buses, the two most similar buses are merged into a cluster. Here, similarity refers to the distance between buses or clusters. This distance indicates the Euclidian distance between buses i and j.
[image: image]
After the buses are chosen, a new graph with N-1 buses is formed. In the new graph, the two closest buses are merged into a new cluster again, and this process is repeated until the desired number of clusters is obtained. This procedure helps grasp the hierarchical structure immediately, and the number of clusters can be adjusted without additional calculations.
2.3 Clustering Evaluation
Through the hierarchical spectral clustering described thus far, the desired number of clusters can be obtained from graph G. The purpose of clustering is to identify a cluster in which the buses in the cluster are strongly connected to each other and weakly connected to buses in other clusters. To evaluate the quality of a cluster, two quantities are defined to evaluate the connectivity described above. First, boundary ([image: image]) is defined as the sum of the edge weights of buses within a specific cluster C and those of the buses within other clusters. It can be used to evaluate the connectivity between different clusters.
[image: image]
Second, the volume ([image: image]) of cluster C is defined as the sum of the degrees of cluster C. It can be used to evaluate the connectivity of the buses within a specific cluster:
[image: image]
For the abovementioned purposes, the quality evaluation metric for a cluster can be defined as the value obtained by dividing the boundary by the volume. It is denoted as the expansion ([image: image]) (Sarajpoor et al., 2021).
[image: image]
The smaller the value of the expansion for the network partition, the better the clustering (i.e., strong connections between buses included in a specific cluster, and weak connections between buses outside thereof). When partitioning the power system into k clusters, we use the maximum expansion value to evaluate the quality of the clustering method (Sánchez-García et al., 2014):
[image: image]
It is possible to evaluate whether clustering has been well executed by using a normalized cut (i.e., the arithmetic mean of all clusters’ expansions) (von Luxburg, 2007). This method is widely used in the evaluation of graph clustering because the average quality of all clusters can be evaluated.
[image: image]
In this study, in view of the expansion of renewable energy sources in power systems, a metaheuristic approach is applied for probabilistic interpretation. To this end, numerous clustering results must be analyzed for various cases. For this purpose, the above two objective function equations are used to efficiently optimize and evaluate the results. In contrast, several more complex objective functions were required for the method proposed by Cotilla-Sanchez et al. (2013).
3 PROBABILISTIC SPECTRAL CLUSTERING METHODOLOGY
In this section, we propose a probabilistic spectral clustering method applicable to power systems containing variable sources (e.g., renewable energy sources). In addition, we explain the process of optimizing the neutral buses that may arise in the process of probabilistic analysis by using an evaluation index (i.e., the expansion described in the previous section). To this end, a model is required for the PV output power and its corresponding variability.
3.1 Modeling of Variable Renewable Energy Source: Photovoltaic (PV)
In this study, assuming a situation in which PV sources are expanded in a power system, we repeatedly perform the clustering process for a power flow with an intermittent PV output. The output power of the PV is affected by the random phenomenon of solar irradiance, which changes the power flows of the branches in the power system. Generally, it is more efficient to model irradiance using a beta probability density function than other probability density functions (Teng et al., 2013). Accordingly, the solar irradiance can be expressed as follows:
[image: image]
[image: image]
[image: image]
In the above, [image: image] denotes the beta distribution function for solar irradiance, where s is a random variable characterizing the solar irradiance (kW/m2); [image: image] is a gamma function comprising the beta distribution function; and [image: image] and [image: image] are the parameters of the beta distribution function, where both must be positive. [image: image] and [image: image] denote the mean and standard deviation of s, respectively, and these values are used to calculate the parameters. The values of the mean and standard deviation of s for a specified time period are 0.657 kW/m2 and 0.284 kW/m2, respectively (Hung et al., 2014).
The output power of the PV module depends on the solar irradiance, ambient temperature, and parameters of the PV module. When the PV module operates at the maximum power point and at a solar irradiance s, the output power can be calculated as a function of s as follows (Sehsalar et al., 2019):
[image: image]
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Here, N denotes the number of PV modules, and FF is the fill factor obtained from Eq. (22); VMPP and IMPP are the voltage and current at the maximum power point in V and A, respectively; [image: image] and [image: image] are the open-circuit voltage and short-circuit current, respectively; [image: image], [image: image], and [image: image] are the cell, ambient, and nominal operating temperatures of the PV cell, respectively (in °C); and [image: image] and [image: image] are the voltage and current temperature coefficients, respectively (in V/°C and A/°C, respectively). The output power of the PV system installed on the buses in the power system can be determined using Eq. (20). The parameters of the PV module in Table 2 also reflect the values reported in the study by Hung et al. (2014).
TABLE 2 | Characteristics of the photovoltaic (PV) module.
[image: Table 2]3.2 Probabilistic Optimal Power Flow Algorithm
The PV output varies depending on the changes in the solar irradiance over time; accordingly, the value of the power flow in the power system also varies. Owing to this randomness, the results from the power-flow-based spectral clustering vary continuously. The power generation of the existing turn-on generators should be readjusted to match the PV output. The total power generation of conventional generators is adjusted via the total load, PV generation, and power loss parameters, as follows:
[image: image]
In the above, [image: image] denotes the active power generation at the generator bus i; [image: image] is the load at the bus j; [image: image] denotes the PV generation at bus k; [image: image], [image: image], and [image: image] denote the total number of generator buses, load buses, and buses connected to PV, respectively; and [image: image] is the power loss in the network.
In this study, the problem regarding the re-dispatching of generators is solved using an optimal power flow (OPF) calculation, and the objective function is the total fuel cost, as represented by the generator output active power (Chayakulkheeree, 2014; Shaheen et al., 2019).
[image: image]
In the above, FC denotes the total cost of the conventional generator connected to bus i, [image: image] is the total number of generator buses and [image: image] denotes the active power generated at generator bus i.
The constraints of the OPF problem are the power-balance equation and variable limits.
[image: image]
[image: image]
Here, [image: image] is the total active power injected into bus k, and [image: image] is the total reactive power injected into bus k. [image: image] and [image: image] are the conductance and susceptance of the admittance [image: image] (an element of the admittance matrix), respectively; [image: image] and [image: image] are the voltage angles at buses k and l, respectively; and N is the total number of buses. Thus,
[image: image]
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In the above equation, [image: image] is the branch flow limit of the line that connects buses k and l.
The clustering considering the random variable should be performed by aggregating the repeated results obtained from the power-flow-based clustering affected by the random PV output. To this end, we propose a probabilistic spectral clustering algorithm. This algorithm repeats the spectral clustering process described in the previous chapter (Figure 1) by reflecting the power flow determined from the power flow calculations considering the variable PV output. This algorithm is summarized as follows.
1) Employ test power system data for the probabilistic spectral clustering algorithm.
2) Determine the random PV output calculated through Eq. (20). The solar irradiance follows the beta distribution function; hence, the value of the PV output is randomly determined, changing the value of the power flow.
3) Calculate the power flow in the power system whilst considering the PV output as a negative load. The power flow may vary depending on the random PV output at each moment.
4) Apply each branch’s flow to the corresponding edge weight. In this study, the weight is based on the active power flow, and the value of the edge weight depends on the PV output.
5) Perform the spectral clustering shown in Figure 1. This process involves calculating the Laplacian matrix, spectral embedding, and hierarchical clustering.
6) Repeat Steps 2–5 N times (i.e., the maximum iteration number). The PV output varies at each iteration; hence, the clustering results from the test power system also vary.
7) Count the number of clusters in which each bus is included after the N iterations.
8) Assign buses to each cluster. In this process, non-neutral buses can be easily allocated, though some neutral buses are not. Hence, it is necessary to classify the neutral buses. This is described in the next section.
3.3 Neutral Buses and Classification
3.3.1 Definition of Neutral Buses
Under a probabilistic condition, the clustering result varies according to the variable generation source. This is because the change in PV generation affects the power flow in the power system. As a result, certain buses are grouped into clusters; however, it remains difficult to identify which buses are classified into which clusters. These buses can be referred to as neutral buses. The neutral buses can also be treated as having an almost equal probability of being assigned to each cluster. To define neutrality in this study, the distance between two points is used [i.e., from the most neutral case and from the counting number (in which each bus is grouped in each cluster) represented in the coordinates]. It is possible to identify which cluster has a high grouping probability for each bus by using the angle between the cases grouped into only one cluster and the coordinates of each case. Using these two elements, the neutrality index (NI) at each bus can be defined as follows:
[image: image]
[image: image]
In the above, [image: image] denotes the distance between the coordinates P (consisting of the counting number in which each bus is grouped into each cluster) and the coordinates for the most neutral coordinate N. The distance between the two points N and P is given by the Euclidean distance. If the number of clusters is k for [image: image] and [image: image], then the distance in k dimensions is defined as shown above.
[image: image] indicates the cluster to which each bus belongs with a higher probability. As shown in Figure 2, [image: image] can be obtained from the angles between the vector NP (formed by the most neutral coordinate N and the coordinates for the bus to be obtained) and the vectors NCi [formed by N and the least neutral coordinates Ci (i = 1, 2, …, k)]. For example, if the cluster number is three, the coordinate of the most neutral case is N (3,333.33, 3,333.33, 3,333.33) when the number of iterations is 1 × 104. Moreover, [image: image] denotes the distance between the least neutral case [C1 (10,000, 0, 0), C2 (0, 10,000, 0), or C3 (0, 0, 10,000)] and the most neutral coordinates. The case of P1 case has a smaller distance D1 than that of P2. Therefore, it can be said that the NI value of P1 is larger and more neutral. Indicator i can be obtained from the case with the smallest value between the angles [image: image] formed by the two vectors NPm (m = 1, 2) and NCn (n = 1, 2, 3). For the coordinate P1, an angle [image: image] formed with NC1 is less than an angle [image: image] formed with NC2; thus, the value of i is 1. For this reason, it may be seen that the value of i for P2 is 2.
[image: Figure 2]FIGURE 2 | Graphical example of neutrality index (cluster number = 3).
For neutral buses with high NI values, a reclassification process and a verification process are required. These processes refer to the evaluation of a neutral bus using an index appropriate for the probabilistic environment, as described in the next section.
3.3.2 Classification and Reprocessing Based on Probabilistic Evaluation Index
To evaluate clustering results (as described in the previous section), we calculate the expansion [Eq. (14)] of each cluster and use their maximum (Eq. (15)) or average (Eq. (16)) expansion values. However, this method can only evaluate the results when clustering the power system in each iteration: it is impossible to evaluate the overall results of the probabilistic clustering (i.e., those reflecting the changing power flow with respect to the variable PV power output). Therefore, a novel method is needed to evaluate the clustering results whilst reflecting random renewable generation during iteration. This method can also be used to determine the clusters into which the neutral buses should be classified.
To evaluate the clustering results from N iterations, the representative index (based on expansion) must be determined in the evaluation. We can consider the maximum and average values of expansion as the index, as described in the previous section (Eq. 15 and Eq. 16). There are N iterations after setting the representative value at each iteration; hence, the probabilistic clustering quality should be evaluated using N data elements. In this study, we use the maximum value amongst the N representatives as a probabilistic clustering evaluation index to conservatively judge the clustering quality when the PV output drastically changes the power current in the system. Therefore, the indices for evaluating the probabilistic clustering results can be defined using the following two equations (with reference to Eq. 15 and Eq. 16):
[image: image]
[image: image]
Here, [image: image] and [image: image] are the probabilistic clustering evaluation indices based on the expansion maximum ([image: image]) and mean ([image: image]), respectively. Because the two indices take the maximum value of the expansion in the overall iteration, we can see that even when the PV output has the worst effect on power system clustering, the indices indicate whether the cluster is well established and determine the average cluster quality of all clusters. However, in this study, we did not use the index [image: image] to classify neutral buses; instead, we used [image: image]. The evaluation index was defined using the mean expansion value because if the maximum expansion value is used, the expansion value of the worst cluster will take this same maximum value, resulting in a probabilistic index overlap.
The aforementioned index can be used to determine which cluster is the most appropriate for a neutral bus to be grouped into. To this end, the neutral buses are first relocated to each cluster, and the expansion values (which vary depending on the PV output) are aggregated. By calculating the probabilistic clustering evaluation index when placing the neutral buses in each cluster, we can determine in which cluster the value of the index is minimized when placing the neutral buses. At this time, the neutral buses can be classified into their corresponding clusters. That is, the neutral buses can be further classified using the mean index ([image: image]). The flowchart in Figure 3 summarizes this process and the probabilistic spectral clustering algorithm discussed in the previous section.
[image: Figure 3]FIGURE 3 | Proposed methodology. (A) Probabilistic spectral clustering algorithm. (B) Neutral bus classification.
4 CASE STUDY
As described in this section, the proposed probabilistic spectral clustering algorithm and neutral bus classification were tested using an IEEE 118-bus test system (as shown in Figure 4). This system approximates the American Electric Power system and contains 19 generators, 35 synchronous condensers, 177 lines, nine transformers, and 91 loads. The total generator output and load consumption of the test system were 4,374.5 MW and 4,242.0 MW, respectively. To reflect the random outputs of PV generation, the PV models described in the previous section were connected to 20 buses in the power system as shown in Table 3. By varying the rating of the PV power to 42.42, 106.05, and 169.68 MW, we tested the probabilistic spectral clustering algorithm for system penetration levels of 20, 50, and 80%, respectively. A penetration level means the ratio of the sum of PV ratings to the total load. Depending on the output of the PV system, the outputs of the generators that were turned on were re-dispatched for the OPF calculations. All numerical calculations (e.g., the power flow calculations) were implemented using MATLAB software (Zimmerman and Murillo-Sanchez, 2020).
[image: Figure 4]FIGURE 4 | IEEE 118-bus system with photovoltaic (PV) integration.
TABLE 3 | List of buses connected to PV model.
[image: Table 3]We first performed the proposed probabilistic spectral clustering (described in the previous section) based on the power flow Laplacian. Owing to the variable generation source (here, the PV source), the power flow in the test system differed for each iteration. Consequently, the coordinates of each bus differed for each iteration, producing different clustering results. In this simulation, the 118-bus system with PV integration was divided into three clusters. As shown in Table 4-1, Table 4-2, and Table 4-3, we observed the number of times each bus was partitioned into clusters during the 10,000 iterations. Referring to the tables, Figure 5 shows the graphs for the cluster counting number and the NI [Eq. (33)] for the 10 most neutral buses.
TABLE 4-1 | Simulation results at 20% penetration level.
[image: Table 4-1]TABLE 4-2 | Simulation results at 50% penetration level.
[image: Table 4-2]TABLE 4-3 | Simulation results at 80% penetration level.
[image: Table 4-3][image: Figure 5]FIGURE 5 | Simulation result at (A) 20%, (B) 50%, (C) 80% penetration level.
Each table summarizes the results from the probabilistic spectral clustering after 10,000 repetitions, and buses with the same counting number were grouped and displayed in ascending order. Therefore, when the count number was divided by 10,000, the probability of the buses belonging to each cluster could be calculated. This shows the number of times each bus is grouped into each cluster in the 118-bus system incorporating a variable PV power output.
From Table 4-1, it can be seen that certain buses can be reliably classified into each cluster; however, in the case of Bus 24, the counting numbers grouped into two clusters are similar; hence, it can be considered as a neutral bus. Furthermore, Figure 6 shows snapshots in which Bus 24 is grouped differently into Clusters 1 and 2 according to the variability of PV; here, the hierarchical structure of the buses (as analyzed by spectral clustering) is shown. The similarity of the buses varies owing to PV variability, which changes the cluster to which Bus 24 is assigned.
[image: Figure 6]FIGURE 6 | Hierarchical structure at 20% penetration level with respect to PV output. (A) Bus 24 belongs to Cluster 1. (B) Bus 24 belongs to Cluster 2.
Next, the counting numbers in which the buses are clearly classified in Table 4-1 decreased as shown in Table 4-2 to Table 4-3 furthermore, when the penetration level of PV sources increased, reliable clustering became more difficult. In particular, in the case of a 20% penetration level, Buses 44 and 65 were reliably clustered; however, when the penetration level increased to 50 and 80%, the buses become neutral and clustering them presented ambiguity.
The simulation results at each penetration level suggest that different neutral buses appear in each case. The most neutral buses for each case were obtained from the maximum NI. Accordingly, the NIs grouped into the clusters for the buses described in Figure 5 at each penetration level are summarized in Figure 7. Among the three clusters, the values of the maximum cluster probability and NIs for most neutral buses at each penetration level are listed in Table 5.
[image: Figure 7]FIGURE 7 | Neutrality index results at each penetration level.
TABLE 5 | Most neutral buses in each penetration level case.
[image: Table 5]As shown in Figure 7, the NIs for neutral buses varied according to the penetration level. In particular, when the penetration level increased, the NI value of the most neutral bus likewise increased. The result of the clustering was not ensured, owing to the variable power generation (e.g., with PV sources). In addition, in Table 5, by observing the number of buses exhibiting the maximum probability for each penetration level, we see that buses were most neutral at penetration levels of 20 and 80%. At a penetration level of 50%, the probability of the most neutral bus (Bus 65, which had the largest NI value) was not the smallest value. This is because the counting number of Bus 65 was grouped into Cluster 1, and the value of NI also increased.
At a penetration level of 20% or 80%, the probability of each bus being grouped into a specific cluster was less than or approximately equal to 50%. Furthermore, the higher the penetration level, the lower the probability. A low clustering probability does not guarantee that the buses grouped into a specific cluster represent the optimal clustering results. Therefore, when neutral buses are assigned to three clusters, it is necessary to determine which cluster is most appropriate for grouping, by considering the variable PV power output. To this end, the expansion-based evaluation process described in Figure 3 is required. In this example, the classification process was applied to Buses 24, 65, and 44, and the index [image: image] was calculated. The smaller the value of each index, the smaller the value of the expansion, indicating a more optimal clustering result. In Figure 8 (below), histograms of the values [image: image] and [image: image] (as calculated using the Monte Carlo procedure) are shown. The maximum values for each index (i.e., the values of [image: image] and [image: image]) are also shown in the figure.
[image: Figure 8]FIGURE 8 | Histogram of probabilistic clustering evaluation indices for each cluster at a 20% penetration level. (A–C) [image: image] of Clusters 1, 2, and 3, respectively (D–F) [image: image] of Clusters 1, 2, and 3, respectively.
Neutral bus classification is the process of obtaining the expansion value for each cluster when placing neutral buses into Clusters 1–3 (for each penetration level) and repeating this process 10,000 times by considering the random output of the PV power. As a result, when each neutral bus was assigned to Clusters 1 and 2, the evaluation index value was minimized; that is, optimal clustering was achieved. Figure 8A and Figure 8B show the same histogram for the penetration level of 20% (shown in Figure 7). It can be seen that when [image: image] used, the distribution of the expansion values is completely consistent, making it impossible to classify neutral buses using [image: image]. In addition, because the shapes and maximum values of [image: image] in Figures 8D, E, and Figure 8F differ from each other, it is necessary to check the value of [image: image] and classify the neutral buses.
In the analysis results, the optimal cluster for each neutral bus was found to be the cluster with the highest probability in Table 5. The optimal cluster can be obtained using this value because the value of indicator i matches the cluster with the highest probability.
5 DISCUSSION
In this simulation, when the penetration level increased, the probability that most buses were grouped into a specific cluster also decreased. Thus, as the penetration level of PV power increased, the clustering results changed more frequently, and the number of buses that were difficult to classify increased. The NI value for each bus also increased. Therefore, the most neutral buses can be found using the NI values, and such buses should be classified.
The most neutral buses for each penetration level can be organized as shown in Table 5. As a result, at penetration levels of 20 and 80%, the probability of an optimal cluster is low (∼50%), and the NI is high. This is because differences between the probabilistic evaluation index values for each cluster in Table 6 are very small; thus, each clustering result has a similar effect. For this reason, to obtain the most optimal case among similar clustering results, it is necessary to group the clusters with the highest clustering probability among the neutral buses, as well as to verify the results using the probabilistic clustering evaluation index.
TABLE 6 | Probabilistic clustering evaluation index in each penetration level case. The minimum value for the evaluation index ρmean. Since the cluster with the minimum ρmean is the optimal cluster, we emphasized this with bold fonts.
[image: Table 6]In the case of a penetration level of 50%, the NI value was high; however, the maximum probability was also high. When applying the neutral bus classification process in this case, the differences in the values of the probability evaluation index between Cluster 2 and other clusters were found to be large. Therefore, classification should be first performed on the most neutral buses (with the smallest maximum probability), before proceeding to the next-most neutral buses. Thus. buses will be grouped into clusters with the highest probability, similar to the results mentioned above.
6 CONCLUSION
This paper introduces a novel method for performing spectral clustering in power systems with variable sources (e.g., renewable energy sources). Because the output of a renewable energy source is variable, it is necessary to consider variable generation at every moment when clustering. To this end, we propose a probabilistic approach based on a widely adopted graph-theory-based spectral clustering method. The conventional spectral clustering method is limited in that it can only be used in power systems for which the power generation and load can be determined. To overcome this problem and reflect the effects of variable power sources, we developed the probabilistic spectral clustering method to group buses into clusters with the highest grouping probability. The results from the probabilistic clustering can be further optimized by classifying neutral buses. The proposed method was applied to an IEEE 118-bus system with PV integration to confirm the clustering results, which varied depending on the PV penetration level. In addition, the neutral buses for each case generated by the probabilistic spectral clustering method were classified to calculate the probabilistic evaluation index for each cluster and to verify which cluster yielded the optimal clustering.
This method can be applied to power system clustering under conditions of variable renewable energy sources, and it is expected to be implemented in power system planning and operation in the future for net-zero establishment. The probabilistic clustering methodology applied in this study synthesizes the expansion value, which depends on the variability of VRE, via the Monte Carlo procedure and identifies the optimal clustering point. This probabilistic analysis method can help determine an optimal operation plan in environments where the penetration of renewable energy is high. In particular, from the perspective of system planning and operation, improvements in system reliability and stability can be expected in environments with high renewable energy penetration. This can be achieved through the installation and control of high-voltage direct current across the interfaces between clusters determined using the probabilistic clustering methodology.
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PV Photovoltaic
VRE Variable renewable energy
Symbols
∂[image: image] Boundary of cluster C
[image: image] Eigengap
[image: image] Eigenvalue
[image: image] Expansion of cluster C
[image: image] Maximum expansion of clusters
[image: image] Mean expansion of clusters
[image: image] Mean of random variable
[image: image] Parameter of fbeta
[image: image] Probabilistic clustering evaluation index based on expansion max
[image: image] Probabilistic clustering evaluation index based on expansion mean
[image: image] Standard deviation of random variable
[image: image] Voltage angle at bus k
[image: image] Volume of cluster C
Bkl Susceptance of the admittance Ykl
E Edge set
e Normalized coordinates of bus i
fbeta Beta probability density function
FC Total fuel cost
FF Fill factor
G Graph
Gkl Conductance of the admittance Ykl
ISC Short-circuit current
Kc Voltage temperature coefficients
Ki Current temperature coefficients
L Laplacian matrix
Ln Normalized Laplacian matrix
ng Total number of generator buses
NI Neutrality index
nl Total number of load buses
nPV Total number of PV buses
PGe Active power generation at generation bus i
Pinj,k Active power injected into bus k
PLj Active power consumption at load bus j
Ploss Power loss in the network
PPVk PV generation at PV bus k
Qinj,k Reactive power injected into bus k
s Random variable of solar irradiance
Ta Ambient temperature of PV cell
Tc Cell temperature of PV cell
Tn Nominal operating temperature of PV cell
v Eigenvector
V Vertex set
Voc Open-circuit voltage
xi Coordinates of bus i
Ykl Admittance of branch from buses from i to j
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PV module characteristic

Current at maximum power point, hee (A)
Voltage at maximum power point, Vizep (V)
Short circuit current, Isc (A)
Open circuit vottage, Voc (V)
Current temperature coefficients, K; (A/C)
Voltage temperature coefficients, K, (V/C)

Value

7.76
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36.96
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Advantages

Proposes a time aggregation framework for choosing representative
periods for studies that include both wind and load data

1) Novel index based on electrical distance and voltage capabilty

2) Network partition based on Tabu search

Undertakes network partitioning considering the voltage sensitivity (based
on electrical distance) to achieve decentralized control

Proposes graph-theory-based network partitioning algorithm to realize
decentralized detection with a faster response

Summarizes the concepts and general process in electric load clustering
for smart grids

Presents the most common spectral clustering algorithms and derives
them from scratch via several different approaches

Provides a thorough theoretical justification of the use of spectral clustering
in power systems, including the results of our methodology for several test
systems

Proposes an approach based on the orthogonal transformation of spectral
clustering to ciosely fit the axes of the canonical coordinate system
Improves hierarchical dlustering such that the generator coherency
constraint can be included in the clustering process

Offers a graph-theoretic justifcation for tree-partitioning based on spectral
clustering

Disadvantages

Inappiicable to clustering content for network segmentation
Local voltage regulations are required in applications

Cannot guarantee application in transmission system because of its
application in the distribution system
Numerous grouping steps for network partitioning

Does not cover specific application cases
Does not cover the application of the power system

Clustering process considering the variability of VRE sources is
neglected

Clustering process considering the variabilty of VRE sources is
neglected

Clustering process considering the variabilty of VRE sources is
neglected

Does not include the system dynamics simulation when tree-
partitioning
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BEVD database MLP 88.7 98.3 98.5 87.4 92.95
CNN 87.3 98.3 98.6 85.7 92.15
random sampling database MLP 756 99.4 99.6 67.9 83.75
CNN 82.8 989 99.1 795 89.3
blue noise database MLP 84.2 98.6 98.9 81.5 90.2

CNN 78.1 98.6 9 724 85.7
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Symbol us (kV) Kr f(Hz) Leg (mH) Req2 Carm (mH) Larm (MH) Ram (@) N Ly (mH)
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MVDC rated voltage (V) 6
MVAG rated voltage L-L rms (kV) 6
LVDC rated voltage (V) 750
MVAC equivalent inductor (mH) 125
LVDC link capacitor Cuct. (MF) 4

Switching frequency (kHz) 10
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Parameter Value

Rated capacity 5MVA
DC-ine voltage Uy +4000V
Number of SMs per am N 4
SM capacitor Cou 5,000 UF
Arm inductance L, 3mH

Carrier frequency 1, 2,500 Hz
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Parameter

Rated power

Rated electrical frequency
Rated wind speed

D-axis inductance Ly
Q-axis inductance L,
Maximurm fiux A,
Number of pole-pairs p
Rated wind speed

Value

5 MVA
25 Hz
12m/s
53mH
12.5mH
20 Wb
100
12m/is
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Scenario No. Type of Delay Time Disturbance Hyper Settings that
Disturbance Constant (ms) Parameters Are Different
from the
Training Dataset

Scenario | 1 Load increase 250 Areal, Ap = 300 MW fele]
2 Load decrease 250 Area ll, Ap = -300 MW [elé]
3 Three-phase grounded fauit 250 Area |, t = 0.1s (clearing time) [olele]
4 Single-phase grounded fault 250 Area ll, t = 0.1s [olele)
Scenario Il 1 Load increase 250 Area |, Ap = 300 MW @
2 Load decrease 250 Area ll, Ap = -300 MW @
3 Three-phase grounded fault 250 Areal, t=0.1s @
4 Single-phase grounded fault 250 Areall, t=0.1s )

Note: @ is type of disturbance: @ is delay time constant: ® is disturbance hyperparameter.
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Optimizer
Initial learning rate
Learning rate decaying factor
Learning rate decaying period
Maximum episode

Value

Adam
0.005
0.2
125
250
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Parameter name

Wind turbine rated power Peys
Synchronous generators Pegy
Synchronous generators Pego

Wind turbine rated voltage Vhom
Synchronous generator rated votage Vsa
Load P,

Load P,

Load Py

Vae_nom

C

Ly

Aro

Value

1000 MW
1000 MW
400 MW
690 V
22 kv
800 MW
500 MW
500 MW
1200V
0.8 mF
5mH
-0.6
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