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Editorial on the Research Topic 


Machine learning in radiation oncology


Machine learning (ML) excels in learning complex relationships and incorporating existing prior knowledge into an inference model. The model is able to recognize complex patterns in medical data using either human-engineered features or deep neural network representations. Given the nature of heavy data involvement of ML and a large amount of existing routine data, such as computed tomography images, organs and targets contours, treatment plans, and prognosis records, radiation oncology is one of the best fields for ML algorithms. ML has the potential to benefit the whole workflow of radiotherapy: from patient modeling, image segmentation, treatment planning, patient setup, and prognosis analysis. Indeed, the Food and Drug Administration has cleared numerous ML-based technologies with regard to various radiation oncology aspects and there are having transformative ML-based applications in clinical practice.

The remarkable progress in ML-based radiation oncology has driven the special issue. Specifically, it consists of 13 papers that cover various aspects of radiation oncology. Liu et al. develop an experimental-computational approach to predict the changes in cell number over time in response to fractionated radiation. By developing a mathematical model using time-resolved microscopy, together with phase contrast images and Cytotox Red images, this study establishes a framework to quantitative characterize and predict the dynamic radiobiological response of 9L and C6 glioma cells to fractionated radiotherapy for the first time.

Because it is challenging to differentiate Germinomas of the basal ganglia from gliomas by using routine MRI images. Ye et al. use transfer learning to fine-tune a pre-trained ResNet18 to identify germinomas from gliomas with manually segmented MRI images acquired using T1C sequence. A mean area-under-curve (AUC) of 0.88 is achieved, showing the accuracy of the model. This study has the potential to provide valuable pretreatment information. Ren et al. demonstrate the feasibility of generating lung perfusion images based on CT images for lung cancer patients. To this end, CT images of non-cancer patients are employed to synthesize perfusion images using a convolutional neural network (CNN), and the features learned from this process are then adapted specifically for lung cancer patients using a transfer learning framework. The synthetic perfusion images are compared with SPECT perfusion images which are generally considered to be the gold standard and show strong voxel-wise correlation and function-wise similarity. This study, therefore, suggests deep learning (DL) method is able to provide regional-based functional information for lung avoidance radiation therapy.

Typical treatment planning procedure in radiotherapy requires accurate target contouring, organs-at-risk (OARs) delineation, as well as iterative dose optimization. This procedure involves various steps and synergic work from different radiation therapy teams, such as radiation oncologists, medical physicists, and dosimetrists, and it is usually time-consuming and also suffered from inconsistency between team members. To reduce the workload of radiation oncologists for OARs delineation, Zhang et al. use a modified DenseNet to automatically delineate OARs in thoracic CT images. By subjecting the delineated OARs to treatment planning, the dosimetric parameters of the optimized dose show no statistically significant difference between autosegmentation and manual segmentation. In addition to OARs delineation, ML algorithms are also subjected to tumor volume segmentation. Tian et al. develop a semisupervised transfer learning method to segment glioblastoma on pretreatment MRI and the accuracy of the independent testing data has shown to be sufficient for radiotherapy treatment.

The DL-based autosegmentation can not only be employed for radiotherapy, but also for ablation therapy. Anderson et al. demonstrate fully convolutional neural networks provide rapid and accurate identification and segmentation of colorectal liver metastasis and ablation zones on contrast-enhanced CT scans, with positive physician reviews. The DL-based autosegmentation is also compared to classical atlas-based autosegmentation. Wang et al. evaluate the difference between atlas-based and DL-based autosegmentation of OARs for nasopharyngeal carcinoma patients. The study shows a well-trained DL segmentation model significantly outperforms atlas-based segmentation for nasopharyngeal carcinoma, especially for the OARs with small volumes.

A study further shows segmentation and dose optimization can be performed together. Cui et al. propose to accelerate the treatment planning procedure by introducing a DL-based CT-only dose prediction framework. This framework is able to simultaneously generate tumor masks and optimized doses by using a multi-task loss learning strategy. It can therefore significantly shorten the treatment planning procedure.

DL model performance relies on the distribution of the training data. Peng et al. show a homogeneous training dataset results in better performance than a non-homogeneous for dose prediction. Therefore, a patient-specific model trained using a consistent dataset is recommended for dose prediction. In case a homogeneous dataset is not available, additional beam information (i.e., beam mask) can improve the model performance to yield acceptable results.

ML algorithms are also popular in treatment outcome prediction. Kawahara et al. predict the local response of metastatic brain tumor to Gamma knife radiosurgery (GKRS) by using a neural network model with input radiomics features. The accuracy and sensitivity of the predictive model have been shown to outperform the traditional method. This study is able to help physicians to gain the most desirable treatment outcome for patients treated with GKRS. With regards to the adverse radiation effects (ARE) of stereotactic radiotherapy (SRT) in the treatment of brain metastases (BM) in solid cancers, Keek et al. train models based on radiomics features, DL features, and patient characteristics to predict ARE risk before SRT. This is a great decision-making support tool to allow physicians to opt for the optimal treatment solution for patients with BM.

Yu et al. use ML models based on multiphasic CT radiomics features to differentiate benign and malignant parotid tumors. Qin et al. review the applications of radiomics in radiation oncology with a focus on locally advanced rectal cancer. This paper also summarizes the research of dosiomics which is an emerging Research Topic that involves dose-based radiomics analysis in radiation treatment.

Within the spectrum of ML applications in radiation oncology, image segmentation plays a central role. It has attracted the most research and translational activities and resulted in five papers in this Research Topic. While DL-based autosegmentation is able to reduce the workload of physicians and improve work efficiency, its accuracy still needs further justification. Radiomics-based applications including outcome prediction and ARE are also under extensive investigation. DL features used together with conventional radiomics features is the new frontier and usually yield better model prediction. As a core section of radiotherapy, dose prediction is a hot topic and results in two papers. Overall, the progress of ML in radiation oncology has been well reflected by this special collection, with major progress in diagnosis, image segmentation, and radiomics well covered. We anticipate ML applications will continue to play an important role in radiation oncology and translational work will be performed to improve clinical efficiency.
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Purpose

The current study proposed a model to predict the response of brain metastases (BMs) treated by Gamma knife radiosurgery (GKRS) using a machine learning (ML) method with radiomics features. The model can be used as a decision tool by clinicians for the most desirable treatment outcome.



Methods and Material

Using MR image data taken by a FLASH (3D fast, low-angle shot) scanning protocol with gadolinium (Gd) contrast-enhanced T1-weighting, the local response (LR) of 157 metastatic brain tumors was categorized into two groups (Group I: responder and Group II: non-responder). We performed a radiomics analysis of those tumors, resulting in more than 700 features. To build a machine learning model, first, we used the least absolute shrinkage and selection operator (LASSO) regression to reduce the number of radiomics features to the minimum number of features useful for the prediction. Then, a prediction model was constructed by using a neural network (NN) classifier with 10 hidden layers and rectified linear unit activation. The training model was evaluated with five-fold cross-validation. For the final evaluation, the NN model was applied to a set of data not used for model creation. The accuracy and sensitivity and the area under the receiver operating characteristic curve (AUC) of the prediction model of LR were analyzed. The performance of the ML model was compared with a visual evaluation method, for which the LR of tumors was predicted by examining the image enhancement pattern of the tumor on MR images.



Results

By the LASSO analysis of the training data, we found seven radiomics features useful for the classification. The accuracy and sensitivity of the visual evaluation method were 44 and 54%. On the other hand, the accuracy and sensitivity of the proposed NN model were 78 and 87%, and the AUC was 0.87.



Conclusions

The proposed NN model using the radiomics features can help physicians to gain a more realistic expectation of the treatment outcome than the traditional method.
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Introduction

Approximately 5 to 40% of cancer patients are diagnosed with a metastatic brain tumor during their treatment. Furthermore, patients have brain metastases (BMs) ten times more often than primary malignant tumors of the brain (1, 2). Consequently, BM is the most common brain tumor treated by radiation therapy. Whole-brain radiation therapy (WBRT) and stereotactic radiosurgery (SRS) are regularly offered to manage BMs. The techniques are effective with improved local control of tumors and more prolonged survival of patients (3). The RTOG-9508 study compared the treatment responses of WBRT alone, SRS alone, and WBRT plus SRS for the BMs (4). For the WBRT alone or WBRT plus SRS, the total prescribed dose of WBRT was 37.5 Gy with 2 to 5 Gy per fraction. For the SRS treatment, the prescribed dose was assigned from an earlier dose-escalation RTOG radiosurgery trial (90–05) (5). The mean survival time did not differ much among the three techniques. The local control rate at three months after WBRT plus SRS or WBRT alone ranged from 71 to 82%, indicating about 20 to 30% failure rate. Hence, a predictive capability of the radiation therapy outcome of BMs may provide a decision tool to clinicians for the effective management of patient care with the most desirable treatment outcome. If the local failure is predicted for radiotherapy, the treatment plan can be modified to improve the local control by, for example, increasing the dose.

There are several prognostic tools or prognostic indices, specially developed for the radiation therapy of BMs such as the RTOG Recursive Partitioning Analysis (RPA), the Score Index for Radiosurgery (SIR), the Basic Score for Brain Metastases (BSBM), and the Graded Prognostic Assessment (GPA) (6). These indices are proven to have clinical value for predicting the treatment outcome. The addition of more detailed clinical information to the pretreatment characteristics used by the existing prognostic indices might improve the predictive performance. Such new information includes the biological data (i.e., biological markers and genomics) specific to the patient (7) and the quantitative imaging data obtained by radiomics (8–10).

Radiomics analyzes the medical image quantitatively to explore features unique to a patient (11). It has been used for classifying patients and evaluating their risk to customize oncological treatments (12, 13). Some researchers used radiomics to find the correlation between radiomics signatures and radiation treatment outcome (14–16). Zhou et al. tried to predict survival after chemotherapy of glioblastoma patients using several imaging features based on MR image (17). Ryu et al. performed a prognostic prediction using features obtained from functional images (18). Other studies have combined radiomics with genomics to associate radiomics features with gene mutations that are clinically proven to predict therapy response (19). A recent study reported that radiomics features could potentially be used as surrogate biomarkers for predicting tumor prognosis following Gamma Knife radiosurgery (GKRS) (20).

Goodman et al. categorized brain tumor images into three groups: homogeneous, heterogeneous, or ring-enhancing (21). They found that these enhancement patterns are significant prognostic factors in the response of brain metastases after radiosurgery. A drawback of their approach is the subjective nature of the classification technique. Visual classification into one of the three patterns is often neither possible nor accurate because real images do not display clear ring-like features or completely uniform pixel colors throughout the tumor.

In the current study, therefore, we proposed the application of radiomics and a machine learning (ML) technique to create a more reliable and accurate method than the decision with the visual evaluation for predicting the treatment outcome, in particular, the local response of the tumor to radiation therapy. Primarily, we built a model to predict the response of metastatic tumors treated with GKRS.



Materials and Methods


Patients

Previously, we analyzed the treatment outcome of 88 patients with either renal cell or melanoma cancer as the primary disease, who underwent GKRS at the University of Minnesota from 2005 to 2012 for their BMs (22). For the current study, we selected a subset of the patients, 45 melanoma patients with a total of 115 tumors, for model building. Furthermore, we obtained the new data of nine melanoma patients with a total of 42 tumors from the database of GKRS patients treated from 2013 to 2017 for the final evaluation of the model. The characteristics of the patients and their tumors are presented in Table 1.


Table 1 | Patient characteristics.





Image Acquisition

All patients were scanned with a 1.5T MRI (Siemens Syngo MR) scanner. The total scanning time was about 15 min for the whole brain scan. We used the Siemens 12 channel head matrix coils. The scanning protocol was a FLASH (3D fast, low-angle shot) with gadolinium (Gd)-contrast enhanced T1-weighting. The scan parameters are shown in Table 2.


Table 2 | MRI scan parameters of the Fast Low Angle Shot (FLASH) pulse sequence.





Treatment

We treated patients with the Leksell Gamma Knife Model 4C (Elekta AB, Stockholm, Sweden). The prescription dose was decided based on tumor size according to the RTOG 90-05 trial protocol (5). The prescription isodose level varied from 40 to 80%, with a medium of 50%. The prescribed dose to the gross tumor volume (GTV) was 24 Gy for the tumor volume <4.2 cc, 18 Gy for the tumor volume ≥4.2 cc to ≤14.1 cc, 15 Gy for the tumor volume >14.1 cc. Table 1 shows the number of tumors in these three-volume ranges.



Follow-Up

Patients after GKRS were followed at 3-month intervals with MRI performed at each visit. The time from the first SRS to the last follow-up imaging study or death was defined as patient follow-up duration.



Treatment Response Evaluation

To evaluate the local response (LR) of the tumors to the treatment, we measured the maximum lengths of a tumor in three orthogonal directions using pretreatment and follow-up MRI images. Tumor volumes were calculated with the ellipsoid volume formula. The LR status of treatment was determined by using the latest available follow-up imaging study at the time of the data collection. The medium follow-up length was 7.6 months. The status of each tumor was evaluated based on modified RECIST criteria (23). A tumor was defined as progressive disease (PD) if there was a relative increase in tumor volume on follow-up MRI by greater than 20% compared to pretreatment MRI. Lesions in which volume increased less than 20% or decreased less than 30% of pretreatment were considered a stable disease (SD). The tumor, whose size fell more than 30%, but it was still visible on the follow-up MRI, was categorized as a partial response (PR). Any lesion which disappeared on the MRI was considered as complete repose (CR). We accepted only conservative management of cancer during the follow-up period to be included in the analysis. To enhance the predictive performance, we classified the LR into two groups as follows: response group (CR + PR) and non-response group (SD + PD). The LR data of the patients are presented separately for model building and model evaluation datasets in Table 1.

For the patients in the current study, we did not do either additional imaging study to delineate necrotic areas or took tissue samples for a histopathological examination. Instead, to minimize the volume measurement error due to the necrosis, we examined the available T1-weighted Gd-contrast enhanced MRI to identify necrosis by the existence of the edema around the enhanced lesion or clear hemorrhage inside the lesion, or by checking the patient’s neurologic symptom. We did not see these indications among the patients and their tumors, which we used for the current study. Thus, our tumor volumes might contain necrosis or hemorrhage inside the volume unless it was present clearly outside of the tumor.



Radiomics Analysis

The process of the radiomics analysis is shown in Figure 1. The pixel values of the MRI data were rescaled by using the RescaleSlope and RescaleIntercept tags from the DICOM header as follows:

 




Figure 1 | The process for generating a prediction model using a machine learning method with the radiomics feature. The radiomics feature was extracted from the treatment planning MRI data with IBEX. LASSO analysis provided a more regularized model by reducing the number of features. The machine learning model used neural networks.



Before calculating radiomics features, we applied the medium smooth filter to the rescaled image data. All treatment planning MRI images were analyzed to extract textural features from the GTVs contoured for the radiotherapy plans. The GTV was manually contoured for the radiosurgery treatment planning by radiation oncologists. The feature extraction was performed using IBEX software (24). It is noted that the tumors smaller than 4 mm diameter or volume of 33.5 mm3 were excluded from further study because of its limited number of pixels available for the texture analysis. We used the following six different radiomics feature classes: Gradient Orient Histogram (GOH) (35 features), Gray-Level Co-occurrence Matrix (GLCM) (594), Gray-Level Run Length Matrix (GLRLM) (33), Intensity Direct (ID) (55), Neighbor Intensity Difference Matrix (NIDM) (5), and Shape (18). The resulting 740 features were considered in this study. When there was an option of 2.5D or 3D analysis for texture calculations, we selected 2.5D.

The least absolute shrinkage and selection operator (LASSO) regression was performed in the MATLAB program (Mathworks, Natick, MA, USA) to select the suitable features for the prediction. The LASSO regression performs feature selection during model construction by penalizing the respective regression coefficients. As this penalty is increased, more regression coefficients shrink to zero, resulting in a more regularized model. The most significant predictive features were selected from among all the candidate features for the subsequent training session to build an ML-based prediction model.



Machine Learning-Based Prediction Model

Figure 2 shows an overview of the prediction model generation. A machine learning (ML)-based model was built by using a neural network (NN) with ten hidden layers and rectified linear unit activation (ReLU), as implemented in the MATLAB program. For the classification of local response, tumors in the response group (PR + CR) were labeled as 1, and tumors in the non-response group (SD + PD) were labeled as 0. For the model training, we used the data in the model building dataset (115 tumors of 43 patients) shown in Table 1. Tumors were randomly partitioned into a training set (55% tumors), a validation set (15% tumors), and a testing set (30% tumors). The predictive model for the classification was created with the training set and the validation set. The performance of the predictive model was evaluated by the testing set by calculating the accuracy and sensitivity of the prediction. The training-validation-testing processes were repeated five times for the five-fold cross-validation. Then, a model that was the closest to the average accuracy of five-fold cross-validation was selected for the final evaluation. We performed the final assessment with the data in the model evaluation dataset (42 tumors of nine patients), as shown in Table 1. The predictive performance of the models was assessed using the area under the receiver operator characteristic (ROC) curve, AUC, as well as the accuracy and sensitivity.




Figure 2 | Generation and testing of the prediction model. The proposed NN model with five-fold cross-validation was built in the model training section. Then, the model, which was the closest to the average accuracy of the five prediction models, was selected. The selected model was used for the final evaluation with 42 tumors in the model evaluation dataset.





Visual Evaluation

Goodman et al. classified the lesion characteristics into homogeneous, heterogeneous, or ring-enhancing by the pattern of enhancement (20). The uniform enhancement of the entire lesion was defined as homogeneous. If there were any areas of nonhomogeneous enhancement, it was defined as the heterogeneous. Additionally, if there was a rim or ring of contrast enhancement surrounding a central non-enhancing low-signal intensity area, it was identified as a ring-enhancing. In the current study, an experienced radiation oncologist classified the tumors into three types of patterns (homogeneous, heterogeneous, or ring-enhancing) by visually inspecting the MR images. The treatment outcome was predicted based on the image. Nieder et al. showed that important prognostic factors for complete remission were the small volume and no necrosis (25). Based on the well-accepted knowledge (20, 25), we assigned the predicted response of the homogeneous tumors to the response group (group I) and tumors with heterogeneous or ring enhancement to the non-response group (group II). We compared the visual evaluation method and the ML method using the data in the model building dataset (115 tumors of 42 patients).




Results

First, a total of 740 radiomics features were extracted from the BM MRI images. Then, the number was reduced to seven features by using the LASSO regression method. Figure 3 shows the binomial deviation (a) and the coefficients (b) as a function of the tuning penalization parameter λ for the LASSO linear regression. As λ increased, only a few coefficients of 740 features remained non-zero, indicating only parameters important for an accurate model. The selected features were 45-7ClusterShade, 225-7ClusterShade, 45-7InformationMeasureCorr-1, 225-7InformationMeasureCorr-1, 90-4InformationMeasureCorr-2, 225-7Energy, and 315-5Energy.




Figure 3 | Radiomics feature selection using the Lasso logistic regression model. (A) Tuning penalization parameter lambda (λ) and minimum criterion in the Lasso model. The binomial deviance was plotted versus log (λ). (B) Lasso coefficient profiles of the 740 radiomics features. The green line showed the optimal lambda in the LASSO method with the least partial likelihood deviance.



Table 3 shows the performance of the NN models. There were five models generated in the five-fold cross-validation step. Those models were evaluated with the training and testing datasets separately. The average accuracy of the five models was 0.80, with the training data. The model closest to the average accuracy was model 3. Hence, the final evaluation was performed with the model 3. The accuracy and sensitivity of the final model were 0.78 and 0.87 with the model evaluation dataset. Figure 4 shows the performance of the classifier according to the ROC metrics for the training and testing datasets. The AUC score was 0.89 for the training data and 0.82 for the testing data in the model training section. When we applied the selected model to the final evaluation of 42 tumors in the model evaluation dataset, we obtained the AUC score of 0.87.


Table 3 | Model performance.






Figure 4 | The performance of the NN model was validated according to the ROC metrics for (A) the training data in model training section, (B) the testing data in model training section, and (C) for the final evaluation dataset. The AUC score was 0.89 for the training data, 0.82 for the testing data, and 0.87 for the final evaluation dataset.



Table 4 compares the visual evaluation method and the NN prediction model by accuracy and sensitivity. The former method was applied to the 115 tumors used for the NN model training. The latter was applied to the testing data in the model training section, and the values in the table were the average of the five models. The results showed that the NN model was superior to the visual evaluation for accuracy and sensitivity.


Table 4 | The assessment of the predictive performance of the visual evaluation and NN model for the testing data used for the NN model training.





Discussion

Goodman et al. reported that the pattern of tumor images seen on the Gd-contrast enhanced T1-weighted MR images is valuable for predicting the response of a tumor to radiosurgery (20). The current study used radiomics features extracted from radiotherapy planning MRI (Gd-contrast enhanced T1-weighted) to predict the local response (LR) by a machine learning (ML) method with a neural network (NN) classifier. We compared the predictive performance of the NN model and the visual evaluation method. The accuracy of the new method using the radiomics features yielded a higher prediction accuracy (80%) than the visual approach. Thus, the ML method, such as NN, would be useful for predicting the response of the BMs to GKRS.

The LASSO regression analysis resulted in seven radiomics features, which were useful for the classification, among 740 features initially included in the radiomics analysis. The selection of these features can be understood by the mathematical implication of those features. Cluster shade is a measure of the skewness of the matrix and is believed to gauge the perceptual concepts of uniformity. It may be correlated with lesion characteristics that are heterogeneous or ring-enhancing. Informational Measure of Correlation-1 and Measure of Correlation-1 assess the correlation between the probability distributions using mutual information, which means quantifying the complexity of the texture. Energy is a measure of the magnitude of voxel values in the image. The current study revealed that these were useful features for predicting the response of BMs to GKRS.

The prediction of the LR of BMs to SRS has important practical implications for patients and clinicians. Our prediction model could be useful in clinics. Although the current study created the prediction model of the LR for the radiosurgery, the same approach can be used for all of the treatment methods.

In this study, the comparison between our predictive model and the visual method was made to demonstrate the high predictive performance of the current approach. Goodman et al. (20) tried to identify the necrosis inside the tumor by classifying the tumor into three groups based on the enhancement pattern. However, there is no reliable technique to quantify the amount of necrosis only by visual examination. Hence, the visual classification method suffers from a large uncertainty. Consequently, we expect a large variation among observers for distinguishing three image patterns. Surely, we cannot exclude a potentially better performance of some observers than our method. But, the overall performance of our method should be better than the visual method. Our method does not classify the image pattern into only three types, but it uses more information of images for the decision making than the visual approach. Furthermore, the visual method is applied to only one transverse image since classifying the images into three patterns of the three-dimensional data is time-consuming and almost impossible. As a result, the method should be more accurate for outcome prediction.

There are several recent studies, in which radiomics features were used for more accurate distinction of necrosis from tumor progression and early detection of adverse radiation events (ARE) after radiotherapy of brain tumors (26–29). We used only the GTV (Gd contrast enhanced area) for radiomics analysis in the current study. Suppose we extend the region-of-interest (ROI) by including the volume surrounding the Gd-contrast enhanced area or add other types of imaging data such as PET, for example. In that case, we might be able to predict brain injuries after GKRS. Such a study is interesting and can be undertaken in the future.

There are five limitations to the current study. First, the LR of BMs depends on the prescribed dose. For our GKRS treatment, we prescribed the dose based on the tumor size following the RTOG 90-05 protocol (5). Hence, the LR can be affected not only by the radiomics features but also by the prescribed dose. Secondarily, other clinical factors are statistically significant, but we did not consider in the current study. To improve the prediction performance, therefore, the radiomics features can be combined with the standard biomarkers. Thirdly, the present study used the radiomics features extracted from only radiotherapy planning MRI scans (Gd-contrast enhanced T1-weighted). But, the prediction accuracy may improve by utilizing images taken by other imaging modalities. For example, Wu et al. combined the radiomics features of CT and FDG-PET for predicting distant metastasis in early-stage non-small cell lung cancer after stereotactic body radiation therapy (30). Ordering additional imaging studies other than standards requires additional funding and a special protocol, but it may be an important step for more accurate predictions. Fourth, the current predictive model was built using only the metastatic brain tumors of patients with melanoma as the primary, mainly due to the availability of the treatment follow-up data. Lastly, only one experienced radiation oncologist classified the tumors into three MR image patterns for the visual evaluation. For a fair comparison of the ML-based method with the visual evaluation method, we need to recruit more experts to study the effects of inter-observer variation on the outcome prediction.

To overcome the first three limitations, we plan to improve the prediction model by adding radiomics features of other MR imaging protocols, dosimetric parameters such as prescribed dose and standard biomarkers. Extending the model to BMs with different primary cancer types is straightforward as long as the necessary data for model training are available. The versatile prediction model will be created by including multi-institution and other brain metastases patients. The uncertainty of the inter-observer with visual evaluation is a serious problem. However, we believe that the prediction model proposed in the current study decreases the uncertainty with the visual evaluation.



Conclusion

The proposed NN model using the radiomics features of tumor image was more accurate than the visual evaluation method using the image pattern information in predicting the local response of brain metastases to GKRS. Because of the excellent prediction ability of the method, the method can be used to help physicians to gain a more accurate prediction of the treatment outcome than the traditional method.
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Purpose

Conventional radiobiology models, including the linear-quadratic model, do not explicitly account for the temporal effects of radiation, thereby making it difficult to make time-resolved predictions of tumor response to fractionated radiation. To overcome this limitation, we propose and validate an experimental-computational approach that predicts the changes in cell number over time in response to fractionated radiation.



Methods

We irradiated 9L and C6 glioma cells with six different fractionation schemes yielding a total dose of either 16 Gy or 20 Gy, and then observed their response via time-resolved microscopy. Phase-contrast images and Cytotox Red images (to label dead cells) were collected every 4 to 6 hours up to 330 hours post-radiation. Using 75% of the total data (i.e., 262 9L curves and 211 C6 curves), we calibrated a two-species model describing proliferative and senescent cells. We then applied the calibrated parameters to a validation dataset (the remaining 25% of the data, i.e., 91 9L curves and 74 C6 curves) to predict radiation response. Model predictions were compared to the microscopy measurements using the Pearson correlation coefficient (PCC) and the concordance correlation coefficient (CCC).



Results

For the 9L cells, we observed PCCs and CCCs between the model predictions and validation data of (mean ± standard error) 0.96 ± 0.007 and 0.88 ± 0.013, respectively, across all fractionation schemes. For the C6 cells, we observed PCCs and CCCs between model predictions and the validation data were 0.89 ± 0.008 and 0.75 ± 0.017, respectively, across all fractionation schemes.



Conclusion

By proposing a time-resolved mathematical model of fractionated radiation response that can be experimentally verified in vitro, this study is the first to establish a framework for quantitative characterization and prediction of the dynamic radiobiological response of 9L and C6 gliomas to fractionated radiotherapy.





Keywords: radiobiology, glioma, computational biology, mathematical modeling, oncology, brain cancer cell



1 Introduction

Radiation therapy is a central component of the standard-of-care for treating malignant gliomas (1), especially when the tumor is located near sensitive brain regions with important functions that are unresectable by surgery. Though various dose escalation and fractionation schemes (i.e., hyper- and hypo- fractionation) have been investigated, none have shown definitive improvement on the long-term survival for glioblastoma patients (2). One reason for this limitation is that the efficacy of radiation therapy varies between patients due to heterogeneous radiosensitivity of the cells within each individual’s tumor (3). If there was a mathematical model that could accurately characterize, and predict, the response of tumor cells to radiation therapy with patient-specific data, then there would be the opportunity to optimize the radiation plan for each individual (4). The currently accepted model for evaluating radiation response given a specific dose is the linear quadratic (LQ) model which was originally developed empirically more than 40 years ago (5). The LQ model quantifies the survival fractions of cell colonies given a specific radiation dose and, though it provides a simple, and practical relationship between those two measureables, it is not without its limitations. In particular, the LQ model does not explicitly characterize the temporal changes in tumor cell number; that is the LQ model is not a function of time. Thus, while it can provide accurate predictions of endpoint predictions (6), it is not capable of predicting the temporal dynamics of radiation response. Additionally, interpretation of the two main parameters in the LQ model (alpha and beta) is fraught with difficult, thereby clouding their biological meaning (7). This is despite the now vast biological knowledge that exists regarding DNA repair (8) and radiation-induced cell death pathways (9). To address these two limitations, we previously proposed and validated a mechanism-based time-resolved model (10) to a single-dose treatment. We now seek to extend this model to account for multiple-fraction treatment regimens.

Though a large single-dose of radiation can effectively kill tumor cells, it is rarely used in clinical settings as high doses also cause irreversible cytotoxicity to surrounding healthy tissues. Thus, the notion of delivering a target total dose in “fractions” over an extended period of time was adopted. There are four key conceptions that are frequently kept in mind when designing multi-fraction treatment plans: DNA damage repair, repopulation, cell cycle redistribution, reoxygenation [sometimes referred to as the “Four R”s (11)]. The DNA damage repair mechanisms help the nearby healthy tissue recover between treatment intervals (12), with the hope that the repair mechanisms are erroneous in the tumor cells leading to their eventual cell death after repeated fractions (13). Tumor cell repopulation (i.e., the ability of tumor cells to proliferate between treatment intervals) can undermine radiation efficacy, and thus may require extra fraction and/or total dose to achieve tumor control (14). Cell cycle redistribution increases the average tumor cell killing by allowing radiation-resistant cells in S phase to redistribute into the more sensitive M phase (15). Reoxygenation also enhances radiation damage as radiation can produce free radicals which damage DNA, and this damage can be made permanent by the presence of molecular oxygen [i.e., the ‘oxygen-fixation hypothesis’ (16)]. Additionally, hypoxic regions of a tumor regions may become reoxygenated between fractions (17). Previous modeling work has focused on quantifying the effects of these four “R”s on the endpoint survival fraction by (for example) incorporating an “oxygen enhancement ratio” (18) or repopulation (19) into the LQ model. More recently, several studies have constructed radiation response models that account for temporal changes in hypoxia (20), DNA repair (21), and fractionation (22). Hormuth et al. contributed a tissue-scale model that employed the oxygen enhancement ratio to adjust the radiation efficacy during fractionation treatment and tested model predictions against in vivo MRI data (23, 24). Brüningk et al. (25) proposed a cell-scale decision tree model that accounted for conversion between cell cycle compartments after radiation. All these models indicate an increasing interest in mathematically describing the temporal dynamics of radiation response that are not captured by the conventional LQ-based models.

We first propose to extend our previous single-dose model (10) to characterize the radiation response of gliomas to fractionated treatment. The fractionation model explicitly incorporates temporal changes due to DNA damage repair, cell repopulation, and cell cycle effect related to senescence. We then perform in vitro microscopy experiments with 9L and C6 cell lines to obtain the radiation response curves collected at high temporal resolution under different treatment schedules and total radiation doses. Our model is then trained on 75% of the total data to calibrate the parameters. Finally, the remaining 25% of data serve as a validation group to assess the model’s predictive accuracy. Our mechanism-based, time-resolved, mathematical model achieves high predictive accuracy across a range of fractionation schedules verified by six different fractionation schemes and both cell lines.



2 Materials and Methods


2.1 Experiments


2.1.1 Cell Culture

The 9L (American Type Culture Collection, ATCC) and C6 (Sigma Aldrich) cells are cultured according to the manufacturer’s guidelines as previously described (10). The 9L cell line is cultured with Eagle’s minimum essential medium (ATCC, VA), and the C6 cell line is cultured with Ham’s F12 (Corning, NY). Both cell lines media are supplemented with 10% FBS and 2 mM L-Glutamine. 0.2% Plasmocin Prophylactic (In vivogen, CA) is supplied in the media to prevent mycoplasma contamination. The mean passage number of the cells used in the experiments was 50 ± 20. Both 9L and C6 are rat cell lines, but are commonly used for general glioma studies (26, 27).



2.1.2 Radiation Treatment and Imaging

Figure 1 illustrates the radiation treatment schedule employed in these studies. 9L and C6 cells were seeded on 96-well plates (Corning, NY) at densities ranging from 3,200 to 32,000 cells/cm2 (1,000 to 10,000 cells total per well). To avoid cells reaching the carrying capacity at later timepoints (which can result in cell death due to lack of nutrients and physical space), we do not seed at a confluence higher than 10,000 total cells. The cells are then incubated overnight (~12 hours) to allow for attachment and recovery. Before irradiation, the media is changed and augmented with 250 nM Cytotox Red dye (Cat. No. 4632, Essen BioScience, MI), a non-perturbing fluorescent dye to label dead cells. For both the 9L and C6 cell lines, we separate the wells into either a 16 Gy or a 20 Gy total dose group. In the 16 Gy group, we irradiate the cells with either four fractions of 4 Gy, three fractions of 5.3 Gy, or two fractions of 8 Gy with 24-hour intervals between every fraction. In the 20 Gy group, we irradiate cells with four fractions of 5 Gy, three fractions of 6.7 Gy, and two fractions of 10 Gy with 24-hour intervals between every fraction. All radiation is delivered by a CellRad irradiator (Faxitron X-Ray Corp, Wheeling, IL, MA) at a dose rate of 1.5 Gy/min (130 KeV, 5 mA, 0.5 mm aluminum filter). After treatment, phase-contrast images and fluorescent Cytotox Red images (for labeling dead cells) are acquired immediately after the first fraction via the Incucyte S3 live imaging system (Essen BioScience, Ann Arbor, MI) with a 4× objective, whole-well imaging mode every four to six hours up to approximately 330 hours post-irradiation. Our media culture, along with the Cytotox Red dye, was refreshed every five days throughout the experiment. To prevent cell loss when refreshing the media in the 96-well plates, we pipetted only the top 80 μl of the total 100 μl per well to minimize the disturbance to attached cells. Live and dead cells were segmented using a semi-automated pipeline consisting of a histogram Otsu-based method followed by a morphology-based cell debris removal [described in detail in (10)].




Figure 1 | Radiation treatment schedule. Cells are seeded, incubated overnight, and then treated with either a total dose of 16 Gy or 20 Gy. In the 16 Gy total dose group, cells are irradiated with 2 fractions of 8 Gy, 3 fractions of 5.3 Gy, or 4 fractions of 4 Gy. In the 20 Gy total dose group, cells are irradiated with 2 fractions of 10 Gy, 3 fractions of 6.7 Gy, or 4 fractions of 5 Gy. All irradiations are 24 hours apart. The culture media is refreshed every 5 days, and imaging lasts up to two weeks after the initial irradiation.





2.1.3 DSB Repair Kinetics

To quantify radiation-induced DNA double strand breaks (DSB) and repair kinetics, we previously measured the expression level of the γH2AX protein [a commonly used DSB biomarker (28)] via flow cytometry after irradiating cells with a single dose of 2, 4, 8, or 16 Gy (see the Supplementary Materials of (10) for details). We then used linear interpolation to obtain the DSB repair kinetics for all other doses. The same data is used in this study as described below.



2.1.4 DNA Repair

DNA repair is represented by an exponential decay equation:

 

where fDSB(t,D) is the fraction of DSBs remaining unrepaired (normalized between 0 and 1) at time, t, krepair(D) (in units of hr-1) is the DSB repair rate at dose per fraction D. We use the same krepair measured from our single-dose treatment study as an estimate of the DSB repair rate during fractionation schedules. This assignment is justified as Mariotti et al. (29) have measured γH2AX under both single and multi-fractionated treatment schemes and showed similar repair kinetics in response to a second dose when cells are given proper time for repair and recovery. Our previous flow cytometry experiments (10) indicate that most (> 80%) DSBs are repaired within 24 hours given the dose range we employ in the experiments. Therefore, this estimation is reasonable.




2.2 Mathematical Modeling of Cell Growth and Response to Radiation Therapy

The fractionated treatment model is an extension of our previous single-dose radiation model described in (10) that models cell response as a function of early cell death (corresponding to apoptosis) and late cell death (corresponding to mitotic catastrophe). We present the salient details of our single-dose radiation model, but note that the complete development and underlying assumptions are detailed in (10).


2.2.1 Single Species Model of Cell Growth in the Absence of Radiation Therapy

For glioma cell proliferation in the absence of radiation therapy, we augment exponential growth by incorporation of the logistic growth and Allee effect:

 

where N(t) is the tumor cell confluence, kp is the proliferation rate (see Table 1 for a listing of all model parameters, their definition, and units), A quantifies the strength of the Allee effect, and θ is the carrying capacity (i.e., the maximum number of cells that can fit within a given volume due to space and nutrient limitations). The Allee effect describes the cooperation effects in cell proliferation rate and is proved significant in glioblastoma progression by Neufeld et al. (30). Our previous analysis (10) used model selection to establish that both logistic growth and the Allee effect are necessary to accurately describe our glioma data.


Table 1 | Model parameters and variables.





2.2.2 Single-Species Model of Cell Growth in the Response to Radiation Therapy

After radiation, a small number of cells undergo early apoptosis, which is an outcome of activation of DNA protein kinase and p53 due to excessive DSBs (31); these events occur on the timescale of hours to days (32). Meanwhile, DNA misrepair does not directly kill cells and can accumulate within cells’ genome, eventually triggering chromosome aberration and mitotic catastrophe (33, 34); these events occur on the timescale of days to weeks (32). Based on the above mechanisms, we add early and late death terms to Eq. (2):



where ked and kld (both in units of hr-1) represent early death and late death rates, respectively, and are a function of time t, dose per fraction D, and the initial confluency N0. We use the following equation to describe early cell death as a function of the fraction of unrepaired DSBs within the cell’s genome, fDSB(t):

 

 

where kacute(D,N0) is the acute death rate. ti (units: hours) is the time that has passed since the ith fraction. As it would be extremely complex to model the death due to each fraction separately, kacute(D,N0) is viewed as an average death rate across all fractions and written as:

 

where αacute,N is a scale factor representing the contribution of acute death due to the initial seeding density, N0. Biologically, N0 influences (due to cell-cell contact) the proportion of actively proliferating cells at the time of radiation, which determines radiation sensitivity[(as late G2 and M phase is the most sensitive cell cycle (35)]. kacute,D is a death rate indicating the contribution of radiation dose to acute death, as larger doses can translate to a higher number of DSBs and, therefore, early apoptosis. Figure 2 illustrates the changes in ked over time. We note that the “+1” in Eq. (6) is for mathematical convenience. When αacute,N (i.e., the contribution of the initial seeding density to acute death) is close to 0, Eq. (6) simplifies to kacute(D,N0)= kacute,D ·D. Thus, without the “+1”, when αacute,N approaches 0, kacute(D,N0) will also decrease to 0 and the effect of dose will only be determined by seeding density effects.




Figure 2 | Glioma death rate over time. The figure shows the calibrated early and late death parameters of 9L cell line. Panel (A) shows how the early and late death rates change as a function of time from a single treatment. After radiation, the acute death spikes and decreases as the double strand breaks are repaired. In contrast, misrepaired DSBs accumulate within the cells’ genome, causing the late death rate to increase over time, before it eventually decreases as the radiation efficacy decays. Panel (B) shows the summation (labeled by the blue solid line) of four fractions (each fraction labeled as dashed lines) irradiated every 24 hours starting from time 0. Each fraction has the same effect as in panel (A). Panel (C) illustrates the hypothesis captured by Eq. (7); namely, that kaccum(D,N0) is a function of both dose and initial confluence. Each blue cross indicates the calibrated result of one replicate of the 9L cell line.



The “late death” component models mitotic catastrophe of misrepaired cells that occurs following several cell divisions. This population has previously also been referred to as the “abortive fraction” (36). Some cells can survive hours to weeks after radiation before mitotic catastrophe occurs. Here, we model late death as:

 

where kaccum(D,N0) is that rate at which the misrepair error first accumulates within the cells’ genome, and r (in units of hr-1) controls the decay rate of the radiation efficacy. The decay rate of radiation efficacy is viewed as an intrinsic property of each cell line and is a constant across different treatment conditions. Just as for the early death term, we model the parameter kaccum(D,N0) as an average across fractions, instead of modeling each fraction separately. The accumulation death rate kaccum(D,N0) is thus written as:

 

where αaccum,N is a scale factor representing the contribution of late accumulation cell death due to the initial seeding density, N0. Eq. (8) accounts for the fact that cell density directly impacts the proliferation rate via (for example) the proportion cells that are in M phase, which eventually determines how many cells can undergo mitotic catastrophe as it occurs during M phase. kaccum,D is a death rate describing the contribution of radiation dose to accumulation death, as high doses induce a high probability of misrepair [caused by misjoining of clustered DSBs (37)]. Note that Eqs. (6) – (8) have a modified form from our previous single dose study (10); we return to this point in Discussion section.



2.2.3 Two-Species Model of Cell Growth in Response to Radiation Therapy

We construct a two-species model of response to radiation therapy by considering both proliferative and senescent tumor cells. Several mechanisms in radiobiology contribute to the appearance of a senescent population after radiation (38) including (for example) cell cycle checkpoint pathways (39). These senescent cells can remain metabolically active, but undergo irreversible cell cycle arrest and thus can no longer replicate. Without this component, the model assumes cells either return to proliferating (overestimate cell survival) or undergo early or late death (overestimate radiation cell killing), thereby causing a systematic error in the predicted confluence. Therefore, we extended Eq. (3) to include a proliferating compartment, Np(t), and a senescent compartment, Ns(t):



 

Eq. (9) - (10) characterize the conversion from the proliferation to senescent compartment due to radiation. As cell-cell contact promotes senescence, we assume that the convertion rate follows a simple linear relation proportional to the initial cell density with the proportionality constant kps (units of hr-1). Note that the carrying capacity, θ, is now shared by both Np and Ns. Additionally, the conversion rate kps is a function of the total dose (i.e., 16 Gy or 20 Gy in our experiments). This simplification (i.e., making kps a constant based on the total dose) is because we do not have a direct measurement of the senescent population as this population is changing with each dosing scheme and over time. That is, kps should really be a function of time, dose per fraction, and fraction number. To practically realize such an explicit expression for kps would require additional experimental measurements.




2.3 Numerical Implementation of the Mathematical Models

ODE models were implemented via the finite difference method with a fully explicit forward Euler formulation with a time step of 0.01 hrs with initial condition, Np(0), equal to the cell confluence measurements at time 0 and Ns(0) = 0. Early acute death rate term is multiplied by a smooth heaviside step function, via the hyperbolic tangent function; tanh [fDSB(t)], to prevent curve discontinuity.



2.4 Model Selection

Eqs. (1) – (10) are based on general radiobiology mechanisms. For specific cell lines with different signaling pathways and radiation sensitivity, it is unclear if this model is appropriate to describe the data. Therefore, it is crucial to perform model selection prior to applying the model to a specific cell line. Starting from the above “full model”, we systematically remove one or two parameters, yielding seven competing “daughter” models. Using the early death term as an example, the initial seeding density N0 and doses D might not have an impact on early apoptosis for the 9L and C6 cell lines. By removing either αacute,N or kaccum,D or both, we obtain three “daughter” models (i.e., models 2-4 in section 2 of the Supplementary Materials). Similarly, removing the late death term (three models) or the senescent term (one model) yields an additional seven “daughter” models. (See the section 2 of the Supplementary Materials for the formulation of all eight models.). For each model, parameters are fit with the Levenberg-Marquardt algorithm (via “lsqnonlin” in MATLAB). To determine which mechanisms are required for optimally characterizing 9L and C6 data and to obtain the most parsimonious model, we perform model selection on these eight models via the Akaike information criterion (AIC) (40):

 

where n is the sample number (i.e., the number of cell confluency curves in our scenario), RSS is the residual squared sum between the model fit and data, and p is the number of free parameters. The AIC finds the most parsimonious model by balancing the relative goodness-of-fit with the number of free parameters. Specifically, we build our training set by randomly picking seventy-five percent of the data under each treatment condition, leading to 262 replicates for the 9L cells and 211 replicates for the C6 cells. (That is, we pick 75% from four fractions of 4 Gy, 75% from two fractions of 10 Gy, etc., thereby ensuring that each treatment condition is equally represented in the training set.) The remaining 25% of the data is used for validation. (Note that the word ‘replicate’ is in reference to our experiments; that is, we repeated a group of independent wells with the same treatment schedules at time point 0. The response from each well over the 340 hours won’t be identical as they are affected by (for example) subtle variations in the cells’ phenotype or genotype, variations in initial seeding density, etc.)

The AIC-based model selection is then performed on all eight models including the full model using the training set. By globally fitting the training set (i.e., 262 9L replicates and 211 C6 replicates, to these eight models respectively) we obtain the residual squared sum over the entire training set for each model. The model that returns the lowest AIC score is selected as the most parsimonious. We also compute the Akaike weights via:

 

 

where AICi is the AIC score of the ith model, and AICmin is the minimum AIC observed among all eight models. These weights are used to compare the models to each other.



2.5 Parameter Calibration

Table 1 lists parameter definitions and the methods we use to obtain these parameters. We previously (10) fit untreated cell data to Eq. (1) to obtain the proliferation rate, kp, carrying capacity, θ, and the Allee constant, A, for both the 9L and C6 cells. These parameters are assumed constant throughout the present study. The standard deviation of the estimated model parameters is computed via “nlparci” in MATLAB, and employed to generate a corresponding distribution via “makedist”. As the biological definitions of these parameters specify their values must be positive, the parameters are given a lower bound of zero during calibration. Note that during model calibration, we fit parameters globally in the sense that all curves from the training set, consisting of both the 16 Gy and 20 Gy total dose groups, are fit together since all parameters are independent of dose and initial cell density except for the conversion rate kps. As kps is a function of the total dose, we treat kps at 16 Gy and at 20 Gy as two individual parameters in our calibration process. Distributions of the calibrated parameters are compared between the two cell lines to verify if they are significantly different by the z-test (via “ztest” in MATLAB at the 5% significance level).



2.6 Model Validation and Error Analysis

Validation is performed on the AIC selected model using the remaining twenty-five percent of data (i.e., 91 9L curves and 74 C6 curves), which are “unseen” during both the model selection and parameter calibration steps. The forward model has two inputs: initial seeding density (N0) and dose schedule. We run the model forward using the calibrated parameters as shown in Figure 5. The prediction mean and intervals are then computed via the MATLAB function “nlpredci” by inputting the calibrated parameters, Jacobian matrix, and residuals determined by the “lsqnonlin” during calibration. Radiation responses are predicted using the same set of parameters regardless of treatment dose schedules or initial density. For example, predicting the effects of the four fractions of 4 Gy on the low confluence group employs the same set of parameters as predicting the effects of the two fractions of 10 Gy on the high confluence group (except for the kps, which is a constant based on total dose). To quantify the predictive accuracy, we compare the measured and model prediction means using the Pearson correlation coefficient (PCC) and concordance correlation coefficient (CCC).




3 Results


3.1 Image Segmentation and Cell Response Curves

The same image segmentation pipeline from our previous study (10) is used here. When comparing the automatically segmented images to our manually segmented baseline, this segmentation pipeline achieves an average Sørensen–Dice coefficient of 0.79 (i.e., 21% error). See Figure 3 for an example of a cell response curve that received four fractions of 4 Gy and its corresponding image segmentation.




Figure 3 | Example of cell response curve and image segmentation. Panel (A) shows the cell response curve from one replicate of the 9L cell line treated with four fractions of 4 Gy. The left portion of Panel (B) is the raw data at 40 hours [indicated by the orange circle in panel (A)] obtained via live cell microscopy. The image is presented as phase-contrast with a red fluorescent label indicating dead cells. The corresponding segmentation (highlighted by yellow) is on the right portion of panel (B). The left portion of Panel (c) is the raw data at 190 hours [indicated by the blue circle in panel (A)], where there are a large number of dead cells compared to the early time point. The corresponding segmentation is presented in the right portion of the panel. Panel (D) briefly summarizes our segmentation pipeline; details were provided in ref. (10).





3.2 Model Selection

Figure 4 summarizes the AIC weights across all eight models. As it has the highest weights for both the 9L and C6 cell lines, Model 3 was selected as the most parsimonious model from the training set and thus will be used for parameter calibration and prediction. While the complete formulation is presented in the section 2 of the Supplementary Materials, Model 3 combines early apoptosis (kacute,N), mitotic catastrophe (αaccum,N, kaccum,D, r), and senescence [kps(16 Gy), kps(20 Gy)] as given by the following system of equations:



 

 

 


Note that the parameter kacute,D in Eq. (6) is removed and the corresponding expression for early death is rewritten as in Eq. (15). This was done since model selection indicated that kacute,D is not required to characterize our data. Consequently, we removed kacute,D and modified the notation of αacute,N in Eq. (6) to kacute,N (in units of hr-1) in Eq. (15) to represent the death rate.





Figure 4 | AIC weights for each model models. The label, “Full” on the horizontal axis indicates that all model components are included [i.e., Eq. (1) – (10)], while the other labels indicate what portion of the Full model was removed in that particular reduced model. AIC weights can be interpreted as the probability that a particular model is preferred for modeling the 9L (blue) or C6 (red) cell line. In particular, Model 3 is most frequently selected by the AIC for both the 9L and C6 cell lines. Models without accumulation effects (i.e., model 5-8) generally perform worse than models without early effects (model 2-4), indicating the importance of incorporating the effects of late cell killing over acute apoptosis.




From the AIC score, model 3 [i.e., Eqs. (14) – (17)] is 1.18 times more likely to be the best model than model 4 ‘no early death’ model, 2.61 times more likely than model 7 ‘no late death model’, and 1.82 times more likely than model 8 ‘no senescence’ single species model. These results indicate the importance of accumulation effects (i.e., accumulating DNA misrepair, mitotic catastrophe and gradual conversion to senescence) over acute effects (i.e., early apoptosis) to quantify the time courses of 9L and C6 radiation response. Note that the goal of the model selection process is to identify the most parsimonious model to describe our time-resolved data, rather than the model that includes the most biology. As for the 9L and C6 cell lines, most cells die due to late mitotic catastrophe while early apoptosis only kills a minority of cells. Thus, removing the radiation dose effect from the early death term as in model 3 does not harm the model’s ability to characterize the data.



3.3 Parameter Calibration

The AIC selected model has six parameters kacute,N, αaccum,N, kaccum,D, r, kps(16 Gy), and kps(20 Gy). The top panel in Figure 5 shows the calibrated parameters for the 9L cells, while the bottom panel shows the calibrated parameters for the C6 cells. Note that the model allows to quantify the degree to which the C6 cell line is more radiation sensitive than the 9L cell line, as has been previously reported (41). In particular, the early death rates kacute,N (p value = 9.5e-23), late death rates kaccum,D (p value = 8.1e-21) and conversion rate to senescent component kps (p value = 1.6e-20 for 16 Gy and 0.0 for 20 Gy) of the C6 are all significantly larger than 9L via the z-test. Both the 9L and C6 exhibit a similar radiation efficacy decay r (p value = 0.44, i.e., no significant difference via z-test), suggesting a similar duration of radiation cell killing persisting on both cell lines. The proliferation rate, carrying capacity, and Allee effect parameter values, as well as the number of training curves for calibration, are provided in the section 1 of the Supplementary Material.




Figure 5 | Parameter calibration results. All parameters are fit globally using the training set and are independent of initial seeding density or dose schedules (e.g., the four fractions of 4 Gy curves share the same set of parameters as the two fractions of 10 Gy curves for both the 9L and C6; the one exception is for kps, where we treat kps (16 Gy) and kps (20 Gy) as two individual parameters. The biological interpretation of the parameters requires that these parameters must take on a value great than or equal to 0; thus, the lower bound of the parameters is set to zero during calibration.





3.4 Model Validation and Error Analysis

We use the validation group (25% of our total data, 91 9L curves and 74 C6 curves) to evaluate the predictive accuracy of our model. Figure 6 presents examples of the model validation results with each column representing one initial confluence of a specific cell line (e.g., the first column shows a low initial seeding confluence of the 9L cell line). Each row shows a different fractionation schedule (e.g., the first row shows cells receiving four fractions of 4 Gy radiation). The error bar on the measurement (labeled by blue) is based on the image segmentation error (21%) from our previous study (10), as the same segmentation pipeline is used. The prediction error (labeled by red) is computed from MATLAB function ‘nlpredci’, which computes the prediction interval via the Delta method based on the Jacobian matrix.




Figure 6 | Model validation. The prediction interval (labeled by red) and measured microscopy data (labeled blue dots) are plot for representative examples of each initial and treatment condition. Previously we determined our average segmentation error was 21% using the Sørensen–Dice coefficient (10). This segmentation error is indicated by the blue intervals. Each row in this figure shows different treatment schedules labeled on the left; for example, the first row shows cells treated with four fractions of 4 Gy. Each column stands for the initial confluence for a specific cell line; for example, the first column represents low initial seeding density for 9L cell line. Predictions are made globally for each of the cell lines; that is, predictions for the 9L cells with an initial low confluence receiving four fractions of 4 Gy are made using the same set of parameters as the 9L cells with an initial high confluence receiving two fractions of 10 Gy. Given the initial confluence and treatment schedule as the two inputs, our model makes accurate predictions across a wide range of initial conditions. However, the model is not perfect as the prediction typically undershoots the first peak while overshooting the tail for C6 cell line; an important point we return to in the Discussion section.



For the 9L group receiving a total dose of 16 Gy, the average PCC and CCC between the predicted and the measured data are 0.92 ± 0.009 (average ± standard error) and 0.78 ± 0.014, respectively. For the 9L group receiving a total of 20 Gy, the PCC and CCC are 0.98 ± 0.001 and 0.96 ± 0.002, respectively. For the C6 group receiving a total of 16 Gy, the PCC and CCC are 0.89 ± 0.011 and 0.77 ± 0.020, respectively. Finally, for the C6 group receiving a total of 20 Gy, the PCC and CCC are 0.90 ± 0.004 and 0.73 ± 0.014, respectively. Details of PCC and CCC values for each treatment condition is provided in Table 2. Overall, the accuracy of prediction is superior for the 9L cell line than the C6 cell line. This is at least partially due to the heterogeneous radiation response observed across the C6 replicates; we return to this important point in Discussion section.


Table 2 | Error between model prediction and measurement.






4 Discussion

We have proposed an experimental-computational system that includes a mathematical model that characterizes the dynamic cell response of the 9L and C6 glioma receiving fractionated radiation. Model parameters are calibrated using a training set of various initial seeding densities and dose schedules over the course of two weeks. Next, the calibrated parameters are applied to a validation set to predict response to radiation therapy. Each term in our model has an explicit or implicit (i.e., αaccum,N, kps(16 Gy), kps(20 Gy) are indirectly related to cell cycles) biological definition. For example, early apoptosis and late mitotic catastrophe are captured by the parameters kacute,N and kaccum,D, r, respectively. This approach has several advantages over current models as it explicitly includes the temporal dynamics of several biological mechanisms related to the response of cells to fractionated radiation.

Mathematically, the LQ model describes the fraction of survival cells at experimental endpoints given a specific radiation dose, and therefore is not designed for calibrating with time-resolved data. Though there are mathematical models that account for temporal dynamics by embedding the LQ term into the death rates (42), the true death rates are unlikely to obey the LQ relation throughout the whole time course as it ignores time dependent phenomena such as early apoptosis and late mitotic catastrophe. Time-dependent radiobiologic mechanisms are often ignored in these modeling studies, a limitation possibly due to the historical difficulty of accessing radiation response data with high temporal resolution. However, recent advances in imaging techniques can now provide the requisite, high temporal resolution data (43–45) appropriate for model calibration. When we mathematically characterize these time series data, a dynamic model is required, since the measurement interval (e.g., hours) is much shorter than the length of the experiment when the surviving fraction would be determined via the LQ model. To the best of our knowledge, this study is the first mechanism-based fractionated radiation model verified by the cell experimental data at high temporal-resolution. We have constructed this approach by building on previous time-resolved dynamic radiation models that either calibrated to a single dose of radiation (46), or to data collected every several days (23) or weeks (47). We hope that the current effort can provide motivation for focusing on factors that describe the dynamics of radiobiology as a function of time, thereby potentially providing a new way to guide and optimize radiation dose scheduling.

As each term in the selected model system [i.e., Eqs. (14) – (17)] is based on an underlying mechanism, the calibrated parameters summarized in Figure 5 are easily interpreted in light of the underlying biology. Though the specific values of parameters may differ for each cell line (a not unexpected observation), the trend observed (i.e., radiosensitive cells exhibit significantly larger death rates) may carry over to other cell lines since the proposed model and the parameters are based on biological mechanisms common to a wide range of cell lines (48). Thus, the model summarized by Eqs. (14) – (17) is likely applicable to other cell lines for which radiation treatment is of interest, thereby having a significant impact beyond gliomas.

Despite the advantages, there are several opportunities for improvement in both the experimental and modeling components of the study. For example, note that in Figure 6 some curves suffer a discontinuous jump (e.g., at approximately 110 hours in the “4 fractions of 5 Gy” high confluence group). This is due to the cell loss when we refresh the media. While we have implemented a method to change the media as delicately as possible (as described in section 2.1.2), we are still aspirating an unknown number of live cells at each media change. Potentially more significant, though, is how we handle the senescent component. Since we did not have a method in place that allows us to directly measure this component over time, we are forced to infer its existence and behavior via parameter calibration. Clearly, incorporating longitudinal measurements of the fractions of senescent cells is required to generalize the model to other dosing schemes.

Areas for improvement on the modeling side include developing a more rigorous linking between radiation dose and the rate constants. For example, note that Eqs. (6) and (8) have a different form from our previous single-dose study (10). The main reason for the changes is due to the dose range in this study (4 - 10 Gy per fraction) compared to the previous study (a single fraction of 2 – 16 Gy). In our previous single-fraction study we observed a saturation effect in the death rates; i.e., the death rates do not significantly increase above a certain dose threshold. This is because cell death does not happen instantaneously; i.e., the cell death pathways require time to be executed. Thus, we use Michaelis–Menten equations to characterize the observed saturation effect. However, in the present study, we use a narrower range of radiation dose and we did not observe the saturation in cell killing within this dose range. Thus, we use a simple linear relation for the acute death, kacute(D,N0), accumulation death, kaccum(D,N0), and a constant radiation efficacy r, versus radiation doses. Consequently, the death rates kacute(D,N0), kaccum(D,N0), and r most likely require future modifications when applied to dose schedules involving larger doses. We also note that, compared to the previous single-dose study [i.e., Eq. (6) in (10)], we removed the parameter T in Eq. (7). This parameter assumes there is a time delay, T, before the accumulation of misrepairs can start. Our previous study established its value between the first 20-40 hours after radiation for the 9L cell line, and 0 hours for the C6 cell line [consistent with the established radiosensitivity of the C6 cell line (41)]. In current fractionated dosing scheme, as we extend the experiment time to approximately 340 hours, the value of T is much less than the length of the experiment. Thus, it is reasonable to remove the parameter T for simplicity. Another limitation is that Eqs. (14) – (17) do not (of course) account for all of the most prominent radiobiological processes. For example, we assume a fixed conversion rate between the proliferative and senescent components—a parameter that is likely to change with time, dose per fraction, and fraction numbers, and therefore would require a function of its own to describe its temporal dynamics. Indeed, this may explain the undershoot peak or overshoot tail in Figure 6. A second area for improvement in Eqs. (14) – (17) is the explicit incorporation of phenotypic or genomic heterogeneity across the population, which almost certainly affects the early (kacute,N) and late (kaccum,D) death effects between different replicates. This explains why the correlation coefficients in Table 2 indicate the model performs worse under certain dose schedules for the C6 cell line. See section 3 of the Supplementary Materials for an example of the heterogeneous response we observe in two replicates of C6 cells treated with the same three fractions of 6.7 Gy (note this is the group with the lowest PCC and CCC value). Accounting for such heterogeneity to improve the predictive accuracy of the model will be the focus of future study. As presented, the current model has limited clinical application because it is formulated for describing the 2D dynamics of cells in a dish which is, of course, very different than the in vivo situation. However, the concept of using time-resolved data to calibrate a biologically-based, mathematical model to make patient specific predictions is highly translatable and, indeed, something we have investigated at length in both the in vivo pre-clinical (49–53) and clinical (24, 54–58) settings.



5 Conclusion

We have extended our previous single-dose model to account fractionated treatment, and successfully validated the resulting model with in vitro experimental microscopy data. This study demonstrates a promising experimental-mathematical approach based on radiobiology mechanisms that can accurately predict the temporal dynamics of the response of glioma cells to radiation. Future efforts include linking the model to our tissue scale formalism for predicting response in patients (23), and employing the methods of optimal control theory to optimize treatment outcomes in pre-clinical murine studies (59).
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Background

Germ cell tumors (GCTs) are neoplasms derived from reproductive cells, mostly occurring in children and adolescents at 10 to 19 years of age. Intracranial GCTs are classified histologically into germinomas and non-germinomatous germ cell tumors. Germinomas of the basal ganglia are difficult to distinguish based on symptoms or routine MRI images from gliomas, even for experienced neurosurgeons or radiologists. Meanwhile, intracranial germinoma has a lower incidence rate than glioma in children and adults. Therefore, we established a model based on pre-trained ResNet18 with transfer learning to better identify germinomas of the basal ganglia.



Methods

This retrospective study enrolled 73 patients diagnosed with germinoma or glioma of the basal ganglia. Brain lesions were manually segmented based on both T1C and T2 FLAIR sequences. The T1C sequence was used to build the tumor classification model. A 2D convolutional architecture and transfer learning were implemented. ResNet18 from ImageNet was retrained on the MRI images of our cohort. Class activation mapping was applied for the model visualization.



Results

The model was trained using five-fold cross-validation, achieving a mean AUC of 0.88. By analyzing the class activation map, we found that the model’s attention was focused on the peri-tumoral edema region of gliomas and tumor bulk for germinomas, indicating that differences in these regions may help discriminate these tumors.



Conclusions

This study showed that the T1C-based transfer learning model could accurately distinguish germinomas from gliomas of the basal ganglia preoperatively.





Keywords: germinoma, glioma, deep neural network, machine learning, transfer learning



Introduction

Germ cell tumors (GCTs) are neoplasms derived from reproductive cells, mostly occurring in children and adolescents at 10 to 19 years of age (1). Intracranial GCTs are classified histologically into germinomas (assessed in this study) and non-germinomatous germ cell tumors. Intracranial germinomas mostly arise from pineal or suprasellar regions (2, 3). Due to the adjacency to midbrain structures, intracranial germinoma patients usually develop hydrocephalus-related symptoms (3), and germinomas of the basal ganglia are difficult to distinguish from gliomas, which are the most common intracranial solid tumors, at the same site, even for experienced neurosurgeons or radiologists. Intracranial germinoma has a lower incidence rate compared with glioma in children and adults (4).

Intracranial germinoma is sensitive to radiation therapy, and a satisfactory prognosis could be achieved without surgical operation; however, as mentioned above, it is difficult to diagnose by routine MRI (T1-weighted, T2-weighted and enhanced T1) without additional acquisition like DWI and SWI. Unfortunately, such images are not always available due to the patient’s financial status or scanner machine-hour shortage in developing countries. Most entry-level hospitals in China are not equipped with an advanced 3T MRI scanner or haven’t purchased those additional imaging modalities from scanner vendors. In situ biopsies obtained intraoperatively or preoperatively with the stereotactic guide represent the “gold standard” to diagnose germinomas for most of the cases (3, 5), while the potential risk of tumor seeding or spread cannot be ignored. For some patients, traumatic procedures like surgery can be avoided if it is possible to accurately distinguish germinomas from gliomas with routine MRI. Although germinoma is commonly seen in adolescents while glioma has a higher incidence in the elderly population, headache and dizziness are common symptoms reported by both glioma and germinoma patients. Similarities in clinical manifestations compared to glioma in addition to the rarity of germinoma cases make it difficult to distinguish these two types of tumor, despite the difference of age at diagnosis. The lower incidence rate of germinoma and the abovementioned similarities provide little motivations for physicians to require additional serum test in clinics for β-HCG, an important indicator of germinoma. Therefore, a model using only routine MRI that could help physicians decide whether a patient needs further lab examination before hospital admission in such a scenario would be valuable; furthermore, a simple system requiring minimal input information that could distinguish these two types of tumor would reduce the cost per patient by cutting down unnecessary tests.

Recent advances in artificial intelligence (AI) in the field of tumor medical imaging have revealed that computers can achieve better accuracy in classifying different types of tumors than human physicians (6–8). Previous studies have investigated deep learning-based approaches to discriminate gliomas from other intracranial lesions including brain metastasis (9, 10), meningioma (10, 11), pituitary adenoma (10, 11), and acoustic neuroma (10). And other studies also reported the classification of germinoma with craniopharyngioma and pinealoblastoma (12, 13) by machine learning approaches. These reports focus on germinomas of the sellar and pineal region. Due to the uncommon incidence of germinomas of the basal ganglia, it has not been explored if routinely acquired MRI images can be utilized to differentiate germinomas from gliomas of this region. In this work, a deep learning model was established to answer this question. We enrolled 73 patients diagnosed with germinoma or glioma of the basal ganglia from two independent medical centers. Supplementary Figure S1 shows typical T1-weighted contrast images of glioma and germinoma patients enrolled in this study, with the characteristic irregular enhancement of tumor bulk and cyst formation, which are similar between these two tumor types (14–18).

The purpose of the study is to provide aid in preoperative decision-making with a classification system for intracranial germinomas and gliomas of the basal ganglia. Enhanced T1 MRI is routinely acquired for differential diagnosis of intracranial lesions and is what’s solely needed for the neural network we developed based on ResNet-18 (19), which provides the strong capability for future clinical translation.



Materials and Methods


Data Collection

Multi-center data for a total of 180 germinomas and 71 glioma patients were retrieved from the databases of Xiangya Hospital and Sanbo Brain hospital from 2010 to 2018. Brain MRI imaging was performed as part of routine clinical care on scanners from various manufacturers with different magnetic field strengths (Table 1) and acquisition parameters (Table 2). Supplementary Figure S2 showed the distribution of voxel geometry. A total of 39 germinoma and 48 glioma patients had lesions of the basal ganglia confirmed by immunohistochemistry (Figure 1). The inclusion criterion was: lesions with enhancement areas larger than 500 resliced voxels (average voxel size, 0.52 mm×0.52 mm×4.74 mm); 7 germinoma and 7 glioma patients were excluded for this reason or not having enhanced T1 image at all. There were no exclusion criteria based on age, gender, or race. Demographic and clinical data, including gender, age, and race, were retrieved from electronic medical records (Table 3).


Table 1 | Clinical MRI Scanners Used.




Table 2 | Summary of Acquisition Parameters in this study.






Figure 1 | Study flowchart.




Table 3 | Clinical characteristics of the cohort.



Therefore, a total of 73 patients (31.07 ± 18.21 years old, varying from 6 to 67 years; M: F = 47:26) were included in the final study cohort (Table 3). The study was approved by the institutional review board of Xiangya Hospital and Sanbo Hospital, and informed consent was waived due to the retrospective nature of this study. The study was conducted in accordance with the Declaration of Helsinki.



Image Preprocessing and Lesion Labeling

Pre-segmentation image registration was performed with both T1-weighted contrast-enhanced (T1C) and T2-weighted fluid-attenuated inversion recovery (FLAIR) images; affine images were co-registered into the same geometric space using the Elastix toolbox (20). Image transformation and re-slicing were performed using TorchIO (21) scripts (https://github.com/fepegar/torchio); images series were resliced into an average voxel size of 0.52×0.52×4.74 mm to minimize biases in the interpolation. All the T1C and FLAIR images were used for the segmentation of enhancing tumors and peritumoral edemas, respectively. Delineation of tumor boundaries was performed in a semi-automated fashion on a slice-by-slice basis using the ITK-SNAP software, an open-source 3D image analysis kit (22). The segmented T1C and FLAIR images were reviewed for tumor delineation and consistency by two neuroradiologists (CT and NY with over 8 and 6 years of experience, respectively). The delineated images of the two segmented tumor phenotypes (enhancing tumor and peritumoral edema) were exported for further analysis. Lesions smaller than 500 voxels (about 0.65 cm3) were excluded for the following reasons. Small lesions like this could not be reliably segmented, typically such a small lesion will only appear on a single slice or two which makes the image less representative and reliable for feature extraction. In patients with > 1 lesion, all the lesions larger than 500 voxels were included in the analysis. The entire dataset contained a total of 93 lesions (45 germinoma lesions and 48 glioma lesions) from 73 patients (Figure 1).



Data Argumentation and Transfer Learning

We adapted a ResNet18 architecture pre-trained on the ImageNet datasets (19). We only used T1C images to train the classification model.

	1. Slice selection, the center slice for each lesion was selected.

	2. Conversion of a grayscale image to a 3-channel image. Three  strategies were compared.

	 a. No transformation (original gray-scale MRI images).

	 b. Upper and lower slices together with the center slice were  stacked as R, G and B channels respectively.

	 c. Use the Jet color map to linearly transform the T1C gray  image into an RGB image.

	3. Image size normalization. Images were resized to 224 × 224.



Due to a limited number of patients, data augmentation was performed on-the-fly to prevent overfitting. More specifically, 6 data augmentation techniques were implemented, including random flip, random affine, random blur, random ghosting, random motion, and random elastic deformation. Examples of the augmented images are shown in Figure 2.




Figure 2 | Image processing and model architecture. Image preprocessing included two major steps (image registration and tumor segmentation). The jet colormap was applied to gray-scaled MRI images, followed by the use of 6 image augmentation techniques. Convolution layers from pre-trained ResNet18 were fixed as a feature extractor. The final 2-dimension classifier was retrained to fit our data.



The retraining process consisted of two steps, including initializing the convolutional layers with loaded pre-trained weights that trained based on the ImageNet data, and freezing all convolutional layers and fine-tuning the classification layer. By resetting the finial layer into 2 and changing the loss function into cross-entropy, our model was able to implement the pre-learned image feature extraction pattern to this tumor classification task and make prediction. To compare the model performance, we also used the same deep learning architecture to train our data from scratch. All the parameters were set identical with the pre-trained model except the randomly initial weights of convolutional layers. ResNet18 model was used from Torchvision.models (0.11.0).

The ResNet18 with and without pre-trained models were trained on an Ubuntu 18.04 workstation with 1 Intel Core i9-7940 CPU, using an NVIDIA GTX 1080Ti 11GB GPU, with 256 GB available system RAM. Training in all categories was run for 100 epochs or 100 steps by stochastic gradient descent in batches of 12, using an SGD Optimizer with momentum 0.9. The learning rate was set as 0.001 for all layers and utilized with a decay rate of 0.1 each 4 steps until the model gradually reached convergence. In this study, 5-fold cross-validation was performed to train the model. In each fold, 80% cases were used as the training set and the rest were used as the validation set. The training and validation were performed with Pytorch (https://pytorch.org/) on Python 3.8.0.



Model Visualization

Class activation mapping (CAM) was performed to identify the areas contributing the most to the model, as described by Zhou and collaborators (23). CAM can serve as a quietly powerful approach for the reason that they enhance image regions contributed more to the output of the model and denote the model’s confidence in the prediction. Specifically, for a unit k in a layer l, CAM calculates the importance score of k for class c and follows with visualizing the importance via a heatmap. We added a global average pooling layer after all the convolutional layer, which helps find all the discriminative regions. Feature maps of l before activation was visualized by CAM, then a heatmap was superimposed on input images.



Statistical Analysis and Visualization

The performance statistics of the models were analyzed with the R programing language (v 4.1.2). Visualization and calculation of AUC (Area under the curve) and standard deviation of the 5-fold cross-validation was calculated with R package precrec (v 0.12.7) (24). In related analysis, lesion size is defined as the volumetric size of the enhanced area in T1C images. Lesions larger than median size are defined as large lesions, and lesions equivalent to or smaller than median size are defined as small lesions. Statistical tests of mean values were performed with Wilcoxon signed-rank test unless specified otherwise.




Results


Development of a Transfer Learning Model to Distinguish Germinomas From Gliomas

As described in the method, 3 strategies of image transformation were compared. First, we trained the model with the original gray-scale MRI image, the model reached AUCs of 0.72 ± 0.07 (mean ± standard deviation [SD]) (Supplementary Figure 3A). Second, the model trained on adjacent-slices-stacked images reached AUCs of 0.81 ± 0.06 (mean ± SD) (Sup. Figure 3A). Third, the model trained with the Jet colormap-transformed images reached AUCs of 0.88 ± 0.04 (mean ± SD) (Figure 3A). Image transformation with the Jet colormap seems to be the best strategy for our dataset based on the ROC and the precision-recall curve (Figures 3A, B, D and Supplementary Figures 3A, B). The best model reached accuracy levels of 0.81 ± 0.01 in the validation set (Figures 3C, D). The precision-recall curves of these models indicate that when more information is provided to the model, the result is slightly better.




Figure 3 | Model evaluation. (A) Mean ROC in validation sets for the 5 runs. AUC = 0.88 ± 0.04 (mean ± standard deviation [SD]). Red line represents transfer learning on ResNet18 pre-trained on ImageNet, blue line represents training of ResNet18 from scratch. (B) Precision-recall curve for the 5 runs. Red line represents transfer learning on ResNet18 pre-trained on ImageNet, blue line represents training of ResNet18 from scratch. (C) Accuracy of the model during training. Dotted lines indicate mean accuracy from training steps 100 to 300, of the five-fold training. Black line is the loess fitting of accuracy of n-fold cross-validation at each training step. (D) Mean AUC and ACC of the four model we trained in this study. SD, standard deviation. ACC, accuracy.



To test the effectiveness of transfer learning and provide a performance benchmark, we also trained ResNet18 on Jet colormap-transformed images from scratch. Unsurprisingly, the performance is worse than the pre-trained one, reaching AUCs of 0.79 ± 0.06 (mean ± SD), as shown in Figures 3A, B (The blue lines).

The mean lesion size of germinoma is smaller than glioma Supplementary Figures 4A, B. To test whether lesion size affects model performance, we performed chi-square (χ2) test on contingency tables of True-False prediction and tumor size of the 5-fold cross-validation Supplementary Figures 4C, D. No significant difference in the distributions of predicting correctness between small and larger lesions is found. This proved the model’s ability to generalize over various tumor sizes. Still, the median lesion size of correct prediction is slightly larger than incorrect prediction. Indicate that the model might perform better with larger lesions (Supplementary Figures 4C, D). Additionally, the model was tested with lesions excluded in the original analysis (smaller than 500 voxels), reached AUCs of 0.64 ± 0.07 (mean ± SD), this indicates that our model might not be suitable for ultra-small lesions (Supplementary Figures 3C, D).



The Class Activation Map Reveals a Location Preference That the Model Focuses on for Different Tumors

The neural network-based machine learning model was more sophisticated and less interpretable than traditional methods. Therefore, we applied CAM (23) to probe the model after training. Pixels on a class activation map represent the superimposed activation strength of each unit in the last convolutional layer, which can be used to detect the regions on which the model mostly focuses; in other words, this could reveal the location preference that the model focuses on for different tumors.

Both germinoma and glioma are characterized by a bulk region (or core region) and a peritumoral edema region (Figure 4A, left). To examine if the model had “attention” preferences for different regions, we overlaid the class activation map onto the original image (Figure 4A, right). Whether the focal points were located in or outside of the tumor bulk, they were significantly more likely to be centric for germinoma than glioma cases in all five cross-validation runs (Figure 4B). When the focal points were located in the edema, they were significantly more likely to stay away from the outer edge of the edema for germinoma than glioma cases (Figure 4C). No significant differences in the distance were found from the focal points (when outside of the edema) to the outer edge of the edema (Figure 4C), from the focal points to the center mass of the tumor bulk, and from the focal points to the center mass of the peritumoral edema Supplementary Figure 5 between these two tumor types. In other words, there was a tendency for the model to focus on the peritumoral edema region of gliomas and the tumor bulk for germinomas. These findings indicated different properties of these two types of tumors in terms of physical structure, which could help discriminate them.




Figure 4 | Class activation map analysis. (A) A schematic of a tumor’s physical structure (left), a schematic of the image with pseudo-color (middle), and a superimposed class activation map (right). On the class activation map that is overlaid on the original image, the color bar indicates weights (red and blue for high and low, respectively). (B) Distance from the model’s focal point (in the tumor bulk) to the edge of the tumor bulk (left). Distance from the model’s focal point (outside of the tumor bulk) to the edge of the tumor bulk (right). (C) Distance from the model’s focal point (in the edema) to the edge of the edema (left). Distance from the model’s focal point (outside of the edema) to the edge of the edema (right). In C and D, dotted lines indicate the mean distance (red and blue for germinoma and glioma, respectively). Distances are normalized by tumor size. Wilcoxon signed-rank test, *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. ns, not significant.






Discussions

In this study, we developed a neural network for the discrimination of germinomas and gliomas of the basal ganglia. Most previous reports of germinoma are case reports or prognosis analyses based on tens of cases. To our best knowledge, this is the largest cohort of basal ganglia germinoma and the first quantitative MRI image analysis. The rarity of this disease with the specific location makes it difficult to collect enough data to train a convolutional neural network from scratch. In this case, we applied two commonly implemented techniques. The first of which is data augmentation to increase the dataset size and fight overfitting. The second is transfer learning to dramatically reduce the number of parameters to fit (25, 26).

It is reported that color information improves the performance on object recognition tasks of human participants (27). As color image encodes more visual information than grayscale image. It is less explored if colorized medical image improves accuracy in diagnostic imaging when examined by a human radiologist. Kather, J. N. et al. showed that radiologists can detect cancer tissue on colorized MRI images, with equivalent performance on grayscale images, while receiving almost no extra previous training (28). Our transfer learning method is based on the ResNet18, pre-trained on the ImageNet dataset, a natural scene database consisting of over 14 million manually annotated RGB color images of over 1000 categories. The above inspired us to test if deep learning models also have better performance with colorized medical images in classification tasks. Currently, there is no well-acknowledged method for adding pseudo color to medical images. Previously reported method includes linear color conversion from grayscale to a color map (29), triplicate the grayscale channel to synthesize color image (30, 31), concatenating three independent slices from one or cross different series (planes) (32–35). In this study, we thoroughly benchmarked these methods. The results showed that linear transformation to a color map yielded the highest AUC in our dataset. This provides a valuable reference for future implementation of neural networks on medical imaging.

Neural network-based machine learning models are infamously known as “black boxes”. Therefore, CAM was implemented to improve interpretability, and to shed light on the decision-making process of the network, thus ensuring the focal point of the model doesn’t fall in irrelevant areas. A few misclassified cases were shown in Supplementary Figure 6. For misclassified germinomas Supplementary Figure 6A, focal points of the model are located near ventricle structures and irrelevant peritumoral white matter. For misclassified gliomas Supplementary Figure 6B, focal points of the model located at the tumor bulk or edge of it. Previous reports showed that germinomas of the basal ganglia is characterized with minimal peritumoral edema (36, 37). As for glioma, peritumoral edema is a classic feature of MRI T2 image especially for high-grade glioma (38, 39). This might explain why the model fails on these specific cases and why it emphasizes peritumoral edema of gliomas. The model attention areas provide a valuable reference for physicians in case of suspected germinomas of the basal ganglia to avoid misdiagnosis. We delineated the tumor regions manually for CAM-related analysis, integrating automatic classification algorithms and auto segmentation of tumor will be explored in the future for the deployment of such models in clinical practice.

Medical images are volumetric datasets as they typically contain slices of body segments and organs. In this study, we developed a neural network model based on a single slice of T1C MRI image, which is routinely acquired in medical practices. Unlike the traditional radiomics based model, no laborious slice-by-slice segmentation and labeling is required. The moderate AUC of the model provides a stronger capability of clinical translation. The increased number of parameters and the higher computational complexity limited the application of 3D CNN currently, but it might perform better in a larger dataset than single-slice-based CNN.

This study had several limitations. First, the jet colormap was still not representative and interpretable for different regions on the image, such as the tumor bulk, edema, and normal tissues. In future research, a customized colormap both suitable for machine learning algorithms and human interpretation of MRI gray-scaled images should be developed. Second, although we implemented a good visualization method to identify the focus of this model and discovered the differences for both tumors, the biological meanings of the features of the model attention mechanism still need to be explored further. Interpretable CNN, which trains the kernel to represent the specific meaning of parts on objects, could integrate biological knowledge for better interpretability (40), which should be implemented in the future. Third, the dataset was still small even though we gathered data from two large medical centers. Data augmentation was used to alleviate this problem, still, the repeatability and robustness of the model should be validated with external data, if possible. Finally, our model showed moderate ability to generalize over various tumor sizes, but the model might have better performance on large lesions.



Conclusions

A transfer learning classifier for germinomas and gliomas of the basal ganglia was built, reaching a mean AUC of 0.88 and a mean accuracy of 0.81 in the validation set. By employing class activation mapping, we found the model was focused on the peritumoral edema region of gliomas and the tumor bulk for germinomas.
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Purpose

Consistent training and testing datasets can lead to good performance for deep learning (DL) models. However, a large high-quality training dataset for unusual clinical scenarios is usually not easy to collect. The work aims to find optimal training data collection strategies for DL-based dose prediction models.



Materials and Methods

A total of 325 clinically approved cervical IMRT plans were utilized. We designed comparison experiments to investigate the impact of (1) beam angles, (2) the number of beams, and (3) patient position for DL dose prediction models. In addition, a novel geometry-based beam mask generation method was proposed to provide beam setting information in the model training process. What is more, we proposed a new training strategy named “full-database pre-trained strategy”.



Results

The model trained with a homogeneous dataset with the same beam settings achieved the best performance [mean prediction errors of planning target volume (PTV), bladder, and rectum: 0.29 ± 0.15%, 3.1 ± 2.55%, and 3.15 ± 1.69%] compared with that trained with large mixed beam setting plans (mean errors of PTV, bladder, and rectum: 0.8 ± 0.14%, 5.03 ± 2.2%, and 4.45 ± 1.4%). A homogeneous dataset is more accessible to train an accurate dose prediction model (mean errors of PTV, bladder and rectum: 2.2 ± 0.15%, 5 ± 2.1%, and 3.23 ± 1.53%) than a non-homogeneous one (mean errors of PTV, bladder and rectum: 2.55 ± 0.12%, 6.33 ± 2.46%, and 4.76 ± 2.91%) without other processing approaches. The added beam mask can constantly improve the model performance, especially for datasets with different beam settings (mean errors of PTV, bladder, and rectum improved from 0.8 ± 0.14%, 5.03 ± 2.2%, and 4.45 ± 1.4% to 0.29 ± 0.15%, 3.1 ± 2.55%, and 3.15 ± 1.69%).



Conclusions

A consistent dataset is recommended to form a patient-specific IMRT dose prediction model. When a consistent dataset is not accessible to collect, a large dataset with different beam angles and a training model with beam information can also get a relatively good model. The full-database pre-trained strategies can rapidly form an accuracy model from a pre-trained model. The proposed beam mask can effectively improve the model performance. Our study may be helpful for further dose prediction studies in terms of training strategies or database establishment.





Keywords: deep learning, radiotherapy, cervical cancer, database classification, IMRT, dose prediction



1 Introduction

In recent decades, with the emergence and development of advanced radiotherapy (RT) planning and delivery techniques such as intensity-modulated radiation therapy (IMRT) and volumetric-modulated arc therapy (VMAT), the quality of radiotherapy plans has drastically improved with better target volume dose coverage and normal tissue sparing (1, 2). However, there are still many obstacles in current clinical planning practice. The planning objectives or constraints generated using population-based standard clinical protocols may lead to sub-optimal or even infeasible plan quality for specific patients (3, 4). In addition, the trial-and-error planning process (5, 6) highly depends on the skills and experience of the planners. It is time-consuming and labor-intensive, and results in significant variations in plan quality (7, 8).

Many novel methods have been developed and introduced into clinics for improving treatment plan efficiency, quality, and consistency (9, 10). The knowledge-based planning (KBP) (7, 11, 12) generates the reference plans for a new patient using a dose-volume histogram (DVH) model trained from historical treatment plans (13, 14). However, the clinical application of this method is limited because of the unsatisfying output as only one-dimensional DVH, rather than the 3D dose distributions (15) and the need for manual interventions, such as planning target volume (PTV)-organ at risk (OAR) distance and PTV’s length (16, 17). In recent years, with the rapid advances in computational power, the deep learning (DL) technique has drawn significant attention and become research hotspots in many fields (11, 18). The DL-based dose prediction method, which takes advantage of CNN’s automatic features extraction ability, can build the relationship between anatomical information and the dose distribution of a patient. Many studies have shown the significant success of various DL methods in predicting 3D dose distributions for different treatment sites and delivery methods (3, 19, 20).

At the current stage, most of the DL dose prediction models require a large number of consistent and high-quality training datasets and the applications are limited to the cases that have the same characteristics, such as the same beam settings (numbers and angles) and the patient positions (majority is at supine position). However, a large high-quality training dataset is usually not easy to collect for unusual clinical scenarios, such as unique beam arrangements. The impact of the quality and quantity of training database on the DL model performance has been explored in other studies (21, 22), but only limited to the impact of the homogeneity and size of the database, and no other method about improving IMRT dose prediction accuracy, or making a suggestion for how to make use of a sizable non-homogeneous dataset. This work explores optimal training data collection strategies for DL-based dose prediction models. To the best of our knowledge, there have not been efforts reported in this direction. In this work, we designed comparison experiments to investigate the impact of (1) beam angles, (2) the number of beams, and (3) patient position for DL dose prediction models. In addition, a novel geometry-based beam mask generation method was proposed to provide beam setting information in the model training process, which makes the model more accurate. What is more, we proposed a new training strategy named “full-database pre-trained strategy”. Our new training strategy might rapidly use a heterogeneous dataset to form a patient-specific dose prediction model.



2 Methods and Materials


2.1 Patient Data and Treatment Planning

A total of 325 clinically approved and delivered cervical cancer IMRT plans were retrospectively selected for the DL model training and testing. All plan contours of the PTV and OARs have been checked by experienced radiation oncologists. The prescription dose of PTV cases was 50.4 Gy in 28 fractions. The treatment plan used different beam settings in beam numbers (7 or 9 beams, all coplanar), beam angles, and patient treatment positions (supine and prone) according to the patient’s anatomy features. All the treatments were planned using the Eclipse treatment planning system with the Anisotropic Analytical Algorithm (AAA). All dose constraints of IMRT for cervical cancer are based on Quantitative Analyses of Normal Tissue Effects in the Clinic (QUANTEC) data.



2.2 Data Preparation

The purpose of the data preparation process is to ensure that the DL model could correctly process the mapping and transformation between anatomical information and the dose distribution of a patient.

In IMRT treatment, the beam setting can significantly influence patients’ dose distribution. So, in addition to the image and contouring mask as model inputs, we also proposed a novel generation method of beam mask to feed the extra beam setting information (beam angles and beam numbers) to the DL model training, which is in a logic of clinical scenarios to predict dose distribution. The beam setting information was first extracted from the RT plan file. We hypothesized that each beam source is a point source, and all the beams were tangent to PTV through the isocenter, which matches the clinical logic and can present the beam information to the model. This work generated a beam mask by assigning 1 to pixels within the beam path while 0 outside the beam. All the beam masks were then summed and rescaled to the maximum of 50.4 Gy to match the prescription dose for PTV and reduce the burden of DL model fitting (a form of normalization of the model’s input and output data: making beam mask’s value more similar to the training dose distribution, reducing the parameter update steps of model training). Our new beam mask production method was an analytical algorithm based on the geometric method. Compared with the existing dose engine-based and TPS-based beam mask generation methods (19), our method requires fewer computing resources and is much easier to realize. The details of making a beam mask are shown in Figure 1.




Figure 1 | The generation process of beam mask.



We first extracted a 3D matrix of 512 × 512 × 100 ( ± 30) for each plan from CT images. It was then normalized to have a mean value of 0 and a variance of 1. A binary mask was generated for each ROI, with 1 for voxels inside the contour and 0 for those outside the contour. A 3D dose array was also extracted from the RT dose file. For fast dose calculation purposes, all the clinical plans were calculated using a 2.5-mm dose grid, which is different from the resolution of the original CT images [1 ( ± 0.2) mm × 1 ( ± 0.2) mm × 5 mm]. Therefore, the images and contouring masks were resampled to match the solution of the dose matrix. The images, contouring masks, and the dose matrix were then rigidly registered and used for DL model training. Figure 2 shows the diagram of the DL model input and output.




Figure 2 | Data preparation diagram.



Python codes did the data pre-processing for all preparation processes. Python packages such as NumPy and pydicom were used to conserve the raw data to the “npy” format.



2.3 Model Architecture and Training Method

A 3D Dense U-Net CNN model was built. The model input data were a multi-channel 3D matrix, including CT images, ROI contouring masks for bladder, body, left femoral head (Femoral-Head-L), right femoral head (Femoral-Head-R), PTV, rectum, spinal cord, and beam mask (if the beam is added as a feature). The model output was the corresponding predicted 3D dose matrix. It shows the model structure and training method’s details in Appendix-1 (Model architecture and training method).



2.4 Experiment Design

Four experiments were designed to explore the influence of dataset characteristics in IMRT dose prediction mode training. The first series of experiments explored the total usage of a sizable non-homogeneous dataset. The second, third, and fourth experiments explore the influence of unification of beam angles, beam numbers, and patient position, which are essential factors that can influence dose distribution in IMRT plans.


2.4.1 Full-Database Experiments With Pre-Trained Strategy

A total of 9 cases were randomly selected as testing cases, which were all treated with seven beams of 0°, 50°, 100°, 150°, 210°, 260°, and 310° at the supine position. As shown in Figure 3, we designed three different experiments. In Experiment 1-1, Model 0 was trained by taking the full usage of 258 training cases from total cases number 325, including different beam numbers or angles and different patient positions. In Experiment 1-2, Model 01 was trained using 46 patients with the same beam setting as the saved testing cases. In Experiment 1-3, Model 02 was first trained by reserving the model weight from Model 0 and training the selected 46 patients. The prediction errors of the three models were calculated and compared. Then, we used the best model training strategy in the following experiments.




Figure 3 | Experiments to prove a full-database pre-trained strategy.





2.4.2 Influence of Unified Beam Angles

To investigate the influence of uniform beam angles in the training dataset and the extra model input of beam mask on the performance of the dose prediction model, we conducted four comparative experiments. The same testing cases as in the previous section were used in these experiments. In Experiment 2-1, we selected the 46 cases with the same beam configuration in the testing cases. In addition, the beam mask was added as an extra input channel in the training process. In Experiment 2-2, the same training cases as in Experiment 2-1 but without the beam masks. In Experiment 2-3, we selected 213 cases with seven beams as training data and used beam masks in the training process. Experiment 2-3 aimed to study whether a significant number of cases in the training dataset with different beam angles can improve the model performance. In Experiment 2-4, the training cases were the same as Experiment 2-3, but Experiment 2-4 had the added beam masks in the training process.



2.4.3 Influence of Unified Beam Numbers

To investigate the influence of uniform beam numbers in the training dataset and the extra model input of beam mask on the performance of the dose prediction model, we conducted four comparative experiments.

We selected 12 testing cases treated with nine beams. Experiments 3-1 and 3-2 were to compare beam performance using either the training data of the same beam number (i.e., nine beams) or a more extensive training dataset with the mixed numbers of beams (i.e., 9 and 7 beams). Because of the limitation of 9-beam cases (21 cases), training and testing cases had different beam angle distributions. The beam masks were used for both experiments. In Experiment 3-3, the model was trained with only 7-beam cases to investigate model performance in the testing cases with different beams. In Experiment 3-4, the training cases were the same as Experiment 3-2 but without beam masks as input.



2.4.4 Influence of Unified Positioning

Most of the cervical patients in our department were scanned with the supine position, but there are still some cases with the prone position. We designed four comparison experiments using different training datasets to investigate the strategy for optimal selection of DL model training data, particularly for the clinical scenario with fewer cases such as prone position.

We selected 13 test cases scanned in the prone position. In Experiment 4-1, we selected a total of 258 training cases with both prone position and supine position, while in Experiment 4-2, only the 45 prone cases were used for model training. The beam masks were added as model input for both experiments to provide beam information to help the model predict the accurate doses. For comparison, in Experiment 4-3, we removed the beam masks from Experiment 4-2. In Experiment 4-4, the model was trained with only the supine position cases. Due to the dataset’s size of prone cases being small (45 cases), training and testing cases have different beam angle distributions.




2.5 Model Performance Evaluation Method

The percentage of errors (δDi) was calculated to evaluate all experiments. The formula of the percentage of errors was:

	

We calculated δDi (a total of 14 DVH indices) of D95, D90, D50, Dmax, and Dmean of PTV; V30, Dmax, and Dmean of bladder, rectum; and Dmax of spinal cord and femoral heads.

We selected the best model in each series of experiments by synthetically considering the dose-prediction errors. We measured the model by the 14 DVH indices: If the model gets the maximum optimal dose indices (% of best prediction is the number of optimal DVH indices/the total number of DVH indices), the model is the best in the group of experiments.




3 Results


3.1 Full-Database Pre-Trained Strategy Experiments

Under these three experiments (Experiments 1-1 vs. 1-2 vs. 1-3), on the one hand, the errors of the PTV D95 decreased from 1.39 ± 0.95% for Experiment 1-1 to 0.96 ± 0.60% for Experiment 1-2, to 0.76 ± 0.79% for Experiment 1-3. On the other hand, for the considered OARs, the errors of the mean doses were reduced from 2.63 ± 1.63% and 3.80 ± 2.33% in Experiment 1-2 to 2.33 ± 1.67% and 3.18 ± 2.07% in Experiment 1-1, and then to 2.18 ± 1.67% and 3.10 ± 2.24% in Experiment 1-3. The summary of prediction errors of each experiment is shown in Figure 4.




Figure 4 | The absolute percentage errors for ROIs.





3.2 Experiments of Beam Settings

Figure 4 shows the average predicted percentage dose errors of the mean and maximum doses in PTV and OARs. The model trained with a small database but with the same beam setting and beam information (Experiment 2-1 with 46 cases) outperformed the model trained with an extensive database with different beam settings (Experiments 2-3 and 2-4 with 213 cases) and a small database with the same beam setting but no beam information (Experiment 2-2 with 46 cases). With the added beam mask information, Experiment 2-1 yielded the best performance with the lowest mean dose errors across all the organs (2.18 ± 1.67%), followed by Experiments 2-2, 2-3, and 2-4 with mean dose errors of 3.21 ± 1.85%, 2.70 ± 1.43%, and 3.85 ± 2.13%, respectively. Similarly, Experiment 2-1 also had the lowest average errors of predicted max dose (3.11 ± 2.24%), while Experiments 2-2, 2-3, and 2-4 were 4.90 ± 2.16%, 3.73 ± 2.10%, and 5.70 ± 2.50%, respectively.



3.3 Experiments on the Number of Beams

For the model trained with a small database with the same beam number (i.e., nine beams) and beam information (Experiment 3-1), when adding different beam numbers, i.e., the model trained with an extensive database with mixed beam number (i.e., 9 or 7 beams) (Experiment 3-2). The predicted errors of the bladder V30 in Experiment 3-2 were 0.9%, 1.7%, and 1.4%, which were lower than the predicted values in Experiments 3-1, 3-3, and 3-4, respectively (Appendix-3-Table 3). For the rest of the plotted DVH metrics (PTV D95, PTV D90, PTV D50, PTV Dmax, PTV Dmean, Rectum Dmax, Rectum Dmean, Bladder Dmax, Bladder Dmean, Rectum V30, and Left femoral head Dmax), Experiment 3-2 had the slightest prediction error. In particular, Experiment 3-1 outperformed other experiment groups for the PTV D50, which reduced to 0.21%.



3.4 Experiments on Treatment Positions

For a model trained in a database with mixed treatment positions (i.e., prone or supine position) and beam information (Experiment 4-1), when we removed the supine position data, only in the model trained in the prone position database with beam information (Experiment 4-2) were the predicted errors decreased in most of the organs, especially the bladder and rectum; the Dmean decreased by 0.8% and 0.5%, respectively. When the beam mask was removed from Experiment 4-2, the model trained only with the prone position database (Experiment 4-3), the prediction errors were significantly improved.



3.5 The Best Model in Each Series of Experiments

We evaluated our model’s performance using the “Model performance evaluation method” in Section 2.5 and the “% of best prediction”. It shows that the best model in a series of experiments is in Experiment 1-3, Experiment 2-1, Experiment 3-2, or Experiment 4-2, separately (shown in Appendix-2-Table 1). Each model’s prediction errors are shown in Appendix-3-Tables 1–4.

Appendix-3-Figures 1 and 4 show the results of the testing patients in each group of experiments with the three-dimensional dose distribution predicted by each group of experiments and the corresponding DVHs.




4 Discussion

This study aimed to analyze the impact of classifying training databases on the performance of DL models for dose prediction in the framework of radiotherapy for cervical cancer. For this purpose, we set 3 groups of experiments to study the influence of a uniform training database with beam angles, beam numbers, and patient positions on the accuracy of a prediction model. We also proposed a new beam information mask generation method, which can quickly and accurately learn beam angle information and convert the beam settings into beam masks to achieve the best model performance. What is more, we created a new “full-database pre-trained strategy”, which makes full use of a wide range of databases more effectively to build and obtain more accurate prediction models.

Some conclusions can be drawn across four groups of experiments, and the conclusions may be helpful in the IMRT dose prediction model training process and database establishment. First, a homogeneous dataset is more accessible to train an accurate dose prediction model than a non-homogeneous one without other processing approaches. This conclusion can be drawn from Experiment 2-2 vs. Experiment 2-4. These two experiments are both without additional processing. We found that the model trained with the 46-size homogeneous dataset (all cases have the same beam settings) performed better than the other model trained with the 213-size non-homogeneous dataset (the cases have different beam settings). Two model performance details can be seen from Figure 4, Appendix-3-Figure 1, and Appendix-3-Table 2.

Since the non-homogeneous dataset with different beam settings may cause a suboptimal model, we added a beam mask to provide beam setting information in training processing and tried to make a prediction model that establishes the relationship between beam settings and dose distribution. Moreover, the second conclusion can be that beam information can make the non-homogeneous models perform well. The conclusion may be drawn from Experiment 2-3 vs. Experiment 2-4 and Experiment 3-2 vs. Experiment 3-4. Visual comparisons are shown in Appendix-3-Figure 1. When the beam mask was added, the predicted dose accuracy was improved in global and PTV areas. Furthermore, when the beam mask was added, a non-homogeneous dataset’s performance was close to a homogeneous one (Experiment 2-1 vs. Experiment 2-3, Experiment 3-1 vs. Experiment 3-2). The beam mask made the homogeneous dataset perform better (Experiment 2-1 vs. Experiment 2-2). The conclusion that beam masks can make the mixed beam setting models perform well was following clinical logic. The beam setting can significantly influence patients’ dose distribution in the planning design process. So, using the beam mask to present beam information to the model, following the planning design logic, can make dose prediction more accurate.

Besides adding beam mask, another method to make usage of the non-homogeneous dataset is the “full-database pre-trained strategy”. In the second conclusion, we know that beam mask can make the non-homogeneous dataset’s performance close to the homogeneous one, so a pair of experiments were made (1-1 vs. 1-2); we found that an extensive non-homogeneous dataset’s model (Model 0) performance beat a small homogeneous dataset’s (Model 01) in almost all evaluation indicators when the beam information was added in the training processing. However, another question arises: the large dataset (256 cases) training process is time-consuming, costing several days (on an RTX 3090 GPU). So, another experiment 1-3 was made: using a 46-size homogeneous dataset to continue training Model 0 (256-size non-homogeneous dataset’s model) to get Model 02. We found that Model 02’s performance was better than that of Model 0, and the time cost of 46 cases refining Model 0 was within an hour. The third conclusion can be that when the beam information is involved in IMRT dose prediction model training, using a small homogeneous dataset to refine a sizable non-homogeneous dataset’s model can get a good performance model, and the time cost can be much reduced compared with training a model from the beginning by a large dataset that combines the homogeneous and non-homogeneous dataset (an hour vs. several days).

Another important finding in our research is that the dataset size dramatically influences the accuracy of IMRT dose prediction model. When the beam mask involved the experiments, different performances among the homogeneous and non-homogeneous datasets could be seen in some experiments (2-1 vs. 2-3), but not in other experiments (3-1 vs. 3-2, 4-1 vs. 4-2). When analyzing the above phenomenon and dataset features, we focused on the sizes of the homogeneous dataset across the above experiments. Experiment 2-1 has a 46-size homogeneous dataset (the same beam settings), but a total number of 9 beam cases and prone cases, which were with the non-unified beam angles, only have 21 and 45. The level of homogeneity was lower than Experiment 2-1, and the dataset size was relatively small, so the advantage of the homogeneity dataset in Experiments 3-1 and 4-2 was not evident as 2-1. From the above discussion, an excess conclusion can be drawn that the beam angle unification is more effective than beam numbers and patient positions.

Some shortcomings were listed below, which can be renovated in future related work. Our analysis shows that the homogeneous dataset may be advantageous compared to the non-homogeneous one when the homogeneity and dataset size level are enough. We have not collected enough nine beam cases and prone cases with the same beam settings to show the advantage of the homogeneity in beam numbers and patient positions. Future research may use a larger dataset to explore more characteristics of homogeneous and non-homogeneous datasets. Our conclusion showed that a homogeneous dataset could improve model accuracy, but the largest dataset with the same beam settings has only 46 cases. The model with the largest homogenous dataset got the best prediction errors (Experiment 2-1), which proved that the homogenous dataset might benefit the model’s accuracy again. The lack of homogeneous datasets led to our prediction errors not being as good as the current study. Nevertheless, the conclusions in our research, such as a homogeneous dataset, suggested that providing beam settings in the training process might make future research a better dose prediction model. Advance computer technology may improve the experiment performance. Our study focused on the dataset with a relatively conventional U-net-like model. The novel structure such as attention-gate and the multi-stage network could be involved in the model architecture, making prediction more accurate. The “full-database pre-trained strategy” in our study used the homogeneous dataset for continuing to train a pre-trained model, which focused more on concepts than methods. Meta-learning technology aimed to use small data to refine a pre-trained model and improve performance. Meta-learning might make the “full-database pre-trained strategy” perform better. Further efforts can expand the investigations onto different tumor types with different treatment techniques.



5 Conclusion

This study designed different experiments to explore the influence of different clinical scenarios in IMRT dose prediction model training, such as various beam angles, the number of beams, and different patient positions. A homogeneous dataset is more accessible to train an accurate dose prediction model than a non-homogeneous one without other processing approaches. The beam angles of the dataset cases can significantly influence IMRT dose prediction accuracy. In the IMRT model training process, the beam information is suggested to be included. In the IMRT dose prediction dataset collection process, a compatible size dataset with the same beam angles is recommended. If the homogeneous data are hard to collect, training a model using a non-homogeneous dataset combined with beam information can also get a relatively accurate model.

Besides, in our study, a novel training strategy and beam information array generation method were proposed. The “full-database pre-trained strategies” used a small size dataset to re-train the model trained by a large dataset to form a specific model, which can get an accurate model and reduce the time-consuming training for the model. The proposed geometric-based beam mask generation method can effectively provide beam setting information and improve the model performance.

Our study may be helpful for further dose prediction studies in terms of training strategies or database establishment.
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Purpose

To introduce an end-to-end automatic segmentation model for organs at risk (OARs) in thoracic CT images based on modified DenseNet, and reduce the workload of radiation oncologists.



Materials and Methods

The computed tomography (CT) images of 36 lung cancer patients were included in this study, of which 27 patients’ images were randomly selected as the training set, 9 patients’ as the testing set. The validation set was generated by cross validation and 6 patients’ images were randomly selected from the training set during each epoch as the validation set. The autosegmentation task of the left and right lungs, spinal cord, heart, trachea and esophagus was implemented, and the whole training time was approximately 5 hours. Geometric evaluation metrics including the Dice similarity coefficient (DSC), 95% Hausdorff distance (HD95) and average surface distance (ASD), were used to assess the autosegmentation performance of OARs based on the proposed model and were compared with those based on U-Net as benchmarks. Then, two sets of treatment plans were optimized based on the manually contoured targets and OARs (Plan1), as well as the manually contours targets and the automatically contoured OARs (Plan2). Dosimetric parameters, including Dmax, Dmean and Vx, of OARs were obtained and compared.



Results

The DSC, HD95 and ASD of the proposed model were better than those of U-Net. The differences in the DSC of the spinal cord and esophagus, differences in the HD95 of the spinal cord, heart, trachea and esophagus, as well as differences in the ASD of the spinal cord were statistically significant between the two models (P<0.05). The differences in the dose-volume parameters of the two sets of plans were not statistically significant (P>0.05). Moreover, compared with manual segmentation, autosegmentation significantly reduced the contouring time by nearly 40.7% (P<0.05).



Conclusions

The bilateral lungs, spinal cord, heart and trachea could be accurately delineated using the proposed model in this study; however, the automatic segmentation effect of the esophagus must still be further improved. The concept of feature map reuse provides a new idea for automatic medical image segmentation.
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Introduction

In China, lung cancer ranks first in both incidence and mortality rates, accounting for 17.9% of all new cases and 23.8% of total cancer deaths according to GLOBOCAN 2020 (1). Non-small-cell lung cancer (NSCLC) constitutes the majority of lung cancers. Radiotherapy (RT) is usually used in all stages of NSCLC treatment and is required at least once in more than half of patients for either cure or palliation. In a typical clinical workflow of RT, a radiation oncologist manually segments the tumor target and organs at risk (OARs) based on the information provided by CT, MRI and/or PET/CT images (2, 3). This process is often time consuming and laborious, and the quality of the segmentations largely depends on the experience of radiation oncologists. It is easy to distinguish the organs with high contrast on CT images; however, it is difficult to distinguish the boundary between tumor tissue and surrounding normal tissue with similar contrast. Moreover, inconsistencies in target and OARs segmentations have been reported for both inter-and intraobserver segmentation variability (4–8). These factors will affect the accuracy and efficacy of RT. Therefore, improving the consistency and efficiency of image segmentation becomes an urgent task.

In recent years, automatic medical image segmentation based on deep learning has become a popular research topic in RT, and several convolutional neural networks (CNNs) including U-Net, ResNet and DenseNet, have shown great success in autosegmentation of the target and OARs (9–16). DenseNet was proposed by Huang G et al. (17) in 2017, using the concept of feature map reuse to address the small training datasets in supervised learning. Moreover, DenseNet connects multiple dense blocks with a transition layer and concatenates the channels of each dense block feature map in series to increase the number of feature maps and improve the utilization rate of feature maps. Tong N et al. (18) improved the performance of their previous shape constrained fully CNNs for head and neck OARs segmentation on CT and low field MRI by incorporating generative adversarial network (GAN) and DenseNet. With the novel segmentation method, they showed that the low field MR images acquired on a MR guided radiation radiotherapy system can support accurate and fully automated segmentation of both bony and soft tissue OARs for adaptive radiotherapy. Fu J et al. (19) proposed a novel three-dimensional (3D) multipath DenseNet for generating the accurate glioblastoma (GBM) tumor contour from four multimodal pre-operative MR images. The multipath DenseNet demonstrated an improved accuracy over comparable algorithms in the clinical task of GBM tumor segmentation. To our best knowledge, there has not been an automatic segmentation study based on the DenseNet for NSCLC radiotherapy.

In this study, a deep learning model based on DenseNet and FCN (fully convolutional network) is proposed. The model uses the idea of feature reuse. It learns the planar distribution characteristics of OARs in CT images through a denseblock module and supplements details through long connections to achieve an end-to-end accurate OAR delineation for NSCLC patients.



Materials and Methods


Data Acquisition and Preprocessing

The CT images of 36 NSCLC patients of the Seventh Medical Center of the PLA General Hospital were provided. The CT images were scanned on a Philips Brilliance Big Bore simulator (Philips Medical Systems, Madison, WI, USA) from the level of the larynx to the bottom of the lungs with a 3-mm slice thickness on helical scan mode. The study was approved by the Ethics Committee of the Seventh Medical Center of Chinese PLA General Hospital. All of the patients provided written consent for the storage of their medical information in the hospital database. Patients characteristics are shown in Table 1. By analyzing the DICOM file, the grayscale value of the original CT image was mapped to the range of 0-255, the window width was set to 400, and the window level was set to 40. Different manual OARs serving as the ground truth were filled with different grayscale values to generate mask images as training labels, as shown in Figure 1.


Table 1 | Characteristics of patients in the training and testing sets.






Figure 1 | (A) Original image and (B) mask map (label).



The training dataset included 3803 CT images of 27 patients. The testing set included 567 images of 9 patients. In order to improve the utilization of the data and obtain a more stable model, the validation set was generated by cross validation and 6 patients’ images were randomly selected from the training set during each epoch as the validation set. After data cleaning and augmentation, these images were sent to the proposed model. The deep learning inference platforms used Tensorflow-gpu 1.7.0 as the underlying framework, Keras2.2.4 neural network library and python (version 3.6). All training, validating and testing were run on an NVIDIA GeForce GTX 1070 Ti GPU with 8 GB video memory. The starting and ending times of the manual and autosegmentation operations for each patient in the testing set were recorded.



The Proposed Model for Segmentation

In this study, the model was trained to realize the autosegmentation of six OARs for NSCLC. The specific architecture of the model is shown in Figure 2. The segmentation process was mainly divided into two parts: the left half was called the analysis path, composed of a dense block module and a transition down module and connected by a short cut layer to extract image features; the right half was called the synthesis path, upsampled by a transition up transposition convolution module to recover the size of the feature map layer. To improve the accuracy of the reconstructed image and accelerate the convergence process of the network parameters, the feature maps of the same size in the analysis path were connected in series as the input of the next layer of the dense block.




Figure 2 | The architecture of the proposed model.



The input of each layer of the dense block was intensively composed of all of the outputs of its front layer after dense connection (as shown in Figure 3). The output of each layer had the following corresponding functional relationship with the output of other front layers:

 


where H(*) is a nonlinear function denoting a series of operations, including batch normalization (BN), ReLU activation, pooling and convolution, which are used to extract features, adjust the size of the feature map and reduce the channel dimension. The bottleneck architecture was set in each network since the operation of dense connections could bring about a surge in the number of channels and increase the difficulty of training. The bottleneck architecture used a 1×1 convolution kernel to realize cross-channel feature fusion and enhance the feature extraction ability of the network.




Figure 3 | Scheme of dense block.





Training of The Proposed Model

After cleaning and augmentation, data were sent to the model for training. The weight and bias of the network were updated using the cross entropy loss function as follows.

 

 

where x is the input of the network,   is the posterior probability output after network regression and k is the number of categories.

In this study, the early stopping module was added to detect the network accuracy and loss function value with the increase in the number of iterative epochs, and the network architecture based on DensNet56 in the 30th epoch was selected. During the network training process, the initial learning rate was set as 1e-3 and decreased with increasing epochs. This process ensured that the network could converge quickly in the initial stage of training, on the one hand, and avoided the problem of poor feature generalization due to network overfitting, on the other hand. In order to prevent the performance of the network from swinging at the local optimum, the Adam optimizer was used for training error. The Adam optimizer introduced the concept of second-order momentum, and the network weight was updated as the learning rate multiplied by the ratio of the gradient average to the square root of the gradient variance. The advantage of the method was that gradient updating was not only affected by the current gradient; but also by the accumulated gradient updating (20). The average segmentation time for the training set is approximately 12.58 min/epoch, the average segmentation time for a single 512×512 CT image is approximately 0.17 s, and the time for delineating all CT images of a patient is approximately 13.4 s.



Accuracy Evaluation


Geometric Metrics

In this study, geometric evaluation metrics, including the Dice similarity coefficient (DSC), 95% Hausdorff distance (HD95) and average surface distance (ASD) (21), were used to assess the autosegmentation results of OARs based on the proposed model and were compared with those based on U-Net as benchmarks.



Dosimetric Metrics

To assess the dosimetric impact of the proposed model on treatment planning, we designed two sets of stereotactic body radiation therapy (SBRT) treatment plans for each patient in the testing set using manually segmented target volumes and OARs (Plan1), as well as the manually segmented target volumes and automatically segmented OARs (Plan2). Intensity modulated radiotherapy (IMRT) treatment plans were optimized with 6-MV photons using 5 coplanar beams. All of the plans were prescribed 6 Gy per fraction for 10 fractions and normalized as 100% prescription dose to 95% of the planning target volume (PTV). Dosimetric parameters including Dmax (meaning the dose received by 2% of the volume), Dmean, V40, V30, V20, V10, and V5 (meaning the volume receiving more than x Gy dose as a percentage of the total volume), were obtained and compared to assess the clinical feasibility of the proposed model. The dosimetric characteristics of OARs were gauged by the conformity index (CI) and homogeneity index (HI) of the PTV, so the CI and HI of the PTV were also calculated according to the formula in reference (22).




Statistical Analysis

SPSS statistical software (version 20.0, SPSS Inc., Chicago, IL, USA) was used for statistical analysis. Wilcoxon’s signed rank test was used to compare the differences in DSC, HD95, ASD, and dosimetric parameters. Quantitative data are expressed as the mean ± standard deviation ( ± s), a value of P< 0.05 was considered statistically significant.




Results


Geometric Metrics

The DSC, HD95, and ASD of OARs based on the proposed model and U-Net are listed in Tables 2–4, respectively. The proposed model showed better performance than U-Net, although there was no significant difference between the two models in several OARs (P>0.05). The comparison of the results between manual and automatic segmentation based on the proposed model for a typical patient is shown in Figure 4.


Table 2 | Comparison of DSC of two models ( ± s).




Table 3 | Comparison of HD95 (mm) of two models ( ± s).




Table 4 | Comparison of ASD (mm) of two models ( ± s).






Figure 4 | Comparison of manual and automatic segmentation of the OARs based on the proposed model (Color wash: the manual segmentation contour; line: the automatic segmentation contour).





Dosimetric Metrics

The dose-volume parameters of the OARs based on manual and automatic segmentation are listed in Table 5. There were no statistically significant differences between the dosimetric parameters of manual and automatically delineated OARs (P>0.05). The CIs of PTV in Plan1 and Plan2 were 0.74 ± 0.07 and 0.73 ± 0.07, respectively, while the HIs of PTV in Plan2 were 0.10 ± 0.02 and 0.09 ± 0.02, respectively. The differences in both CI and HI were not statistically significant (P>0.05).


Table 5 | Dosimetric comparison of the PTV and OARs between manual and automatic segmentation-based plans ( ± s).





Delineating Time Analysis

The average time for manual segmentation by experienced radiation oncologists for 9 patients in the testing set was 15.2 min, while the total autosegmentation time of the 9 patients in the testing set was 9.0 min. Autosegmentation greatly improved the working efficiency in contouring the OARs (P<0.05).




Discussion

The results of this study are relatively consistent with those of the challenge report of automatic segmentation of thoracic organs organized by the American Association of Physicists in Medicine (AAPM)’s annual meeting in 2017 (21),with the right lung having the highest average DSC (0.96) and the esophagus having the lowest average DSC (0.67). Compared with U-Net, the autosegmentation results of the OARs based on the proposed model were better with higher DSC as well as lower HD95 and ASD. Among them, DSC differences of the spinal cord and esophagus, HD95 differences of the spinal cord, heart, trachea and esophagus, as well as ASD difference of the spinal cord were statistically significant (P<0.05).

Lustberg T et al. (23) used a deep learning autosegmentation software (Mirada) to create thoracic OARs contours and the model was built by using 450 lung patients’ images as the training set. For 20 CT scans of stage I-III NSCLC patients in the testing set, the median DSCs of the spinal cord, the lungs, and heart were 0.83, >0.95, >0.90, respectively. Zhang T et al. (24) developed a 2D AS-CNN based on the ResNet101 network using a training dataset of 200 lung cancer patients. The average DSCs of the left lung, right lung, heart, spinal cord, and esophagus of 19 NSCLC patients were 0.94, 0.94, 0.89, 0.82, and 0.73, respectively. Zhu JH et al. (25) proposed an automatic segmentation model based on depth convolution to segment CT images from 36 lung cancer patients. The average DSCs of the lungs, heart, liver, spinal cord and esophagus were 0.95, 0.91, 0.89, 0.76 and 0.64, respectively. Dong X et al. proposed a U-Net-generative adversarial network (U-Net-GAN) and realized the segmentation of 5 thoracic OARs. Among them, the left lung, right lung, and heart were automatically segmented by a 2.5D GAN model, while the esophagus and spinal cord were automatically segmented by a 3D GAN model. The average DSCs of the left and right lungs, spinal cord, esophagus, and heart were 0.97,0.97, 0.90, 0.75, and o.87, respectively. He T et al. (26) proposed a uniform U-like encoder-decoder architecture abstracted from the U-Net and trained it using 40 patients’ thoracic CT scans. High DSC values were obtained for esophagus (0.86), heart (0.95), trachea(0.92) and aorta (0.95) from 20 patients in the testing set. Feng X et al. (27) developed a model based on 3D U-Net to autosegment thoracic OARs using 36 thoracic CT scans as the training set. The performance of the model was evaluated on two groups of testing set consisting of 12 patients and 30 patients, respectively. The average DSCs of the spinal cord, right lung, left lung, heart and esophagus of the first testing set reached 0.89, 0.97, 0.98, 0.93, and 0.73 while those of the second testing set were 0.85, 0.98, 0.98, 0.86 and 0.69, respectively.

The differences in all dosimetric metrics of the OARs between manual and automatic delineations were not statistically significant (P>0.05) in our study. The maximum dosimetric metrics differences were 0.41Gy for Dmean of the trachea and 0.64% for V5 of bilateral lungs, while the clinically acceptable dose difference and volume difference of OARs between manual and automatic delineation are supposed to be within 1Gy and 1%, respectively. Zhu J et al. (28) evaluated the performance of automatic segmentation of the OARs with dosimetric metrics for esophageal cancer patients. The maximum metrics differences were 0.35 Gy for Dmax of the spinal cord and 0.4% for V30 of bilateral lungs. The results in our study were consistent with those of the above study.

Due to the different training datasets, it is difficult to compare the advantages and disadvantages of the proposed model and the published model. However, the number of training cases used in our study was obviously fewer; the proposed model has strong feature extraction ability in the training of small samples, and the segmentation results are similar to those of the training model of relatively large datasets. A limitation of this study needs to be pointed out. That is, due to low soft tissue contrast, small volume, and large shape variability across patients, the automatic segmentation results of the esophagus are not ideal, and the DSC value is lower than 0.7, which is clinically unacceptable (29, 30), therefore, we did not take into account the esophagus when analyzing the dose-volume parameters in the treatment plan. In the next work, we need to further optimize the model and expand the size of data to increase its generalization and segmentation effect.

Currently, there are three main development directions for deep learning networks in medical image segmentation. The first direction is to deepen the network level and depth, extract deeper semantic features to obtain stronger expression ability, or widen the network to increase the number of channels to obtain more information in the same layer, such as the texture features of different grayscales and boundary features in different directions. The second direction is to obtain a more effective spatial feature extraction ability by learning the sequence concatenation properties of multiple CT slices of a patient, represented by 3D U-Net and many other derivative networks. The third direction represented by DenseNet is to improve the utilization rate of the feature map by sharing the feature map layer by layer to enhance the feature expression ability of the image and improve the generalization performance of the network (31).



Conclusion

Compared with U-Net, the proposed model based on DenseNet is better in the OARs segmentation task; even if the training set has fewer images, it can still fairly effectively prevent the occurrence of overfitting. At the same time, it can effectively alleviate the problem of the gradient disappearing in the training process by repeatedly using different levels of feature maps, providing a new idea for medical image segmentation.
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Purpose

The purpose of this study was to evaluate and explore the difference between an atlas-based and deep learning (DL)-based auto-segmentation scheme for organs at risk (OARs) of nasopharyngeal carcinoma cases to provide valuable help for clinical practice.



Methods

120 nasopharyngeal carcinoma cases were established in the MIM Maestro (atlas) database and trained by a DL-based model (AccuContour®), and another 20 nasopharyngeal carcinoma cases were randomly selected outside the atlas database. The experienced physicians contoured 14 OARs from 20 patients based on the published consensus guidelines, and these were defined as the reference volumes (Vref). Meanwhile, these OARs were auto-contoured using an atlas-based model, a pre-built DL-based model, and an on-site trained DL-based model. These volumes were named Vatlas, VDL-pre-built, and VDL-trained, respectively. The similarities between Vatlas, VDL-pre-built, VDL-trained, and Vref were assessed using the Dice similarity coefficient (DSC), Jaccard coefficient (JAC), maximum Hausdorff distance (HDmax), and deviation of centroid (DC) methods. A one-way ANOVA test was carried out to show the differences (between each two of them).



Results

The results of the three methods were almost similar for the brainstem and eyes. For inner ears and temporomandibular joints, the results of the pre-built DL-based model are the worst, as well as the results of atlas-based auto-segmentation for the lens. For the segmentation of optic nerves, the trained DL-based model shows the best performance  (p < 0.05). For the contouring of the oral cavity, the DSC value of VDL-pre-built is the smallest, and VDL-trained is the most significant (p < 0.05). For the parotid glands, the DSC of Vatlas is the minimum (about 0.80 or so), and VDL-pre-built and VDL-trained are slightly larger (about 0.82 or so). In addition to the oral cavity, parotid glands, and the brainstem, the maximum Hausdorff distances of the other organs are below 0.5 cm using the trained DL-based segmentation model. The trained DL-based segmentation method behaves well in the contouring of all the organs that the maximum average deviation of the centroid is no more than 0.3 cm.



Conclusion

The trained DL-based segmentation performs significantly better than atlas-based segmentation for nasopharyngeal carcinoma, especially for the OARs with small volumes. Although some delineation results still need further modification, auto-segmentation methods improve the work efficiency and provide a level of help for clinical work.
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Introduction

Nasopharyngeal carcinoma (NPC) is a common malignant tumor in the head and neck region. Its annual incidence rate is about 25 to 30 cases per 100,000 people, and this rate is increasing year by year (1, 2). Most patients with NPC will undergo radiotherapy. Radiation delivers the target area, inevitably exposing normal tissue around the target. The incidence of adverse symptoms occurs directly related to the dose received by organs at risk (OARs) (3, 4). Since eliminating the unnecessary irradiation dose of organs can reduce the side effects and improve life quality, precise radiation therapy (RT) becomes particularly important (5). The rapid development of new technology has continuously improved the accuracy of RT. Nonetheless, the precise delineation of tumors and OARs before RT is essential. Therefore, we can quantitatively evaluate OARs and thus ensure proper treatment after dose calculation.

Due to the lack of contrast to CT images, the indistinct boundaries, and the numerous organs, physicians need to delineate the targets and OARs manually for NPC. This process becomes cumbersome; it also requires time and workforce, resulting in a relatively low efficiency (6, 7). To simplify the heavy task of contouring, many software tools for automatic delineation have appeared from the market, most of which use atlas-based auto-segmentation (ABAS) methods (8–11), simultaneously, with the application of machine learning technique and intense learning methods in RT (12–14). These artificial neural network-based methods may offer better performance. Nevertheless, manual delineation is still the standard procedure for most medical institutions.

This study intends to compare the results from an atlas-based and deep learning (DL)-based segmentation method of organs at risk (OARs) for NPC to evaluate the difference between the two methods and explore conclusions for clinical practice.



Materials and Methods


Data Source and Study Design

This retrospective study included a total of 140 patients with NPC who were treated at our institution from July 2016 to July 2018. All the CT image data we selected were acquired in supine position with a thermoplastic head and neck mask for each patient, using a Siemens SOMATOM Definition AS CT scanner with a selected slice thickness of 3 mm, a valid mAs of 300, a tube voltage of 120 kV, and a matrix of 512 × 512. We excluded the cases that were too fat or too slim because the head and neck region was not so big as other parts of the body, such as the abdomen; there were not so many cases that did not meet. After scanning, we loaded the CT images into TPS (Pinnacle, Version 10.0). According to the published consensus guidelines and the fusion with MR or contrast CT, all the OAR delineations were done manually by the same experienced clinician, defined as Vref (Vref, the reference volume). In addition, the study randomly selected 120 CT images and their structure files then transferred them into MIM Maestro software (Version 6.6.5) to establish the atlas library, and we used the same 120 CT images and their structure files to train the DL-based model (AccuLearning®, a Commercial Company). Also, the pre-built automatic segmentation model (AccuContour®, a Commercial Company) is used for comparison. Finally, we used the atlas-based, pre-built, and on-site trained DL-based automatic segmentation methods to automatically delineate the remaining 20 patients and define them as Vatlas, VDL-pre-built, and VDL-trained, respectively. This study selected 14 OARs, including brainstem, eyes, lens, optic nerves, inner ears, temporomandibular joints (TMJs), parotid glands, and oral cavity.



Automatic Segmentation Methods

Atlas-based auto-segmentation used CT images with current delineation data as template images to build an atlas database, compared the new CT images with the others in the databases, then found the best match. Moreover, the new CT images were registered to the template CT images using intensity-based deformable registration. We transformed the contours of the template CT into the new CT image through the deformation registration parameters and obtained the final contouring result. Our study chose a uniform case as the atlas template CT (reference CT). The new cases were added as a subset into the atlas library after the re-registration with the template CT. Moreover, we used the majority vote algorithm and match number 3 to do the atlas auto-segmentation using MIM Maestro software.

The network model structure in our study is residue-Unet, with the loss function of Dice function integrated into AccuContour produced by a commercialized product. Both encoder and decoder are composed of 5 cascades of Residual blocks, and each Residual block is composed of two convolution layers with the convolution kernel size of 3 × 3. Each residual block is cascaded with the downsampling and upsampling layers. The downsampling method is maximum pooling, and the upsampling method is a nearest-neighbor interpolation. The pre-built auto-segmentation model was based on thousands of finely labeled cases from various medical centers except our institution. The on-site trained auto-segmentation model was based on the cases from our institution. According to information disclosed to the public, the developer utilized standard methods including supervised or semi-supervised learning, prior knowledge aggregation, and ROI-specific post-processing to obtain the pre-built model. The company also provides a high-performance DL research platform called AccuLearning for user-customizable on-site training needs. Preprocessing standardizes and resamples images using adaptive rules based on image intensity range and distribution characteristics. Data augmentation is first conducted on the loaded images, and then balanced cropping is performed accordingly to the label area to generate the model input. Model training utilizes an adaptive network structure adjusting strategy based on gradient feedback and the loss function’s progress to accommodate the training dataset’s characteristics.



Quantitative Evaluation

We evaluated the results using four parameters, including Dice similarity coefficient  (DSC), Jaccard coefficient (JAC), maximum Hausdorff distance (HDmax), and deviation of the centroid (DC). One RT physicist performed all atlas and DL delineation tasks to prevent any possible differences among the operators.

	Dice similarity coefficient (DSC) (15)



The DSC is defined to be the ratio of the intersection to the average area.

	

where Vref is the reference delineation volume and Vauto is the auto-segmentation volume.

	2 Jaccard index (JAC) (16)



The JAC is defined to be the ratio of the intersection to the union area.

	

where Vref is the reference delineation volume and Vauto is the auto-segmentation volume.

	3 Maximum Hausdorff distance (HDmax) (17)



Suppose there are two groups of sets X = {x1, …, xn}, Y={y1, …, yn}, then the maximum Hausdorff distance between these two sets of points is defined as

	

where 

	4 Deviation of centroid (DC) (18)



The DC is defined as the deviation of centroid of two volumes.

	



Statistical Analysis Methods

The one-way ANOVA test (SPSS, Version 23; SPSS Inc, Chicago, USA) was applied to measure the difference in evaluation parameters with an LSD (least significance difference) method to do the post hoc multiple comparisons (Vatlas vs. VDL-pre-built vs. VDL-trained). A p-value less than 0.05 (typically ≤0.05) was statistically significant.




Results

Figures 1, 2 show the contouring results of two real clinical test cases of the three methods, respectively, where Figures 1A–D, 2A–D show an identical case, and Figures 1E–H, 2E–H show the same case similarly. To an intuitive evaluation of the contouring accuracy, the results of four quantitative evaluation parameters of the OARs for the three segmentation methods, including DSC, JAC, HDmax, and DC, are presented in the form of box plots (Figure 3), and the statistical analysis results of the four parameters are summarized in Table 1.




Figure 1 | The segmentation results on the atlas and trained DL-based models for two representative cases with the transverse (A, B, E, F), sagittal (C, G), and coronal (D, H) images, respectively. The ground-truth delineations are depicted in red, the automatic delineations based on the atlas model are depicted in green, and the automatic delineations based on the trained DL model are depicted in blue. Case 1 is shown in (A–D), and case 2 is shown in (E–H).






Figure 2 | The segmentation results on the pre-built and trained DL-based models for the two same cases with the transverse (A, B, E, F), sagittal (C, G), and coronal (D, H) images, respectively. The ground-truth delineations are depicted in red, the automatic delineations based on the pre-built DL-based model are depicted in green, and the automatic delineations based on the trained DL-based model are depicted in blue. Case 1 is shown in (A–D), and case 2 is shown in (E–H).






Figure 3 | The box plots of four quantitative evaluation parameters of the OARs for the three segmentation methods. The results of DSC are listed in (A), JAC in (B), HDmax in (C), and DC in (D). The results of the trained DL-based model are depicted in red, the pre-built DL-based model in blue, and the atlas-based auto-segmentation in purple.




Table 1 | The statistical analysis results of the four quantitative evaluation parameters for three segmentation methods.



For DSC results, although the results of VDL-pre-built were better than the other two in the contouring of brainstem and eyes (p < 0.05), all of the DSC values of the three were at a relatively high level (the DSC of the brainstem was more than 0.85, and the DSC values of eyes were floating around 0.9). For inner ears and TMJs, the pre-built DL-based model results were worse than the other two, with no significant differences between the two. Moreover, for the lens, the values of atlas-based auto-segmentation were the worst (p < 0.05), and there were no significant differences between the trained and pre-built DL-based models results. For the optic nerves, the trained DL-based model showed the best performance. For the contouring of the oral cavity, the DSC value of VDL-pre-built was the worst, and that of the VDL-trained was the best (p < 0.05). Then for the parotid glands, the DSC value of Vatlas was the minimum (about 0.80 or so), and those of VDL-pre-built and VDL-trained were slightly larger (about 0.82 or so). The JAC results were almost the same as the volume-related parameter of DSC.

For HDmax, the atlas-based auto-segmentation showed relatively large values in delineating the brainstem, eyes, lens, and optic nerves. The pre-built DL-based model method showed a lousy performance of delineation in the inner ears, TMJs, optic nerves, oral cavity, and parotid glands. For the brainstem, eyes, and lens, the HDmax of the atlas-based method was much larger than that of DL-based methods. In addition to the oral cavity, parotid glands, and the brainstem, the HDmax values of the other organs were all below 0.5 cm using the trained DL segmentation model.

Vatlas showed more significant results for the DC value in the brainstem, eyes, lens, and optic nerves, and the VDL-pre-built showed larger values in the inner ears, TMJs, optic nerves, and oral cavity. The trained DL-based segmentation method performed well in the contouring of all the organs that the maximum average DC is no more than 0.3 cm.



Discussion

Although it is time-consuming and intra-observer and inter-observer differences usually occur, scholars worldwide have been trying to find a more rapid and more accurate method or evaluate the already existing processes. Scholars have recently published many DL studies on auto-segmentation (19–23), involving various algorithms and machine learning techniques, especially DL methods. Yang et al. (24) evaluated a U-net-based whole convolutional neural network (CNN). They got the conclusion that DL-based auto-segmentation showed great potential to alleviate the labor-intensive contouring of OARs for RT treatment planning. These methods based on artificial neural networks, especially after retraining, have shown excellent functionality better than most classification and regression methods. This conclusion is consistent with our study.

The clinical applicability of atlas-based auto-segmentation has been reported many times in the head and neck, chest, abdomen, and pelvic diseases (25–28). The results show that the atlas-based auto-segmentation outcomes could meet the clinical application and significantly reduce manual labor. Dijk et al. (29) evaluated two image segmentation methods, atlas-based segmentation and convolutional neural network-based DL model segmentation. They collected the contours of 589 head and neck cancer patients from clinical practice and used them to train models. DL-based segmentation showed encouraging results compared to the ABAS. The same is true for the findings of our research.

The time spent on contouring roughly depends on two main factors, the visualization of organ boundaries and the volume of OARs. For software and human observers, high-contrast edges are easier to detect; otherwise, low-contrast borders are more challenging to notice. The automatic segmentation method is generally inaccurate for the boundaries of minor soft tissue, which increases the time spent on adjustment. Most importantly, it is also difficult for observers to distinguish the boundaries. These increase the time required for adjustment additionally. Even if we assume that automatic segmentation techniques will achieve human-level performance for contouring in the future, human observers may still need to evaluate the contouring results for some difficult situations.

The accurate and reliable segmentation of NPC images is essential in clinical applications (including RT). However, the targets of NPC vary in size and shape, as well as variable intensity within the tumor and similar intensity to nearby tissues, which makes the segmentation task more difficult. The emergence of automatic segmentation software has provided convenience for RT undoubtedly, especially for adaptive radiotherapy, increases the efficiency of delineation, and reduces the variety in contouring to a certain extent. However, we could not ignore the influence of software differences on the delineation outcomes.

In our study, the atlas-based, pre-built, and trained DL-based automatic segmentation methods had good performances for the segmentation of the brainstem and eyes. The three methods got good results of DSC (e.g., the DSC results of the brainstem were above 0.8, the results of the deviation of the centroid were below 0.2 cm, the DSC results of the eyes were above 0.9, and the results of the deviation of centroid were below 0.1 cm). The reasons were that the position of the eyes was relatively fixed and the boundaries relatively straightforward, and all three methods could make better identification. The boundary of the brainstem was not clear, but the position was fixed, so we could still get a good result.

For the inner ears, TMJs, optic nerves, and oral cavity, the trained DL-based model showed a vast improvement toward the pre-built model (Figure 2) because these contours were more subjectively affected by physicians. Each institution or even observer might have a different contouring habit for organs. It is not easy to achieve an overall contouring agreement so that the specificity of these organs is relatively high. So when one wants to use a DL-based method for the auto-segmentation of the OARs, they need to use their data to train the model, or even the same physician’s patients, to achieve satisfactory results. Atlas-based segmentation performed a relatively poor performance of the lens and optic nerves. One possible reason might be that the volume of these organs was much smaller (24). The atlas-based method was at a disadvantage of segmenting small volume organs than the DL method.

Another problematic point is the delineation of the parotid glands because of the unclear boundary and the variable contouring habits of each physician. Our study showed that the contouring results of parotid glands with the atlas-based method include most of the central areas of parotid glands, and there was still a lack in the contouring accuracy of the boundary. Meanwhile, the trained DL-based model slightly increased in the volume of parotid glands, and the boundary was much closer to the ground truth (Figure 1).

The contouring time of these methods in our research was not listed in the quantitative evaluation because the contouring time was so fast, about 3 min for each patient through estimation that was far less than the manual delineation time. Still, the time to build an atlas database was cumbersome. Establishing an atlas database required manual handling of each patient, which spent about 3 h for 120 patients. At the same time, the training time of the DL model was just about 49 min, with no need for a large amount of human intervention. We only chose 120 patients for the atlas database and training model in this study. The DL model for training will have a significant advantage if more data models are added in the future, avoiding the cumbersome establishment cost and the choice of an individual situation.

At the beginning of our study, we compared the delineation of the pre-built DL- and atlas-based method and added the on-site trained model later. It is, this step that made the contouring result in a significant improvement of both volume and distance (for example, the DSC values of the inner ears were increased by 0.05 and HDmax decreased by 1 mm, the DSC values of TMJs were increased by about 0.15 and HDmax decreased by 1.9 mm, the DSC values of the optic nerves were increased by about 0.16 and HDmax decreased by 2 mm, the DSC values of the oral cavity were increased by 0.13 and HDmax decreased by 16 mm, and the centroid distance decreased by 7 mm and the HDmax of the parotid glands were decreased by 4 mm).

In this study, the trained DL-based model performed brilliantly, showing a good result in the contouring of each organ, and all the mean DSC values were more than 0.7 (Figure 3A) (30), which met the clinical standards. In particular, the widely accepted optic nerves, because of the small size and unclear boundaries, have a relatively low accuracy of DSC values in many studies (14, 31–33). Similarly, the optic nerves had worse accuracy than other organs in our results. Still, the mean DSC values were above 0.7. We analyzed the excellent performance as a result of model selection. Although some studies demonstrate that a better performance needs diversity and numerous training datasets, all the cases used in our study are contoured only by one experienced oncologist. Compared to the open-access resource platform of medical images for cancer research, our datasets were more specific, eliminating the intra- and inter-observer variability to the utmost extent with very high quality and representativeness, which made the trained model more characteristic to meet the clinical acceptance. Lin et al. (34) summarized the major deep learning architectures related to target volume segmentation, surveyed the use of three common imaging modalities (CT, MRI, PET) in radiation therapy, and compared their performance. They pointed out that high-quality annotated data were a big challenge for deep learning models, and deep learning-based automatic segmentation had great potential.

It is worth mentioning that the atlas-based method also showed a good ability for the segmentation of OARs of NPC. Still, to ensure a better result, one needs to use their contouring cases to build the atlas database, especially for some specific organs. In institutions with no use conditions of DL segmentation models, the application of the atlas-based method could still meet the clinical demands for most organs. Our research innovation combined the atlas-based, pre-built, and on-site trained DL-based automatic segmentation methods, providing intuitive results for clinical applications.

A limitation of this study is that we only used 120 cases to train the DL model to maintain the consistency of the atlas library. Perhaps with more data added to the DL model, the delineation results will be further improved, and we also have reasons to believe this. The diversity of training data and the automatic segmentation of other organs or targets for the whole body are also the focus of our following study. With the rapid development of multi-imaging modalities (such as CT, MR, PET) and radiotherapy technology (such as MRI-Linac), deep learning-based automatic segmentation methods have more vast fields.



Conclusions

Although some delineation outcomes still need further modification, the trained DL-based auto-segmentation method performs better than the atlas-based segmentation method that benefits clinical efficiency, optimizes the treatment procedure, and provides a certain level of help for clinical work. For clinical applications, the DL-based automatic segmentation of OARs can significantly save time for physicians. More factors that influence the accuracy of automatic segmentation in clinical applications still need further exploration.
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Objectives

Glioblastoma is the most common primary malignant brain tumor in adults and can be treated with radiation therapy. However, tumor target contouring for head radiation therapy is labor-intensive and highly dependent on the experience of the radiation oncologist. Recently, autosegmentation of the tumor target has been playing an increasingly important role in the development of radiotherapy plans. Therefore, we established a deep learning model and improved its performance in autosegmenting and contouring the primary gross tumor volume (GTV) of glioblastomas through transfer learning.



Methods

The preoperative MRI data of 20 patients with glioblastomas were collected from our department (ST) and split into a training set and testing set. We fine-tuned a deep learning model for autosegmentation of the hippocampus on separate MRI scans (RZ) through transfer learning and trained this deep learning model directly using the training set. Finally, we evaluated the performance of both trained models in autosegmenting glioblastomas using the testing set.



Results

The fine-tuned model converged within 20 epochs, compared to over 50 epochs for the model trained directly by the same training set, and demonstrated better autosegmentation performance [Dice similarity coefficient (DSC) 0.9404 ± 0.0117, 95% Hausdorff distance (95HD) 1.8107 mm ±0.3964mm, average surface distance (ASD) 0.6003 mm ±0.1287mm] than the model trained directly (DSC 0.9158±0.0178, 95HD 2.5761 mm ± 0.5365mm, ASD 0.7579 mm ± 0.1468mm) with the same test set. The DSC, 95HD, and ASD values of the two models were significantly different (P<0.05).



Conclusion

A model developed with semisupervised transfer learning and trained on independent data achieved good performance in autosegmenting glioblastoma. The autosegmented volume of glioblastomas is sufficiently accurate for radiotherapy treatment, which could have a positive impact on tumor control and patient survival.





Keywords: glioblastoma, autosegmentation, deep learning, transfer learning, radiotherapy treatment



Introduction

Glioblastoma is the most common primary malignant brain tumor in adults (1). At present, the standard treatment for this disease is combination therapy, including postoperative radiotherapy and adjuvant chemotherapy after the initial surgery. Intensity-modulated radiotherapy (IMRT) is a commonly used method for delivering radiotherapy to glioblastomas. An accurate radiotherapy plan is required to ensure accurate patient treatment (2). The delineation of brain tumor targets and other brain tissue structure areas from multimodal MRI sequences can provide important information for the radiotherapy plan. Traditionally, the manual contouring of these areas is time-consuming and dependent on the experience of the doctors.

The implementation of deep learning has resulted in the development of new ideas for the automatic and accurate delineation of brain tumors (3). Deep learning approaches through convolutional neural networks (CNNs) have been proposed for glioblastoma segmentation (4–6). For example, Yi et al. (4) developed a framework of three-dimensional (3D) fully CNN models for glioblastoma segmentation from multimodality MRI data and achieved a Dice score of 0.89 in whole tumor glioblastoma segmentationon the segmentation dataset of the Brain Tumor Image Segmentation Challenge (BRATS) with 274 tumor samples.

Recently, transfer learning has found multiple applications in brain MRI (7). Transfer learning allows the reuse of a pretrained model to solve a related target problem, potentially yielding better results from fine-tuning pretrained CNNs than training CNNs from scratch (8). In this work, we provide a deep learning model for the autosegmentation of the gross tumor volume (GTV) of glioma. A deep learning model trained for hippocampus autosegmentation was fine-tuned and trained using a limited MR dataset of 20 glioblastoma patients. This approach is expected to serve as a basis for accurate radiotherapy dose calculation and optimization in the development of a high-quality radiotherapy plan (9).



Materials and Methods


Patient Characteristics

We retrospectively collected the MRI scans and medical records of patients with histologically proven glioblastomas from a single institute (Department of Radiation Oncology of Peking University Third Hospital). The MRI examinations were performed with preoperative contrast-enhanced T1-weighted sequences. Details of the MRI characteristics are shown in Table 1. The MRI dataset consisted of GTVs of high-grade gliomas (HGGs) of 20 patients, which was then randomly split into three cohorts: 16 patients as the training set (including 4 patients as the validation set) for training an autosegmentation model and optimization of hyperparameters during model training and 4 patients as the test set for evaluating the performance of the trained model.


Table 1 | Characteristics of MRI.





Gross Tumor Volume Contours by Human Experts

The MRI examinations of the 20 patients were assigned to two expert radiation oncologists (ST and ZD, both with more than 15 years of experience in radiotherapy treatment of head and neck tumors) to delineate the ground-truth GTVs via consensus. A third radiologist (CW, with more than 20 years of experience) specializing in radiation oncology was consulted in cases of disagreement. A diagram of the GTV contours delineated by the human experts is presented in Figure 1.




Figure 1 | MRI examination of the glioblastoma (A), GTV contours delineated by human experts (B), and 3D diagram corresponding to the GTV contours (C).





Image Processing


Preprocessing

All MRI sequences were cropped to only include regions of non-zero value to reduce the size of the network input and thereby reduce the computational load of the network (10). To enable our network to properly learn spatial semantics, all MRI sequences were resampled to the median voxel spacing of the dataset, where third-order spline interpolation was used for the images of all MRI scans and nearest-neighbor interpolation for their corresponding contours. All images were additionally normalized by simple Z score normalization for the individual patients (11).



Augmentation

To overcome the overfitting problem caused by training a deep network with limited data, we adopted a number of real-time data enhancement techniques, such as random flip, random zoom, random elastic deformation, gamma adjustment, and mirroring, to increase the diversity of the data.




Architecture of the Deep Convolution Neural Network

U-Net is a popular encoder-decoder network (11, 12) that has been widely used in semantic segmentation fields. Its encoder part works similarly to a traditional classification CNN in that it successively aggregates semantic information at the expense of spatial information. Its decoder receives semantic information from the bottom layer of the encoder and recombines it with higher-resolution feature maps obtained directly from the encoder through skip connections (13) to recover the spatial information missing in the encoder.

Since 3D CNNs have demonstrated high effectiveness in aggregating valuable information in the context of 3D medical images (14), we implemented a 3D deep CNN to extract representative features for complicated GTVs based on the MRI sequences. Our network is based on the architecture of 3D U-Net (15), with 5 encoders and 5 decoders. In each encoder and decoder, we designed a couple of convolutional layers with a 3×3×3 convolution kernel to extract the feature of the image, each convolutional layer followed by the LeakyReLU (negative slope 1e–2) and the instance normalization (16) with a dropout of 0.5, which respectively replaced the more common ReLU activation function and batch normalization in the popular deep learning model. We used the 2×2×2 max pooling to create a downsampled feature map in each encoder; conversely, we used the 2×2×2 deconvolution kernel to create an upsampled feature map in each decoder. The layers in the encoders were skip connected and concatenated with layers in the corresponding decoders to use fine-grained details learned in the encoders to construct the feature maps in the decoders. The detailed architecture of our network is shown in Figure 2.




Figure 2 | Architecture of the segmentation network.





Objective Loss

Due to the limited available Graphics Processing Unit (GPU) memory, we slid and cropped smaller image patches from the original images as the input of the segmentation network. Although this patch-based training method limits the field of view of the model and is unable to collect sufficient contextual information, the impact on small target segmentation is minimal.

The objective loss L of the segmentation network is the weighted sum of Dice loss Ldice and cross-entropy loss LCE:

	

Here, the weights α1 and β1 were set to 0.4 and 0.6, respectively.

	

	

where C is the number of divided categories, N is the number of voxels in each patch sample in the training set, and   and   are the contour corresponding to the ith voxel of the kth category and the probability output of the model prediction, respectively.



Experiments and Evaluation


Model Implementation

We used PyTorch 1.6 to build 3D U-Net on Ubuntu 18.04 and trained the model framework on an NVIDIA Tesla V100. When training the model, the model input patch size was 32 × 256 × 256, the batch size was 2, the optimizer was RMSprop, the initial learning rate was 0.001, the gradient descent strategy was stochastic gradient descent (SGD) with momentum (0.9), and the maximum number of training rounds (epochs) was 150. In addition, due to the limited amount of collected data, we did not divide the test set separately but adopted an 8:2 dataset division method. For the segmentation results of each patch of the model, we used Gaussian fusion to obtain the full-resolution segmentation result for each class, which was postprocessed with the largest connected component as the final segmentation result.



Model Evaluation

We calculated the Dice similarity coefficient (DSC), 95% Hausdorff distance (95HD), and average surface distance (ASD) between the GTVs segmented automatically by the model and the corresponding manual annotations as quantitative assessments of the accuracy of the model segmentation. The DSC is defined as:

	

where P is the automatically segmented contour, G is the ground-truth contour. DSC is an indicative degree of similarity for agreement, which measures the spatial overlap between the automatic segmentation and the ground-truth segmentation. The 95HD is defined as:

	

DSC is more sensitive to the inner filling of the segmented contour, while Hausdorff distance (HD) is more sensitive to the boundary of the segmented contour. The 95%HD is similar to maximum HD. However, it is based on the calculation of the 95th percentile of the distances between boundary points in P and G. The purpose of using this metric is to eliminate the impact of a very small subset of the outliers. The ASD is defined as:

	

where S(P and S(G) denote the point set of automatic segmentation pixels and ground-truth pixels, respectively. The most consistent segmentation result can be obtained when ASD equals 0.



Model Fine-Tuning

Transfer learning is a process by which existing models are reused to solve a new challenge, usually the problem of overfitting due to data scarcity (17). Given the limited size of the dataset delineated by our human experts and the fact that our modified 3D U-Net is a kind of supervised learning method that works well depending on the severity of the big data, we applied transfer learning to this work to fine-tune the glioblastoma segmentation model.

To apply transfer learning in this work, the 3D U-Net was trained to autosegment the hippocampus with the data from 50 patients with T1C glioblastomas (spacing[mm]: 0.5×0.36×0.36, resolution: (327~364) ×640×640). This hippocampal dataset was collected from a single institute (The First Hospital of Tsinghua University) for the radiotherapy treatment of brain metastases. All contours of the hippocampus were delineated by two expert radiation oncologists (ZD, with more than 15 years of experience in radiotherapy treatment of head and neck tumors; RZ, with more than 20 years of experience in radiotherapy treatment) according to the results of the RTOG0933 trial and then cross-checked and revised.

Our 3D U-Net for the autosegmentation of the hippocampus was trained with the hippocampus data from 40 patients, converged within 150 epochs, and was denoted as model-hippo; the training process is shown in Figure 3. The model achieved a DSC of 0.897 (±0.011) for the left hippocampus and 0.895 (±0.019) for the right hippocampus with the test set (10 cases).




Figure 3 | The training process of model-hippo: the loss is the objective loss L and the metric is DSC.



The model for autosegmenting the GTV of glioblastomas was trained as follows. First, the parameters of our 3D U-Net were randomly initialized, and the model was trained simply with 50 epochs on the training set of gliomas, as illustrated in Figure 4A; the model thus developed was denoted as model-glioma. Second, transfer learning was applied to fine-tune model-glioma. Specifically, instead of random parameter initialization, the network parameters of model-hippo were used as the initial parameters of model-glioma, and the resulting model was then trained for 50 epochs using the same training set for training model-glioma. This model was denoted as model-glioma-TL, where TL refers to transfer learning. The corresponding training process is shown in Figure 4B.




Figure 4 | The training processes of model-glioma (A) and model-glioma-TL (B).



As shown in Figure 4, we found that model-glioma-TL converged faster than model-glioma did within the same 50 epochs. The validation metric reached 0.9 within 10 epochs for model-glioma-TL but within 40 epochs for model-glioma. Moreover, the validation metric of model-glioma-TL on the final epoch was greater than that of model-glioma.





Results

Two sets of experiments (model-glioma and model-glioma-TL) were  conducted to verify the effectiveness of transfer learning on training with  small sample data and to evaluate the performance of the two models by the DSC, 95HD, and ASD metrics. The evaluation metrics of two sets of experiments with the same test set, including the mean, standard deviation (SD), and P value for the T test (two-tailed), are presented in Table 2. We found that model-glioma-TL significantly outperformed model-glioma in these terms [DSC 0.9404 & 0.9158, 95HD 1.8107mm & 2.5761mm, ASD 0.6003mm & 0.7579mm (and P<0.05). The autosegmentation results of a test sample are visualized in Figure 5 and its 3D morphology are visualized in Figure 6.


Table 2 | Results for autosegmentation of the GTVs of glioblastomas.






Figure 5 | Visualization of the test samples for the two models. The performance of model-glioma-TL was superior to that of model-glioma in the autosegmentation of glioblastoma GTVs, especially in the recognition of the small GTV in the upper and lower MRI slices (A, D) and the boundary delineation of the GTV contours in the intermediate MRI slices (B, C).






Figure 6 | | The 3D visualization of the test samples for the two models. The red region is the individual contouring by human experts, the green region is the individual contouring by AI models, and the blue region is the mutual contouring combined with human experts and AI models. The contouring by model-glioma-TL coincided with the contouring by human experts better than that of model-glioma in three different profiles of the test sample (A–C). And the mean absolute percentage error of model-glioma-TL in the autosegmentation of glioblastoma GTVs with the same test set was 2.58% and superior to 4.74% of modelgli.





Discussion

The rapid development of modern radiotherapy technology has resulted in more abundant relevant multimodal medical imaging information (18). Since a considerable amount of time is necessary to manually contour MRI slices and the segmentation results of artificial tumors often depend on the doctor’s prior knowledge and work experience, the final target volume results can be variable (19, 20). Therefore, deep learning technology combined with MRI can help improve the accuracy of tumor target delineation and reduce differences caused by subjective factors (10). Additionally, it can help doctors efficiently and practically complete their tumor target area delineation tasks (21, 22).

Gliomas are the most common primary brain tumors and seriously endanger human health (23). Therefore, segmentation of the images of brain tumors has become a popular research topic (24, 25). In recent years, brain tumor image segmentation methods have undergone continuous improvement, transitioning from manual to half-motion and automatic segmentation techniques (22, 26). In the present study, we have demonstrated that the performance of the transfer learning approach is comparable to the models trained through 3D CNN (4, 6), but a much smaller dataset and fewer epochs are required. Indeed, this method should be further evaluated using larger datasets such as BRATS.

In conclusion, transfer learning is feasible and effective in training models for accurate and consistent glioblastoma autosegmentation. This is more crucial for a radiation oncology department that is willing to implement deep learning with limited number of clinical cases.

In this work, the artificial intelligence (AI) algorithm based on transfer learning has achieved good results for the autosegmentation of glioblastoma GTV; however, there are still several issues that need to be cleared. 1) The location and boundary of glioblastoma GTV not only need to consider the enhanced area of contrast-enhanced T1-weighted imaging and the abnormal area of T2 FLAIR in clinical practice, perhaps the autosegmentation of the glioblastoma tumor using multimodality MRI is more satisfying for clinical practice (27). 2) Scanners from different manufacturers or different scanning protocols often result in medical imaging with different voxel spacing and resolution, as well as image quality and style. These differences are especially pronounced for MRI. Additionally, different tumor delineation styles come from the subjectivity of different doctors; these various differences seriously affect the generalizability of the AI algorithms. Therefore, further study using the data from multiple centers is an important topic. 3) We confirmed that transfer learning can significantly improve the automatic segmentation of the glioblastoma GTV in this work; however, some organs or tumor target areas, such as the optic chiasm, have a similar X-shape, while the brain stem has a similar apple shape (28, 29), and it needs to be judged by combining different medical imaging procedures and the rich medical prior knowledge of professional doctors (30, 31). How to incorporate such shape and prior knowledge and medical prior knowledge into the AI model to further improve the generalizability and generalization of AI algorithms still is an open problem.
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Objective

This study aims to investigate the value of machine learning models based on clinical-radiological features and multiphasic CT radiomics features in the differentiation of benign parotid tumors (BPTs) and malignant parotid tumors (MPTs).



Methods

This retrospective study included 312 patients (205 cases of BPTs and 107 cases of MPTs) who underwent multiphasic enhanced CT examinations, which were randomly divided into training (N = 218) and test (N = 94) sets. The radiomics features were extracted from the plain, arterial, and venous phases. The synthetic minority oversampling technique was used to balance minority class samples in the training set. Feature selection methods were done using the least absolute shrinkage and selection operator (LASSO), mutual information (MI), and recursive feature extraction (RFE). Two machine learning classifiers, support vector machine (SVM), and logistic regression (LR), were then combined in pairs with three feature selection methods to build different radiomics models. Meanwhile, the prediction performances of different radiomics models based on single phase (plain, arterial, and venous phase) and multiphase (three-phase combination) were compared to determine which model construction method and phase were more discriminative. In addition, clinical models based on clinical-radiological features and combined models integrating radiomics features and clinical-radiological features were established. The prediction performances of the different models were evaluated by the area under the receiver operating characteristic (ROC) curve (AUC) and the drawing of calibration curves.



Results

Among the 24 established radiomics models composed of four different phases, three feature selection methods, and two machine learning classifiers, the LASSO-SVM model based on a three-phase combination had the optimal prediction performance with AUC (0.936 [95% CI = 0.866, 0.976]), sensitivity (0.78), specificity (0.90), and accuracy (0.86) in the test set, and its prediction performance was significantly better than with  the clinical model based on LR (AUC = 0.781, p = 0.012). In the test set, the combined model based on LR had a lower AUC than the optimal radiomics model (AUC = 0.933 vs. 0.936), but no statistically significant difference (p = 0.888).



Conclusion

Multiphasic CT-based radiomics analysis showed a machine learning model based on clinical-radiological features and radiomics features has the potential to provide a valuable tool for discriminating benign from malignant parotid tumors.
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Introduction

Salivary gland tumors are relatively rare and most commonly occur in parotid glands, with benign tumors accounting for about 75% (1, 2). Surgery is the primary treatment for parotid tumors, but the clinical choices of surgical methods for benign parotid tumors (BPTs) and malignant parotid tumors (MPTs) are quite different. Local or superficial parotidectomy is the main treatment for BPTs, while more aggressive approaches are used in MPTs, including total or subtotal parotidectomy, even facial nerve resection, or postoperative chemoradiation (2–4). Therefore, accurate preoperative identification is critical to the choice of treatment and prognosis for patients. At present, ultrasound-guided core biopsy (CB) and fine-needle aspiration (FNA) are the major methods for preoperative differentiation of the types of parotid tumors, with the risk of serious surgical complications, such as facial paralysis and tumor implantation metastasis (5, 6). Additionally, ultrasound imaging of deep-lobe parotid tumors is occluded by tissue structures such as the mandible, which affects the evaluation of the tumors, thus making sampling difficult and the accuracy of the results largely dependendent on the operator’ experience (2). Image examination is an important link in the achievement of accurate preoperative diagnosis of parotid tumors. For tumors occurring in the superficial lobe of parotid glands, ultrasound is the preferred method of examination, with limited value in the diagnosis of parotid tumors (7). CT and MRI are widely applied in preoperative localization, tumor invasion diagnoses, and differential diagnoses of parotid tumors, but conventional image evaluation largely depends on semantic features, and a large amount of information on tumor heterogeneity cannot be quantitatively elucidated (8). Although the application of multiparametric MRI in parotid tumors has increased, such as diffusion-weighted imaging (DWI) and dynamic contrast-enhanced MRI, its value in the differential diagnosis of benign and malignant parotid tumors is still controversial (9, 10).

In recent years, the application of radiomics to tumor diagnosis and treatment has been extensively studied. With the characteristics of high-throughput extraction of quantitative data from medical images in a noninvasive manner to explain the tumor heterogeneity, radiomics has rapidly developed into an emerging field in precision medicine (11). A previous study on the application of conventional CT radiomics to the differentiation of lympho-associated benign and malignant lesions of the parotid gland showed that it has a high differential ability (12). Another study demonstrated that dual-energy CT-based radiomics has a potential value in the differentiation of Warthin tumors from pleomorphic adenoma (13). However, this study only discussed the differential diagnosis of benign parotid tumors, and the sample size was relatively small. Xu et al. constructed a machine learning model based on the radiomics features extracted from plain and arterial phase scanning CT images to distinguish BPTs from MPTs (14), but only one machine learning classifier was utilized in their study. To the best of our knowledge, no studies have reported which phases, feature selection methods, and classifiers or their possible combinations are more discriminating in BPTs and MPTs. This will help in guiding the selection of the best model and phase for future multicenter studies of large datasets. This study aims to establish and validate machine learning prediction models based on CT radiomics features, clinical-radiological features, and a combination of the two types of features, and investigate their value in differentiating benign and malignant parotid tumors. At the same time, the prediction ability of differently combined radiomics models for BPTs and MPTs in the single-phase and multiphase were compared.



Materials and Methods


Patient Cohorts

This retrospective study was approved by the institutional review board of our hospital (approval ID: 2020080), and the requirement for obtaining written informed consent from patients was waived.

Multiphasic enhanced CT images of patients with pathologically confirmed BPTs and MPTs from January 2014 to October 2021 were collected through a picture archiving and communication system (PACS). The inclusion criteria were as follows (1): patients with complete clinical and imaging data (2); contrast-enhanced CT examination was performed within 14 days before operation; and (3) patients did not receive any treatment prior to CT examination. The exclusion criteria were as follows (1): patients with recurrent tumor (2); CT images with obvious artifacts (3); patients with a maximum tumor diameter of less than 5 mm. Finally, 312 patients with parotid tumors were included, including 205 cases of BPTs and 107 cases of MPTs. The flowchart of patient recruitment is presented in Figure 1. Supplementary Table S1 provides details of the pathological types of all patients with parotid tumors.




Figure 1 | Flowchart of patient recruitment. BPTs, benign parotid tumors; MPTs, malignant parotid tumors;  SMOTE, the synthetic minority oversampling technique.





CT Image Acquisition

Axial three-phase scanning (including plain scan, arterial phase, and venous phase) was performed on each patient by a multislice spiral CT scanner. The CT scanners were as follows (1): Discovery CT750 HD (GE Healthcare, Milwaukee, WI, USA) (2), SOMATOM Definition Flash (Siemens Healthcare, Forchheim, Germany), and (3) SOMATOM Definition Force (Siemens Healthcare, Forchheim, Germany). The scan was performed from the skull base to the thoracic entrance. After the completion of plain scanning, the contrast agent iohexol (300 mg/ml) was injected at a flow rate of 3~4 ml/s, followed by 30 ml of normal saline with the dosage of contrast agent (1.5 ml/kg). Arterial and venous phase images were acquired 35 and 60 s after the contrast injection, respectively. The acquisition parameters of the above different devices are introduced in detail in Supplementary Table S2.



Clinical-Radiological Feature Evaluation

Univariate analysis was used to determine the statistically significant clinical-radiological features used for clinical model establishment. Clinical factors were collected, including, gender, age, and smoking history. The qualitative analysis of CT radiological features was evaluated by radiologists with 5 and 10 years of working experience (radiologists A and B, respectively), without knowing the pathological results of tumors. In the case of inconsistent evaluation results, the final results were obtained by a consensus between the two readers. The evaluation included the following radiological features (1): size (maximum tumor diameter in axial position) (2); tumor location (superficial or deep lobe was determined according to the main part of the tumor; the superficial and deep lobes are demarcated by a virtual line drawn from the lateral border of the posterior belly of the digastric muscle and retromandibular vein to the lateral edge of the mandible (15) (3); scope (localized or diffused; tumor involving local or whole parotid gland) (4); number (single or multiple) (5); shape (regular or irregular) (6); tumor margin (well-defined or ill-defined) (7); cystic or necrotic areas (CNA; absent or present) (8); infiltration of surrounding tissue (IST, absent or present; tumors involve surrounding muscles, bone, skin, or subcutaneous tissue (3) (9); lymphatic metastasis (LM; absent or present; obvious density change in cervical lymph nodes or short axis diameter >10 mm) (10); CT value at each phase (the solid section of the tumor was measured three times, and the average was calculated) (11); enhancement degree in P-A phase (difference in CT values between arterial and plain phases); and (12) enhancement degree in A-V phase (difference in CT values between venous and arterial phases).



Radiomics Feature Extraction and Selection

The CT images of all patients were loaded into the open-source image processing platform ITK-SNAP software (version 3.6.0, http://www.itksnap.org) in DICOM format. The 3D volume of interest (VOI) of the tumor was formed by manual delineation layer by layer along the contour of the tumor on the plain scan, arterial phase, and venous phase CT images by radiologist A. In order to evaluate the reproducibility of features, 30 cases of CT images from each phase were randomly selected to evaluate intra- and interobserver agreement of radiomics features. Radiologist A performed the second tumor VOI segmentation at intervals of 1 week after the first tumor VOI segmentation, and radiologist B performed the tumor VOI segmentation independently. The intraclass correlation coefficient (ICC) was used to evaluate the intra- and interobserver agreement, and ICC values greater than 0.75 indicated good agreement.

PyRadiomics version 3.0 was used for feature extraction and image preprocessing. In order to reduce the influence of different scanning devices, the images were resampled to a voxel spacing of 1 × 1 × 1 mm³. The gray value discretization of the image was performed by the use of a fixed bin width of 25 HU to normalize image intensity and reduce image noise. In total, 851 features were extracted from each VOI, including the following four types of features (1): first-order statistics (18 features) (2), shape-based (14 features) (3), texture classes (75 features), and (4) wavelet features (744 features). The features of CT phase extraction at each phase were recorded in Supplementary Excel S1. The calculation formula and definition of the above features were provided in PyRadiomics documentation (https://pyradiomics.readthedocs.io/en/latest).

Before feature screening, all patients were randomized 7:3 into training and test sets. Feature selection plays an important role in reducing the task difficulty of the model and preventing model overfitting. The Mann–Whitney U test (p < 0.05) was used to initially screen the radiomics features (ICC >0.75). Before further feature screening, all features were normalized by the use of a Z-score to reduce the influence of different dimensions among features. In addition, in order to alleviate the impact of sample imbalance, the synthetic minority oversampling technique (SMOTE) was adopted to balance minority samples in the training set, thus leading to a sample proportion of 1:1. The algorithm has been proven to be helpful in avoiding overfitting of the model in the unbalanced data set and improve the overall generalization ability (16–18). On the balanced data set, least absolute shrinkage and selection operator (LASSO), mutual information (MI), and recursive feature extraction (RFE) were applied for radiomics feature further screening. Figure 2 shows the workflow of radiomics analysis.




Figure 2 | Workflow of the radiomics analysis. LASSO, least absolute shrinkage and selection operator; MI, mutual information; RFE, recursive feature elimination; SVM, support vector machine; LR, logistic regression.





Radiomics Model Establishment and Validation

The clinical model served as the baseline model for the comparison between different models in our study. Radiomics models based on the CT radiomics features in each phase and combined models were also established. The combined model was established by the integration of the clinical-radiological features and radiomics features screened by LASSO in the arterial phase. There are significant differences in the prediction performance of models among different combinations of various machine learning classifiers and feature selection methods (19–21). Based on the radiomics features extracted from the plain scan, arterial, venous, and combined phase CT images, two common machine learning classifiers, support vector machine (SVM) and logistic regression (LR), were combined in pairs with three feature selection methods (LASSO, MI, and RFE) to generate a total of 24 models to determine the best performing radiomics model. In the training set, GridSearchCV (CV = 5, namely, 5-fold cross-validation) was used to optimize the hyperparameters of the model to reduce its training error and generalization one. For each model, the prediction performance of the machine learning model was evaluated by sensitivity, specificity, accuracy, and the area under the receiver operating characteristic (ROC) curve (AUC). In addition, the calibration curve was plotted to assess the calibration of models in the test set.



Statistical Analysis

Python version 3.7.3 and R version 3.6.0 were used to complete model establishment and statistical analysis. Quantitative variables were expressed as mean ± standard deviation (SD) or median and interquartile range (IQR), and categorical variables were expressed as numbers. An independent samples t-test or Mann–Whitney U test was adopted for quantitative variables, and the chi-square test or Fisher’s exact test was used for categorical variables. The comparison of AUC differences between different models was completed by the Delong test. The level of significance was set at p < 0.05. The “imbalanced learn version 0.8.1” package was applied for data balancing in the training set. The feature screening and machine learning classifier construction were performed by the “scikit learn version 1.0.1” package.




Results


Clinical-Radiological Factors and Clinical Models

The baseline table of clinical-radiological features of patients is shown in Table 1. In the training and test sets, there were significant differences in size, scope, shape, margin, IST, and LM between BPT and MPT groups (p < 0.05). Although the tumor location was not significantly different in the training set, a meta-analysis showed that tumor location (superficial lobe or deep lobe) may be a useful marker to help distinguish BPTs and MPTs (22). Therefore, the abovementioned seven clinical-radiological features were applied to the establishment of clinical models. In the established clinical models based on SVM and LR, the overall efficiency of the LR-based model was higher than that of the SVM-based one. The prediction performance of the LR-based model: in the training set, the AUC was 0.769 [95% CI = 0.716, 0.817], sensitivity was 0.50, specificity was 0.91, and accuracy was 0.71; in the test set, the AUC was 0.781 [95% CI = 0.684, 0.860], sensitivity was 0.53, specificity was 0.89, and accuracy was 0.77; the details of clinical models are shown in Table 2. The results showed that the prediction ability of clinical models for malignant parotid tumors was relatively low. Figure 3A shows the ROC curve of the clinical model in the test set.


Table 1 | Clinical-radiological features of the training and test sets.




Table 2 | Diagnostic performance of the clinical, radiomics, and combined models.






Figure 3 | ROC curve of the clinical, radiomics, and combined models in the test set, respectively. (A) ROC curve of Clinical models. (B–E) ROC curve of radiomics models (different combinations of 3 feature selection methods and 2 classifiers) based on the plain scan, arterial phase, venous phase, and three-phase combination. (F) ROC curve of combined models. ROC, receiver operating characteristic; LASSO, least absolute shrinkage and selection operator; MI, mutual information; RFE, recursive feature elimination; SVM, support vector machine; LR, logistic regression.





Radiomics Feature Selection and Radiomics Models

Among the 851 radiomics features extracted from each phase, there were 680 highly repeatable features in the plain scan, 651 in the arterial phase, and 667 in the venous phase, respectively (ICC >0.75). The ICC analysis results are shown in Supplementary Excel S2. After preliminary screening by the Mann–Whitney U test, SMOTE was adopted to balance the minority class for samples in the training set, with the proportion of samples in the training set adjusted to 1:1 (BPTs = 143, MPTs = 143). Three feature screening methods (LASSO, MI, and RFE) combined with two machine learning methods (SVM and LR) were then used to establish 24 radiomics models in the plain scan, arterial phase, and venous phase, as well as a three-phase combination. The results of different feature screening methods in each phase are shown in Supplementary Table S3.

The discrimination indicators of all radiomics models are shown in Table 3. Figures 3B–E show the ROC curve of all radiomics models in the test set. The AUC values of all radiomics models ranged from 0.819 to 0.994 in the training set and 0.807 to 0.936 in the test set (Figure 4). Among all radiomics models, LASSO-SVM models based on three-phase combination had the highest discrimination efficiency: in the training set, the AUC was 0.991 [95% CI = 0.972, 0.999], sensitivity was 0.96, specificity was 0.97, and accuracy was 0.96; in the test set, the AUC was 0.936 [95% CI = 0.866, 0.976], sensitivity was 0.78, specificity was 0.90, and accuracy was 0.86; in the test set, the prediction performance was significantly better than that of the LR-based clinical models (p = 0.012, Delong test). Among the three feature screening methods, the efficiency of LASSO combined with SVM or LR machine learning classifier was generally better than that of MI and RFE feature screening methods.


Table 3 | Diagnostic performance of the radiomics models.






Figure 4 | The predictive performance (AUC) of radiomics models (3 feature selection methods and 2 classifiers) based on different phases in the training set (A) and test set (B). LASSO, least absolute shrinkage and selection operator; MI, mutual information; RFE, recursive feature elimination; SVM, support vector machine; LR, logistic regression.





The Performance of Phases and Combined Model

For single phase, the performance of models based on the arterial phase was generally better than that in the venous and plain scan phases. LASSO-SVM model based on the arterial phase has the highest prediction performance: in the test set, the AUC was 0.924 [95% CI = 0.850, 0.968], sensitivity was 0.78, specificity was 0.89, and accuracy was 0.85. It is worth noting that although the prediction performance of the radiomics models based on the plain scan was generally lower than that of those based on arterial and venous phases, it also achieved a high one. The AUC of LASSO-SVM models based on plain scan in the test set was 0.909 [95% CI = 0.832, 0.959], which was significantly higher than that of LR-based clinical model (AUC = 0.781, p = 0.045, Delong test). For multiphase, the LASSO-SVM model based on a three-phase combination achieved the best prediction performance in all phases, which was constructed with 62 radiomics features obtained from multiphase sequences (three-phase combination) by LASSO. However, too many features will increase the complexity of the model. Therefore, in order to avoid overfitting caused by more features, we chose to integrate 21 radiological features from the single phase (arterial phase) by LASSO with clinical-radiological features to establish combined models.

In the training and test sets, the prediction performance of the combined model was better than that of the clinical model. The prediction performance of LR-based combined model in the test set was as follows: the AUC was 0.933 [95% CI = 0.862, 0.974], sensitivity was 0.75, specificity was 0.85, and accuracy was 0.82. The diagnostic efficiency of the LR-based combined model was significantly better than that of the LR-based clinical model (AUC = 0.933 vs. 0.781, p = 0.006, Delong test); however, the prediction performance of the LR-based combined mode (AUC = 0.933 vs. 0.936, p = 0.888, Delong test) was similar to that of the three-phase combined LASSO-SVM radiomics model (Table 2). Figure 3F depicts the ROC curve of combined models in the test set. A comparison of the ROC curve between different models (clinical models, the optimal radiomics models base on single-phase and multiphase, and combined modes) in the training set (A) and test set (B) is shown in Figure 5. The calibration curves of the LASSO radiomics model based on the arterial phase, the LASSO radiomics model based on a three-phase combination, and the combined models are shown in Figure 6. These models all showed good calibration performance.




Figure 5 | Comparison of ROC curve between different models in the training set (A) and test set (B). ROC, receiver operating characteristic; SVM, support vector machine; LR, logistic regression. Radiomics model 1, the best radiomics model based on a single phase (arterial-LASSO-SVM); Radiomics model 2, the best radiomics model based on a multiphasic phase (three-LASSO-SVM).






Figure 6 | Calibration curves of radiomics and combined models in the test sets. (A) Calibration curves of radiomics models based on arterial phase. (B) Calibration curves of radiomics models based on a three-phase combination. (C) Calibration curves of combined models. LASSO, least absolute shrinkage, and selection operator; SVM, support vector machine; LR, logistic regression.






Discussion

In this study, prediction models of benign and malignant parotid tumors based on clinical-radiological features, radiomics features, and combined features were established and validated. Among the 28 established prediction models, radiomics models and combined ones achieved outstanding performance. More specifically, in the independent test set, the LASSO-SVM radiomics model (AUC = 0.936) based on a three-phase combination and the LR-based combined model (AUC = 0.933) had higher prediction accuracy in the differentiation of BPTs from MPTs compared with the optimal clinical model based on LR (AUC = 0.781, p = 0.012, p = 0.006), and they showed better calibration ability. This suggested that the developed models may be helpful to the preoperative diagnosis of BPTs and MPTs.

In conventional image diagnosis, diffuse tumor growth patterns, irregular shape, ill-defined margin, deep lobe lesions, surrounding tissue involvement, and lymphatic metastasis are considered to be more common in MPTs (22–24). The results of this study are consistent with those of previous studies. A meta-analysis showed that the sensitivities of US, CT, and MRI in the differentiation of benign and malignant tumors of salivary glands were 0.66, 0.70, and 0.80, respectively (25). Another conventional MRI analysis showed that the sensitivities of the diagnosis of MPTs only by infiltration of surrounding tissue and irregular shape were 0.68 and 0.16, respectively (23). These showed that the overlapping imaging features between BPTs and MPTs are the main limitations of conventional radiology diagnoses. In this study, the AUC values of SVM and LR clinical models based on clinical-radiological features (size, scope, shape, margin, location, IST, and LM) were 0.744 and 0.781 respectively, in the test set, but the sensitivities to the two models were only 0.69 and 0.53, respectively, which suggested that the prediction model established only by clinical-radiological features cannot differentiate BPTs from MPTs well. The radiomics features can reflect subtle differences between tumors that cannot be recognized by the naked eye. The diagnostic efficiency of established radiomics models (AUC = 0.807~0.936, sensitivity = 0.62~0.84) in the test set was better than that of the clinical models (AUC = 0.744, 0.781, sensitivity = 0.69, 0.53), and the overall prediction accuracy for malignant tumors significantly improved. For combined models, although the prediction performance of the optimal LR combined model (combined with 7 clinical factors and radiomics features screened by LASSO in the arterial phase) had no improvement on that of LASSO-SVM radiomics models based on a three-phase combination (AUC = 0.933 vs. 0.936), it had a great improvement on that of the LASSO-LR radiomics model based on the arterial phase (AUC = 0.933 vs. 0.919). This suggests that the mutual complementation of clinical-radiological features and radiomics ones has the greatest benefit for the diagnosis of BPTs and MPTs, which may benefit from important extratumoral features such as lymphatic metastasis and tumor infiltration into the surrounding tissue.

Among the screened radiomics features by three feature selection methods, the sphericity based on shape features was considered to be highly related to the diagnosis of BPTs and MPTs. Sphericity is a dimensionless metric that is independent of scale and orientation and may be applied to estimate the roundness of the shape of the tumor region relative to a circle; the closer the value is to 1, the closer the tumor is to the perfect sphere. A previous study showed that among the radiomics features extracted from T2WI images, the volume density AEE value related to sphericity was higher in Warthin tumors than in MPTs (26). In this study, the sphericity in the arterial phase was significantly different between BPTs and MPTs (p < 0.05, Mann–Whitney U test), with the value in BPTs generally higher. This quantitative index showed that the morphology of BPTs is more regular compared with MPTs. In addition, wavelet features had the highest weight in the radiomics labels screened by different feature screening methods, which indicates that wavelet features may reflect the spatial heterogeneity of tumors on several scales (27, 28).

In recent years, there have been many radiomics studies focused on the diagnosis of parotid tumors and the prediction of side effects related to radiotherapy (12–14, 29), but they are mainly based on MRI radiomics. Zheng et al. extracted the radiomics features of benign and malignant parotid tumors from TWI and T2WI sequences and established the radiomics nomogram model by multivariate logistic regression analysis (30). The AUC value of this model reached 0.938 in the differentiation of BPTs from MPTs, which was close to the prediction performance of our optimal model (AUC = 0.936). In addition, some scholars have also applied CT radiomics to the differentiation of benign and malignant lymph-related lesions of parotid glands and benign parotid tumors (12, 13), which have both shown excellent predictive performance. Xu et al. established an SVM-based combined prediction model based on the radiomics features extracted from plain CT scan and arterial phase combined with conventional CT image features to differentiate benign and malignant parotid tumors, and in the test set, model diagnosis results of BPTs and MPTs were: accuracy, 0.84; specificity, 0.74; and sensitivity, 0.82 (14). In contrast, the diagnostic efficiency of LASSO-SVM radiomics model based on three-phase combination (accuracy, 0.86; specificity, 0.90; sensitivity, 0.78) was relatively high. In contrast to the above research, in this study, the SMOTE algorithm was adopted to balance minority class samples in the training set and achieve a better class balance. At the same time, GridSearchCV was applied to the optimization of the model hyperparameters. All these methods effectively reduced the training error of models in the training set and improve overall prediction performance in the test set, which have also been validated in other studies (16–18). In addition, in this study, a variety of feature screening methods and machine learning classifiers were used. The results showed that the overall efficiency of the LASSO-SVM-based model was outstanding. Moreover, the prediction performances of different radiomics models were compared in different phases. The results showed that in the single phase, the prediction performance of the models based on the arterial phase was generally better than that of those based on plain scan and venous phase. It is worth mentioning that although the prediction performance of radiomics models based on the plain scan was lower than that of those based on the arterial phase, it was significantly better than that of clinical models. This research result may be beneficial to the popularization of the prediction model in patients with parotid tumors, especially for those who are not suitable for enhanced scanning.

Our study has limitations. First, this study was limited by the single-center studies and low incidence rate of parotid malignant tumors, with a small sample size of included parotid malignancies. Second, in this study, an independent internal test set was used to verify the reliability of the model without being supported by the external test set, and the generalization ability of models still needs to be further validated by multicenter prospective research. Third, deep learning has developed rapidly in the medical field, which has the ability to process image information more efficiently compared with the traditional machine learning classifier. In the future, deep learning could be applied to the multiclassification task of parotid tumors. Finally, the multiomics combination is the development trend of radiomics in the future, including radiogenomics, radiopathomics, and multiradiomics combinations based on different medical images. In future studies, the application of multiomics combined models to the diagnosis and treatment of parotid tumors can be explored.



Conclusion

In conclusion, the radiomics models and the combined ones established in this study showed high prediction accuracy in the diagnosis of benign and malignant parotid tumors, with obvious advantages compared with conventional image diagnosis, which may provide a valuable tool for clinical decision-making of patients with parotid tumors.
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Purpose

Deep learning model has shown the feasibility of providing spatial lung perfusion information based on CT images. However, the performance of this method on lung cancer patients is yet to be investigated. This study aims to develop a transfer learning framework to evaluate the deep learning based CT-to-perfusion mapping method specifically on lung cancer patients.



Methods

SPECT/CT perfusion scans of 33 lung cancer patients and 137 non-cancer patients were retrospectively collected from two hospitals. To adapt the deep learning model on lung cancer patients, a transfer learning framework was developed to utilize the features learned from the non-cancer patients. These images were processed to extract features from three-dimensional CT images and synthesize the corresponding CT-based perfusion images. A pre-trained model was first developed using a dataset of patients with lung diseases other than lung cancer, and subsequently fine-tuned specifically on lung cancer patients under three-fold cross-validation. A multi-level evaluation was performed between the CT-based perfusion images and ground-truth SPECT perfusion images in aspects of voxel-wise correlation using Spearman’s correlation coefficient (R), function-wise similarity using Dice Similarity Coefficient (DSC), and lobe-wise agreement using mean perfusion value for each lobe of the lungs.



Results

The fine-tuned model yielded a high voxel-wise correlation (0.8142 ± 0.0669) and outperformed the pre-trained model by approximately 8%. Evaluation of function-wise similarity indicated an average DSC value of 0.8112 ± 0.0484 (range: 0.6460-0.8984) for high-functional lungs and 0.8137 ± 0.0414 (range: 0.6743-0.8902) for low-functional lungs. Among the 33 lung cancer patients, high DSC values of greater than 0.7 were achieved for high functional volumes in 32 patients and low functional volumes in all patients. The correlations of the mean perfusion value on the left upper lobe, left lower lobe, right upper lobe, right middle lobe, and right lower lobe were 0.7314, 0.7134, 0.5108, 0.4765, and 0.7618, respectively.



Conclusion

For lung cancer patients, the CT-based perfusion images synthesized by the transfer learning framework indicated a strong voxel-wise correlation and function-wise similarity with the SPECT perfusion images. This suggests the great potential of the deep learning method in providing regional-based functional information for functional lung avoidance radiation therapy.





Keywords: perfusion imaging, functional lung avoidance radiation therapy, deep learning, CT-to-perfusion translation, lung cancer, radiation therapy



Introduction

Functional Lung Avoidance Radiation Therapy (FLART) is an emerging technique that selectively avoids excessive dose delivery to the high functional lung volumes, while favoring dose deposition in the low functional lung volumes based on the information obtained from pulmonary function imaging (1–3). Currently, there are three ongoing clinical trials in the United States (NCT02528942, NCT02308709, and NCT02843568) investigating the clinical efficacy of FLART. In addition, Matuszak et al. found that the mean dose in the high functional region decreased from 12.6 ± 4.9 Gy to 9.9 ± 4.4 Gy (4). Waxweiler et al. observed an average decrease of the mean dose to the functional lung by 2.8 Gy in FLART planning (5). Yamamoto et al. reported a 5.0% decrease in the dose of the FLART planning (6). This approach holds great promise to increase post-treatment perfusion in low-dose regions and minimize radiation-induced lung injury (7, 8).

The implementation of FLART relies on lung functional images to provide information on regional lung function for guiding the treatment planning process. A number of methods have been proposed for lung function imaging, which can be broadly divided into two categories: contrast agent-based imaging methods and deformable image registration (DIR) based methods. Contrast agent-based imaging reveals lung function by using different imaging contrast agents, examples including single-photon emission computed tomography (SPECT) with Tc-99m-labelled macro aggregated albumin (MAA) (4, 7), positron emission tomography (PET) with Ga-68 (9), magnetic resonance imaging (MRI) with hyperpolarized gas (Helium-3 or Xenon-129) (10, 11), and a variety of contrast-enhanced MRI (12–14) or CT (15). On the other hand, DIR-based methods compute surrogates of regional pulmonary function from lung four-dimensional computed tomography (4D-CT) images or breath-hold CT (BHCT) image pairs through DIR algorithms and sophisticated image mathematical metrics (16–19).

Nevertheless, these current methods suffer from numerous drawbacks, impeding the widespread application of FLART in the clinic. For example, SPECT function imaging commonly offers a limited spatial resolution and incurs focal radio aerosol clumping artifacts. PET imaging requires a long imaging time and incurs inevitable image noise. Besides, both SPECT and PET imaging requires contrast agents that may release additional ionizing radiation to patients. Hyperpolarized gas MRI (HP-MRI) is free of ionizing radiation; however, it requires precious noble gases and additional equipment for hyperpolarization. On the other hand, DIR-based function imaging is error-prone due to the deficiencies of the current DIR algorithms. These limitations have restricted their widespread application in clinic (17). In general, these function imaging modalities are of low accessibility in the radiation oncology department for the patients (17, 20).

Confronted with these limitations, the deep learning-based CT-to-perfusion mapping (CTPM) method was proposed in our previous study (21). This method synthesizes lung functional images based on the texture information provided by anatomic CT images. We previously demonstrated that the CT-based perfusion images generated by the CTPM method achieved a moderate-to-high approximation as compared with SPECT perfusion images in patients with different lung diseases (22, 23). Perfusion SPECT is one of the primarily diagnostic tools for pulmonary embolism, but not for lung cancer patients. In this study, we collected a cohort of lung cancer patients with 3D SPECT perfusion images. In the hope of paving the way towards FLART application in the future, we aimed to develop a transfer learning framework to evaluate the performance of the CTPM method specifically in lung cancer patients by using multi-level evaluations (voxel-wise correlation, function-wise similarity, and lobe-wise agreement).



Method


Datasets and Image Acquisition

In this study, two datasets of SPECT/CT perfusion images were retrospectively collected from two hospitals. The first dataset (n=33, lung cancer dataset) was built using SPECT/CT images collected from Hong Kong Queen Mary Hospital (n=14, Institution A) and Henan Cancer Hospital (n=19, Institution B). All patients in this dataset were diagnosed with lung cancer in clinical diagnosis and the SPECT/CT scans were performed before treatment. The second dataset (n=137, non-cancer dataset) was collected from institution A, which includes different types of lung diseases except lung cancer (such as pulmonary hypertension, pulmonary embolism, etc.). The patient characteristics of the two datasets are listed in Table 1. This study was approved by the Institutional Review Boards (IRB) of The University of Hong Kong/Hospital Authority Hong Kong West Cluster and the IRB of Henan Cancer Hospital.


Table 1 | Patient characteristics of the two datasets.



SPECT/CT scans collected from Institution A were acquired with 111 MBq technetium-99m (99mTc) MAA before imaging. Patients were immobilized in the supine position with normal resting breathing during image acquisition. The 3D SPECT/CT scans were acquired in 360 degrees to cover the whole lung volume under GE Discovery 670 SPECT/CT scanner (GE Healthcare, Milwaukee, WI) with a frame rate of 30 seconds per frame and a total frame number of 60. Each acquired CT image was reconstructed into 512×512 slices with 0.977×0.977 mm2 in-plane pixel spacing and 1.25 mm slice thickness, while each acquired SPECT image was reconstructed into a 128×128×128 matrix with 4.42×4.42×4.42 mm3 voxel size.

Patients from Institution B were scanned using a dual-head SPECT-CT scanner (Philips, Eindhoven, The Netherlands). A total of 185 MBq 99m Tc-MAA was injected through the brachium vein of the patient. Cross−sectional images were acquired with one frame for 60 seconds per frame. Each acquired CT image was reconstructed into a 512×512 matrix with 0.977×0.977 mm2 pixel spacing and 3.75 mm slice thickness, and each SPECT image was reconstructed into a 128×128×60 matrix with 2.76×2.76×1 mm3 voxel size.

Each SPECT image was registered to the corresponding CT image. To ensure the consistency of the acquired data between different institutions, all the acquired SPECT/CT images were reconstructed into a voxel size of 1×1×1 mm3. All downstream evaluations were performed under this resolution.



Transfer Learning Framework for the Generation of CT-Based Perfusion

To adapt the deep learning model in the lung cancer cohort, a transfer learning framework was developed to utilize the features learned from the non-cancer patients (Figure 1A). Specifically, the convolutional neural network (CNN) of the CTPM method was firstly trained on the non-cancer dataset to learn the fundamental mapping relation. Then the learned parameters from the non-cancer dataset were used as the initial parameters for further tunning on the lung cancer dataset. During the transfer training, three-fold cross-validation was used to make full use of the dataset. In each split, 2/3 of the lung cancer patients were used for training, with the remaining patients for testing. The outputs from three splits were combined for the subsequent evaluations.




Figure 1 | (A) Flow chart of the transfer learning framework for generation of CT-based perfusion images on lung cancer patients. (B) The pipeline of deep learning-based CT-to-perfusion mapping (CTPM) method.



The preprocessing procedures and CNN model were proposed in our previous study (22) and illustrated in Figure 1B. Briefly, the lung parenchyma region was segmented by using a pre-trained U-Net model (R231) (24), which was trained on multifarious lung CT scans. Then the left and right lungs were separated and cropped to the border of the parenchyma, followed by resampling to 128 × 64 × 64-sized matrices. The resampled CT and SPECT images were standardized using CT enhancement and SPECT standardization, respectively. In this process, the tumor regions and vessels were removed from all images and following evaluations by using thresholds of -1000 to -300 Hounsfield unit (HU). In this study, the three-dimensional attention residual neural network (ARNN) was utilized to extract features from three-dimensional CT images and synthesize the corresponding CT-based perfusion images. It was trained with the processed CT images as input and processed SPECT perfusion as the target. In the application, the trained ARNN translated the processed CT images and synthesized the corresponding perfusion images.

To ensure that the synthesized lung images were in the same shape and coordinate with the original lung CT, the output images of left/right lungs were combined and recovered to the same geometry with the pre-processed CT images, which is referred to as CT-based perfusion images. The signal intensity of a lung SPECT image is strongly affected by the patient’s condition, such as the respiratory capacity, frequency, diseases, etc. To ensure the perfusion value is comparable between patients, the SPECT perfusion was normalized to the 75th percentile value for each image, as this is close to the perfusion value of normal-functioning lung tissue (25). The CT-based perfusion images were then compared with the SPECT perfusion images via multi-level evaluations, including voxel-wise correlation, function-wise similarity, and lobe-wise agreement.



Quantitative Evaluation of CT-BASED PERFUSION WITH SPECT Perfusion


Voxel-Wise Correlation

To evaluate the performance in terms of voxel-wise intensity correlation, the Spearman’s correlation coefficient (R) was computed between the CT-based perfusion images and the corresponding SPECT perfusion images. R is defined by the equation (1):

 

where  ,, and yi denote the average value and value at voxel i for the predicted and ground-truth perfusions, respectively. N denotes the total number of non-zero voxels.



Function-Wise Similarity

To evaluate the accuracy of high functional lung avoidance as well as low functional lung allowance in inverse planning, we defined the low/high functional lung volumes in both the SPECT/CT-based perfusion images for the volume overlap test. Since each perfusion image has a maximum value of 1, the threshold value of 0.66 was used to separate the low and high functional lung volumes, which were suggested in previous lung ventilation study and FLART planning (26, 27). The Dice Similarity Coefficient (DSC) was then computed to determine the similarity of the low/high functional lung volumes. DSC is defined as follows.



where p is the low- and high-functional volume in the predicted perfusion images, and y is the corresponding volume in the ground-truth SPECT perfusion images. The overall concordance is inferred as the mean DSC value of all the testing cases.



Lobe-Wise Agreement

To evaluate the overlap of different lung regions, the perfusion images were segmented based on the region of lobes of the lung for further analysis. Specifically, the left upper lobe (LUL) and left lower lobe (LLL) were segmented from the left lung; the right upper lobe (RUL), right middle lobe (RML) and right lower lobe (RLL) were segmented from the right lung. The lobe segmentations were performed on the CT images using the Chest Imaging Platform in open-source software 3D Slicer (Surgical Planning Laboratory, Brigham and Women’s Hospital, Boston, Mass) (28, 29). To compare the perfusion in each lobe region, the mean perfusion value in each lobe was calculated for both SPECT/CT-based perfusion images.




Convolution Neural Network Implementation

The CT and SPECT images were prepared and processed prior to model training and testing. The initialization of the convolutional layers was configurated using the Kaiming Uniform method (30). We implemented our network using the Pytorch 1.1 framework and coded the processing procedures in python. All the experiments were performed using a workstation with Intel Core i7-8700 @ 3.2GHz CPU, NVIDIA GTX 2080 TI GPU with 11GB memory, and 32 GB of RAM.




Results

Figure 2A shows the result of voxel-wise correlation evaluation before and after transfer learning using the CTPM method. The CT-based perfusion images in the three splits after transfer learning achieved a high correlation value (R) of 0.8263 ± 0.0767, 0.8133 ± 0.0727, and 0.8032 ± 0.0537, respectively, with an average correlation value of 0.8142 ± 0.0669 for all three splits. Compared with the testing results before transfer learning (0.7554 ± 0.0875), there was a significant improvement of the average of all splits (7.78%, p = 0.0047) in the performance after fine-tuning of the model.




Figure 2 | (A) Evaluation of voxel-wise correlation of lung cancer patients before and after applying transfer learning. (B) Histogram of function-wise similarity evaluation in terms of DSC for low/high functional volumes. (A) shows the result of voxel-wise correlation evaluation before and after transfer learning using the CTPM method. The CT-based perfusion images in the three splits after transfer learning achieved a high correlation value (R) of 0.8263 ± 0.0767, 0.8133 ± 0.0727, and 0.8032 ± 0.0537, respectively, with an average correlation value of 0.8142 ± 0.0669 for all three splits. Compared with the testing results before transfer learning (0.7554 ± 0.0875), there was a significant improvement of the average of all splits (7.78%, p = 0.0047) in the performance after fine-tuning of the model. (B) shows the function-wise similarity evaluation of low-functional volume (LFV) and high-functional volume (HFV) in RT treatment planning between SPECT perfusion images and CT-based perfusion images. The mean DSC for LFV and HFV were 0.8137 ± 0.0414 and 0.8112 ± 0.0484, respectively, suggesting a high similarity of both levels of functional volumes. Among the 33 lung cancer patients, a high DSC value of greater than 0.8 was achieved in 67% of patients for high-functional volume and 70% for low-functional volume; almost all the lung cancer patients (33 for low-functional volume, and 32 for high-functional volume) demonstrated a DSC value larger than 0.7.



Figure 2B shows the function-wise similarity evaluation of low-functional volume (LFV) and high-functional volume (HFV) in RT treatment planning between SPECT perfusion images and CT-based perfusion images. The mean DSC for LFV and HFV were 0.8137 ± 0.0414 and 0.8112 ± 0.0484, respectively, suggesting a high similarity of both levels of functional volumes. Among the 33 lung cancer patients, a high DSC value of greater than 0.8 was achieved in 67% of patients for high-functional volume and 70% for low-functional volume; almost all the lung cancer patients (33 for low-functional volume, and 32 for high-functional volume) demonstrated a DSC value larger than 0.7.

Figure 3 shows results of voxel-wise correlation and function-wise similarity in representative lung cancer patients. For the high-performance case in the testing group, the low functional region on the right upper region was successfully predicted on the CT-based perfusion. For the low-performance case in the testing group, no apparent low functional region was observed on the synthesized and ground-truth images. For both cases, CT-based perfusion images showed similar low-functional/high-functional regions to their respective SPECT perfusion images.




Figure 3 | Comparison of SPECT perfusion images and CT-based perfusion images in terms of voxel-wise correlation and function-wise similarity for two representative lung cancer cases. Each case is presented in axial, coronal, and sagittal views. In the voxel-wise evaluation, the red arrow indicates the main low functional regions. In function-wise evaluation, the blue contour indicates the low functional volume for treatment planning, while the white contour indicates the high functional volume. It shows results of voxel-wise correlation and function-wise similarity in representative lung cancer patients. For the high-performance case in the testing group, the low functional region on the right upper region was successfully predicted on the CT-based perfusion. For the low-performance case in the testing group, no apparent low functional region was observed on the synthesized and ground-truth images. For both cases, CT-based perfusion images showed similar low-functional/high-functional regions to their respective SPECT perfusion images.



Figures 4A, B show the scatter plots of the mean value of each lobe between SPECT perfusion images and CT-based perfusion images. The correlations of the mean perfusion value on LUL, LLL, RUL, RML, and RLL were 0.7314, 0.7134, 0.5108, 0.4765, and 0.7618, respectively. The regional accuracy of CT-based perfusion on the RUL and RML was lower than the performance on other lobes. For the histogram of mean perfusion function, the histogram of CT-based perfusion images was lower than SPECT perfusion images in the range of 0 to 0.35 and 0.6 to 1, while higher on the other side.




Figure 4 | Scatter plots of the mean relative perfusion value in each lobe between SPECT perfusion images and CT-based perfusion images of the left lung (A) and right lung (B). (C) Histogram of the mean relative perfusion values of all the lobes. (A, B) show the scatter plots of the mean value of each lobe between SPECT perfusion images and CT-based perfusion images. The correlations of the mean perfusion value on LUL, LLL, RUL, RML, and RLL were 0.7314, 0.7134, 0.5108, 0.4765, and 0.7618, respectively. The regional accuracy of CT-based perfusion on the RUL and RML was lower than the performance on other lobes. For the histogram of mean perfusion function, the histogram of CT-based perfusion images was lower than SPECT perfusion images in the range of 0 to 0.35 and 0.6 to 1, while higher on the other side.



Figure 5 shows a representative case of lobe-wise comparison of SPECT perfusion image and CT-based perfusion image. The difference in the mean perfusion function on the LUL, LLL, RUL, RML, and RLL were 0.28, -0.03, 0.02, 0.03, and -0.04, respectively. The LUL had the lowest perfusion values on both perfusion images. For the LUL, the mean perfusion value of CT-based perfusion images was 0.44, while it was 0.15 in SPECT perfusion images. For other lung lobes, the differences between the synthesized/ground truth perfusion images were less than 10%.




Figure 5 | A representative case for the lobe-wise agreement between the CT-based perfusion images and the ground-truth SPECT perfusion images. It shows a representative case of lobe-wise comparison of SPECT perfusion image and CT-based perfusion image. The difference in the mean perfusion function on the LUL, LLL, RUL, RML, and RLL were 0.28, -0.03, 0.02, 0.03, and -0.04, respectively. The LUL had the lowest perfusion values on both perfusion images. For the LUL, the mean perfusion value of CT-based perfusion images was 0.44, while it was 0.15 in SPECT perfusion images. For other lung lobes, the differences between the synthesized/ground truth perfusion images were less than 10%.





Discussion

This study was the first report on the evaluation of the deep learning-based CT-to-perfusion mapping method on lung cancer patients. The CT-based perfusion images were compared with ground-truth SPECT perfusion images with voxel-wise correlation, function-wise similarity, and lobe-wise agreement in 33 lung cancer patients. In our previous work, we developed and evaluated the deep learning based CTPM method in patients with various lung diseases (22). However, the performance of the CTPM method specifically on lung cancer patients is yet to be investigated due to the limited number of lung cancer patients in our previous dataset. In this study, we collected a total of 33 SPECT/CT scans of lung cancer patients from two different hospitals, and then developed the transfer learning framework to evaluate the performance of the CTPM method specifically for lung cancer patients, in the hope of paving the way towards FLART application in the future.

To increase the model generalizability, we first trained the CNN model on patients with various lung diseases other than lung cancer and directly adapted it to the lung cancer dataset. The CNN model achieved a voxel-wise correlation (R) of 0.7554 ± 0.0875 in lung cancer patients. Subsequently, we used a transfer learning strategy to adapt the pre-trained model to the lung cancer dataset. It was observed that the correlation was approximately 8% higher (p = 0.0047) to 0.8142 ± 0.0669 after applying the transfer learning (Figure 2). Transfer learning can improve the performance of the target domain by transferring the knowledge contained in different but related source domains (31). For the task of functional image synthesis, this improvement could be explained by the subject uniformity in the lung cancer dataset. Decreased lung function is caused by various mechanisms (32). For example, a complete defect can be induced by chronic obstructive pulmonary disease or other unrecoverable diseases. Lung cancer can also cause large vessel compression and alter the blood supply within the regional lung (33). In the lung cancer dataset, there are more low perfusion regions induced by tumor compression, which increases the uniformity of the low function region. For these functional defects induced by pulmonary vessel compression, tumor regression from RT may lead to regional lung reperfusion because of the relief of obstructions (34). For the future implementation of FLART, it is necessary to fine-tune the model on the lung cancer dataset to achieve better performance.

With regard to the function-wise similarity of the CT-based perfusion images, the low/high functional volumes showed almost the same level of high similarity (~0.8). In the qualitative comparison (Figure 3), we noticed two patterns of distributions of low functional volume (LFV): the first case had the LFV located at the corner of the lung (corner type); the second LFV was located at the peripheral region of the whole lung volume (peripheral type). The LFV of peripheral type could be attributed to its distance to the pulmonary arteries. Therefore, no significant dose-spare would be expected for this type in the FLART planning. This indicates that the benefit of generated CT-based perfusion for the surrounding type is limited. Based on this indication, a further step is needed to identify the distribution pattern of low functional regions prior to FLART implementation in the clinic.

For the lobe-wise agreement, the correlation coefficients of the mean perfusion value in the LUL (0.7314), LLL (0.7139), and RLL (0.7618) were significantly higher than those in the RUL (0.5108), RML (0.4765) regions of the lung. A possible explanation could be related to the fact that the horizontal fissure separating the RUL and RML has increased the perfusion complexity of this region. As compared with the right lung, the extra horizontal fissure makes the perfusion condition on the RUL/RML region more complex, leading to relatively large uncertainty in these regions. In the future, a vessel-based analysis will be needed to explore further the effects caused by vessel differences between the left/right lungs and increase the prediction accuracy in these regions.

Apart from this, we also observed some cases with mismatched defect regions. As shown in Figure 6, the representative case has a correlation value of 0.6601 and 0.7859 for the right and left lungs, respectively. Most of the low perfusion region on the right lung (red arrow) was predicted as relatively high functional regions on synthesized CT-based perfusion. To a degree, this could be partly ascribed to the observed variations of CT-to-SPECT perfusion relationship between imaging views. In Figure 6, for instance, the representative case presents a consistent location between the low intensity regions (<-900 HU) within the right lung on the coronal view of the CT image (as indicated by the red regions in the first row of Figure 6) and the corresponding low perfusion regions on the ground-truth SPECT perfusion image (as indicated by the blue-shaded regions in the second row of Figure 6); while this consistency diminishes in some regions of the sagittal and axial views (as indicated by the white arrows in Figure 6). In this model, the regional inconsistency might have impeded accurate prediction of lung perfusion information from CT to SPECT images, and led to a “trade-off” predicting strategy of the deep learning model. This trade-off can also be observed in the histogram distribution of the mean perfusion values of all the lobes: the CTPM method tends to yield lower predicted values than the ground-truth in the perfusion value range from 0 to 0.35 and 0.6 to 1, while higher in the range from 0.35 to 0.6. When encountering uncertainties, the ARNN model trended to output median values to minimize the difference. This mismatch may degrade the accuracy of FLART treatment planning. To further improve the model performance on these uncertainty regions, The texture information of these mismatched regions should be further investigated (35).




Figure 6 | A representative case with relatively low perfusion prediction on CT-based perfusion images. The red contours in the CT images indicate the low intensity regions (<-900 HU). The red arrows indicate the main mismatched low functional regions. The white arrows indicate the inconsistent regions between the low intensity regions of the CT images and the SPECT perfusion images.



In this study, we also compared the two groups of patients collected from two medical institutions. The performance on patients from institution A was significantly higher than that on patients from institution B in terms of correlation (10% higher, p = 0.0016), DSC of high functional volume (5% higher, p = 0.0033) and low functional volume (5% higher, p = 0.0027). These discrepancies could be explained by the different tumor sizes of these two groups of patients. There is a significant difference between the diameter of the tumors from the two institutions (p = 0.0006), with average diameter sizes of 40 ± 19.5 mm and 15 ± 15.6 mm, respectively. All the lung cancer patients from cohort A had tumor sizes larger than 20 mm, while only 6 of 14 patients from cohort B had comparable tumor sizes. The large tumor volume may have changed the blood supply and generated more significant lung functional volumes. In the future application of FLART, the effects of the tumor size should also be considered for lung function prediction.

There are also several limitations to this study. First, due to the limitation of GPU memory and the size of the training dataset, each lung is divided into left and right parts before inputting to the CNN network for model development. This may limit the cross-lung quantitative comparisons between left and right lungs from the same patient. The neural network still needs optimization in the coming study. Second, the performance of the CT-based perfusion images in treatment planning is still unknown. As such, dosimetry evaluation is still needed for potential dosimetry benefits of the CTPM method (36).



Conclusion

In this study, we, for the first time, quantitatively developed a transfer learning framework to evaluate the deep learning based CT-to-perfusion mapping method specifically on 33 lung cancer patients at multiple levels, and achieved high correlations between the CT-based perfusion images and the ground-truth SPECT perfusion images. These findings suggested the use of CT-based perfusion images for high functional lung avoidance as well as low functional lung allowance in RT inverse planning, holding great promise in providing regional-based functional information for FLART in the future.
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Introduction

There is a cumulative risk of 20–40% of developing brain metastases (BM) in solid cancers. Stereotactic radiotherapy (SRT) enables the application of high focal doses of radiation to a volume and is often used for BM treatment. However, SRT can cause adverse radiation effects (ARE), such as radiation necrosis, which sometimes cause irreversible damage to the brain. It is therefore of clinical interest to identify patients at a high risk of developing ARE. We hypothesized that models trained with radiomics features, deep learning (DL) features, and patient characteristics or their combination can predict ARE risk in patients with BM before SRT.



Methods

Gadolinium-enhanced T1-weighted MRIs and characteristics from patients treated with SRT for BM were collected for a training and testing cohort (N = 1,404) and a validation cohort (N = 237) from a separate institute. From each lesion in the training set, radiomics features were extracted and used to train an extreme gradient boosting (XGBoost) model. A DL model was trained on the same cohort to make a separate prediction and to extract the last layer of features. Different models using XGBoost were built using only radiomics features, DL features, and patient characteristics or a combination of them. Evaluation was performed using the area under the curve (AUC) of the receiver operating characteristic curve on the external dataset. Predictions for individual lesions and per patient developing ARE were investigated.



Results

The best-performing XGBoost model on a lesion level was trained on a combination of radiomics features and DL features (AUC of 0.71 and recall of 0.80). On a patient level, a combination of radiomics features, DL features, and patient characteristics obtained the best performance (AUC of 0.72 and recall of 0.84). The DL model achieved an AUC of 0.64 and recall of 0.85 per lesion and an AUC of 0.70 and recall of 0.60 per patient.



Conclusion

Machine learning models built on radiomics features and DL features extracted from BM combined with patient characteristics show potential to predict ARE at the patient and lesion levels. These models could be used in clinical decision making, informing patients on their risk of ARE and allowing physicians to opt for different therapies.





Keywords: brain metastases (BMs), radiation necrosis (RN), deep learning - artificial neural network, radiomics, MRI, adverse radiation effects



1 Introduction

Brain metastases (BM) are the most common intracranial malignancies, accounting for more than 50% of all brain tumors and occurring in 10 to over 40% of patients with solid malignancies (1–3). BM occur most often in patients with lung cancer, breast cancer, and melanoma, which have a cumulative risk ranging from 20 to 40% of developing BM (4–7). BM can be treated locally by surgery or radiotherapy or with systemic anticancer therapy. Treatment depends on several factors, such as patient performance status, number and volume of metastases, presence of extracranial metastases, symptoms, and presumed efficacy of available systemic therapy [“Systemic therapy for brain metastases”, (8, 9). The radiotherapy of BM can be either stereotactic radiotherapy (SRT) or whole brain radiotherapy (WBRT), with SRT being the guideline-recommended treatment for a limited number of BM. As WBRT is associated with neurocognitive deterioration, SRT is increasingly used in multiple BM as well (10–12). SRT is delivered either in a single fraction, with stereotactic radiosurgery (SRS), or as fractionated stereotactic radiotherapy (FSRT) and results in a high dose within the target volume with a steep dose gradient to the surrounding healthy tissue (13).

Even though most of the healthy brain is spared from high doses of radiation, a major shortcoming of SRT is a chance of high toxicity in the immediate surrounding tissues, which may lead to adverse radiation effects (ARE) such as radiation necrosis (RN), subacute edema, structural changes in the white matter, and vascular lesions (14). ARE are a relatively late reaction to irradiation of healthy tissues where either reversible or irreversible injury has occurred (15). The risk of ARE after SRT and SRS is found to be similar and ranges from 5 to 10% at patient level (16–19) or approximately 3% at lesion level (15). Known predictors of ARE are tumor volume, isodose volume, and previous SRT to the same lesion (15). ARE of the tumor area and tumor progression (TP) as two different post-therapeutic events require different treatment strategies: while steroids are often indicated for the initial treatment of ARE, true progression or relapse requires repeated radiotherapy, surgery, or effective intracranial systemic therapy for tumor control. Being able to differentiate between ARE and TP is therefore of utmost clinical interest.

Unfortunately, the (neurological) symptoms of ARE and TP are usually indistinguishable. Furthermore, the appearances of ARE and TP are very difficult to discern through qualitative radiological imaging, requiring multiple successive magnetic resonance images (MRI), specialized MRI sequences such as perfusion-weighted or MR spectroscopy, and trained experts to evaluate the findings (19, 20). The clinical workflow is time- and labor-intensive, and while it is unfeasible to perform for every lesion, a definitive confirmation of the presence of ARE requires tissue acquisition (19).

SRT requires routine pretreatment MRI for accurate target volume delineation. This imaging provides a source of non-invasively acquired information about BM and brain phenotypes that could be investigated for their potential to determine before treatment which patient has a high risk of developing ARE. The early identification of these patients is an unmet clinical need which may help in clinical decision making by informing the patients of the risk of ARE, the early risk stratification of patients that may develop ARE, and the consideration of ARE risk mitigating strategies such as deferring radiotherapy for central nervous system-penetrant systemic therapy.

Advanced quantitative medical image analysis methods such as radiomics and deep learning (DL) extract large amounts of imaging features and associate these with biological and/or clinical outcomes using machine learning (ML) techniques (21–26). Thus, radiological images from routine imaging procedures could potentially be used to non-invasively quantify the lesion phenotype, providing clinically necessary information for patient management decisions. Several studies have indicated that MRI radiomics analysis is able to differentiate BM from glioblastoma (27, 28) to predict local recurrence (29, 30), to predict the origin of metastases (31, 32), and to predict overall survival (33, 34). DL has also shown potential in predicting treatment response on brain MRI (35). Moreover, DL and radiomics can have a complementary value, potentially establishing a more robust classifier (36).

We hypothesize that models trained with radiomics features, DL features, and patient characteristics or a combination thereof can predict the occurrence of ARE in patients with BM, both lesion specific and patient specific.



2 Materials and methods


2.1 Patient Characteristics

All data from patients with BM treated with SRT between 1997 and 2017 for which imaging, outcome data, and patient data were available were collected retrospectively from the University of California—San Francisco (UCSF) medical center’s picture archiving and communication system. Available imaging data, outcome data, and patient data of all patients with BM treated with SRS/SRT between 2014 and 2019 at the University Hospital Zürich (USZ) were collected retrospectively. The data included clinical and biological information for both the patient and the lesion. The eligibility criteria included radical treatment for metastatic brain cancer using Gamma Knife SRS for the UCSF patients and SRS/FSRT for the USZ patients. The inclusion of patients was regardless of the number of BM, but pathohistological or imaging-based confirmation of ARE during the follow-up was required in addition to pathohistological confirmation of the primary tumor. For the USZ cohort, in case of imaging-based suspicion of RN, positron emission tomography imaging was additionally used to exclude TP. The effort obtained ethical approval for observational research using anonymized linked care data for supporting medical purposes that are in the interests of individuals and the wider public. UCSF Institutional Review Board (https://irb.ucsf.edu) and Cantonal Ethics Committee Zurich approval with waiver of informed consent was obtained.

The UCSF dataset was divided randomly into sub-cohorts for training (70%) and testing (30%) while maintaining the ratios of events to non-events equal in both groups. The USZ dataset was used as an independent external validation dataset, i.e., it was entirely unseen by the models during the training and testing phases. The binary outcome used in training and validation was ARE per lesion, defined as either pathologically or imaging-based confirmation of RN occurring at any time after treatment. For both the USCF and USZ patients, ARE was confirmed by histopathology when treated with open surgery. In all other cases, ARE was confirmed either at routine re-staging 3 months after radiotherapy for asymptomatic patients or at the onset of new symptoms. When patients presented new symptoms, imaging was performed usually after awaiting the effects of cortisone administration. As the time of BM formation is unknown, the outcome was not defined as right-censored. As every lesion is able to independently develop ARE after treatment, every lesion was considered to be an independent sample. The probability of ARE occurring for any lesion within a patient as an outcome was also investigated, whereby each patient was treated as an independent sample instead.



2.2 MR Acquisition Parameters and Lesion Segmentation

All images were axial gadolinium-enhanced T1-weighted MRI acquired prior to the treatment of BM. All included lesions were three-dimensionally delineated for curative Gamma Knife SRS treatment purposes for the UCSF cohort and for curative SRS/FSRT purposes for the USZ cohort according to local protocols by an experienced radiation oncologist. Figure 1 shows two T1-weighted gadolinium-enhanced MRI with lesions delineated for SRT purposes.




Figure 1 | T1-weighted gadolinium-enhanced MRIs of the brain. Delineated in red (A) is a lesion that developed adverse radiation effects after stereotactic radiotherapy and (B) a lesion that did not develop adverse radiation effects after stereotactic radiotherapy.



To perform segmentations of the brain and the ventricles on the entire dataset, an atlas-based segmentation strategy was chosen. To create the atlas in the MIM software package (MIM v. 6.9.4, MIM Software Inc., Cleveland, OH, USA), 50 randomly chosen MRI were manually segmented by an expert radiologist.



2.3 Pre-Processing of Brain MRI Data

Bias-field correction was performed in the MIM software package using the N4 algorithm, which required brain segmentations (37). A bias field is a low-frequency signal distributed over an MR image, which is caused by inhomogeneities in the magnetic field of the MRI scanner. This causes shifts of intensity value ranges across the image (38). The ventricle mask was subtracted from the brain mask to obtain a white- and gray-matter segmentation. This segmentation was used to determine and correct the bias field present in the image using the N4 algorithm (37) using the MIM software package.

Following the bias correction, all remaining pre-processing, feature extraction, model training, and evaluation were performed in Python (version 3.7). The different Python packages used during this study can be found in Supplementary Table S1. Pre-processing of MRI is essential for ML purposes, for reducing scanner dependence, and for ensuring reproducibility (39–41). As there is, to date, no consensus regarding the best way to pre-process MRI for our purposes, three different pre-processing workflows were applied and compared: “minimalist”, standardization, and “harmonization”. The descriptions of these pre-processing workflows can be found in the Supplementary Materials (Section 1 and in Figure 2).




Figure 2 | Pre-processing strategies for the “minimalist”, “standardization”, and “harmonization” approaches.




2.3.1 Pre-processing for radiomics and feature extraction

Feature extraction was performed according to the Image Biomarker Standardization Initiative (IBSI) guidelines (42–44) on the three different sets of processed MRI scans using the BM segmentations. All images were resampled to uniform 1 × 1 × 1-mm3 voxels using the “sitkBSpline” interpolator to correct for differences in pixel size and slice spacing. The choice for voxel dimensions was made based on majority ruling, as it was found that most patients had a pixel spacing of ~1 mm. To achieve isotropic voxels, the choice for resampling in the z-direction was also chosen as 1 mm. Pixel intensity values were resampled to a fixed number of 64 bins, as the number of gray levels was found to affect the interchangeability of MRI radiomics features, and a fixed bin number of 64 has been found recommended in previous studies (42–44).

A total of 106 IBSI features were extracted from each segmentation. The features were extracted from the BM segmentations of the pre-processed images and can be divided into first-order intensity, histogram statistics, shape, and texture features. A full list and a description of the features can be found in the PyRadiomics documentation ([Radiomic Features—PyRadiomics Documentation, (45)], and a description of the feature groups can be found in the Supplementary Materials (Section 2).



2.3.2. Pre-processing for deep learning

To inform the DL model on the location and extension of the lesions, lesion masks were used to highlight the ROI. A Gaussian smoothing filter was applied to the image, gradually decreasing the intensity values around the lesion from a factor of 1.0 to 0.2 to still include information of the voxels immediately around the lesion masks.

Otsu thresholding was performed to create a mask containing the brain and the skull. This mask was used to determine the largest three-dimensional bounding box containing the brain and the skull to crop the images. Anything outside this mask was defined as the image background, for which all pixel values were set at 0. For the “minimalist” and the “standardization” datasets, the intensities were resampled in a range between 0 and 255. Finally, the scans were rescaled at 256 × 256 × 64 with spline interpolation order 3. As an example, the steps of the pre-processing workflow for the “minimalist” normalization are illustrated in Figure 3.




Figure 3 | Example of pre-processing strategy: deep learning on the “minimalist” approach. The different steps of preprocessing were (A) z-score normalization, (B) shift to positive values only, (C) pixel attenuations with Gaussian smoothing filtering, (D) cropping around the largest bounding box and background set to 0, (E) resizing at 256 × 256, and (F) rescaling the pixel value range to 0–255.






2.4 Machine Learning Models

The mean and SD of each feature over the entire training population were determined. These values were used to apply z-score normalization to the features of the training, testing, and external validation datasets (46). Next, features with low variance (<0.01) were determined and excluded from the dataset. Lastly, the correlation between features was determined using absolute pairwise Spearman rank correlation. As highly correlated features (>0.85) were assumed to contain overlapping information about the outcome, the feature with the highest mean absolute correlation with the rest of the features was excluded. Lastly, supervised feature selection was performed through recursive feature elimination (RFE). RFE uses a ML algorithm to build a multivariate model and determine predictive performance using the currently selected features. It recursively drops and adds features, determining the optimal number of features and the selection of most predictive features.

An extreme gradient boosting (XGBoost) model was used for RFE and ARE prediction. A description of the XGBoost architecture and the methodology to determine the optimal hyperparameters for the trained models can be found in the supplementary materials (Section 3).



2.5 Deep Learning Model

An Xception three-dimensional model was trained and tested on the same datasets as the handcrafted radiomics-based model. Xception is the extreme version of an Inception model (47), which uses depth-wise separable convolutions. The architecture can be found in Supplementary Figure S1. Adam optimization was used (48) with an initial learning rate of 10-5, which updated the learning rate during training, and used for loss function binary cross-entropy. This model produced a score ranging from 0 to 1, indicating the estimated probability that a lesion develops ARE. The area under the curve (AUC) of the receiver operating characteristic (ROC) was monitored on the test dataset. The ROC displays the discriminative performance of a model expressed through the sensitivity and specificity as the threshold for binary classification is shifted. The AUC of the ROC is a metric from 0 to 1, where 1 means that the model has perfect predictive performance and 0.5 is equivalent to guessing. To limit the imbalance of the outcomes to affect the model training, the model was only trained on lesions for those patients who had at least a single ARE and tested on the scans of the patients who had ARE in the test dataset. To combine DL and radiomics, the last fully connected layer consisting of 256 features obtained after training the model was extracted. These features were then used to train a ML model similarly to using radiomics features and used in models combining radiomics features and patient characteristics.



2.6 Clinical and Treatment-Related Feature Model

As the training and testing datasets contained patient characteristics not available in the external validation dataset, any feature not overlapping between these datasets was dropped. The list of the remaining features was as follows: primary tumor location, primary tumor histology, primary tumor controlled, extra-cranial metastases presence, patient age, patient sex, SRS to the same location, prior external beam radiotherapy (EBRT), prior radiosurgery (RS), neurological symptoms, headaches, seizures, hypertension, diabetes, connective tissue disorder, Karnofsky performance score (KPS) status, prescription dose, and isodose lines. For XGBoost to be able to handle categorical variables, one-hot encoding was performed on two categorical clinical features (primary tumor location and primary tumor histology).

Missing values were imputed using MissForest. MissForest is an imputation algorithm that uses RandomForest to train a model on the non-missing data for each feature with missing values to predict the missing values. In the first iteration, all values are set to the mean value present for each variable (i.e., each column). Then, over multiple iterations, each data column with missing values will be predicted using all the data except for the rows containing the missing values in question. This process is repeated over several iterations.



2.7 Metrics Used for Data Analysis

The patient and tumor characteristics in the UCSF and USZ cohorts were assessed through a two-proportion z-test to test for significant differences in categorical variables between the cohorts or the unpaired two-sample t-test to test for significant differences in numerical variables. For the latter, the assumptions of the data having a normal distribution and possessing the same variance in both cohorts were tested through Shapiro–Wilk’s test and f-test, respectively. The significance level was set at 5%.

To determine which method ensured best performance for the radiomics-based and DL models, models were trained on the three different pre-processed datasets, and the best AUC of the ROC on the testing set was used to determine the best pre-processing methods for ML and DL separately. The 95% confidence intervals (CI) displayed on the ROC curves were obtained using bootstrapping (n = 2,000). For the radiomics-based model, the results were reported on the full train dataset and the entire test dataset. For the DL model, the results were reported on the balanced train dataset (which served to train the different DL models) and the full test dataset.

Once the best models were selected, the models were validated on the external dataset. The predictive performance of each model was expressed through the ROC curve and its AUC on the training, testing, and external data. By determining an optimal threshold value using Youden’s J statistic (49) based on the training dataset, a binary classification was performed on the external dataset. From this binary classification, the balanced accuracy, precision, recall, and F1-score were determined. The confusion matrices were also derived from the binary classification. To determine model performance and to compare between models, the recall was investigated specifically, which is the proportion of true positives of the total number of true cases. As the number of events was relatively low and not missing any patients at risk of ARE is crucial, a high recall of the models was desirable. The CI obtained for all metrics were obtained using bootstrapping, resampling the results 2,000 times. Moreover, an analysis of the agreement prediction between the DL model and the radiomics-based model was performed. To give a prediction per patient, the maximum prediction of ARE among the different lesion predictions of the patient was selected. The ground truth to which the prediction was compared with was the ARE status of the patient, meaning that the patient had at least one ARE lesion. An overview of the models tested can be found in Figure 4.




Figure 4 | General workflow of the model training process: first, the MRI data was pre-processed using 3 pre-processing methods, the most suitable pre-processed set of images was selected according to the radiomics-based model or the DL model performance on the internal test dataset, then the models were ensembled or trained separately, and finally the performance of each model was computed on the external dataset.



We evaluated on the external dataset for which cases the DL model and the best radiomics classifier obtained the same predictions and reported the number of cases for which those models agreed on the label. The metrics based on the data for which the models agreed was also reported.




3 Results


3.1 Patient Characteristics

A total of 1,404 patients with 7,974 lesions from UCSF and 237 patients with 646 lesions from USZ were included. Table 1 shows an overview of the patient characteristics of the UCSF and USZ data. Significant differences between the proportion of male and female patients between the datasets (P < 0.01), median age (P = 0.03), KPS status (P < 0.01), and the number of lesions per patient at treatment (P < 0.01) were found. Furthermore, the proportions of primary tumor (lung, melanoma, and breast) were different between the datasets, and the data from USZ did not have kidney, GI, sarcoma, or other types of primary locations that were present in the UCSF dataset. For the histology of the primary tumor, only the melanoma histology subtype was found to be present in a significantly different proportion.


Table 1 | Patient characteristics of University of California—San Francisco (UCSF) and University Hospital Zurich (USZ) datasets.





3.2 Radiomics-Based Model and DL Model Results Based on the Three Different Preprocessing Methods of the Dataset

The best AUC on the test dataset for the radiomics-based models was found using the “harmonization” normalization, with an AUC of 0.76 (CI of 0.70–0.81), compared with 0.75 (CI of 0.70–0.80) and 0.73 (CI of 0.67–0.79) for the “minimalist” and “standardization” methods, respectively.

The best AUC on the test dataset for the DL models was found using the “standardization” normalization, with an AUC of 0.72 (CI of 0.66–0.78), compared with 0.63 (CI of 0.57–0.70) and 0.65 (CI of 0.58–0.71) for the “minimalist” and “harmonization” methods, respectively. Figure 5 shows the ROC curves of the training and testing datasets for the three different pre-processing methods for radiomics-based ML and for DL.




Figure 5 | Comparison of predictive performance through receiver operating characteristic curves for (A) radiomics-based machine learning and (B) deep learning models using three different pre-processed image datasets. The shaded areas represent the 95% confidence intervals of the corresponding receiver operating characteristic curves.





3.3 Results of the Combined Best-Performing Models

We calculated the AUC and CI for each model combination on the external validation dataset. The DL model, built on images pre-processed with the “standardization” method, achieved an AUC of 0.64 (CI of 0.50–0.76). The model built on radiomics features, extracted from the images pre-processed with the “harmonization” method, achieved an AUC of 0.73 (CI of 0.63–0.83). The model was built on 20 features selected through RFE. Supplementary Figure S2A provides an overview of the selected features and the corresponding importance in the XGBoost model. Supplementary Table S2 provides an overview of the hyperparameters determined through grid search cross-validation. The model based on the combination of the DL features extracted from the last layer and radiomics features achieved an AUC of 0.71 (CI of 0.60–0.82). The model was built on 10 features selected through RFE. Supplementary Figure S2B provides an overview of the selected features and the corresponding importance in the XGBoost model. The model built on radiomics features, extracted from images pre-processed with the “harmonization” method, combined with patient characteristic features achieved an AUC of 0.70 (CI of 0.57–0.80). The model was built on 19 features selected through RFE. Supplementary Figure S2C provides an overview of the selected features and the corresponding importance in the XGBoost model. Finally, the model built on radiomics features, extracted from images pre-processed with the “harmonization” method, combined with DL features, extracted from images pre-processed with the “standardization” method, and patient characteristics achieved an AUC of 0.69 (CI of 0.56–0.81). The model was built on 20 features selected through RFE. Supplementary Figure S2D provides an overview of the selected features and the corresponding importance in the XGBoost model. Figure 6 shows the ROC curves with CI of the training datasets, testing datasets, and validation datasets for these models.




Figure 6 | Receiver operating characteristic curves of the training, testing, and external validation datasets for the different model combinations. The shaded areas represent the 95% confidence intervals of the corresponding receiver operating characteristic curves.



The combination of radiomics and DL features achieved the highest combination of balanced accuracy and recall of 0.67 (CI of 0.56–0.76) and 0.80 (CI of 0.62–0.96), respectively, of the externally validated models for predictions per lesion. For a patient-level prediction, the DL model achieved an AUC of 0.70 (CI of 0.56–0.80) and that of the radiomics model an AUC of 0.72 (CI of 0.60–0.83). A combination of radiomics and DL achieved an AUC 0.71 (CI of 0.57–0.83), that of a combination of radiomics and patient characteristics an AUC of 0.71 (CI of 0.59–0.81), and that of a combination of radiomics features, DL features, and patient characteristics an AUC of 0.72 (CI of 0.58–0.84). The model combining radiomics features, DL features, and patient characteristics achieved the highest combination of balanced accuracy and recall of 0.65 (CI of 0.55–0.74) and 0.84 (CI of 0.65–1.00), respectively, of the externally validated models for predictions per patient. The DL model predictions and the radiomics-based model predictions per lesion agreed for 32% of the external dataset. For the per-patient classification, the DL model predictions and the radiomics combined with clinical feature-based model predictions agreed for 19% of the external dataset. Because the number of patients for which the models agreed was low (47 patients, 6 with ARE), no CI could be derived. Table 2 provides an overview of the AUC, balanced accuracy, precision, recall, and F1 score metrics for all DL and ML models on both lesion and patient levels and for the agreed labels on the external validation. The corresponding confusion matrices are in Supplementary Figures S3, S4, respectively. Supplementary Tables S3, S4 contain the same metrics as that in Table 2 for the training and testing datasets, respectively.


Table 2 | Area under the curve (AUC), balanced accuracy, precision, recall, and F1 metrics with CI on the external validation on patient and lesion levels.






4 Discussion

Patients with BM treated with SRT are at risk of developing ARE, such as RN. Early identification of these patients can help in clinical decision making. The MRIs required for SRT planning provide an opportunity to identify these patients through quantitative imaging methods. In this large-scale study, ML models that can successfully predict ARE were trained on T1-weighted MR imaging features from secondary brain tumors treated with SRT. As no consensus to harmonize MR images within and between centers exists, multiple methods were tested for the DL and ML pipeline, resulting in two optimal pre-processing methods (“harmonization” for the ML pipeline and “standardization” for the DL pipeline). A ML model trained with radiomics features combined with DL features yielded the highest predictive performance, with a combination of ROC AUC, balanced accuracy, and recall of 0.71, 0.67, and 0.80, respectively. At the patient level, the best-performing ML model was clearly a combination of radiomics, clinical (age at treatment, prior RS, and sex), and DL features achieving the highest predictive performance (AUC of 0.72), a balanced accuracy of 0.65, and recall of 0.84.

Performing an aggregate prediction (i.e., using only those predictions that agreed on the outcome) did not improve predictive performance for the lesion-level prediction (AUC of 0.67) nor the binary prediction (balanced accuracy of 0.65). However, using this method, the highest recall of 0.90 was achieved, making this method very robust in detecting true positives.

The models pave the way for clinical decision making of patients at risk of ARE before treatment. The information on the risk of an individual patient may be used by clinicians to inform patients of the risk of ARE when SRT is used as treatment. Furthermore, this information may be used to perform an early stratification of those patients at high risk or may allow the patient and clinician to pursue alternative therapy, such as systemic therapy or alternate radiotherapy approaches (e.g., dose de-intensified SRT or WBRT), if the risk of ARE outweighs the possible benefits of SRT (50).

To our knowledge, this is the first study that performs a pre-treatment prediction of ARE using quantitative image analysis. Several studies have investigated the possibility of differentiating between tumor recurrence and RN after treatment, which is nominally similar in purpose to identify those patients who may have ARE. Zhang et al. (51) used radiomics features extracted from four different MR sequences [T1, T1 post-contrast, T2, and fluid-attenuated inversion recovery (FLAIR)] at two different time-points during follow-up to differentiate RN from TP as confirmed pathologically. A model was built on a dataset of 87 patients with 97 lesions using 5 delta-radiomics features from T1 and T2 sequences. The AUC and binary prediction accuracy of the model were both 0.73. However, this result was obtained using leave-one-out cross-validation, as no external validation was used. Similarly, Peng et al. created a model on radiomics features extracted from T1 and T2 FLAIR on 66 patients with 77 lesions in total (52). The model was compared with a neuroradiologist’s performance. No external validation was used, and instead a leave-one-out cross-validation was performed, which gave an AUC of 0.81. The sensitivity and specificity of the neuroradiologist were 0.97 and 0.17, compared with 0.65 and 0.87 for the radiomics-based model. In Park etal. (53), the study compared the results obtained after training radiomics-based models using different MRI sequences [T1, T2, and apparent diffusion coefficient (ADC)]. The models were trained using the data from 86 patients and tested on an external dataset of 41 patients. The best AUC was found on the ADC-based data with 0.80, while the other sequences had AUCs of around 0.65. These results are similar or higher than the results obtained with our model, though within the range of the confidence intervals for the model based on radiomics and DL, and the lack of an external dataset on two of the studies makes the validity of these models difficult to determine (52). Most other studies have a similar lack of external validation and total number of included patients, further making the results difficult to compare with the present study (54). These results show that the model presented in this study is able to perform similarly to or even outperform models that perform classification (post-treatment) instead of prediction (pre-treatment) of ARE.

One of the strengths of the present study is the large number of included patients and subsequent lesions, with 7,974 lesions (2.7% ARE) of 1,404 patients in training and testing and 646 lesions (3.1% ARE) of 237 patients in the external validation. This provides a large volume of data for our models to train on, ensuring that it covers the wide variability found between patients. In addition, the inclusion of an external validation is another strength, especially seeing the general lack of one in most other studies investigating ARE. This ensures that the reported result is not too optimistic and shows that our model can be generalizable to populations from a different hospital in a different country and even with different treatments from the training and testing sets. While the difference in treatment between the training (exclusively SRS) and external validation (a mix of SRS and FSRT) may induce variability due to small differences in treatment planning for these methods, literature has shown that these methods carry the same risk of ARE and were therefore considered interchangeable (16, 17, 19).

The large confidence interval on the external validation is partially due to the low number of positive findings in this dataset (n = 20). This is because of the large imbalance in outcomes for both ARE and tumor failure. One of the major problems that may arise from this imbalance is a skewed view of predictive performance. However, this was addressed in the present study through multiple measures. The DL model was trained on a balanced subset of the data that only included patients that suffered at least 1 ARE. For ML, the XGBoost model was trained while scaling the weights of positive and negative classes and the respective proportion of the labels. Finally, through analysis of the confusion matrix, precision recall curves, and recall metric, we ensured that the performance of the model was not entirely driven by labeling the data as the majority class.

While the models have been successfully validated on a dataset from an external center, further validation on multiple centers is required to ensure that the models are generalizable. Future research could therefore focus on validating the present model on other datasets, potentially with recalibration of the model. At a later stage, a clinical trial to test the efficacy of the model is needed to be able to incorporate the model in a clinical setting. A model combining radiomics features, DL features, and patient characteristics with a high accuracy could help choose other treatment options such as surgery only, systemic therapy, or palliative care (55) if the predicted risk of developing ARE is high. The model could also predict if the patient would be at a low risk of developing ARE, in which case SRT could be preferred over other treatment options.

In the present study, only one sequence of the MRI scan was used. Previous studies showed that a combination of radiomics computed on T1 and T2 sequences performs best to differentiate ARE and TP (51, 52), and ADC sequence seems to also show a higher performance (53). Investigating more sequences in a future study may therefore improve the performance of the imaging-based models.

Lastly, for ARE (and, to a lesser degree, TP), treatment is one of the primary factors. In this study, multiple-dose-treatment-related variables have been included, such as prior treatments to the same patients as well as dose variables and the volumes encompassing certain dose levels. However, a more thorough “dosiomics” analysis would probably improve the prediction of ARE. Liang et al. (56) described a method to extract the spatial and texture radiomics features from dose maps (56). They found several radiomics features which have a significant predictive value of radiation pneumonitis. Using a similar method for ARE in BM may result in improved prediction results. Our predictions could also be combined with models automatically classifying tumors and RN on brain MRI, such as in Zhang et al. (51), potentially strengthening the results of those studies.



5 Conclusion

Radiomics is able to predict lesions at a high risk of ARE, especially when combined with DL features. When predicting ARE on a patient level, the highest performance was found using a combination of radiomics, DL, clinical, and treatment-related features. These models could potentially be used to aid clinical decision making for patients with BM treated with either gamma knife or EBRT.
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Purpose

Current deep learning methods for dose prediction require manual delineations of planning target volume (PTV) and organs at risk (OARs) besides the original CT images. Perceiving the time cost of manual contour delineation, we expect to explore the feasibility of accelerating the radiotherapy planning by leveraging only the CT images to produce high-quality dose distribution maps while generating the contour information automatically.



Materials and Methods

We developed a generative adversarial network (GAN) with multi-task learning (MTL) strategy to produce accurate dose distribution maps without manually delineated contours. To balance the relative importance of each task (i.e., the primary dose prediction task and the auxiliary tumor segmentation task), a multi-task loss function was employed. Our model was trained, validated and evaluated on a cohort of 130 rectal cancer patients.



Results

Experimental results manifest the feasibility and improvements of our contour-free method. Compared to other mainstream methods (i.e., U-net, DeepLabV3+, DoseNet, and GAN), the proposed method produces the leading performance with statistically significant improvements by achieving the highest HI of 1.023 (3.27E-5) and the lowest prediction error with ΔD95 of 0.125 (0.035) and ΔDmean of 0.023 (4.19E-4), respectively. The DVH differences between the predicted dose and the ideal dose are subtle and the errors in the difference maps are minimal. In addition, we conducted the ablation study to validate the effectiveness of each module. Furthermore, the results of attention maps also prove that our CT-only prediction model is capable of paying attention to both the target tumor (i.e., high dose distribution area) and the surrounding healthy tissues (i.e., low dose distribution areas).



Conclusion

The proposed CT-only dose prediction framework is capable of producing acceptable dose maps and reducing the time and labor for manual delineation, thus having great clinical potential in providing accurate and accelerated radiotherapy. Code is available at https://github.com/joegit-code/DoseWithCT
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Introduction

Rectal cancer is the third most deadly and fourth most commonly diagnosed cancer in the world with its incidence rising constantly (1). As a mainstay treatment, radiation therapy benefits approximately 50% of cancer patients and contributes to around 40% of curative cases (2). Recently, volumetric modulated arc therapy (VMAT) has been widely applied to clinical radiotherapy for its significant advantages in dose modulation.

In a typical VMAT planning, the treatment planner is required to deliver lethal and homogeneous doses to the planning target volume (PTV), while minimizing the therapeutic toxicity to the organs-at-risk (OARs) (3, 4). To satisfy this complex rule, the planner is required to perform multiple rounds of parameter adjustment and optimization in a trial-and-error manner. Ultimately, the integral dose distribution map, which visually represents the dose prescribed to each organ as well as the beam angles and numbers, is obtained. However, even with the availability of the treatment planning system (TPS), this process still costs considerable manpower and an average of up to 11 hours (5). If the planner is able to obtain the high-quality dose map prior to the planning process, and takes it as an initial point for the treatment planning, the repetitions of the trial-and-error process as well as the total planning time can be significantly reduced. Therefore, researches on obtaining high-quality dose distribution maps rapidly are of great clinical significance in providing accurate and accelerated radiotherapy.

Before our work, a range of deep-learning (6–10) has been developed to predict the dose. For example, given the limited available data in clinic, Zeng et al. (10) proposed a two-phase deep transfer learning framework to predict the dose distribution for cervical cancer patients. Nguyen et al. (6) designed a hierarchically densely connected U-net to estimate the dose distribution from the CT images, the anatomic delineations, and the prescription dose for patients with head and neck (H&N) cancer. Besides, Song et al. (7) reported DeeplabV3+ which utilized CT images and anatomic contours to predict the dose for rectal cancer patients. To take full advantage of the historical patient data, Mardani et al. (8) proposed a learning empowered approach which employed a multi-task linear regression model to predict 3D dose volume for a new patient by extracting the shared features of historical patients and their tumor shapes. Based on the clinical post-optimization strategies, Zhong et al. (9) designed a new automatic radiotherapy planning strategy that was able to produce clinically acceptable dose distributions.

More recently, generative adversarial networks (GANs) have attracted much attention from researchers due to their impressive performance in synthesis. To reduce the radiation of positron emission tomography (PET), Wang et al. (11) developed a 3D auto-context-based locality adaptive multi-modality generative adversarial networks model (LA-GANs) to synthesize the high-quality PET image from the low-dose one. Taking the advantage of U-net, Wang et al. (12) also proposed a 3D U-net-like deep architecture, combing hierarchical features by skip connections to generate full-dose PET images. Moreover, Luo et al. (13) presented AR-GAN, utilizing an adaptive rectification based generative adversarial network with spectrum constraint for standard-dose PET estimation. GAN has also made a quantum leap in the medical segmentation task. To be specific, Shi et al. (14) innovatively proposed an adaptive-similarity-based multi-modality feature selection method for Alzheimer's disease classification. Perceiving the difficulty in medical data acquisition, Wang et al. (15) proposed a triple-uncertainty guided semi-supervised model for medical image segmentation. Inspired by them, several GAN-based methods (16–18) were also proposed for dose prediction. Based on the generative adversarial network, Zhan et al. (19) developed a multi-constraint dose prediction model, capturing both global and local contextual information to predict the dose distribution for cervical and rectal cancer patients. To further reduce the time for contour delineation in radiotherapy planning, Li et al. (20) presented a multi-task attention adversarial network, including a main dose prediction task to generate the dose maps and an auxiliary segmentation task to automatically provide additional tumor delineation. Never, the developed deep-learning-based radiotherapy dose prediction models generally demand extra inputs (e.g., delineations of PTV and OARs) to supplement essential anatomical information for satisfactory predictions. Perceiving the time-consuming fact of manual contour delineation, we suggest accelerating the planning by taking the original CT images as unique input to produce high-quality dose predictions.

In order to investigate the feasibility of this CT-only dose prediction idea, we present a GAN-based framework for automatic dose prediction, which is free of manual delineation. To compensate for the missing anatomic information, we incorporate multi-task learning (MTL) into the framework by employing an auxiliary tumor segmentation task to provide essential guidance (i.e., anatomic structure of the tumor) to the primary dose prediction task. This model was trained, validated and evaluated on a cohort of 130 rectal patients. To the best of our knowledge, this is the first work that explores to predict the dose distribution maps via only the original CT images while mining the anatomic information automatically and concurrently.



Materials and Methods


Patient Cohort and CT Images

A total number of 130 postoperative patients with rectal cancer were included in this study. Ethical approval was granted by the local ethics committee. The collection of CT images followed the standard medical procedures. To be specific, each patient was immobilized with an individualized thermoplastic mask in the supine position with arms raised above the head. The intravenous contrast-enhanced CT covering the total pelvis volume for each patient was obtained. All patients were asked to drink 0.5 liter of water 1.5 h prior to scanning and refraining from voiding (21). In addition, each patient was accompanied by a PTV and four OARs including bladder, left femoral head (FHL), right femoral head (FHR), and small intestine (SI). The PTV and OARs on CT slices were delineated by the physicians based on the guideline (22) and reviewed by the senior radiation oncologists. The prescription dose of the PTV was 50.40Gy/28 fractions. The intensity-modulated radiation therapy (IMRT) treatment plans were required to cover ≥98% of the PTV with ≥93% of the prescribed dose, ≤10% of the PTV with ≥105% of the prescribed dose, and ≤5% of the PTV with ≥115% of the prescribed dose. Small intestine dose was limited to V35 <180 cc, V40 <100 cc, and V45 <65 cc. Femoral head dose was limited to V40 <40%, V45 <25%, and a maximum dose of 50 Gy. Bladder dose was limited to V40 <40%, V45 <15%, and a maximum dose 50 Gy (23). All the OARs and other normal tissues should be given as low a dose as possible. All the manual VMAT plans were conducted on the Raystation v4.7 TPS with the model for the Elekta Versa HD linear accelerators. Two 360 coplanar arc beams consisting of 91 control points respectively sharing the same isocenter were employed with 6-MV photon energy. The collimator angle was fixed at 0 and the maximum field size was 40×40 cm2 with a dynamic multi-leaf collimator and automatically tracking collimator jaws for each control point. Dose engine algorithm was collapsed cone convolution with the grid resolution 0.3×0.3×0.3 cm3. The optimization engine was the direct machine parameter optimizer with a maximum of 80 iterations and 20 iterations before conversion. The VMAT plans were completed by the senior radiation dosimetrists. All the plans were tweaked repeatedly in a trial-and-error manner until no significant improvement was found in the subsequent adjustments and optimization.

Herein, we randomly selected 98 patients for training, 10 for validation, and the remaining 22 patients for testing. Each 3D CT image was sliced into multiple 2D images with a resolution of 512×512 and a thickness of 3mm beforehand. In this manner, the training, validation, and testing samples were increased from 98, 10, and 22 to 14817, 1529, and 3491, respectively. The characteristics of these patients regarding sex and age are summarized in Table 1.


Table 1 | Patient characteristics.





Network Architecture

Generative adversarial networks (GANs) (24) have been extensively studied in computer vision over the past few years (25). As the name implies, GAN consists of a generator network and a discriminator network which are typically implemented by two independent neural networks (26). The success of GAN lies in the use of adversarial training. Specifically, in our task, the generator takes CT images as the unique input and outputs the dose distribution maps as well as anatomical structures of PTV, while the discriminator inputs the predicted dose maps and the ideal dose maps, i.e., the dose maps that were manually produced by the senior radiation dosimetrists. The goal of the generator is to produce dose maps that are too realistic to be differentiated by the discriminator, while the discriminator is trained to distinguish the generated dose maps from the real ones (also regarded as ground truth (GT)). After repeated iterations, both networks will reach Nash equilibrium, and the generator will eventually be capable of generating realistic dose maps.



Generator Network

The generator is based on a U-net-like encoder-decoder architecture to integrate the shallow and deep features (27). As shown in Figure 1, it comprises of two tasks, i.e., the primary dose prediction task and the auxiliary tumor segmentation task, which forms the multi-task learning (MTL) architecture. To be specific, the two tasks share the same encoder and have independent decoders. The shared encoder is harnessed for semantic feature extraction from the input CT images. The dose prediction decoder aims at generating high-quality dose maps. The tumor segmentation decoder is to provide the essential anatomic structure for the dose prediction task. It is linked to the encoder and is trained synchronously with the dose prediction decoder. Particularly, we employ the self-attention (SA) module (see Supplementary Figure A1) in the tumor segmentation decoder, which is conducive to obtaining more precise tumor segmentation results. Each SA module outputs an attention map indicating the anatomic information (i.e., the location and shape structure) of the tumor. We transfer these attention maps to the dose prediction decoder to provide vital anatomic information of the target tumor for the primary dose prediction task. Moreover, given that an ideal dose distribution map ought to prescribe a high dose coverage in the tumor area while minimizing the dose prescription to other healthy tissues, we further design a feature decoupling (FD) module (see Supplementary Figure A2) in the dose prediction decoder to decouple the high- and low-dose features for the target tumor and OARs, respectively, making the model focus on the tumor and OARs separately, so that more semantically explicit dose predictions can be generated.




Figure 1 | Architecture of the proposed CT-only automatic dose prediction model.





Discriminator Network

The discriminator takes the predicted and the real dose distribution maps as input and tries to discriminate them correctly, which further promotes the authenticity of the predicted dose distribution map. Herein, the discriminator is implemented with a typical ResNet18 (28) architecture, which consists of seventeen convolutional layers and a fully connected layer. Each convolutional layer is followed by the BatchNormalization and ReLU activation.



Loss Function and Network Training

The whole network is trained and optimized by a comprehensive loss function which mainly comprises two parts: a generator loss LG and a standard discriminator loss LD. The generator loss is further decomposed into two task-specific losses, i.e., a binary cross entropy loss for the tumor segmentation task, and a mean square error loss for the primary prediction task. More detailed description of the loss function is given in the Supplementary Material.

The proposed network was implemented using Pytorch and trained on a NVIDIA GeForce RTX 3090 GPU with 24GB memory. The batch size was set to 20. The learning rate was initialized to 5E-4 and decayed to 5E-5 linearly. The generator and the discriminator were trained alternatively using SGD optimizer for 150 epochs. To provide rich anatomic information for dose prediction task, we optimized the segmentation performance at the initial training stage by adjusting the hyper-parameters.



Evaluation

The model with the best performance in the validation was selected for the final test. According to clinical requirements and suggestions of oncologists and dosimetrists, we adopted metrics for both PTV and OARs dose coverage, including D95 (8), average dose (Dmean), maximum dose (Dmax), conformity index (CI) (29), and homogeneity index (HI) (3). The dose-volume-histogram (DVH) curves were plotted to display the disparity between the real dose maps and the predicted dose maps intuitively. To prove the necessity and effectiveness of the key components of our method (i.e., SA module and FD module), we conducted experiments to visualize attention features of SA and FD modules. In addition, we calculated the average prediction error Δ (, where Dpi, Predictioni and GTi denote the prescribed dose, the predicted dose, and the clinically approved dose of i-th patient, respectively) of D95 and Dmean, denoted as ΔD95 and ΔDmean, to quantify the disparities between the predicted dose maps and the ground truths. Moreover, to verify the superiority of our prediction, we compared our proposed method with four mainstream methods, including 3D DoseNet (3), DeepLabV3+ (7), U-net (29), and GAN (16). For fair comparison, the inputs of all methods were set to be consistent, i.e., only the CT images. To further verify the clinical potential of our proposed method, we compared our predicted dose maps to DoseUnet (30), the inputs of which include both the CT images and contours. Finally, we evaluated the performance on the entire testing cohort and gave a visual summary with respect to Dmax and Dmin of ROIs in two box plots.




Results


Comparison With the State-of-the-Art Methods

To justify the feasibility and superiority of our method, two qualitative examples predicted by our proposed method are presented and compared with the four state-of-the-art dose prediction methods in Figure 2. Although all of these models produce visually sound predictions, our method yields the best effect with an obvious scattering shape and a minimum error near the PTV. To provide more intuitive illustrations, we also calculate and display the difference maps. As shown in the second and fourth rows in Figure 2, the difference between the predicted dose of our method and the ground truth one in the clinic is the smallest with the lightest color for both PTV and OARs, indicating that our model could deliver the appropriate dose not only to the target tumor but also to the OARs.




Figure 2 | Qualitative comparison between the predicted dose distributions for the proposed and four mainstream methods. The left four columns are the dose prediction results of the comparison methods, and the right two columns are the predicted dose distributions by our method and the ground truth, respectively. The second and fourth rows of the left five columns are the difference maps calculated by subtracting the ground truth distribution map from the predicted one.



To further demonstrate the effectiveness of our method, we present a set of qualitative examples produced by our model in Figure 3 and compare them with their corresponding ground truth. According to the dose difference map displayed in the third column, it is evident that our CT-only method could produce dose distribution close to the ground truth in all cases, especially in the target tumor area. Besides, three typical DVH examples are displayed in Figure 4. The differences between the predicted dose curves and the ground truth ones are subtle, especially for the PTV whose disparities are minimal.




Figure 3 | Dose distribution of our proposed method, the ground truth and the corresponding difference. From left to right shows the slices predicted by our method, the corresponding slices of the ground truth, and the dose difference, respectively.






Figure 4 | The DVH curves of three typical predictions. The dotted lines represent the prediction results and the solid lines represent the approved values.



In Addition, a visual summary of our predicted dose and the clinically acceptable dose with respect to Dmax and Dmean of ROIs are illustrated in Figure 5. By comparing the respective median and data dispersion of each box plot, one can see that our predicted dose maps share the same dose distribution with the clinically approved ones in terms of Dmax and Dmean. Specifically, our predicted results had the same skewness with the approved dose in Dmax with respect to FHL and FHR.




Figure 5 | Dmax (left) and Dmean (right) of the proposed prediction and the ground truth with respect to ROIs. Horizontal lines in boxes are medians and rhombuses are outliers.



The results of quantitative comparison are given in Table 2. Our method outperforms other mainstream dose prediction methods by achieving the best results in three out of four metrics with the highest HI of 1.023 (3.27E-5) and the lowest prediction error, i.e., ΔD95 of 0.125 (0.035) and ΔDmean of 0.023 (4.19E-4), respectively. Particularly, with the best HI index, our method is capable of producing homogeneous dose distribution in PTV, and the lower errors in D95 and Dmean also meet the clinical expectation. In addition, the paired t-test was conducted, and the p-values are less than 0.05 in most of the evaluation metrics, demonstrating the significant improvements of our method. Moreover, we also compared our proposed method with DoseUnet which is aided by the additional tumor and OARs contours. The results are shown in the fifth row of Table 2. In terms of HI and ΔDmean, our method achieves comparable performance with DoseUnet.


Table 2 | Quantitative comparisons with four mainstream dose prediction methods in terms of HI, CI, D95, and Dmean.





Ablation Study

The key components of our method include 1) the auxiliary tumor segmentation task (Aux), 2) SA module, 3) discriminator (Disc), and 4) FD module. To investigate the contributions of these components, we further conducted a series of ablation experiments with following variants: (1) U-net with residual blocks embedded alone (i.e., Baseline), (2) Residual blocks embedded U-net with the auxiliary segmentation module (i.e., Baseline+Aux), (3) The network in (2) with SA module embedded (i.e., Baseline+Aux+SA), (4) The network in (3) with the discriminator (i.e., Baseline+Aux+SA+Disc), (5) The network in (4) with FD module injected (Baseline+Aux+SA+Disc+FD, proposed). The quantitative results are given in Table 3. We can clearly see that the performance of the network improves progressively as each component is added to the Baseline framework.


Table 3 | Ablation studies of our propose method with its variants.



To further investigate the effectiveness of our SA and FD modules, we visualize the attention-weighted feature maps for these two modules in both the segmentation decoder and the dose prediction decoder. The results are shown in Figure 6. After the SA module, most attention is delivered to the tumor region, thus demonstrating the positive effect of this module on tumor segmentation. In addition, the third and the fourth columns, i.e., FD (high) and FD (low), focus on the tumor area and the opposite healthy tissues, respectively, proving the capability of our network in decoupling high- and low-dose features.




Figure 6 | The attention-weighted feature maps for SA and FD. The first column from top to bottom shows the input CT image, tumor segmentation and dose distribution map separately. The second column visualizes the attention of SA module in tumor segmentation task. The following three columns illustrate the attention of FD module in dose prediction task. Specifically, FD (high) and FD (low) denote high- and low-dose features, respectively, and the refined output of FD is marked as FD (output). The redder the area is, the more attention the network pays. The top row refers to the results of the shallowest layer while the bottom row stands for the results of the deepest layer.






Discussion

In this paper, we undertook an exploratory study to investigate the feasibility of producing high-quality radiotherapy dose predictions via only the original CT images, i.e., being free of manual delineation of PTV and OARs.

Two main steps in radiotherapy planning that require considerable manpower and resources are manual contour delineation and repeated parameter tweaking (7). A large number of deep-learning-based dose prediction models have achieved promising results with the assistance of manual delineations of PTV and OARs. The predicted high-quality dose distribution maps can be introduced as a guidance tool and an initial point to improve the efficiency of the inverse parameter adjustment. However, researches indicated that the average time for manual contouring can be up to 3 hours, which may lead to a delay in the treatment and induce errors in tumor localization (16). Current deep-learning-based methods pay little attention on reducing the time spent for manual delineation. In view of this, we boldly suggested predicting the dose maps based solely on the original CT images to further reduce the total planning time by incorporating automate delineation. Concretely, we proposed a GAN-based model and adopted the MTL strategy to learn the missing anatomic contours of the tumor, thereby guiding the primary dose map prediction task.

Our CT-only method was trained on a cohort of 130 rectal cancer patients and evaluated on metrics of D95, Dmean, Dmax, CI, and HI to study the dosimetric congruence between the predicted dose distributions and the approved ones. DVH curves were also plotted for comparison between the approved dose maps and our predicted dose maps. We have compared our method with four mainstream dose prediction methods with contours input removed in Table 2. As observed, compared to the widely used U-net model, our method considerably improves the prediction with HI and CI rising from 1.013 (4.41E-6) to 1.023 (3.27E-5), and from 0.598 (0.006) to 0.624 (0.009) respectively. Meanwhile, one can see that the prediction errors ΔD95 and ΔDmean drop from 0.301 (0.074) to 0.125 (0.035), and from 0.044 (1.12E-3) to 0.023 (4.19E-4), respectively. Additionally, compared to DeepLabV3+, our method also improves CI, ΔD95, and ΔDmean by 0.031, 0.144, and 0.015 respectively. Furthermore, the proposed method still surpasses GAN by 0.007 HI, 0.079 ΔD95, and 0.015 ΔDmean, respectively. Although not achieving the best value, the CI acquired by our method (i.e., 0.624) approximates the optimal one (i.e., 0.626) with a minor and tolerable difference of 0.002. Besides, our proposed model could achieve a general minimal difference between the whole testing cohort and the ground truth with respect to Dmax and Dmean of ROIs, as shown in Figure 5, manifesting its potential clinical application. To further validate the practicability of our proposed method, we compared our predicted dose maps with those of a contour-aided method, i.e., DoseUnet. As illustrated in Table 2, we noticed that the proposed CT-only dose prediction method could achieve comparable results to DoseUnet on both HI and ΔDmean metrics. As for the other metrics, for example, ΔD95 and CI, we must admit that blocking the prior accurate anatomical information in the input will inevitably bring performance degradation. However, this does not mean that our method loses its clinical significances and values. Actually, studies show that the time of contouring is usually longer than that of dose calculation in clinical practice (5), so the saving time in manual delineation brought by our work would be longer than the added tuning time in case of little performance decrease. We will make quantitative comparison when conditions permit.

To investigate the contribution of each module in the proposed network, we conducted a series of ablation study in Table 3. Firstly, by comparing (1) and (2), we demonstrated the ability of the tumor segmentation task in providing essential anatomical information for the dose prediction task. As can be seen, with the assistance of the auxiliary task, the HI, ΔD95, and ΔDmean are improved by 0.006, 0.03, and 0.002, respectively. Notably, given the similarities between the SA and FD (high), we can see that the anatomic information obtained in the tumor segmentation task has been successfully transferred to the dose prediction task as guidance. Secondly, we validated the potency of the embedded SA module by comparing (2) and (3). It’s clear that the proposed SA module improves the dose prediction performance by 0.041 CI, 0.047 ΔD95 and 0.005 ΔDmean, respectively. Thirdly, in order to verify the contribution of the discriminator in the dose prediction task, we compared (3) and (4). After adding the discriminator, there are also more or less improvements in DSC, HI, CI and ΔDmean. Finally, we compared (4) and the complete model (5) to verify the usefulness of the proposed FD module.

Furthermore, we visualized the attention maps of FD (high) and FD (low) in Figure 6. Accordingly, the opposite attention of FD (high) and FD (low) demonstrated the success of our method in decoupling high- and low-dose features. Meanwhile, the increasing tendency of attention in both high- and low-dose areas, as shown in the output of FD, i.e., FD (output), further manifested the capability of our method in paying attention to the high dose distribution in the tumor region while not neglecting the low dose distribution in the surrounding healthy tissues. This simultaneous attention on both the tumor and the surrounding tissues contributed to a more accurate radiotherapy planning.

Despite the superior performance of our method, there are still some limitations. Firstly, our current method employs 2D images due to limited computational resource, which may ignore the geometry information of the organs. In the future, we will extend our dose prediction method to a 3D model to improve the exactness of the anatomic information. Secondly, the auxiliary segmentation task only considers tumor segmentation. However, the anatomic information of the surrounding organs, i.e., OARs, is also of great clinical significance and is critical for the dose prediction. On this basis, we will extend our single-target segmentation model to a multi-target one (i.e., implementing the segmentation on every organ in the CT image), thus providing organ-specific radiation dose prediction. Thirdly, the sub-optimal quality of the generated contours may impede the generation of realistic dose distributions. Given the possible inaccuracy that lies in the essential guiding contours, we will search for a more accurate contour segmentation method in the future.

It is worth mentioning that the generated dose map is regarded as a guidance tool for dosimetrists to reduce the manual intervention and lead a more accurate and speedy treatment planning rather than to provide the ultimate solutions, i.e., the final treatment plan to be performed in the clinic. In other words, the treatment planners still need to adjust the radiotherapy parameters manually but with much reduced time and effort. The goal of our method is to quicken the radiotherapy planning by providing high-quality dose distribution map, which not only brings an initial point close to the optimal plan (instead of presetting the parameters empirically) but also presents a possible optimal target for parameter adjustment.



Conclusion

This exploratory study proves the feasibility of predicting high-quality dose distribution with only CT images. Albeit omitting the manual delineations of critical organs, this model introduces a well-designed MTL strategy to make up for the missing anatomic information. Experimental results manifest the capability of the proposed CT-only dose prediction model in producing more realistic dose predictions for rectal cancer radiation therapy compared to the mainstream contour-aided ones.
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By breaking the traditional medical image analysis framework, precision medicine–radiomics has attracted much attention in the past decade. The use of various mathematical algorithms offers radiomics the ability to extract vast amounts of detailed features from medical images for quantitative analysis and analyzes the confidential information related to the tumor in the image, which can establish valuable disease diagnosis and prognosis models to support personalized clinical decisions. This article summarizes the application of radiomics and dosiomics in radiation oncology. We focus on the application of radiomics in locally advanced rectal cancer and also summarize the latest research progress of dosiomics in radiation tumors to provide ideas for the treatment of future related diseases, especially 125I CT-guided radioactive seed implant brachytherapy.
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Introduction

According to the latest global cancer data for 2020 released by the International Agency for Research on Cancer of the World Health Organization, colorectal cancer ranks third and second in the global morbidity and mortality rates, respectively (1). In 2020, there were estimated 43,340 cases of rectal cancer diagnosed in the United States (2). Therefore, early detection of rectal cancer and precise treatment reducing the incidence, recurrence rate, and mortality rate of rectal cancer are very critical. There are many ways to treat rectal cancer, and in order to determine the best treatment regimen and optimize patient outcomes, efficient imaging biomarkers are needed to contribute to cancer detection, diagnosis, the choice of therapeutic strategy, prognosis inference, the prediction of response, and surveillance (3).

With the rapid development of imaging technology, medical imaging including computed tomography (CT), magnetic resonance imaging (MRI), or positron-emission tomography (PET) images play a significant role in clinical applications, particularly in cancer prognosis. Radiographic imaging technology mainly evaluates the grade of morphology of the tumor and its surrounding environment. However, it is difficult to convert the microheterogeneity and biological characteristics of the tumor into a quantitative mode (4). On the other hand, visual analysis is insufficient to capture the deep information of the lesions; thus, it cannot meet the requirement of accurate medicine and personalized treatment.

In recent years, advances in the use of artificial intelligence (AI) and computing methods in medical image processing and analysis transformed these images into quantitative data (5). Due to radiomics covering almost all solid tumors, it has been widely applied in oncology. Radiomics based on high-throughput feature extraction algorithms (manually defined and deep learning) enables the integration of imaging and clinical features to decode information hardly recognized by the naked eye and then use machine learning to model these proposed features, thus improving the efficiency of assessing prognosis and response. The current research model established through deep learning features has gradually been developed, but compared with huge radiomics features, this method-related research is still small (6–8).

The outcome of radiation therapy for tumors is closely related to dose distribution, but simple dose statistics alone cannot make accurate predictions about the outcome of radiation therapy. In response to this problem, the dosiomics approach can describe the dose distribution by the dose characteristics of intensity, texture, and shape, with higher accuracy, granularity, and spatial information, and is an effective method for parametric radiotherapy dose distribution (9). At present, there is still a gap in the application of dosiomics in rectal cancer.

Rectal cancer is the most common gastrointestinal malignant tumor in the world. More than 100,000 people are diagnosed with rectal cancer every year, 70% of which are locally advanced (T3–4 or N+) rectal cancer (LARC) (10). Unfortunately, the initial clinical symptoms of rectal cancer are not typical, and many patients are already in the locally advanced stage when they are first diagnosed, with estimated 149,500 new rectal cancer (RC) cases and 52,980 expected deaths in the United States in 2021 (11). In colorectal cancer, rectal cancer incidence is slightly higher than that of colon cancer. Rectal cancer has an insidious early onset, clinical symptoms are atypical, and many patients are already in the local progression stage when they got their first diagnoses. In this paper, we review the research status and progress of radiomics in the differential diagnosis, efficacy evaluation, and prognosis evaluation of LARC in recent years and look forward to the current research status of dosiomics and the future application of prognosis prediction of rectal cancer.



Radiomics

“Omic” generally refers to the mining of more parameters or features from the research target as a whole to further enrich the dimensions for research or reference. Similarly, radiomics refers to extracting quantitative information from morphological and functional imaging and is combined with clinical features, protein genome information, and identifying feature subsets related to prognosis through machine learning. Radiomics can be performed for both healthy human tissues and diseased tissues. It is a multidisciplinary and multi-imaging technology. Its primary analysis process is as follows (12): (1) identifying clinical problems; (2) access and process to high-quality standardized medical image data; (3) the segmentation of ROIs (regions of interest); (4) high-throughput radiomics feature extraction; (5) feature selection; and (6) prediction model establishment and statistical analysis. Radiomics enables the rich information in medical images to be fully displayed and provides deep quantitative features that cannot be recognized from visual inspection. Compared with traditional imaging methods, radiomics is a promising alternative, which can provide the basis for treatment plans, curative effects, and prognosis assessment for various diseases. Therefore, every radiomics step in the process is extremely of vital importance and needs to be performed rigorously. A workflow diagram illustrating the radiomics and dosiomics analysis process is shown in Figure 1.




Figure 1 | Workflow for radiomics and dosiomics analysis with feature-based (machine learning) and featureless (deep learning) approaches.




Identifying Clinical Problems

At present, various radiomics methods have been explored, aiming at realizing personalized medicine, such as the diagnosis (13–15), treatment response (16–18), and prognosis prediction (19, 20) of tumor cancers. At the stage of model construction, there are many similarities among diagnostic models, mainly faced with the selection of predictive factors (feature selection), the formulation of modeling strategies (algorithms), and the evaluation of the final model performance.

To solve clinical problems, the correlation between models and problems should be explored. Clinical problems determine the radiomic research direction and route, so different problems require different types of research design. Currently, the application of radiomics in rectal cancer is mainly the prognosis prediction of patients with LARC to neoadjuvant chemoradiotherapy (NCRT). Although the local recurrence (LR) rate of rectal cancer has been significantly reduced and the disease-free survival (DFS) rate has been significantly increased with the advances of clinical medicine and medical technologies, the LR of rectal cancer and the associated prognostic risk factors are still the major concerns for clinical rectal cancer treatments.



Acquiring and Processing Data

Building an adequate database is the prerequisite for radiomics research. This is due to insufficient data capacity, which may reduce the model prediction accuracy and increases overfitting risk. The collected data are supposed to contain high-quality, standardized medical images and necessary clinical information, such as, pathological data and biological and genomic medical records. Commonly used medical images include CT, MRI, and PET/CT. Currently, rectal MRI is the preferred imaging modality for the local staging of rectal cancer. MRI is the superior imaging modality for the evaluation of primary tumor location, extension, and mesorectal fascia involvement (21) and is considered as the standard for the evaluation and staging of rectal cancer. For patients with local recurrent rectal cancer, most of the intraluminal recurrent tumors are diagnosed by rectal examination or direct visualization on rectosigmoidoscopy and MRI is the most accurate imaging method to detect and identify patients with extravascular recurrence (22), but its cost limits its application in routine follow-up; thus, usually, pelvic CT examination is performed after rectal cancer surgery. High-spatial-resolution T2 weighted imaging is the most important MRI sequence in the evaluation of rectal cancer and anatomic structures (23).

High quality and standardization of medical images is vital for feature extraction and quantification in radiomics. Ideally, the same scanning machine should be used as far as possible, and reasonable layer thickness, pixel size, tube voltage, and other parameters should be selected to obtain more ideal analysis results. However, this is not the case in many practical situations. Therefore, corrections should be considered in the subsequent analysis and modeling steps. Data preprocessing includes removing artifacts from the images, correcting inhomogeneity, intensity normalization, spatial smoothing, spatial resampling, noise reduction, and MRI field non-uniform registration (rigid, deformable, or mutual intensity algorithm) and reslicing, and so on (9, 24). Otherwise, the extracted features and the generated model will not be reproducible and non-generalizable.

The Image Biomarker Standardization Initiative (IBSI) has defined reporting guidelines that work toward standardizing the extraction of image biomarkers from acquired imaging to high-throughput quantitative image analysis (radiomics). Alex Zwanenburg et al. standardized 169 radiomics features to verify and calibrate different kinds of radiomics software, which will increase the reproducibility of radiomics studies and facilitate the clinical translation of radiomics (25).



Segmenting Regions of Interest

The ROI segmentation uncertainty and time efficiency from the revised image data set are the most critical. There are two main areas of interest in the clinic: the tumor target area and the nearby organs at risk. At present, most researchers extract features from the gross tumor volume (GTV) to build models. The GTV is the position and extent of the primary rectal tumor. The clinical target volume (CTV) describes the extent of microscopic, unimageable tumor spread, and the planning target volume (PTV) allows for uncertainties in planning delivery. Additionally, the normal tissue structures in the vicinity of the target must be considered. The current methods used to segment ROI are mainly divided into automatic segmentation and manual segmentation. Although semi-automatic and fully automatic segmentation software have been widely used in radiomics research, especially for tumors with clear boundaries and regular morphology, the automatic segmentation method is relatively efficient and highly repeatable. It can meet the requirements of massive data segmentation (26). Of course, there are also studies based on the ROI sketched manually by doctors on the radiotherapy planning system. The advantage of manual segmentation is that the accuracy is high, but the results are easily affected by doctors’ subjective factors. For instance, interobserver delineation in cervical cancer can lead to significant differences and is reported to differ up to 4 cm (27). The intraclass correlation coefficient (ICC) can be used to reject non-reproducible features. For lesions where the boundary is not easy to detect, manual segmentation can be used; for tumors with clear boundaries and regular morphology, semi-automatic or automatic segmentation methods are efficient and highly reproducible, which can meet the requirements of massive data segmentation (26). Deep learning has been used to segment rectal tumors automatically. Weijun Chen et al. evaluated the results of two automatic contouring softwares (deep learning auto-segmentations and Atlas) on the OAR definition of CT images of lung cancer and rectal cancer patients (28). The results show that deep learning auto-segmentations were better than that of Atlas and can be used clinically. Hai-Tao Zhu et al. proposed a volumetric U-Net model that can automatically segment the rectal tumor region on the diffusion-weighted imaging images of LARC (29).

Accurate image segmentation ROI is the premise of radiomics analysis, and the segmentation algorithm with high accuracy and good repeatability still needs to be further studied. Noise, artifacts, and tumor infiltration to the surrounding normal tissues often conceal the lesion’s real edge, which brings great difficulty to image segmentation. The features extracted depend on the segmented area, rather than unclear or complex tumor boundaries, which can lead to inconsistent and low reproducibility of the results. Therefore, when different methods are selected for target area sketching (manual, semi-automatic, automatic sketching), the selection should be based on the required precision and time. At present, the commonly used segmentation method for many clearer tumor contours is through computer-assisted edge detection and then further manual adjustment. For patients with locally recurring rectal cancer (LRRC) treated with seed implantation, because the tumor structure has been interfered many times in previous treatments (including surgery, external radiotherapy, and seed implantation), the tumor margin merged with the normal tissue structure, resulting in the tumor border not being clear enough. Furthermore, these patients need to consider whether there are blood vessels, bones, or organs in the direction of the needles, so manual segmentation remains the gold standard.



Feature Extraction

The core step of radiomics is to extract features from the ROI and then use them for quantitative analysis.

	1. The manually extracted features mainly include 5 types: shape features (30), first-order statistics features or histogram-based features (31), second-order statistics features or textural features (32, 33), transform-based features (34), and some features that are obtained from PET images (SUV value) (35) and are only applicable to the fractal and fusion features of multi-mode images. Published studies are not only based on the radiomics features of PET but also based on the combined radiomics features of CT and MRI for the improvement of the accuracy for the rectal cancer prognostic model.

	2. Deep learning features: the features extracted based on deep learning are different from handcrafted radiomics. It directly builds a deep learning model for the entire medical image. This method of extracting features requires a large data set. However, the database for treating LRRC with particle implantation is not enough. The extracted features are usually non-interpretable. At present, the deep learning of medical images usually utilizes convolutional neural networks (CNNs), which are neural networks with automatic feature extractors specially designed for images. Xception, VGG16, VGG19, ResNet50, InceptionV3, and Inception ResNetV2 are six commonly used CNNs (36). Deep learning is relatively new and has tremendous potential waiting to be explored (37).



The deep learning features are able to be combined with other relevant data, including necessary clinical information, pathological data, biological or genomics medical records, dosimetry, and so on to construct a robust model.



Feature Selection

A feature is necessary to screen the imaging features acquired in ROI, make the established model universal, and avoid overfitting (38). Feature selection refers to the dimensionality reduction of many feature data extracted in ROI to obtain features related to the research endpoint.

In general, the methods of feature dimensionality reduction are divided into two categories: supervised and unsupervised. There are three supervised feature selection methods: filter, embedded, and wrapper methods (39).

	(1) The filtering method is usually utilized as a preprocessing step, and feature selection is completely independent of any machine learning algorithm. It selects features based on the scores in various statistical tests and various indicators of correlation. Correlation filtering judges the correlation between features and tags. Commonly used methods include the mutual information method, chi-square filtering, F-test, Wilcoxon rank-sum test, the Fisher score, the Student’s t-test, and so on (40, 41). The relevance filtering method is a univariate feature selection method, meaning it does not consider the correlation between each feature.

	(2) The embedding method is a method that allows the algorithm to decide which features to be used, that is, feature selection and algorithm training are performed at the same time. When using the embedding method, some machine learning algorithms and models are used for training to obtain the weight coefficients of each feature. Compared with the filtering method, the result of the embedding method will be more accurate to the model’s utility, which has a better effect on improving the model’s effectiveness. Using the embedding method, it is easy to achieve feature selection: reduce the amount of calculation and improve the model’s performance. Commonly used embedded methods are ridge regression, tree-based algorithms such as the random forest (RF) classifier, or the least absolute shrinkage and selection operator (40, 41).

	(3) The wrapper method is a method of feature selection and algorithm training at the same time. The packaging method often uses an objective function to select the best feature subset instead of inputting a certain evaluation index or statistic threshold. The most typical objective function is the recursive feature elimination method, and some other wrapper methods include forward feature selection, backward feature elimination, exhaustive feature selection, bidirectional search feature selection, or bidirectional search (39, 40). The effect of the wrapper method is the most conducive to improve the model’s performance among all the feature selection methods. It can use very few features to achieve excellent results. In addition, when the number of features is the same, the performances of the packaging method and the embedding method are comparable, but it is faster than the embedding method, although its calculation amount is also very large, not suitable for too- large data.



Unsupervised feature selection methods are mainly principal component analysis (PCA) and cluster analysis. Each feature selection method has its strengths and weaknesses, and the performance depends on the type of the data set and the constraints related to the scenario.



Model Generation and Evaluation

After feature extraction, a radiomics model must be established. Many studies use machine learning and deep learning methods to build prediction and classification models, which is currently the mainstream of published studies. Research endpoints usually include but are not limited to disease diagnosis (classification) and prognosis prediction [overall survival (OS), local control (LC), distant metastasis (DM), treatment response]. For example, for the disease of LARC, many studies have used radiomics to evaluate treatment response after neoadjuvant therapy. Other research endpoints are mainly DM, OS, and so on.

The machine learning algorithm models for predicting the treatment response of LARC after neoadjuvant radiotherapy and chemotherapy mainly include logistic regression, RF, and support vector machine (SVM) methods. To predict DM and the survival time of patients after radical resection for rectal cancer, Mou Li et al. used multivariate logistic regression (LR) analysis to establish a combined model of radiomic characteristics (Rad-score) and clinical factors (42).

The workflow of radiomics based on deep learning is essentially different from the workflow described above. Deep learning is based on representation learning in which the algorithm learns the best features to carry out a given task on its own by navigating the provided data (43). In deep learning–based radiomics, different network architectures, such as CNNs or autoencoders, are used to find the most relevant input data features. It does not need to define or select features in advance, but some studies are still related to statistics. Whereas radiomics captures quantitative values of shape and texture based on predefined mathematical terms, neural networks have recently been used to directly learn and identify predictive features from medical images (44). In addition, the process of data representation and prediction is carried out jointly (45). Of course, the features extracted by deep learning methods can be further analyzed and classified by the neural network, or they can leave the network and use different classifiers, such as decision trees, regression models, or support vector machines, to make predictions. If enough patients are included in the cohort, solutions leveraging deep learning should be the preferred method in the years to come (46).

Of course, the AI algorithm is not widely used in feature analysis. In many prognostic analysis cases, statistical methods such as Spearman correlation and univariate and multivariate Cox regression or most machine learning methods (logistic regression) are used for analysis. However, many studies have shown that the predictive performance of AI models is superior to traditional statistics. For example, Quirino Lai et al. conducted a systematic review of the role of AI in the prognosis of liver cancer patients and concluded that AI has a perfect role in clinical research and the application of hepatocellular carcinoma (HCC) (47). The accuracy of the prediction model is related to the sample size and feature parameter selection and also to machine learning algorithms.



Delta-radiomics

There are usually two types of extracted features. One is the single-time-point radiomics, where features are extracted from a particular image (e.g., pretreatment), and the other is delta-radiomics (48). The delta-radiomics feature is defined as the difference in radiomics feature before and after a specific treatment method. They can be calculated between the pretreatment and post-treatment features. With the changes of radiomic features over time in longitudinal images, delta radiomics can potentially be used as a biomarker to predict treatment response and offer abundant information to identify, quantify, and potentially predict therapy-induced changes throughout treatment (49). Radiomics features extracted only before the treatment cannot reflect the overall treatment details, while delta-radiomics can describe the changes in the image during the process, which is relatively more rigorous. The process of delta-radiomics and radiomic research is the same. After extracting the delta-radiomics features from the original ROI, due to the large number of radiomic features extracted from the images, many methods mentioned above are used to rule out redundant delta-radiomic features (DRFs). The selected DRFs are then tested to determine their significance as a treatment response function using linear regression models, t-test, and mixed-effect models (50). Significant DRFs are further tested and modeled using machine-learning algorithms to create a model that can predict the outcome of a new patient.

Some studies investigate the effectiveness of delta-radiomics compared to single-time-point radiomics, and the results indicated that delta features could provide better treatment assessment than single-time-point features. Studies on delta-radiomics have been reported since 2017. These articles have all been published in the last 5 years and are gradually increasing every year. Among the 54 articles screened, a total of 7 (13%) studies reported on the use of delta-radiomics in rectal cancer. A total of 10 (19%) studies referring to the use of delta-radiomics in the prediction among patients with lung cancer were excluded in this review. Other studies using delta-radiomics in grade osteosarcoma and pancreatic and gastric cancer were also excluded. Some studies have shown that delta-radiomics can successfully predict the prognostic response of rectal cancer, including the complete pathological response (pCR), DM, LR, and DFS (51–56). For instance, Seung Hyuck Jeon et al. developed delta-radiomics signatures to predict treatment outcomes after preoperative chemoradiotherapy and surgery in LARC (52). Giuditta Chiloiro et al. used delta-radiomics to investigate the correlation between changes in magnetic resonance imaging (MRI) radiomic characteristics before and after neoadjuvant radiotherapy (NCRT) LARC patients and the 2-year DM rate (53).




Radiomics in rectal cancer

Radiomics, based on advanced pattern recognition tools, has been widely studied for clinical prediction models in diagnosis and treatment prognosis/selection in oncology. In recent years, radiomics has been gradually applied to histopathological grading (57–59), pretreatment staging prediction, differential diagnosis, efficacy evaluation, and prognosis evaluation for rectal cancer. Many studies have shown that radiomic features can objectively provide texture information related to histopathological and immunohistochemical markers and can non-invasively evaluate biological characteristics such as tumor proliferation, migration, and angiogenesis before treatment. This section will discuss an overview of notable studies about LARC published in this area.


Radiomics Prediction of Locally Advanced Rectal Cancer After Neoadjuvant Chemoradiotherapy

NCRT can reduce the tumor size and recurrence and increase the tumor resection rate and anus retention rate with a very slight side effect (60). Therefore, it is very necessary to refine the selection of appropriate patients and irradiation mode of NCRT. Since most patients with rectal cancer have locally advanced diseases at the time of diagnosis, NCRT is the standard recommendation to improve the prognosis of patients.

However, in the context of precision medicine, it is an urgent problem in clinical work to find a method that can predict the therapeutic effect early and avoid the therapeutic risk, effectively guide the individual treatment, and improve the prognosis of patients to the greatest extent. Therefore, it is crucial to screen LARC patients with therapeutic responses to NCRT. The evaluation of treatment response to NCRT is still challenging. The complete pathologic response (pCR) to NCRT is assessed during the pathological examination after surgery. Identifying patients in pCR with a high accuracy rate could lead to improved clinical outcome (61). Radiomics also has important clinical significance in evaluating NCRT efficacy and the prognosis of rectal cancer. The most commonly used medical images are CT and MRI. In recent years, many studies have predicted and verified the efficacy of NCRT in LARC through radiomics.

According to the WHO, the solid tumor efficacy evaluation criteria are divided into complete remission (complete response, CR): tumor disappears completely, lasting more than 4 weeks; partial remission (partial response, PR): tumor shrinkage ≥50%, lasting more than 4 weeks; stable (stable disease, SD): tumor enlargement <25%, shrinkage <50%; progress [progressive disease (PD)]: tumor increases by more than 25% (62). PR and SD are considered effective. PD means that the treatment is ineffective. Whether a patient has achieved pCR is often determined by postoperative pathological examination, and it is not known whether it is remission before surgery. Many recent studies have found that radiomics can help clinicians predict whether patients will be pCR after NCRT before surgery to avoid excessive treatment and the burden and pain caused by surgery and improve treatment accuracy (61–73). CT-based radiomics has shown promise in LARC. The following table study endpoint is from the four aspects: pCR DFS, downstaging, and distant control. Table 1 shows the studies of LARC radiomics using CT images in the PubMed database.


Table 1 | Summaries of selected locally advanced rectal cancer (LARC) radiomics studies (CT).



An overview of the main studies proposing MRI radiomics for the pCR of NCRT prediction outcomes is reported in Table 2. In all studies, three-dimensional (3D) manual segmentation of the primary tumor was performed to extract radiomic features and the performance of the models were calculated by receiver operating characteristic curves.


Table 2 | Summaries of selected LARC radiomics studies (MRI).



It was concluded that the features of MRI prior to treatment could effectively predict patients who were unresponsive to NCRT. Therefore, MRI−based radiomics has important clinical significance in the NCRT efficacy evaluation and prognosis evaluation of rectal cancer. This could provide an improved basis for personalized treatment. Certainly, radiomics has a predictive value for the NCRT curative effect of LARC and shows good predictive value in terms of tumor staging, postoperative metastasis, and prognosis after treatment.




Development and challenges of locally recurrent rectal cancer

Despite advances in surgical techniques and chemoradiation therapy, recurrent rectal cancer remains a cause of morbidity and mortality (74). LRRC is the recurrence of a tumor of the same pathologic nature in the primary tumor after surgery, in the pelvis, in the field of operation. Neoadjuvant therapy and surgical treatment for rectal cancer have been improved and the concept of comprehensive treatment has been promoted, and the survival of patients with rectal cancer has been improved. However, rectal cancer recurrence remains a common clinical problem, and patients generally have a dismal prognosis and a poor quality of life.

LRRC has various treatment methods, including surgery, external beam radiotherapy, intraoperative radiotherapy, Iodine-125 (I-125) seed implantation, heat therapy, and radiofrequency ablation (75). For patients with postoperative recurrence, due to the damage to the normal anatomical structure and the adhesion of recurrent lesions and surrounding tissues, the reoperation resection rate is low. Therefore, the treatment means and effect are not satisfactory. For those who have received external beam radiotherapy, it is difficult to improve the treatment effect due to increasing the local dose. For patients with recurrent rectal cancer after surgical resection or external radiotherapy, LRRC prognosis is poor, while CT-guided 125I seed implantation therapy has become a recommended therapy. The I-125 seed Model 6711 consists of a titanium cylindrical tube with 0.8-mm radius and 4.5-mm length, with an average energy of 28 Kev and a half-life of 59.4 days is commonly used throughout oncology centers worldwide. A dose prescription of 110–160 Gy was considered, with an initial source activity of 0.4–0.7 mCi. The particle spacing is usually 1 cm, which is easier to identify particles. Therefore, permanent 125I seed interstitial brachytherapy is a potential salvage modality because of its unique physical and clinical characteristics. The 2016 National Comprehensive Cancer Network Clinical Practice Guidelines in Oncology has recommended radioactive 125I seed (RIS) implantation for the treatment of LRRC (76).

Many factors affect survival, following the treatment of LRRC. We can also consider the background liver condition, the radiologic and histologic characteristics of the tumor, biologic markers, and comorbidities. Traditionally, conventional linear models, such as the survival analysis and the Cox proportional hazard models, have been used to evaluate LRRC prognosis. Nevertheless, linear systems can have considerable limitations and often fail to capture the complexity of clinicopathological characteristics. Therefore, it is very necessary to analyze the prognosis of LRRC, and there is still a gap in the application of radiomics in the prognosis of LRRC.



Dosiomics and its application

Inspired by radiomics, the concept of dosiomics was formally proposed in 2017. It builds a radiotherapy result prediction model by extracting the characteristics of dose distribution, thus guiding the formulation of personalized radiotherapy plans. The patients’ 3D dose distributions can be considered as images with spatial and statistical distributions of dose levels. For radiotherapy for cancer, parameters such as the prescription dose, dose distribution, and dose–volume histogram (DVH) can also be used to assess the treatment response and prognostic analysis of cancer. Dosimetry texture features include: volume, dose, variance, center point position, contour boundary, spatially weighted DVH skewness, and kurtosis (77). Combining the characteristics of radiology and dosimetry can obtain more comprehensive information related to tumor radiotherapy, which helps to improve the accuracy of prediction. Unfortunately, there have been only 13 studies on dosiomics from 2018 to 2022, and there is no research on dosiomics in rectal cancer.

Linda Rossi et al. in 2018, applied dosimetric texture analysis (TA) features and DVH parameters to improve the prediction modeling of treatment complication rates in prostate cancer radiotherapy (78). Dosimetric texture analysis features characterizes the grayscale distribution in a patient’s 3D dose distribution image and derives image features to improve the features of the predictive model. The main dosimetric texture analysis features extracted by Linda Rossi et al. are the gray-level frequency histogram, gray-level co-occurrence matrix (GLCM), gray-level run length matrix (GLRLM), gray- level size zone matrix (GLSZM), and neighborhood gray tone difference matrix (NGTDM). Bin Liang et al. extracted the spatial characteristics of dose distribution in the ipsilateral, contralateral, and whole lung by dosimetry and then used them to construct a prediction model by single-factor and multifactor LR (79). The results showed that the spatial characteristics of dose distribution extracted by dosimetry effectively improved the predictive ability. Aiqian Wua et al. investigated whether dosiomics can predict an IMRT-treated patient’s locoregional recurrences (LRs) and get a comprehensive dosimetry and radiomics model can successfully divide patients into high- and low-risk groups(log-rank test, p=0.025), but the radiomics model alone cannot get same result (80). Furthermore, Lee et al. proposed a multiperspective data analysis method to predict weight loss in the acute phase of radiotherapy for lung cancer using radiomics and dosimetry texture features. In short, many studies on tumor radiotherapy are more effective in predicting models established by combining radiomics, dosimetry, and clinical data (81). Jin et al. extracted 42 radiomic features from CT images of 94 patients with esophageal cancer and combined them with 18 dosimetry parameters to predict the patient’s response to radiotherapy; the study results showed that the radiomic features were combined with dosimetry parameters. The subsequent AUC can reach 0.71, while the AUC using only radiomics is 0.69 (82). So far, the research on dosiomics in rectal cancer is vacant.

The authors found that found that compared with the predictive model established by radiomics alone, the model established by integrating the characteristic parameters of radiomics and radiotherapy dosimetry can effectively improve the predictive evaluation of tumors after radiotherapy. However, relatively few studies combine radiomics and dosiomics, and the application of dosiomic characteristics to predict the efficacy of radiotherapy is still in its initial stage. Therefore, the role of dosiomic characteristics in radiation oncology should be further studied.



Limitations of radiomics

When applying radiomics research results to clinical practice, there are still some limitations and challenges in some aspects, mainly including the following:

	1.Most of the previous studies were conducted retrospective analysis, and most of the included data came from the same institution. Therefore, a large sample and multicenter prospective research test are essential. It requires extensive cooperation in multiple disciplines and fields and is also an essential part of applying radiomics to clinical practice.

	2.The reproducibility and repeatability of radiomics features still need to be discussed. This issue depends on the used imaging modality, sequence, scanning parameters, reconstruction algorithm spatial resolution, size of the image, image quality, reconstruction and correction parameters, and motion artifacts, and software used to extract radiomic features (83). The IBSI proposes the computed features of different institutions on a common data set. To expand this effort, a review proposes to include benchmarking data sets collected by different institutions to guarantee the maximum heterogeneity in terms of the acquisition parameters and develop an infrastructure, based on workflow programming language, that allows users to connect to the mentioned repository and run their feature extraction software (84). In terms of repeatability and reproducibility, deep learning-based radiomics may be advantageous. The self-learning neural networks show a better capability for generalization (85).

	3.There is no theoretical basis to explain the biological meaning of radiomic features, which also hinders the further development of radiomics. Many models have been created and published, but these studies often lack standardized evaluation on external cohorts of patients, which also explains why not a single model has been translated to clinical practice. Published Radiomics quality score (RQS) and Transparent Reporting of a multivariable prediction model forindividual prognosis or diagnosis (TRIPOD) guidelines improve the validity of radiomics as a clinically accepted field. We need to overcome the challenges before radiomics can be successfully introduced into clinical settings. Efforts are being made to overcome these limitations





Conclusions

With the rapid development of AI technology, radiomics based on machine learning and deep learning has broad application prospects. In the current background of advocating precision medicine and personalized treatment, in evaluating the efficacy of NCRT in LARC patients, a non-invasive, efficient, and accurate imaging omics prediction model is established for clinical application, and it has developed into a clinically useful model.

In summary, radiomics is an emerging diagnostic imaging technology that plays an essential role in predicting the effect of NCRT on LARC and can optimize treatment plans through process management, thereby improving the short-term and long-term prognosis of patients. This review also emphasizes the necessity of applying radiomics and dosiomics to the prognostic model of LRRC. In short, the application of radiomics and dosimetry in radiation oncology is of great value for doctors’ clinical decision-making, treatment planning, and follow-up workflow. However, published retrospective studies presented their own model with a certain degree of heterogeneity and do not facilitate translation into clinical practice. Therefore, the study design needs to be further improved, and the promotion and validation of prediction models need to be further explored, so as to strengthen the clinical application of radiomics.



Future direction

With the continuous advancement in AI, radiomic and dosiomic diagnosis and prediction methods based on deep machine learning are the effective way to develop clinical research in the future. Drawing on the application of radiomics and dosiomics in other cancers, in terms of evaluating the efficacy of LRRC patients through seed implantation and second-course radiotherapy, establishes a fast, efficient, and accurate radiomics prediction model for clinical application. Furthermore, establishing additional predictive tools that can be used in clinics in a true sense, especially in the current background of advocating precision medicine and personalized treatment, will become a low-cost, non-invasive, and convenient new diagnostic evaluation method, thereby improving the prognosis of patients.
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Objectives

Colorectal cancer (CRC), the third most common cancer in the USA, is a leading cause of cancer-related death worldwide. Up to 60% of patients develop liver metastasis (CRLM). Treatments like radiation and ablation therapies require disease segmentation for planning and therapy delivery. For ablation, ablation-zone segmentation is required to evaluate disease coverage. We hypothesize that fully convolutional (FC) neural networks, trained using novel methods, will provide rapid and accurate identification and segmentation of CRLM and ablation zones.



Methods

Four FC model styles were investigated: Standard 3D-UNet, Residual 3D-UNet, Dense 3D-UNet, and Hybrid-WNet. Models were trained on 92 patients from the liver tumor segmentation (LiTS) challenge. For the evaluation, we acquired 15 patients from the 3D-IRCADb database, 18 patients from our institution (CRLM = 24, ablation-zone = 19), and those submitted to the LiTS challenge (n = 70). Qualitative evaluations of our institutional data were performed by two board-certified radiologists (interventional and diagnostic) and a radiology-trained physician fellow, using a Likert scale of 1–5.



Results

The most accurate model was the Hybrid-WNet. On a patient-by-patient basis in the 3D-IRCADb dataset, the median (min–max) Dice similarity coefficient (DSC) was 0.73 (0.41–0.88), the median surface distance was 1.75 mm (0.57–7.63 mm), and the number of false positives was 1 (0–4). In the LiTS challenge (n = 70), the global DSC was 0.810. The model sensitivity was 98% (47/48) for sites ≥15 mm in diameter. Qualitatively, 100% (24/24; minority vote) of the CRLM and 84% (16/19; majority vote) of the ablation zones had Likert scores ≥4.



Conclusion

The Hybrid-WNet model provided fast (<30 s) and accurate segmentations of CRLM and ablation zones on contrast-enhanced CT scans, with positive physician reviews.





Keywords: deep-learning, liver cancer, percutaneous ablation, computed tomography, biomechanical modeling



Introduction


Colorectal cancer in the United States

Colorectal cancer (CRC) is the third most common cancer in the United States in both men and women (1) and a leading cause of cancer-related death worldwide (2). The main cause of death for CRC patients is metastasis (3). Up to 60% of patients develop colorectal liver metastasis (CRLM) over the course of their disease, with 25% presenting with CRLM at diagnosis (4). Such facts highlight the importance of liver-directed loco-regional therapies (LRT) for these patients.

While several treatment options are available for CRLM (particularly radiation and ablation therapies), they all rely on accurate estimation of disease extent, usually involving cross-sectional imaging with contrast-enhanced CT (CECT) or MRI. CRLM often appears as hypo-enhancing lesions on routine CECT portal-venous phase images. However, their detection can be challenging owing to ill-defined margins, particularly for sub-centimeter lesions.

Both radiofrequency and microwave ablation interventions aim for a minimum margin to be achieved around the disease to ensure that all microscopic disease is treated. This requires both segmentation of disease on pre-treatment images and the ablation zone on post-treatment images to assess the ablation margin (5). The ablation zone is hypo-enhanced on CECT images, similar to the CRLM. A clinical trial is underway (Identifier: NCT04083378) to map the CRLM from pre-treatment to post-treatment imaging and assess treatment efficacy, but manual segmentations of both the disease and the ablation zone are still required (6), adding time to the procedure.

To date, automated liver disease segmentation tasks either have largely focused on primary liver disease, or have not included qualitative evaluation of generated contours (7–10). Furthermore, hepatocellular carcinomas tend to have enhancement during the arterial phase of contrast-enhanced CT with a hypodense rim (11, 12), while CRLM often shows hyperenhancement on the rim and a hypo-enhancing center (13, 14). New institution- and society-sponsored competitions, such as the liver tumor segmentation (LiTS) challenge (15) and the 3D-IRCADb01 (7) dataset, have included data from both primary and secondary liver cancers, enabling investigation, development, and comparison of automatic segmentation algorithms using public data.

It is hypothesized that fully convolutional neural networks, trained using novel methods to account for the challenges of varying disease size, will provide rapid and accurate identification and segmentation of both CRLM and ablation cavities. We believe that this approach will facilitate the automated detection of CRLM, radiation treatment planning for CRLM, and the evaluations of margin in ablation therapy.




Materials and methods


Quantitative training, validation, and testing

To ensure reproducibility by other institutions, data were provided by the publicly available LiTS challenge (15). LiTS consists of CECT scans from 131 patients with primary and secondary liver disease collected from seven different institutions (15). Subjects suffered from primary tumor disease, such as HCC, as well as secondary liver tumors and metastasis from breast, lung, and CRC. Ground-truth segmentations of the liver and disease were provided in the data; the goal of the model is to similarly segment the disease. Each image was reviewed by BMA, BCO to remove the data showing hyper-enhancing metastases, or lacking image acquisition parameters. A total of 92 patients remained.

The model was evaluated via submission to the LiTS challenge and the 3D-IRCADb01 publicly available dataset of 20 patients (10 male and 10 female patients) with liver disease (16). Table 1 shows the image acquisition parameters for the training, validation, and test sets. Five of the patients from the 3D-IRCADb01 dataset were excluded: patients 5, 11, and 20 had no disease; patient 12 had a large cystic lesion at the base of the liver; and patient 18 had CRLM with atypical enhancement pattern.


Table 1 | Image acquisition parameters of the LiTS challenge for the training, validation, and test sets.





Data pre-processing


Image intensity manipulation

A patient-specific mean and standard deviation Hounsfield unit was calculated for normalization on the basis of the full width at half maximum of the values within the liver; this reduced outliers as compared to using a global mean and standard deviation. The image intensity outside of the masked liver was set to be equal to 0.



Voxel size resampling

All training and validation images and ground-truth segmentation were resampled to 1 mm slice thickness, and 0.75 mm in the axial plane, using bi-linear interpolation.



Training image “slabs”

Initial training on the entire patient liver resulted in a model that struggled to identify disease sites. We believe that this is due to the disparity in class representation, being that a majority of the liver is “normal” and the model could achieve a high segmentation accuracy by segmenting everything as “normal”. Simple class weighting would not solve this problem as it would result in the model weighing cases with extensive disease cases as more important than the less extensive disease cases.

To account for disparities in class representation, where smaller structures (CRLM) are inherently “worth less” than large structures (normal liver), training was distributed into unique “slabs”. Each independent disease site was divided into “slabs” of 32 × 120 × 120 voxels. This size was selected arbitrarily as a balance of encompassing a large section of liver while reducing memory requirements. This ensures a representation of both disease and normal liver in each training step. Figure 1 illustrates several disease slabs for one patient. After extraction, the training dataset consisted of 572 unique samples.




Figure 1 | Liver distributed into individual slabs of 32 × 120 × 120. Disease was labeled as disease, regardless of the center of the slab. The validation and test set were not broken into slabs; our architectures accepted variable input sizes, with the entire liver being passed at once for evaluation and testing.



The validation and test set were not broken into slabs, with the entire liver being passed at once for evaluation and testing.




Architectures

Four architectures were investigated: Standard 3D-UNet, Residual 3D-UNet, Dense 3D-UNet, and Hybrid-WNet (pre-trained Standard 2D-UNet with a 3D-DenseUNet). The basic framework remained the same for the Standard, Residual, and Dense 3D-UNets (Figure 2A). The differences in the Standard, Residual, and Dense 3D-UNets are represented in Figure 2B. The Hybrid-WNet architecture is shown in Figure 3. A list of parameters for each architecture is listed in Table 2.




Figure 2 | Top (A): Basic architecture framework. Bottom (B): Difference in convolution blocks, surrounded by green to indicate the same region in (A). Standard: previous feature maps are convolved and activated. Residual: previous feature maps are directly added to convolutional output in a skip-connection before activation. Dense: previous feature maps are continually concatenated together before activation and convolution. BN, batch normalization.






Figure 3 | Hybrid-WNet. (Left) Pre-trained 2D DenseNet 121 converted into UNet, where final features, filters from 2D prediction, are 32 and concatenated into 3D DenseNet. (Right) 3D DenseNet architecture was defined as two layers, two convolution blocks in layer 0, three convolution blocks in layer 1, and eight initial filters. BN, batch normalization.




Table 2 | Investigated architectural hyper-parameters for each architectural style.




Residual 3D-UNet

The Standard 3D-UNet was expanded to include residual connections for each convolution block in a layer, with motivation from the “ResNet” architecture (17). Residual connections have the benefit of allowing a “flow” of loss from previous convolutions. This allows the model to create skip connections over convolutions that might not be necessary.



Dense 3D-UNet

A more complete “flow” of loss from previous convolutions can be realized with the DenseNet architecture (18). This architectural style allows previous convolutions to be re-used. The reuse of previous convolutions allows the number of filters to be significantly reduced; the increase in total number of filters is referred to here as the “growth rate”.



Hybrid-WNet

The architecture combines 2D features extracted from the pre-trained 2D DenseNet-121 (18) in Tensorflow (19) with a 3D convolutional neural network. The term Hybrid-WNet was coined on the basis of the W-shaped appearance of two UNets beside each other (Figure 3).

The Hybrid-WNet architectural style was inspired by Li et al. (9) with substantial alterations. First, in architecture training, the training process was broken into four steps: (1) training only the new decoding side of the DenseNet 121, (2) training the entire DenseNet121, (3) training only the 3D network with the extracted 2D features, and (4) entire end-to-end training. By breaking up the training process in this fashion, we ensured that high learning rates could be used without the risk of “untraining” pretrained layers, as was noticed by a marked dip in performance in the first iterations of subsequent training if previous layers were not frozen. Second, the 3D DenseNet contained truly dense layers, with extracted features shared throughout the entirety of each layer; this enabled the use of significantly fewer features.




Model training

All model training was performed using NVIDIA-Tesla V100 32GB GPUs (20). All model creation, training, optimization, and evaluation was performed using Tensorflow2.2.0 (21). Models were optimized using a sparse categorical cross entropy loss (https://www.tensorflow.org/api_docs/python/tf/keras/losses/SparseCategoricalCrossentropy) and Adam optimizer. Mixed precision was enabled to reduce the training time.

The model was trained with two inputs: CT image and binary mask of the liver. The mask automatically assigns a background to any voxel outside the liver. Training involved passing B*N*H*W*C tensors to the model, where the (B)atch varied from 8 to 16, the (N)umber of slices was 32, the (H)eight was 120, the (W)idth was 120, and the (C)hannels were 2 (image and liver mask). Thus, a single pass might be 8 × 32 × 120 × 120 × 2 in size.


Training the DenseNet121 UNet

When training the 2D aspect of the Hybrid-WNet, 3D slabs were reshaped into stacked 2D images. For example, a batch of 8 × 32 × 120 × 120 × 1 would be transformed into 8 × 32 × 120 × 120 × 1. In the first training iteration, all weights on the pre-trained encoding architecture were frozen. Next, all weights were made trainable, allowing the model to tweak any pre-trained layers.



Training the combined 2D-3D WNet

After training the 2D part of the W-Net, 2D features are concatenated to the input of the 3D model. Features extracted from the 2D network would have dimensions of 8 × 32 × 120 × 120 × 32, “2D Features”, Figure 3. All weights from the 2D network were initially frozen, and only the 3D model trained. Next, all weights were unfrozen, allowing the model to be fine-tuned.

A visual representation of the combined architectures can be seen in Figure 3.



Hyper-parameters

For training each model, a variation in the cyclical learning rate (22) was used (GitHub link: anonymized for review), with linear increase and decrease between min and max. Optimal learning rates vary based on each architecture parameter, with the minimum and maximum learning rates identified using an in-house function (Github link: anonymized for review), Supplementary Figure 1. Augmentations of the training were provided in the form of flipping and mirroring the input data.



Model optimization

Each model was run three times using randomly initialized variables to reduce the likelihood of poor initialization. Plotnine and Tensorflow’s Tensorboard (https://github.com/tensorflow/tensorboard) was used to identify trends and direct model training. The final model was selected on the basis of the Dice similarity coefficient (DSC) between the validation set and the ground truth.

Prediction images were visualized during training to assess the training process (Figure 4) as a Tensorflow callback (Github link: anonymized for review).




Figure 4 | Example of visualization of prediction on validation data during training. Top row: Image being fed into the model, masked by the liver segmentation. Middle row: Ground truth of disease contours. Bottom row: Prediction of disease contours, set with a threshold of 0.5 to the binary mask.






Model evaluation


Seed and threshold values

The disease predictions from the model ranged from 0 to 1. The most inferior and superior aspects of a disease site often had a lower probability than the center of the disease. For this reason, seed-point growth was investigated for the final prediction. Seed points were created to define the likely starting point of a disease site, and then grown outwards to a threshold value. Seed values investigated from 0.25 to 0.95 in 0.01 increments, and threshold values from 0.2 to 0.8 in 0.01 increments.



Quantitative evaluation

Model performance was evaluated on the test set using the DSC and Median Surface Distance between the manual and predicted segmentations. Predictions were reported in a disease site-by-site, patient-by-patient, and “global” basis.

For the site-by-site comparison, each non-connected disease segmentation of the test patients was considered an independent case. Metrics were computed between the manual segmentation and the closest continuous predicted disease segmentation, using the distance between site centroids. For the patient-by-patient comparison, metrics were computed between the manual and predicted segmentations within the entire liver. For global DSC, all images were stacked together; this metric comes from the LiTS challenge (15); otherwise, DSC refers to a patient-wise evaluation. All metrics were computed using the original image resolution.

The sensitivity of the model was evaluated on a site-by-site basis, where disease was considered identified if at least 45% of the ground truth overlapped with prediction. False-positive volume was defined as the volume of the predicted segmentation outside of the ground-truth segmentation and was composed of two errors: over-segmentation and erroneous segmentation. Erroneous false-positive volume was quantified as the volume that was completely unconnected from any ground-truth segmentations, and the over-segmentation false volume was quantified as the total predicted volume minus the erroneous volume (Figure 5).




Figure 5 | (Left) Overlay between predicted (white) and ground-truth (red) disease segmentations. (Right) Subtraction of the predicted and ground-truth disease segmentation and over-segmentation of the disease volume (blue) and unconnected erroneous false-positive region (green). The sum of blue and green is a false-positive volume.





Qualitative evaluation

For large structures, a high DSC can hide clinically important inaccuracies, while for smaller structures, a low DSC can be overly critical (23). The qualitative assessment of both CRLM and ablation segmentations was performed by a radiology-trained physician fellow (1, YML) and two board-certified radiologists, an interventional radiologist (2, BCO) and a diagnostic radiologist (3, HCK), both of whom have more than 10 years of experience. This will evaluate if the generated contours are deemed clinically useable.

Eighteen patients, who had previously undergone targeted thermal ablation therapy for colorectal liver metastasis at our institution, were retrospectively identified under an Institutional Review Board-approved study (IRB: 2019-0213); these patients had 24 CRLM sites and 19 ablation sites. The predicted CRLM and ablation contours were scored independently based on a Likert quality scale of 1–5. A breakdown of these scores can be found in Supplementary Table 1. A score of 4 is defined as requiring minor changes on less than four slices, or changes that would require less than 10 s to fix.





Results

The best validation loss scores were Standard UNet: 0.041, Residual UNet: 0.024, Dense UNet: 0.016, DenseNet2D (Encoder frozen): 0.022, DenseNet2D (All trainable): 0.013, DenseNet3D (2D frozen): 0.011, and DenseNet3D (All trainable): 0.0092.


Quantitative

The best model was the Hybrid-WNet model: the 3D-UNet contained two layers, two convolution blocks, and 32 filters and had a convolution lambda of two. The model consisted of 14,497,600 parameters (14,408,960 trainable and 88,640 non-trainable).

A seed value of 0.67 and a threshold value of 0.30 resulted in the highest overall DSC in the validation dataset. LiTS test set (n = 70) predictions required a mean of 9.58 s, with a standard deviation of 2.32 s.


Site-by-site evaluation


3D-IRCADb

On a site-by-site basis, the median surface distance, DSC, and sensitivity are presented in Table 3. Sites are distributed into two groups based on diameter: sites < 15 mm and ≥ 15 mm. For sites ≥ 15 mm (n = 48), mean DSC was 0.74 and sensitivity was 98%. For sites < 15 mm (n = 73), mean DSC was 0.16 and sensitivity was 23%.


Table 3 | Mean, min, and max Dice similarity coefficient and median surface distance and sensitivity for individual disease sites by differing size criteria of the 3D-IRCADb dataset.





Institutional Data

For the pre-treatment CECT CRLM target disease (n = 19 sites), the mean (min–max) DSC was 0.80 (0.59–0.91), with 84% (16/19) having DSC ≥ 0.76. For the post-treatment CECT target ablation zones (n = 14 sites), the mean (min–max) DSC was 0.75 (0.09–0.90), with 71% (10/14) having DSC ≥ 0.76.




Patient-by-patient evaluation

Patient-by-patient evaluation for 3D-IRCADb and institutional data are summarized in Table 4.


Table 4 | Metrics of Dice similarity coefficient, median surface distance (mm), false-positive discoveries (per patient), and false-positive volume (cc) for 15 3D-IRCADb Test Patients.




3D-IRCADb

Quantitative metrics on a patient-by-patient basis for 3D-IRCADb are summarized in the top of Table 4. Median DSC was 0.74, median surface distance was 1.95 mm, and median false-positive discoveries per patient was 1. Note that a single patient might have multiple disease sites of varying sizes. The global DSC score was 0.81.



Institutional data

Quantitative metrics for the institutional data are summarized in the middle and bottom of Table 4. For the pre-treatment CECT CRLM target disease (n = 15 patients), the median DSC was 0.78, median surface distance was 0.78 mm, and false-positive discoveries per patient was 1. For the post-treatment CECT target ablation zones (n = 9 patients), the median DSC was 0.79, median surface distance was 0.76 mm, and false-positive discoveries per patient was 2.





Qualitative evaluation


Institutional data

Supplementary Table 2 shows the Likert scores of the two radiologists and the radiology-trained physician fellow for each targeted disease and ablation zone. The majority vote mean (min–max) Likert scores for the target disease volumes (n = 24) were 4.8 (4–5). The majority vote mean (min–max) Likert scores for targeted ablation volume (n = 19) were 4.1 (2–5). All (24/24) of the CRLM contours and 84% (16/19) of the ablation contours had a majority Likert score ≥4. Figure 6 shows the scores of the two radiologists and physician fellow on the CRLM and ablation zones.




Figure 6 | (Top) Likert score by each reviewer for each disease site. (Bottom) Likert score by each reviewer for each ablation site. A higher value is associated with higher quality.







Discussion

While fully convolutional networks have been previously investigated for the segmentation of CRLM (8), only a quantitative assessment of model performance has been reported. A comparison of the model results to those of other authors is given in Table 5; the size distributions were varied to match those of previous work, and compared in both a site-by-site basis and patient-by-patient basis. While the model performed better in larger-diameter sites (≥15 mm) by DSC and sensitivity compared to Vorontsov et al. (8), it performed more poorly with sites <10 mm. Similar results have also been reported by Christ et al. (7); however, their work focused on primary liver disease.


Table 5 | Comparison of CRLM segmentation results from our model and the literature.



Within our institutional data, 84% (16/19) of the disease sites had a DSC > 0.76, which has been reported as the inter-observer variability for CRLM segmentation (24).

In this study, we proposed a Hybrid-WNet model architecture for the segmentation of the disease sites and ablation areas in the context of CRLM treated with ablation therapy. The model was further evaluated using the Likert scoring method by two board-certified radiologists (BCO, interventional radiologist and HCK, diagnostic radiologist) and a radiology trained physician fellow (YML), with majority voting scores ≥4 out of 5 for 100% (24/24) of the disease and 84% (16/19) of the ablation segmentations. The prediction process has been implemented in a treatment planning system (RayStation 9B, RaySearch Laboratories, Sweden) (25) and can perform segmentations in <30 s, making it suitable for clinical use.

Our work is innovative because of the Hybrid-WNet model architecture and the training of the model; the model had 98% (47/48) sensitivity on disease sites ≥15 mm, with predictions in <30 s.

The proposed Hybrid-WNet architecture in this study differs from the model that inspired it (9) by adding additions to the 2D feature extractor, and connecting all of the convolutional layers within the convolution blocks between the encoding and decoding of the 3D-DenseNet. Previously published studies proposed similar architectures that were focused only on dense connections within a single convolutional block (26–28). The proposed implementation allows the model to receive inputs from every convolution of the same image size across the entire network. This global passing of convolution layers across the network removes bottlenecks in each convolution block, something that is particularly important with dense connections where convolutions can be re-used. The proposed model will be publicly available (Github: redacted for anonymization).

Segmentation of CRLM has historically been difficult because of the relatively small size of lesions and the large search area. The extent of disease can vary from patient to patient, from a single lesion to multiple lesions. Simple class weighting of disease would lead to favoring training in patients with more disease sites. The proposed method of splitting the liver into slabs that were centered specifically on disease sites ensures that the model learns using a more balanced representation of data. The training workflow was designed to allow the model to learn from batches that contain cubic images from multiple patients at once, enabling the creation of a more generalized model.


Limitations

Our study has several limitations. The mean sensitivity was only 7% in disease sites <10 mm in diameter compared with 98% in sites >15 mm. We believe that the low sensitivity in small sites may be partly due to the test data used, where several 10- to 15-mm disease sites were present on a single scan slice. We furthermore believe that this model should not be used as a strictly diagnostic device. If the diagnosis of smaller disease sites is wanted, the “seed” and “threshold” values, discussed in Model evaluation, can be reduced. Overall, this would increase sensitivity, while also increasing false positives.

Unfortunately, manual contours were not present for all the institutional CRLM and ablation data, limiting the quantitative comparison to 19 of the 24 CLRM sites and 9 of the 19 ablation sites.

Majority voting showed poor Likert score (<4) for three ablation sites. The predictions for these sites can be seen in Supplementary Figure 2, where disagreement about the boundary of the ablation zone and the time needed for correction resulted in a range of scores from the reviewers. We believe that suboptimal imaging quality during porto-venous CT acquisition phase might have negatively impacted ablation zone boundary identification in such patients. Optimizing imaging acquisition protocol intra-procedurally during ablation interventions might overcome this limitation.

The measurement of false-positive volume seemed to be highly biased when there were small amounts of over-segmentation on large tumors; this was the rationale for the creation of the erroneous and over-segmentation false-positive volumes. To ensure transparency, all three are shown and relied on qualitative assessment to add weight to the quality of the contours.



Conclusions

The proposed Hybrid-WNet model provided fast (<30 s) and accurate CRLM and ablation zone segmentations for CECT. The model’s results were well accepted by the reviewers, with all three scoring the disease segmentation (n = 24) as 4 or higher on the Likert scale, and 84% (16/19) as 4 or higher with ablation segmentation. It is hoped that this model can provide clinical benefits in the detection of CRLM, the assessment of ablation therapy, and automated planning for radiation therapy.

Our proposed Hybrid-WNet provided fast (<30 s) and accurate segmentation of colorectal liver metastasis and ablation zones, with largely positive physician reviews.
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Per-patient classification

Approaches AUC  Balanced Precision Recall F1 score Approaches AUC  Balanced Precision Recall F1 score
accuracy accuracy
Best deep learning 0.64 Cl 0.57 Cl 0.04 CI 0.85Cl 0.07 Cl  Best deep learning 0.70Cl 0.63 Cl 0.17Cl 0.60 Cl 0.26 Cl
model (0.50, (0.48, 0.02, (067, 004,  model (0.56, 052, (0.09, 0.39, 0.16,
0.76) 0.64) 0.05) 1.00) 0.10) 0.83) 0.73) 0.25) 0.78) 0.37)
Best radiomics 0.730Cl 0.620Cl 0.07 Cl 0.45Cl 0.12Cl  Best radiomics 0.72Cl 0.569 Cl 0.40Cl 0.21Cl 0.28 Cl
model (0.63, (0.51, (0.08, (0.23, (0.05,  model (0.60, 0.51, (0.09, (0.05, (0.07,
0.83) 0.74) 0.11) 0.67) 0.19) 0.83) 0.69) 0.75) 0.43) 0.48)
Radiomics and DL 071Cl 0.67 Cl 0.05 Cl 0.80Cl 0.10 Cl  Radiomics and DL 0.71Cl 0.66 Cl 0.14 Cl 0.63 Cl 0.23 Cl
(0.60, (0.56, (0.03, .62, (0.06, 0.57, (0.54, (0.07, (0.40, 0.13,
0.82) 0.76) 0.08) 0.96) 0.14) 0.83) 0.77) 0.22) 0.84) 0.34)
Radiomics and 0.70Cl 0.62Cl 0.06 CI 0.50Cl 0.11 Gl Radiomics and 0.71Cl 0.57 Cl 0.16 Cl 0.26 Cl 0.20Cl
patient 057, 051, 0.03, (0.28, 0.05,  patient 059, (0.48, (0.04, 0.08, (0.05,
characteristics 0.80) 0.74) 0.10) 0.73) 0.17) characteristics 0.81) 0.68) 0.30) 0.47) 0.35)
Radiomics, DL, and 0.69 Cl 0.64 Cl 0.05 Cl 0.70Cl 0.09 Cl  Radiomics, DL, and 0.72Cl 0.65 Cl 0.12Cl 0.84 Cl 0.21Cl
patient (0.56, (0.53, (0.08, (0.48, (0.05,  patient (0.58, (0.5, (0.07, (0.65, 0.13,
characteristics 0.81) 0.74) 0.08) 0.89) 0.14) characteristics 0.84) 0.74) 0.17) 1.00) 0.29)
Agreed labels 0.67 Cl 0.65 Cl 0.07 Cl 0.90Cl 0.13Cl  Agreed labels NA NA NA NA NA
(053, (053, 0.0, 0.67, (0.06,
0.81) 0.73) 0.12) 1.00) 0.21)
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Patient/tumor characteristic Total UCSF data USZ data P

N = 1,404 N =237
Sex (%) Male 571 (41) 128 (54) <0.01
Female 833 (59) 109 (46)
Median age + SD 59 (13) 62 (12) 0.03
KPS (%) 80-100 1,053 (75) 198 (83) <0.01
40-80 351 (25) 37 (16) <0.01
10-40 0(0) 2(1) -
Primary tumor location (%) Lung 530 (38) 136 (58) <0.01
Breast 357 (25) 27 (1) <0.01
Melanoma 272 (19) 74 (31) <0.01
Kidney 91 (7) 0(0) -
Gastrointestinal 57 (4) 0(0) -
Gynecologic 27(2) 0(0) -
Sarcoma 20 (1) 0(0) =
Other 50 (4) 0(0) =
Histology primary tumor (%) Adenocarcinoma 802 (57) 124 (52) 0.17
Melanoma 272 (19) 74 (31) <0.01
Renal cell carcinoma 88 (6) 0(0) =
Small cell carcinoma 44 (3) 0(0) -
Squamous cell carcinoma 40 (3) 10 (4) 0.26
Sarcoma 18 (1) 0(0) -
Large cell carcinoma 9(0.6) 2(1) 0.72
Bone carcinoma 8(0.6) 0(0) -
Adeno sguamous carcinoma 6 (0.4) 0(0) -
Broncho alveolar cell carcinoma 5(0.4) 0(0) -
Germ cell carcinoma 2(0.1) 0(0) -
Lymphoma 1(0.1) 0(0) -
Other/NOS 109 (8) 27 (11) 0.06
Primary controlled 974 (70) 149 (63) 0.05
ECM present 1,007 (78) 190 (80) 0.48
Number of lesions per patient at treatment Median + SD 3(7) 23 <0.01
Symptoms Headaches 437 (31) 31 (13) <0.01
Hypertension 407 (29) 0(0) <0.01
Seizures 134 (10) 16 (7) 017
Diabetes 98 (7) 13 (6) 0.4
CTD 21(2) 2(1) 0.43
Number of lesions in total 7974 646 =
Number of ARE cases (% of total lesions) 217 (2.7) 20(3.1) 0.61
Number of patients with ARE (% of total patients) 155 (11) 19 (8) 0.16
Prescription dose + SD (Gy) 18.5 (1.5) 20 (5.0 -

The P-value of two-proportion z-test or unpaired two-sample t-test for significant differences between datasets was reported for each characteristic if applicable.
SD, standard deviation; KPS, Kamofsky performance score (80-100, good performance; 50-70, medium performance; and 10-40 bad performance); ECM, extracranial metastasis; BM,
brain metastasis; CTD, connective tissue disorder; ARE, adverse radiation effect; Gy, gray.
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Sex

Age

Male
Female
Mean + SD

Lung cancer dataset

Number Percent
18 54.5%
15 45.5%
64+7.6

Non-cancer dataset

Number Percent
51 37.2%
86 62.8%
65+ 15.7
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P value

Model Model-glioma Model-glioma-TL

Mean SD Mean SD
DSC 0.9158 0.0178 0.9404 0.0117 0.0404
95HD [mm] 2.5761 0.5365 1.8107 0.3964 0.0275
ASD [mm] 0.7579 0.1468 0.6003 0.1287 0.0182
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Patients with histopathologically proven BPTs and
MPTs between January 2014 to October 2021 (n=401)

Inclusion criteria:
1) Patients with complete clinical and imaging data . o
2) Contrast-enhanced CT examination was Exclusion criteria:

performed within 14 days before operation 1) Patients with recurrent tumor(n=15)

3) Patients did not receive any treatment prior to 2) CT images with obvious artifacts(n=53)
CT examination 3) Patients with a maximum tumor diameter of

less than 5 mm (n=21)

A total of 312 patients enrolled in the study
(205 cases of BPTs and 107 cases of MPT5s)

Training set(n=218) _
BPTs=143,MPTs=75 Test set(n=34)

SMOTE

BPTs(n=143) MPTs(n=143) BPTs(n=62) MPTs(n=32)
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Cancer
Tumor

Grade
Modality
Quantity
Resolution
Spacing [mm?]

Glioblastoma

Gross tumor volume

High-grade gliomas

contrast-enhanced T1-weighted imaging
20 patients

(144~176) x 256 x 256

[1,1,1]
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Disease site diameter # Sites Dice similarity coetficient Median surface distance (mm) Sensitivity
Mean Min Max Median Min Max

<15 mm 73 0.16 0.00 0.89 28.25 0.67 108 23% (15 of 73)
>15 mm 48 0.74 0.00 0.94 123 0.28 194 98% (47 of 48)
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Parameters Architecture style

Standard Residual Dense
Layers 1,234 1,234 1,23
Convolution blocks Initial 1,23 1,234 2,3
Increase rate 0,12 0,1,2 0,1
Maximum 4 4 4
Filters Initial 8, 16, 32 32 8, 12, 16, 32
Growth Rate - - 0,4
Maximum 32, 64, 128 128 128, inf

Note that the number of filters doubled after each pooling. “Growth Rate” is unique to the Dense network.
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Origin

LiTS

3D-IRCADb

Distribution

Training (n = 72)
Validation (n = 20)
Test (n = 70)

Test (n = 15)

Slice thickness (mm)

1.64 (0.7-5.0)
2.02 (0.7-5.0)
243 (0.45-6.0)
1.78 (1.0-4.0)

Mean (min-max)
Pixel size X (mm/voxel)

0.75 (0.60-0.98)
0.78 (0.68-0.98)
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(1) Baseline = 1.013 (1.60E-5)" 0.615 (0.008) 0.238 (0.052) 0.040 (1.12E-3)
(2) Baseline+Aux 0.802 (0.002)* 1.019 (1.18E-5)" 0.584 (0.008)" 0.208 (0.051)* 0.038 (8.35E-4)"
(3) Baseline+Aux+SA 0.809 (0.003)* 1.017 (2.75E-5)" 0.625 (0.010) 0.161(0.032) 0.033 (5.74E-4)"
(4) Baseline+Aux+SA+Disc 0.815 (0.003) 1,020 (9.65E-6)" 0.629 (0.008)" 0.162 (0.038) 0.031 (5.36E-4)*
(5) Baseline+Aux+SA+Disc+FD 0.816 (0.003)" 1.023 (3.27E-5)" 0.624 (0.009) 0.125 (0.035) 1 0.023 (4.19E-4)"
(Proposed)

1The higher the DSC is, the better the dose prediction result is.
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Method HI [¢]] Average prediction error |

ADgs ADpmean
U-net (26) 1.013 (4.41E-6)" 0.598 (0.006)* 0.301 (0.074)* 0.044 (1.12E-3)*
DeeplLabV3+ (7) 1.022 (7.53E-6) 0.593 (0.005)* 0.269 (0.048)* 0.038 (1.16E-3)*
DoseNet (3D) (3) 1.019 (9.68E-6)* 0592 (0.009)* 0.211 (0.055)* 0.035 (1.11E-3)
GAN (16) 1.016 (2.86E-5)" 0.626 (0.007) 0.204 (0.061)* 0.038 (8.35E-4)*
DoseUnet (30) 1.013 (3.82E-5) 0.736 (0.006) 1 0.071 0.047) 1 0.027 (6.00E-3)
Proposed 1.023 (3.27E-5)1 0.624 (0.009) 0.125 (0.035) 0.023 (4.19E-4)"

The Hi, Cl, ADgs, and ADpean, are displayed in the form of mean (variance). The ground truth of Hl and Cl are 1.030 and 0.773, respectively. Please refer to Evaluation section for more
details of the definition.

*Our method is significantly better than the compared ones, i.e., p < 0.05 via paired t-test.

"The best results of each index.

LThe lower the average prediction error is, the better the dose prediction result is.
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Age

Male
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Median (IQR)
Range

<40y
40-60y

>60y

Entire Cohort (n = 130)
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57
29-79
6
64
60
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Brainstem Eye-L Eye-R Inner ear-L Inner ear-R TMJ-L TMJ-R
DSC 0.002% 0.015° 0% 0.004% 0.052° 0% 0*
JAC 0.002% 0.009”° 0* 0.003% 0.041° 0* 0*
FiDrist 0.071° o°° 0.004% 0* 0.006% 0.003* 0.001%
DC 0.252 0.360 0.007° 0* 0.123° i 0*

Lens-L Lens-R Optic nerve-L Optic nerve-R Oral Cavity Parotid-L Parotid-R

DSC 0 o (054 o (0550 0.018%* 0.100°
JAC o> 0 [od [0l oe 0.019* 0.099°
HDmax o 0% 0.0472 o® 0% 0.025% 0.210
DC o* 0> 0.348 0.019” 0% 0.220 0.522

Each symbol represents significant differences between different groups (p < 0.05).

UIndiicates a significant difference between Vpy -tainea @A VL -pro-buit-

®Indicates a significant difference between Vi, uaines and Viatas.
°Indiicates a significant difference between Vpy -pre-buit 30 Vatias.
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Manufacturers and magnetic field strength

All manufactures
Totalat 1.5 T

Totalat 3T

Alltech Medical Systems
16T

GE Medical Systems
3T

Philips Medical Systems
15T

SIEMENS

15T

3T

TOSHIBA

1.5T

*Numbers in parentheses are percentages.

No. of patients

56 (76.7%)"
17 (23.3%)
4 (5.4%)
7 (9.6%)
19 (26.0%)

26 (35.6%)
10 (13.7%)

7 (0.6%)
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Parameter

MRI image with 3 T scanner

T1-weighted postcontrast MRI TE (msec)
T1-weighted postcontrast MRI TR (msec)
T1-weighted postcontrast MRI typical voxel size (mm)
T1-weighted postcontrast MRI typical matrix size
MRI image with 1.5 T scanner

T1-weighted postcontrast MRI TE (msec)
T1-weighted postcontrast MRI TR (msec)
T1-weighted postcontrast MRI typical voxel size (mm)
T1-weighted postcontrast MRI typical matrix size

TE, echo time; TR, repetition time.

Minimum

2.37
500
0.72 x 0.72 x 0.9
230 x 230

4.6
25
0.80 x 0.30 x 2
256 x 256

Median

2.98
2200
1Tx1x1
512 x 512

10
400
0.45x0.45 x5
512 x 416

Maximum

26.82
2741.04
1x1x5

640 x 640

15.7
2100
072x0.72x5
1024 x 1024
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Characteristics

Diagnosis

No. of patients

Age at first diagnosis
Gender

Female

Male

Number of lesions

1

>1

Glioma
a1
43 years median; 6-67 years range

18
23

37

Germinoma
32
13.5 years median; 7-44 years range

8
24

26
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0.50
Recall

0.75

Run
-_—1
-_2
-3
-4
-5
100 200 300
Training step
Model (strategy of image transformation) Mean AUC ~ SD(AUC)  MeanACC SD(ACC)
Pre-trained ResNet18 (grayscale) 0.72 0.07 0.80 0.01
Pre-trained ResNet18 (adjacent-slices-stacked) 0.81 0.06 0.79 0.05
Pre-trained ResNet18 (Jet) 0.88 0.04 0.81 0.01
ResNet18 (Jet) 0.79 0.06 0.77 0.06
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Method Model
Presented method Hybrid-WNet
Vorontsov et al. (8) FCN

Li et al. (9) Hybrid Dense UNet
Seo et al. (10) mU-Net

Patients were specified instead of sites for LiTS test submission.

Disease diameter and source

<10 mm
10-20 mm
15-20 mm
220 mm
LiTS
3D-IRCADb
<10 mm
10-20 mm
>20 mm
LiTS
3D-IRCADb

No. of sites

42
49
18
30
70 patients
15 patients
30
35
40
70 patients

5 patients

Mean DSC

0.00
043
0.68
0.77
0.810 global
0.69
0.14
0.53
0.68
0.824 global
0.68

Sensitivity
7%
59%
94%

98%

10%
71%
85%
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Metric

Dice similarity coefficient

Global Dice similarity coefficient

Median surface distance (mm)

False-positive discoveries (per patient)
False-positive volume (cc)

Erroneous false-positive volume (cc)
Over-segmentation false-positive volume (cc)

Metric

Dice similarity coefficient

Median surface distance (mm)

False-positive discoveries (per patient)
False-positive volume (cc)

Erroneous false-positive volume (cc)
Over-segmentation false-positive volume (cc)

Metric

Dice similarity coefficient

Median surface distance (mm)
False-positive discoveries (per patient)
False-positive volume (cc)

Erroneous false-positive volume (cc)

Over-segmentation false-positive volume (cc)

Median

0.74
0.81
1.95

4.25
235
124

Median
0.78
0.78

243
1.05
0.73

Median
0.79
0.76

27.8
5.62
11.40

3D-IRCADD Patients (N = 15)

Min Max
0.40 0.89
N/A N/A
0.57 8.00
0 7
0.08 28.34
0.00 14.56
0.00 17.56
CRLM Patients (N = 15)
Min Max
0.28 0.91
0.01 83.28
0 4
0.28 14.47
0.00 1423
0.23 3.68
Ablation Patients (N = 9)
Min Max
0.42 0.89
0.01 5.72
0 6
5.84 174.07
0.00 107.47
4.35 172.54

Standard deviation

0.16
N/A
1.90
2.0
7.48
5.01
5.50

Standard deviation
0.17
27
1.2
4.68
4.54
0.97

Standard deviation
0.16
176
16
61.25
32.77
50.97
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SVM

LR

Model
Training

Arterial phase

LASSO
AUC (95% Cl) 0.951 (0.919 t0 0.973)
Sensitivity 0.84
Specificity 092
Accuracy 0.88

ML
AUC (95% Cl) 0.896 (0.855 to 0.929)
Sensitivity 078
Specificity 0.88
Accuracy 0.83

RFE
AUC (95% Cl) 0.909 (0.869 to 0.940)
Sensitivity 0.81
Specificity 0.90
Accuracy 0.86

Venous phase

LASSO
AUC (95% Cl) 0.959 (0.929 to 0.979)
Sensitivity 0.89
Specificity 0.87
Accuracy 0.88

ML
AUC (95% CI) 0.856 (0.810 to 0.894)
Sensitivity 0.75
Specificity 0.78
Accuracy 077

RFE
AUC (95% Cl) 0.926 (0.889 to 0.954)
Sensitivity 0.80
Specificity 0.89
Accuracy 0.85

Plain scan

LASSO
AUC (95% Cl) 0.991 (0.972 to 0.998)
Sensitivity 0.94
Specificity 095
Accuracy 0.94

ML
AUC (95% Cl) 0.900 (0.859 to 0.932)
Sensitivity 077
Specificity 0.86
Accuracy 0.81

RFE
AUC (95% Cl) 0.933 (0.897 to 0.959)
Sensitivity 0.81
Specificity 0.90
Accuracy 0.85

Three-phase combination

LASSO
AUC (95% Cl) 0.991 (0.972 to 0.999)
Sensitivity 0.96
Specificity 097
Accuracy 0.96

ML
AUC (95% Cl) 0.912 (0.873 to 0.942)
Sensitivity 0.81
Specificity 0.86
Accuracy 0.84

RFE
AUC (95% Cl) 0.908 (0.869 to 0.939)
Sensitivity 0.81
Specificity 0.89
Accuracy 0.85

Test

0.924 (0.850 to 0.968)
0.78
0.89
0.85

0.901 (0.822 to 0.953)
0.75
0.85
0.82

0.914 (0.838 to 0.962)
0.84
0.87
0.86

0.920 (0.846 to 0.966)
0.69
0.87
0.81

0.831 (0.739 to 0.900)
0.81
0.74
0.77

0.915 (0.839 to 0.963)
0.72
0.95
0.87

0.909 (0.832 to 0.959)
0.72
0.90
0.84

0.899 (0.819 to 0.951)
0.75
0.87
0.83

0.898 (0.819 to 0.951)
0.78
0.92
0.87

0.936 (0.866 to 0.976)
0.78
0.90
0.86

0.903 (0.824 t0 0.954)
0.69
0.84
0.79

0.887 (0.805 to 0.943)
0.69
0.85
0.80

Training

0.936 (0.901 to 0.961)
0.86
0.90
0.88

0.881(0.838 to 0.916)
0.81
0.81
0.81

0.904 (0.863 to 0.935)
0.80
0.87
0.84

0.918 (0.880 to 0.947)
0.82
0.82
0.82

0.829 (0.780 to 0.871)
0.73
0.74
0.73

0.909 (0.869 to 0.940)
0.81
0.83
0.82

0.991 (0.972 to 0.998)
0.96
0.94
0.95

0.904 (0.864 to 0.935)
0.84
0.85
0.84

0.921 (0.884 to 0.950)
0.85
0.84
0.84

0.994 (0.977 to 1.000)
0.97
0.97
0.97

0.914 (0.875 t0 0.943)
0.83
0.86
0.85

0.909 (0.870 to 0.940)
0.82
0.85
0.84

Test

0.919 (0.845 to 0.966)
0.81
0.94
0.89

0.896 (0.816 to 0.950)
0.78
0.79
0.79

0.896 (0.816 to 0.950)
0.72
0.84
0.80

0.906 (0.828 to 0.957)
0.78
0.87
0.84

0.807 (0.713 to 0.882)
0.75
0.73
0.73

0.872 (0.787 t0 0.932)
0.69
0.87
0.81

0.892 (0.811 to 0.947)
0.81
0.90
0.87

0.848 (0.759 to 0.914)
0.62
0.84
0.77

0.882 (0.799 to 0.939)
0.78
0.87
0.84

0.931(0.859 to 0.973)
0.75
0.94
0.87

0.890 (0.809 to 0.945)
0.75
0.84
0.81

0.883 (0.800 to 0.940)
0.72
0.89
0.83

AUC, area under the receiver operating characteristic curve; Cl, confidence interval: SVM, support vector machine; LR, logistic regression; LASSO, least absolute shrinkage and selection
operator; Ml, mutual information; RFE, recursive feature elimination.
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Model AUC (95%Cl) Sensitivity Specificity Accuracy p-value
Training set

Clinical model (LR) 0.769 (0.716 to 0.817) 0.50 091 o7 =
Clinical model (SVM) 0.871(0.827 to 0.908) 0.66 0.93 0.80 <0.001
Radiomics model 1 0.951(0.919 to 0.973) 0.84 0.92 0.88 <0.001
Radiomics model 2 0.991 (0.972 to 0.999) 0.96 0.97 0.96 <0.001
Combined model (LR) 0.950 (0.918 t0 0.972) 0.85 0.94 0.90 <0.001
Combined model (SVM) 0.978 (0.854 to 0.992) 0.92 0.97 0.95 <0.001
Test set

Clinical model (LR) 0.781 (0.684 to 0.860) 0.53 0.89 0.77 =
Clinical model (SVM) 0.744 (0.644 t0 0.828) 0.69 0.85 0.80 0.539
Radiomics model 1 0.924 (0.850 to 0.968) 0.78 0.89 0.85 0.012
Radiomics model 2 0.936 (0.866 to 0.976) 0.78 0.90 0.86 0.013
Combined model (LR) 0.933 (0.862 to 0.974) 0.75 0.85 0.82 0.006
Combined model (SVM) 0.928 (0.856 to 0.971) 0.81 0.87 0.85 0.009

The p-value was calculated by the Delong test. AUC, area under the receiver operating characteristic curve; Cl, confidence interval; SVM, support vector machine; LR, logistic regression.
Radiomics model 1, the best radiomics model based on a single phase (arterial-LASSO-SVM). Radiomics model 2, the best radiomics model based on the multiphasic phase (three-

[ ASSO-SVM).
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Clinical-radiological features

BPTs (n = 143)

Training set (n = 218)

Test set (n = 94)

MPTs (n = 75) p-value BPTs (n = 62) MPTs (n = 32) p-value

Gender® (M/F) 75/68 39/36 0.950 37/25 1715 0.543

Age® (vear) 55.00 (15.00) 48.00 (24.50) 0.023 53.69 (14.34) 51.38 (16.54) 0.483

Smoke® (absent/present) 81/62 47/28 0.391 34/28 21/11 0.315

Size® (mm) 19.77 (8.43) 23.09 (12.01) 0.003 20.84 (8.46) 28.83 (14.70) 0.001

Location? (superficial/deep lobe) 111/32 50/25 0.080 57/5 16/16 <0.001

Scope® (localized/diffuse) 143/0 65/10 <0.001 62/0 23/9 <0.001

Number® (single/multiple) 136/7 73/2 0.669 59/3 31/1 1.000

Shape® (regular/irregular) 96/47 36/39 0.006 51/11 14/18 <0.001

Margin® (well-defined/ill-defined) 123/20 44/31 <0.001 57/5 1715 <0.001

CNA? (absent/present) 77/66 39/36 0.795 42/20 23/9 0.681

IST® (absent/present) 137/6 44/31 <0.001 57/5 17/15 <0.001

LM?® (absent/present) 143/0 68/7 0.001 62/0 28/4 0.021

CT value® (HU)

Plain 42.00 (15.00) 45.00 (16.50) 0.524 43.15 (11.94) 43.97 (13.26) 0.761
Arterial 84.00 (41.00) 79.00 (38.50) 0.591 86.69 (36.32) 84.31 (26.36) 0.743
Venous 86.00 (29.00) 87.00 (31.50) 0.961 86.94 (23.71) 89.50 (26.85) 0.636
Art-PI 38.00 (36.50) 34.00 (30.00) 0.209 34.00 (39.50) 33.00 (24.75) 0.886
Ven-Art 3.07 (23.72) 5.03 (18.21) 0.499 6.00 (28.75) 8.00 (16.75) 0.330

“Categorical data as numbers (n).

®Quantitative data are mean (standard deviation) or median (quartile). p-value was calculated with independent samples t-test or Mann-Whitney U test. p-value was calculated with the ;52
or Fisher’s exact test. BPTs, benign parotid tumors; MPTs, malignant tumors; F, female; M, male; CNA, cystic or necrotic areas; LM, lymphatic metastasis; CT, computed tomography; Art,
arterial phase; P, plain scan; Ven, venous phase.
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Parameter Unit Interpretation Source

ko hr' Proliferation rate Computed from control, untreated group and fixed throughout experiments
] 1 Carrying capacity
A 1 Allee effect
' 1 Confluence of proliferating cells Initial cell confluence and total confluence (i.e., N,+Ns) are measured from
Ns 1 Confluence of senescent cells microscopy data.
No 1 Initial confluence of cells at time = 0
fpse 1 The fraction of DSBs remaining unrepaired (normalized Measured by flow cytometry
between 0 and 1)
Kacute,n hr' Death rate quantifying the contribution of initial confluence to early Fit globally with all treated cell response curves.
death
@accum,N 1 Scale factor quantifying the contribution of initial confluence to late
death
Kaccum,p hr'' Death rate quantifying the contribution of radiation doses to late death
r hr'  Radiation efficacy
kos hr'' Conversion rate from proliferation to senescent components.

The unit “1” means the parameter is unitless.





OPS/images/fonc.2022.811415/table2.jpg
16 Gy

20 Gy

Treatment schedule

4 fractions of 4 Gy
3 fractions of 5.3 Gy
2 fractions of 8 Gy
4 fractions of 5 Gy
3 fractions of 6.7 Gy
2 fractions of 10 Gy

oL

PCC

0.96 + 0.003
0.85+0.015
0.96 + 0.001
0.97 +0.002
0.98 + 0.001
0.98 + 0.001

cce

0.84 £ 0.011
0.71 £ 0.019
0.79 + 0.003
0.96 + 0.002
0.93 + 0.001
0.95 + 0.003

PCC

0.91 +0.007
0.89 + 0.008
0.84 +0.016
0.90 + 0.005
0.88 + 0.004
0.91 + 0.004

cce

0.85 +0.012
0.76 £ 0.014
0.65 + 0.029
0.76 + 0.011
0.64 +0.016
0.77 £ 0.011

Mean + standard error.
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